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Design of PID Controller for Integrating )
Processes with Inverse Response i

A. Parvathi, M. Rathaiah, R. Kiranmayi, and K. Nagabhushanam

Abstract In chemical process control designing, forms showing an underlying
inverse reaction alters the final state can as often as possible in industries. Procedures
displaying such attributes are called inverse reaction procedures. Moreover, inverse
reaction procedures can incorporate an integrator in their corresponding model. There
are just a couple of studies tending to control of integrating/capacitive procedures
with inverse reaction are in literature. Existing techniques, generally, propose the
utilization of surely PID-controllers for the control of converse reaction forms with
an integrator. However, it has been demonstrated by concentrates in the literature
that PID controllers bring about unsuitable closed loop exhibitions for these forms.
Expansion of inverse reaction makes the control of an integrating procedure progres-
sively hard to control. Then, a filter is used as shown in proposed structure, performs
in exceptionally acceptable closed loop reactions for a class of these procedures. This
paper describes the utilization of PID controllers with filters to improve the response
of integrating/capacitive forms with reverse reaction. Simulation models are given
to represent the prevalence of the proposed technique compared to existing methods.

Keywords Integrating process - Inverse reaction + Servo operation + PID filter -
Set point filter - Stability

1 Introduction

The standard PID (Proportional-Integral-Derivative) controller is having three terms
in its implementation. This control is well known in process automation and chemical
industries due to its easier implementation and improved performances. Its tuning
parameters can be discovered by utilizing one of the hypothetical methodologies
accepting that the procedure model and by utilizing an ordinary procedure model
and one of a few tuning rules, which can be found in the writing. In general, an error
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signal which is the difference between the desired and actual output of the processes
is an input for the PID controller.

It offers numerous options to the researchers for tuning. The earlier tuning princi-
ples presented by Ziegler and Nichols [1]. They described many tuning procedures
for different types of systems. This tuning approach becomes complicated when the
process having the integrating terms and zeros on the right half of the s-plane. The
intricacy becomes more significant when the time delay (dead time) is related to
the procedure. If the process has large time delay in their model then this type of
design procedure may not give the accurate desired performance of the processes
considered. Therefore a new developments or modification in the basic structure of
PID controller/tuning plan is required.

Procedures with inverse reaction attributes are regularly experienced in industries,
for example, the degree of the drum kettle in a refining segment, the left temperature
of a cylindrical exothermic reactor. Integrating procedures with inverse reaction can
likewise be knowledgeable about mechanical applications, for example, level control
of a kettle steam drum. The model of this type of process includes the zero of transfer
function on the RHS.

It is noted that PID-type controllers bring about unacceptable performance exhi-
bitions in controlling the processes like integrating type. Numerous researchers have
projected different approaches for tuning this type of process models as: Jin and Liu
[2] proposed an upgraded inside the model controller and determined scientific PID
tuning rules for incorporating forms. Anil and Sree [3] planned a PID controller for
different types of industrial processes with time deferring based on directsynthesis
approach. Ajmeri and Ali [4] utilized a direct way to combine and deal with tuning
PID controllers for complete integrating, and twofold request integrating procedures
with huge time delays.

Then again, there are very few works tending to the control of integrating proce-
dures with reverse/inverse reaction and dead time. Luyben [5] proposed a PI and
additionally a PID controller in the traditional single-input single-yield (SISO) frame-
work to control incorporating forms with converse reaction. Pai et al. [6] have used
PID for inverse operating integrating process models.

In recent years, Kaya [7] has projected a PI-PD form of controller to improve
the performance of such (integrating with inverse operating) processes using Smith
indicator plan.

The target of this work is to structure an effective control methodology for the
stable-integrating processes of first order with delay in operating time. The goal is
cultivated by utilizing a PID controller along filter is designed. The controller param-
eters are inferred as far as procedure parameters with the assistance of polynomial
strategy.

The remaining portion of paper is structured as follows: The projected control
scheme is explained in part II, control system design in part III, and simulation
studies in part IV. Finally conclusion is presented.
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2 Structure of Proposed Control System

The projected control loop structure for (capacity type) integrating processes is
given in Fig. 1. This control loop consist of controller—G,(s), disturbance signal—
d, process with inverse response—G,(s) and set point filter—F{(s).In this structure
r—denotes the reference and Y—denotes the output response.

In this study the process considered is (capacity type) integrating type which
has one pole (type-1) at origin of s-plane. The form of integrating (capacity type)
processes with inverse response is given as:

_ K,(—as + l)e’GS
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where, K,—is the steady-state gain, T—is time constant, and 0—is the time delay.
The servo and regulatory responses are derived as presented in Egs. (2) and (3)
respectively.

Y(s)  F(s)Gc(s)Gp(s)
r(s) 1+ Ge(s)Gy(s)

Y(s) _ G,(s)
d(s) 1+Gc(s)Gp(s)

2
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For deriving the controller parameters, the expression of process is rearranged as
shown in Eq. (4).
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The controller used in projected approach is of the form of Eq. (5).
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Fig. 1 Structure of proposed closed loop PI control system
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k;
G.(s) = kp + ? + kys (5

These sections explains the steps to intend the overall controller which includes
set point filter F(s), tuning rules, selecting X\ value and performance measurement.

2.1 Set Point Filter

It is clear from the controller presents zeroes in the servo reaction. The zeroes are the
main reason for undesired over shoot in the servo reaction prompting motions and
the settling time is very high. The presented strategy utilized a set point channel as
appeared in Eq. (6) so as to defeat the impact of zeroes presented by the controller
in servo reaction [8].

1

F(s) = 6
O = lms ks +1) ©

2.2 Tuning of PID Controller

The form of controller is,
ki ars? +ays + 1

() = — +k —_— 7
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To rearrange the inference, the controller parameters a1 a2 and f, B, are accepted

as appeared below.
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2.3 Selection of Tuning Parameter (A)

The suggested scope of Mg is 1.2-2, which is a trade off between the speed of reaction
and powerful stability. Be that as it may, numerous multiple times, researchers think
about qualities past the most extreme point on account of precarious and incorporating
forms in order to accomplish desired speed of reaction. For the projected technique,
the loop transfer function (L) is,

L= Gc(s)Gp(s)

Mv =max(|1+Gp(S)Gc(S)|)71 (8)

2.4 Performance Measurement

The performance indexes considered in the current study are integral of absolute
error (IAE), integral of the square error (ISE). Lessening the IAE and ISE is the goal
of present paper.

These are expressed as:

IAE = / (IE(tdt )
0

ISE = / (E*(v)dt (10)
0

The total variation (TV) of the input u(z),

oo
TV =) luisi —u; (11)
i=1

3 Simulation Results and Discussions

Example 1 The model is given to describe the controller technique.

0.547(—0.4185 + 1)
G = Toes 7 1 (12)
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The PID filter is computed as given in Eq. (7)

0.0548s? + 0.468s + 1

= 13
Trip() = G 04335 1 0.52155 + 1 (19
The set point filter of the process is calculated as given in Eq. (6).
1
F(s) = (14)

2.9216s2 4+3.815s + 1

This procedure TF (transfer function) has a place with a mechanical contex-
tual investigation of heater steam drum and the level is constrained by controlling
evaporator. The PI-PD controller parameter utilized by Kaya [7] is used for compar-
ison purpose. Controller parameters for the current strategy recommended are K, =
2.3174, ki = 0.6075 and kd = 1.7748. In this it is used that A\ = 1.500.

Figure 2 shows reactions for all plan techniques to both a change in reference and
a stage upsets with size of —0.5, at time instant t = 25 s. The corresponding control
signal has been shown in Fig. 3.

Execution particulars for all structure techniques are condensed in Table 1. In all
design methods, for both nominal and distributed system the method that present in
this work has low values of ISE, IAE and TV.

Example 2 The model is given to describe the controller technique.

2-5 L] L] I Ll L L L) 1 L)

Reference
2F A Proposed .
iy e PID based on standard forms

Process Output

L L L L L L L L
0 5 10 15 20 25 30 35 40 45 50
Time(Sec)

Fig. 2 Closed loop response of example 1
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Fig. 3 Control signal of example 1
Table 1 Performance indices Control scheme IAE ISE v
of example 1
Proposed method 5.52¢7% |5.45¢798 |0.003
PID based on standard forms | 1.7319 1.1135 0.0055
0.5(—0.5s + 1) —07s
Gp(s) = 7 (15)
s(0.5s +1)(0.4s + 1)(0.1s + 1)
In the design, the model is used as:
0.5183(—0.4699 1
G(s) = 2215 4D -oms (16)
s(1.1609s + 1)
The PID filter is computed as given in Eq. (7)
0.1914s2 + 0.8755 + 1
= 17
e () =4 097452 £ 0.6775 + 1 an
The set point filter of the process is calculated as given in Eq. (6).
1
F(s) = (18)

6.1703s% + 6.475s + 1

This procedure move capacity has a place with a mechanical contextual investi-
gation of heater steam drum and the level is constrained by controlling evaporator.
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Process Output
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Fig. 4 Closed loop response of example 2

The PI-PD controller parameter utilized by Kaya [7] is used for comparison
purpose. Controller parameters for the current strategy recommended are Kc =
1.1292, ki = 0.1744 and kd = 1.0761. In this it is used that A = 1.500.

Figure 4 shows reactions for all plan techniques to both a change in reference and
a stage upsets with size of —0.5 at time instant(t) = 25 s. The corresponding control
signal has been shown in Fig. 5.

Execution particulars for all structure techniques are condensed in Table 2. In all
methods, for both nominal and distributed system the method that present in this
work has low values of ISE, IAE and TV.

Example 3 The model is given to describe the controller technique.

Gp(s) = s((l_gs—fl))e*“ (19)
The PID filter is computed as given in Eq. (7)
o) = G o £ e
The set point filter of the process is calculated as given in Eq. (6).
F(s) = 1 (2D

1.4285s% + 3.2075s + 1
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Fig. 5 Control signal of example 2

Table 2 Performance indices

Control scheme IAE ISE TV
of example 2

Proposed method 1.918 0.2358 | 0.0028
PID based on standard forms | 2.5006 |1.6787 |0.0032

The PI-PD controller parameter utilized by Kaya [7] is used for comparison
purpose. Controller parameters for the current strategy recommended are K. =0.119,
k; = 0.0371 and kg = 0.053. In this it is used that X = 1.500.

Figure 6 shows reactions for all plan techniques to both one unit reference change
and a stage upsets with size of —0.5, at time instant t = 250 s. Execution particulars
for all structure techniques are condensed in Table 3. In all design methods, for both
nominal and distributed system the method that present in this work has low values
of ISE, IAE and TV (Fig. 7).

4 Conclusions

This paper portrayed the controller plan for integrating procedure with backwards
reaction and pole at RHS. The PID controller has been planned in an adjusted structure
with arrangement of forward path. The set point channel/filter additionally used to
improve the reaction of process because of step changes in reference signal. The
proposed technique is connected to the two distinctive relative investigations and their
reactions have been appeared in Figs. 2 and 3. The reaction obviously clears that the
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Fig. 6 Closed loop response of example 3
Table 3 Performance indices Control scheme IAE ISE v
of example 3
Proposed method 1.545 0.358 0.127
PID based on standard forms 2.899 1.223 0.872
4 T L] L} L L) L) L L) L
= Proposed
35F = = = PID Based on Standard Forms |-
3 = =
E 25F -
=
g 2f -
T 15} -
=
S
O 1k -
05k .
!
4 e i
0 P =
_"‘5 L L L L L L L L L
0 50 100 150 200 250 300 350 400 450 500
Time(Sec)

Fig. 7 Control signal of example 3
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proposed strategy has improved reaction than the strategies utilized for comparison.
The proposed design plan is additionally simpler than other related methodologies
for integrating/capacitive type processes.
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Abstract Sustainable power source advancements presents an outflow free of
methods for the energy collecting in the current power energy situation requesting
practical necessities. Be that as it may, the creation cycle of RETSs particularly
sunlight based photovoltaic (SPV) is material what’s more, energy costly cycle.
In this paper such data and the energy concentrated creation cycles of Solar photo-
voltaics frameworks are examined. The frameworks is broke down up to a creation
stage with center given to the energy and material separation between various phases
of creation. The assessment of an outflows through creation step is completed for a
1 kWp Solar photovoltaics framework. A correlation is made through various kinds
of advancements i.e., mono Si, poly Si, slim film CdTe and strip Silicon. Likewise,
correlation of maintainability parts of housetop and ground layed establishments
was completed. In strip Silicon, energy process represented higher discharges as
opposed to material in instance of different innovations. In the layed construct, in
rooftop construct brought about least discharges among material investment funds
while, layed mounting constructs are ecologically costly because of high material
utilization. Additionally, the emanation portion of materials utilized underway stage
is decreased directly from mono crystalline Si to strip Si when in rooftop attaching
is utilized. Consequently, slight film CdTe, lace Si consists a naturally less expensive
alternatives of outfitting sun based energy and creation cycles of advances like mono
crystalline Si, poly crystalline Si should be enhanced to make them ecologically
reasonable.
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Keywords Solar Photovoltaic Cells + Life cycle inventory (LCI) « Life cycle
assessment (LCA) - ECO-indicator - Renewable energy Systems (RES)

1 Introduction

An Earth-wide temperature boost and environmental evolve have shifted worldwide
energy index to move from outflow escalated fossil powered assets to sustainable
power sources [1]. Flourishing with the maintainability and green advancement to
moderate atmosphere change issues non-customary and sustainable power source
innovations are given a help via financial approaches around the globe [2]. All through
the gross RESs are encouraged to chop downwards discharges through liberated and
changed approaches, for example, power buy agreements, premium feed in duties
because of their emanation easy nature of energy reaping [3]. In any case, to choose
maintainability parts of any RES life cycle emanations need to be review as opposed
to counting emanations that are stayed away from in operated stage.

Life cycle investigation presents a valuable device in breaking down emanations
over the whole life cycle by means of utilizing products and power sources i.e.,
life cycle stock in various periods of creation, utilize and removal of any item
[4]. The assembly phase of photovoltaics boards incorporate three arranges to be
specific wafer creation, cell manufacture and board fabricating. The SPV board is
the most costly piece of absolute PV framework monetarily as naturally examine
high measure of energy and input sources of info. Numerous examinations have
assessed the ecological effects of the PhotoVoltaics boards in the entire existence
with outflows per KWh source created as a mark [5, 6]. Notwithstanding, the sepa-
ration of emanations among various creation stages is the way to distinguish the
territory in which betterment is needed to extend PV more monetarily and natu-
rally manageable innovation. The existence cycle investigation apparatus is related
with four phases (Fig. 1) [4]. 1. Objective and degree definition consists illustrating
the target, framework limits concerning LCI and measures, characterizing the prac-
tical section like natural or financial grade 2. Life cycle stock examination counting
information assortment, isolation and standardization and so on. 3. The existence
cycle examination stage incorporate assessment of either financial or natural parts
of the item and 4. Translation of results to upgrade manageability lists of the item
in various periods of life assessment. Over last decades numerous investigations
helped out life assessment of SPV along records similar to energy restitution time
frame and outflows per KWh energy bridled. The main mono Silicon boards brought
about a normal 2—4 years of EPBT for various degrees of illumination and outflow
level of 160 to 300 g—CO, eq./KWh were accounted for [5-8] The variety upon the
mark determined is because of various regardless of whether conditions and vari-
eties underway cycles of SPV. Too exemplified energy differs as per sort of mounting
utilized. Generally the housetop mount and open ground surrounding frameworks
had higher cycle and exemplified energies contrasted with veneer surrounded frame-
works [9]. Be that as it may, the veneer surrounded constructs may bring about higher
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Fig. 1 Life cycle
assessment framework [4]
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compensation periods because of restricted sun based radiation [10]. Counting the
current examinations on life assessment investigation of PV, this examination thinks
about the cycle energy and typified energy of ascend constructs in assessing SPV
framework maintainability angles. Dissimilar to the vast majority of the investiga-
tions an incorporated way to deal with derive stage savvy discharges at all steps and
parts of SPV framework is concocted with this examination. The extent of its investi-
gation was limited to creation phase of PV frameworks barring the capacity compo-
nents similar to batteries and power modules. To measure outflows underway period
of SPV ECO-indicator instrument was utilized and useful unit is huge amounts of
CO2 per 1 kWp SPV framework creation. Rest of the paper is sorted out as includes:
Methodology received to assess life cycle emanations is portrayed in segment II.
Segment III diagrams the portrayal of 1 kWp framework for various kinds of PV
boards, body of construct and ascend constructs. The segment IV the outcomes are
introduced and examined as for generally speaking framework just as every segment.

2 Methodology Adopted

The supportability parts of Photo framework are assessed utilizing ECO-indicator
generally known as Eco Indicator 99 eco it configuration instrument [11]. The ECO-it
is a straight forward programming to adaptable information base with utilize. There
are two pointers together effection climate specifically ReCiPe (RCP) strategy and
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Fig. 2 Analysis stages of ECO-it eco design tool [11]

CO; counterparts. The ReCiPe (RCP) esteems are unit results which mean the seri-
ousness to outflows with choosen it emor movement. Large data, high the rapid
articulated on effect on climate. The ECO-it device comprises off our areas/phases
of assessment. The initial stage gives data about the framework and any definitions
with respect to the frame work, practical element can be characterized to assist an
ce the professional in evaluation. The subsequent stage was the creation period of
the item/administration whose step and cycles for the frame work can be compre-
hended individually to assess coming about emanations. The ECO-it was encouraged
to incorporate various components like mass, zone and energy indifferent decimal
standards. Any product, energy and cycle in flux into the frame work or item can
be determined via five classifications of LCI gave i.e., product, energy, relocate,
handling and administration/framework (Fig. 2). When the information from LCI is
began coming about emanations can be seen as far as CO, counter parts or ECO-it
scores. The score of each cycle or part can be utilized to assess the effect of specific
segment/measure in the entire life (Fig. 3).

3 Model Representation

In this complete scenario, life rotation discharges for a 1 kWp Solar framework is
dissected as four kinds of boards, three sorts of ascend cohesive and regularly utilized
BOS. The virtual and specialized attributes of a wide range of Solar boards utilized
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Fig. 3 LClI inventory inclusion in ECO-it eco design tool [11]

Table 1 SPV panel characteristics

Cell type | Manufacturer Cells per | Module Weight | Modules Module
Module Rating | module dimensions (kg) per 1 kWp | area per
(Wp) (mm x mm) 1 kWp
(m?)
1 |MonoSi |SunWorld [12] |60 1675 x 951 |46.7 7 6.7
250
2 |poly Si SunWorld [13] | 60 1675 x 961 |39.7 7 6.7
250
3 | CdTe FirstSolar [14] | 216 1200 x 600 | 26.45 11 7.78
92.5
4 | Ribbon Evergreensolar | 114 1650.5 x 41 5 7.65
[15] 205 951.3

in this examination are specified in Table 1. The average LCI of SPV boards per 1m?
zone of board is embraced [9] in discussion with zone needed for 1 kWp for different
sorts of SPV boards dissected in this investigation. For the ascend framework, three
kinds of ascend courses of action are examined in particular, in-rooftop, on-rooftop
and ground surrounded constructs. As the products and zone necessity differs amid
the diverse ascend surrounded considered, the in general emanations may likewise
shift. The boundaries of the ascend constructs are specified in Table 2. Since the
existence cycle stock of three ascend construction it tends to be seen that, ground
ascend constructs are material serious and in rooftop framework can spare material
contribution surrounded rooftop tile sparing. Be that as it may, the energy repay of in
rooftop frameworks should be lower contrasted with that of on rooftop frameworks
because of skewed environmental and air refrigeration on lower edge of PV boards
[12]. To examine outflows owed to BOS of SPV framework, the framework is larger
than usual by half [11]. Thusly, outflow investigation for 1 kWp will in the long run
outcome in discharges for 1.5 KVA of inverter limit. In the association part, LCI
of Direct wiring is additionally remembered for BOS itself instead of take up as
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Table 2 Mounting constructs LCI [9]

Mounting type On roof In roof Ground
Product maker PhonixSonnenstrom AG™ Schletter Springerville
Steel (kg) 0 0 4.01
Stainless steel (kg) 0.49 0.28 0
Aluminium (kg) 0.54 1.21 0

Concrete (kg) 0 0 8.03

a different substance take up as a immaterial effect contrasted with different BOS
components, for example, inverter [16].

4 Results and Discussion

The 1 kWp SPV framework is planned from support to entryway regarding emana-
tions during assembling/creation phase of cell, ascending and body system of the
framework. The framework limit for module is found from wafer manufacturing
leaving Si raw material product and energy inputs.

4.1 Emanation Investigation for SPV Modules

The vitality and material concentrated assembling measure of SPV module applies
impressive test in prepare SPV a practical energy reaping innovation. The mono
translucent innovation is product just as energy serious there by bringing about most
noteworthy discharges of 1257 kg of CO, for every 1 kWp of creation. While, strip
Si with low product and energy utilization fueled by present day creation innovation
brought about best natural alternative with 311 kg of CO, per 1 kWp of creation
(Fig. 4).

EMISSIONS (Kg of
Cco2)

Mono Si Poly Si Thin film Ribbon cell

Fig. 4 Emission equivalents of different SPV technologies
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(1) LCA of mono-Si:

By a wide margin, the mono Si innovation is effectively the most earth costly because
of huge product and energy inputs. The wafer creation stage comprises over 61%
of complete discharges and the cell phase represents simple 2.9% of the discharges
and left emanations are from cell bundling into module. All things considered the
discharge because of the PV module creation in mono Si innovation can be classified
into five sorts in particular, gases, solids, fluids, power and direct emanations to air.
While, a portion of these are restricted to specific phases of creation. For instance, the
fluid and gases utilization is practically immaterial in the event of module readiness.
It tends to be seen that, aside from direct discharges what’s more, discharges from
solids utilized in PV board creation, wafer creation stage is answerable for larger part
of the discharges. The wafer phase of PV board has represented 35%, 71%, 94%,
85% of emanations from solids, fluid, gases and power respectively. Producing of
silicon material in wafer production stage is related with over 65% of the emissions
proceeded in wafer phase. Therefore, powerful wafer fabricating/creation innovation
is the need of great importance to reduce outflows through material contributions to
wafer stage. It is likewise saw that, over 60% of the outflows from solids were in
module phage. This can be ascribed to the fact that, module planning related with
board bundling is material escalated with front and back metelled, BSF coating on
back end, aluminum utilized for bundling and so forth. In the cell manufacture stage,
back metelled was the key cycle which caused lion’s share of the outflows in this
stage. In this manner, the emanation investigation of mono Si PV board surmisings
the urge of abridgement in energy just as material contributions to wafer creation
stage (Fig. 5).

(2) LCA of Poly-Si:

Lately, poly Si innovation developed as impressively proficient option for exor-
bitant and product concentrated mono Si innovation. When contrasted with the

M

Fig. 5 Emissions of mono 100%
Si panel at different 90%
production stages

Emissions Share (%)

0% — i — .
Solids Gases  Liquids Electricity Emissions
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creation outflows of mono Si, emanations in wafer creation phase are simple 46.7%
and module bundling had brought about most noteworthy discharges of over 48%
of complete poly Si creation discharges. The principle distinction in the creation
measure is in to wafer phase of creation. As an aggregate decrease of 530 kg of CO,
for each 1 kWp wafer creation is seen which was proportionate to 46.7% contrasted
with 69.2% of mono Si. In this manner, poly Si wafer creation measure is naturally
22.4% suggested over mono Si wafer creation. Additionally, when contrasted with
mono Si the emanations from wafer creation measure are decreased by 7.3%, 58.7%,
7.27% and 22.88% in the event of solids, fluids, gases and power individually (Fig. 6).

(3) LCA of Thin Film CdTe:

Additionally, the slight film modules had came up long way from their presentation
in 1975. The record effectiveness of slight film CdTe modules is accounted for as
21.5% [18]. The primary bit of leeway of the flimsy film modules is the product
adequacy and wide scope of activity in both diffused and direct retention range
[19]. Notwithstanding, the effectiveness is lower contrasted with mono and poly Si
partners, there with heightening geological necessity to tackle same sum of energy
contrasted with previous PV advancements. Creation of 1 kWp of flimsy film PV
module brought about 475 kg-eq of CO, which is 62%, 34.6% lower contrasted with
mono and poly Si advances separately (Fig. 1). The discharges from creation phase
of Cd-Te innovation are partitioned into three classes to be specific module measure,
plant compound utilization and plant equipment use. The module creation measure
involve 98% of absolute discharges while plant compound utilization and equipment
use represented 1.4%, 0.5% individually (Fig. 7). In the module cycle, material and
energy inputs involve emanation portions of 60, 40% individually.

Fig. 6 Emissions of mono 100%
Si panel at different 90% .

production stages
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Fig. 8 LCA of ribbon Si wafer technology

(4) LCA of Ribbon Silicon Wafer:

The strip silicon wafer is main of the most recent PV advances empowering tremen-
dous product decrease alongside quick fabricating measure. Nonetheless, the effec-
tiveness of lace silicon wafer is exceptionally low contrasted with slight film too. This
is because of the way that, strip Si wafer have extremely dainty silicon construct with
lower likelihood of photon assimilation there by settling on productivity [15]. For
1 kWp creation of lace Si wafer the outflows are assessed from LCI accessible. The
lace Si wafer creation stage brought about 311 kg of CO,—eq which was 75%, 57%
and 34.5% lower contrasted with mono, poly and flimsy film innovations individu-
ally. In contrast to mono, poly and tin film innovations, energy source is liable for
greater part of emanations instead of material contributions as if there should arise
an occurrence of another PV advances. Energy input oneself is answerable for over
87% of absolute discharges during wafer creation stage. While product and direct
emanations to air settled at 9% and 3.8% separately (Fig. 8).

4.2 LCA of Mounting Constructs

When the PV producing was finished, establishment measure is the key territory
which devours impressive measure of materials through ascend constructs [9]. The
ordinary LCI of three ascend constructs used in this examination is represented in
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Fig. 9 LCA of mounting constructs

Table 2. In light of the undertaking type mounting constructs are separated into three
sorts specifically on-rooftop constructs which are sent in average rooftop top PV
frameworks, in rooftop constructs in which boards are coordinated to rooftop top
supplanting the tiles there by offering material reserve funds in building develop-
ment and the third sort is ground ascend constructs which require extra material as
concrete utilized for readiness of establishments. The outflows during establishment
measure are thought to be exclusively from exemplified energy of product utilized
for ascending constructs. The discharges three kinds of discharges are represented in
Fig. 9. Ground layed constructs brought about most elevated emanations of 135 kg
of CO,—eq. thought about to 61 and 13 kg for on rooftop and in rooftop partners. The
contrast in emanations if there should be an occurrence of in-rooftop construct can
be credited to the way that, 1 m? of PV boards conceivably can supplant 40 rooftop
tile there by decreasing epitomized energy of in general framework (Fig. 10).

LCA of generally framework To comprehend the portion of various framework
parts in emanations of entire framework consisting casing and BOS, LCA of entire
framework is to be performed. Here, LCA of entire framework is assessed for a
1 kWp framework including ascending and BOS prerequisites. The emanations of
1 kWp framework are investigated with in rooftop framework ascending for all PV
advances as appeared in Fig. 11. The emanation portion of PV module with the
entire framework is diminished from 96.3% for mono Si to 86.8% for lace Si wafer
innovation. While emanations with poly and slight film advances remained at 94%,
90% separately.

Chart Title

100
0 I
50 Steel Sell convert Aluminium Concrete .

-100

Kg CO2 Eq

-150

Fig. 10 LCA of in-roof mounting constructs
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5 Conclusion

Energy collecting through sustainable power source innovations is moderately
discharge free contrasted with non-renewable energy source advancements like coal,
flammable gas, atomic frameworks and so on. Notwithstanding, material further-
more, energy costly cycles utilized underway periods of RET advancements like SPV
presents maintainability challenges on their arrangement. In this manner, manage-
ability examination of SPV assistance in distinguishing energy and product costly
stages upon by congratulating fabricating/creation advances to improve the related
cycles so as to decrease natural weight. This work represents LCA of SPV creation
and establishment stages for various SPV innovations and ascend constructs. Key
discoveries of the problem close the strip Si wafer innovation as best natural alter-
native for saddling sun based energy. What’s more, for strip Si innovation energy
utilization is mindful for greater part of discharges though, its material’s exemplified
energy that mutual greater part of outflows if there should be an occurrence of mono,
poly what’s more, dainty film advancements. At long last, it is reasoned that, the
blend of lace Si innovation with in rooftop ascending might lessen by and large SPV
framework emanations by 73% contrasted with mono Silicon innovation.
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Intelligent Control Techniques )
for Parameter Tuning of PID Controller L
for LFC with Emphasis on Genetic

Algorithm

B. Venkata Prasanth, Raja Sathish Kumar, Vijaya Krishna Boyina,
and K. Ramash Kumar

Abstract The theme of this work is carried out to reduce the deviations involved in
LFC of adeveloped system by via GA technique (intelligent controller) deployed PID
controller. In MATLAB environment, the system is modelled and as well as simu-
lated for conventional controller, Fuzzy, PSO and GA based PID tuning parameters.
Simulation results shows that there is an improved dynamic response of the system
when subjected to different step perturbations with proposed GA-PID controller.

Keywords Load Frequency Control - Integral Time Absolute Error - Fuzzy Logic
Controller - Particle Swarm Optimization - Genetic Algorithm - PID controller

1 Introduction

The goal of LFC during transient conditions is to maintain constant frequency, power
exchanges and tackling system complex model as well as variations involved [1-3].
In general case, the habitual apparent power produced by generators must be met in
accordance with the load power variations. The principal task before a power system
engineers is to provide good quality of power supply generated by a mixture of
renewable and non-renewable sources of energy to the utility customers without any
distortions. Load frequency control to be referred as by maintaining frequency within
permissible limits by regulating both wattage input power generation and demand
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[4]. The variables (Af and APye) effects during power transient load power condi-
tions. Automatic control is more efficient method of load frequency control because
manual controls are sluggish and involve inherent human time lags. The problem of
ALFC resolves into not only measuring Af but also analysing the measured change
from a reference measurement value. Keep view on this correction is initiated by
using control strategy to keep the system original measured value. The risk of the
interconnected system increases because of system design deals with more time
varying parameters. Valid assumptions are to be incorporated in design of a system
controller to enhance overall performance. Tyreus-Luyben, Cohen-Coon, Fertik, Z-
N and Integral Control Methods, are considered for controlling the LFC of isolated
single area system [3, 5, 6]. Integral gain of conventional controller restricts the
dynamic performance of the system. An optimal control scheme based PSO which
enhances the gain of controller for addressing LFC in power systems of single area
or multi area type power systems. The authors [7, 8] proposed the AGC by using
a optimal controller for two area power system as well as compared the results.
Intelligent control technique needs to be deployed to achieve further improvement
in power system dynamics [9-12]. Among them GA has been used to deal complex
optimization problems which uses H2/Hoo Controller [6-8].

2 Model Investigation and Controllers

The power plant model shown in Fig. 1 consists of governor, turbine, a generator and

load with speed regulation as feedback etc., are characterized by transfer functions.

The values of gain and time constants chosen for the model are listed out in Table 1.
The state variables are listed below for the model shown above in Fig. 1.

APc=U —» 1 APg | . )
) Y (1 +STQ)( + STp) i 1 r;‘r af
- APp - - d
' 3
1
R
Fig. 1 Single area thermal power generation model
Table 1 Power system Name of the component Gain Time constant (s)
parameters
Governor Kg=1 Tg =0.08
Turbine Kr=1 Tr=03

Power System/Generator Kp =120 Tp =20
Speed Regulation R=24
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In Power system, invariably the nature of the elements is non-linear. At a particular
working point linearization to be done to get a linear model from a nonlinear model.
The actual conditions and practical conditions are differing in general scenario. Clas-
sical algorithms are used to design a load frequency with PID controller in terms of
state space variables for the modelled system [13, 14]. The system dynamics are tabu-
lated for uncontrolled, conventional, Fuzzy rule based, PSO based and GA based PID
Controller in Sect. 3. The intelligent controllers implemented for the model to get
hold of better tuning of gains are listed below.

PID Controller:

Almost in all control applications, PID controllers are extensively used because of its
robustness and system performance. The proto type of PID controller has parameters
namely Kp, K; and K4 which are shown in the Fig. 2. To achieve better system
performance within desirable limits; it is necessary to tune the Kp, K; and Ky terms

Esrror Signal
P-Controller

+ (Ke) " 4+ Actuating
Reference — Signal

Signal I-Controller
gt - 8?:; e + " Plant '7—"
i/ 5) Qutput
- R EEE— Signal
D-Controller "+ &
(sKa)
Sensor
P

Fig. 2 Proto type PID controller
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in the controller by appropriate optimization technique. Improper tuning leads to
adverse effects on system performance.

Fuzzy Logic Controller:

The general Fuzzy based logic controller consists of fuzzification, rule based control
and defuzzification shown in the Fig. 3. The logic is much closer to the human logics
and is better as compared with classical systems. We cannot achieve satisfactory
solutions from regular PID controllers due to the involvement of time varying vari-
ables while designing the system. The linguistic variables from [3] used for input e(t)
and [é(#)] for the chosen model as well as for output also under fuzzification and rule
based fuzzy table framed and shown in Table 2 for the model shown in Fig. 1 based
on If and Then rules. Centroid method used for defuzzification process to transform
the output linguistic variable to a real value signal.

PSO Algorithm:

PSO is also one of the soft computing techniques to acquire better tuning values
for parameters involved in PID controller to solve more complex engineering prob-
lems. The procedure for minimization of performance index which is integral time
absolute error ITAE) i.e., ITAE = ft e(t)dt and frequency deviation is an error func-
tion is obtained by uniformly distributed particles, particle’s position and particles
velocities & weights. Figure 4 shows the flow chart of PSO algorithm.

Error - Actuating
Signal p Rule based § ~ Signal
Reference ” -:_.2 eonteal f:;- Output
_ N Decision N
& making g
Fig. 3 Fuzzy logic controller
Table 2 Fuzzy rule based table
é e
NL NS 77 PS PL
NL S S M M L
NS S M M L VL
77 M M L VL VL
PS M L VL VL VVL
PL L VL VL VVL VVL
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Fig. 4 PSO algorithm flow
chart
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Genetic Algorithm:

To solve more complex problems GA isused and the process involved represented
by flow chart which is shown in Fig. 5. The procedure for minimization of perfor-
mance index which is integral time absolute error (ITAE) = /'t e(t)dt and frequency
deviation is an error function is obtained by reproduction, crossover and mutation.

3 Simulation Results

The dynamic response of the system is studied by applying step change in load
perturbation (APp = 0.01, 0.02, 0.03, 0.04 and 0.05) to the generator. The dynamics
are studied in terms of time domain specifications with GA, PSO and Fuzzy Logic
PID Controllers as well as concluded from the responses shown in Figs. 6, 7, 8,
9 and 10 that GA-PID controller perks up better transient behavior among all the
mentioned controllers (Table 3).
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Fig. 5 Genetic algorithm flow chart
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Fig. 6 Dynamic response of isolated thermal system with a disturbance of APp = 0.01
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Fig. 9 Dynamic response of isolated thermal system with a disturbance of APp = 0.04
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Fig. 10 Dynamic response of isolated thermal system with a disturbance of APp = 0.05

Table 3 Comparison of different controllers

Disturbance with AP = (.01

Type of Controller Undershoot Static Error Settling Time
Uncontrolled —0.03069 —0.02352 4.255

PID controlled —0.02942 0 23.780
Fuzzy-PID controlled —0.02716 0 6.755
PSO-PID controlled —0.01329 0 3.195
GA-PID controlled —0.01325 0 2.744
Disturbance with APp, = 0.02

Type of Controller Undershoot Static Error Settling Time
Uncontrolled —0.06139 —0.04697 4.439

PID controlled —0.05855 0 24.030
Fuzzy-PID controlled —0.05355 0 7.641
PSO-PID controlled —0.02658 0 3.459
GA-PID controlled —0.02638 0 3.226
Disturbance with AP, = 0.03

Type of Controller Undershoot Static Error Settling Time
Uncontrolled —0.09076 —0.07044 4.817

PID controlled —0.08821 0 24.860
Fuzzy-PID controlled —0.08035 0 8.032
PSO-PID controlled —0.04003 0 3.765
GA-PID controlled —0.03999 0 3.507

(continued)
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Table 3 (continued)
Disturbance with AP = 0.01

Type of Controller Undershoot Static Error Settling Time
Disturbance with APy, = 0.04

Type of Controller Undershoot Static Error Settling Time
Uncontrolled —0.12201 —0.09405 5.045

PID controlled —0.11560 0 25.310
Fuzzy-PID controlled —0.10250 0 11.49
PSO-PID controlled —0.05332 0 4.566
GA-PID controlled —0.05228 0 4.255
Disturbance with AP = 0.05

Type of Controller Undershoot Static Error Settling Time
Uncontrolled —0.15340 —0.11770 5.685

PID controlled —0.14590 0 26.451
Fuzzy-PID controlled —0.12780 0 12.760
PSO-PID controlled —0.06599 0 5.349
GA-PID controlled —0.06579 0 5.021

4 Conclusion

A single area Load frequency control problem with PID controller is modelled and
state variables are derived. Conventional controller, Fuzzy based, PSO based and GA
based PID controllers are applied to the generator to get dead beat response from
the system. These controllers are used to minimize the system transient behaviour
pertaining to step load disturbancesi.e., APp (p.u.) =0.01 t0 0.05 in steps of 0.01. GA
based PID tuned controller improves the system transient behaviour in contrast with
other controllers implemented. The proposed GA controller is more robust in nature
to minimize the system transient behaviour. There is a scope for further research
to where the robustness of power system can be improved by new soft computing
techniques which deals optimization of complex problems.
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Simplified Decoupler Based Fractional )
Order PID Controller for Two Variable Gedida
Fractional Order Process

A. Divya Teja, R. Kiranmayi, K. Nagabhushanam, and N. Swathi

Abstract In recent years, more research work has been proved the advantages of
using fractional order modeling and control techniques. This paper describes the
design of fractional order proportional integral derivative (FO-PID) controller along
with simplified decoupling method of two variable fractional order processes. The
structure of two variable processes is different from single variable process. The
interaction effects occur for two variable fractional order processes. So to reduce the
interaction effect, the process is decoupled by simplified decoupling method. The
maximum sensitivity based frequency domain strategy is suitable for parameters
tuning of FO-PID controller. The described controller yield better execution for
set point-tracking. Disturbances like white noise are included in the system so as
to exhibit the FO-PID method shows better result in rejection of disturbance. The
parameter uncertainties are added to the process. The course of action is more robust
to such dissimilarities. Simulation results will exhibit the better achievement of the
proposed method.

Keywords Fractional order control - Simplified decoupling - Fractional order
proportional integral derivative time delay + Two-input-two-output process *
Inverted decoupling - Fractional calculus

1 Introduction

One of the oldest control method proposed in 1920s is PID control method. Mostly it
is utilized in several industrial fields because of good performance, simple design and
small settling time [1, 2]. Many of the PID control methods are modelled as integer
order system. In some cases the systems should be modelled as fractional order,
for the systems the fractional PID controller is employed. Many scientists employ
fractional order controllers for many applications to obtain desired performance of the
systems [3-5]. In 1994 1. Podlubny [6] introduced a PID controller for a fractional
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order processes. He described the PID controller in generalized form introducing
fractional calculus and compare with the classical PID controller to exhibit good
response of the controller. The PID controllers contains three parameters (K, K,
and K ) to tune but in FOPID controllers contains other two parameters \ and . A
is fractional integration order and that of w is fractional derivative order. Therefore,
the FOPID contains five parameters (K ,, K;, K, \ and ) for tuning purpose. This
makes the design of controller more flexible. Many literatures will mainly focus on
tuning method of FO-PID. For the tuning of FOPID literatures [7-9] demonstrates
different tuning methods.

In this paper, a simplified decoupler based FOPID controller is introduced for two
variable processes. For two variable process the interactions between the variables
must exist. So to eliminate the interactions for two control loops, simplified decou-
pling is used. The frequency domain tuning method is used to design the FOPID
controller and it was proposed by Monje et al. [8].

The left over portion of this paper is arranged as follows: In unit 2, introducing
the fractional order control, the fractional order PID controller and the structure of
the fractional order of two variable processes. In unit 3, the structure of simplified
decoupling, the frequency tuning strategy and the design of proposed controller are
given. For simulation study the numerical examples are considered with and without
time delay processes and comparisons of the presented method and FOIMC method
are structured in unit 4. Conclusion and future scope are present in unit 5.

2 Fractional Order Control

2.1 Fractional Calculus

The concept of fractional calculus is obtained from mathematical branch. It describes
the integrals and derivative theory of non-integer order. Fractional calculus has devel-
oped for along time. Researchers have done their work in several areas of engineering
and technology by using fractional calculus during the last few decades. There are
many other definitions of fractional derivatives and integrals. Riemann and Liouville
had described fractional order integral definition using Taylor series

D7) = %}/)](r — ) 'f(7)dt (1)

The fractional calculus operator , D, " represents fractional derivative and f(t) is
an function of integer. I'(y) defines gamma function.
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L7 Gds) F—| Gy(s) L

feedback

Fig.1 The FO-PID standard structure

2.2 Fractional Order PID Controller

Podulbuny has first described the FOPID controller. It was an expansion of conven-
tional PID controller using fractional calculus. The fractional order PID based control
method is presented in Fig. 1. Gy(s) is the process, G.(s) is the FOPID controller.
By adding three control actions, the expression for the control method is obtained
and it is described in time domain below:

de(t)
u(t) = Kpe(t) + K; | e()dt+ 7 (2)
The expression of PID controller in s-domain is
u(s 1
Gc(s) = QKP +Ki- +K;s 3)
e(s) s

2.3 Fractional Order TITO Process

A two variable fractional order linear system is represented by the following fractional
order differential equations:

oD/ x(t) = Ax(t) + Bu(t), 4)

Y(t) = Cx(t) (5

Assuming initial conditions are zero and by applying Laplace transform, the
representation of state space equations can be transformed as

sYY(s) = (s) U(s) (6)

By substituting (4) and (5) in (6), the following equation can be obtained as:
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(7

G,(s) = C(I—A)le = |:GP11(S) Gpl2(s)i|

Gp21 (s) Gp22 (s)

where each G;; (s) is a fractional order transfer function and defined as follows:

bijis' + bijo

Gij(s) = )
J aijzsdijz + aijlsotijl + aijO

ih,j=1,2 8)

where Bj; and aj; are the fractional order, a;; and b;; are the coefficients. The
structure of fractional order two variable process is introduced in Fig. 1.

3 Simplified Decoupling Based FO-TITO-PID Controller
Design

To design the FO-TITO-PID controller, two steps are required.

Stepl: FO-TITO process is decoupled with simplified one.

Step2: FO-PID controller is designed for FO-TITO process.

The interactions are present between two control loops of the TITO process can be
controlled by decoupling method. According to [ 10] the decoupling methods are ideal
decoupling, simplified decoupling and inverted decoupling. Ideal decoupling is most
complex in design and the inverted decoupling has some limitations to the processi.e.,
the time delay for the diagonal element matrix must be minimum value, the outputs of
the control method exhibit large variations. To overcome the limitations, simplified
decoupling method is chosen. The structure of simplified decoupling represent in
Fig. 2.

Vi(s) u,fs) Yi(s)
cq(s) + G11(s) p—b
Gly(s) » G12(s)
— Gl,(s) G21(s)
cafs) : 022(s) ——{g
va(s) u,(s) YaAs)

Fig. 2 The structure of the simplified decoupling FO-PID method



Simplified Decoupler Based Fractional Order PID Controller ...

The new decoupler can be obtained as:

G
GM@Z_&ﬁi

G
G =~ Gn s

The output of ¢y, ¢, and the input u;, u, of G(s) have the relationship as:

_ Gia(s)
m=ate Gii(s)
_ Gai(s)
R=eraE e

The relationship between the inputs u;, u, of G(s) and the output is:

u1Gyi(s) +uGia(s) =y,

uG(s) +u1Ga(s) =y,
Substitute (10) into (11), the result will be:

Gi2(s) Gai(s)

c(Gri(s) — T(S)) =y
G G
c2(Gapa(s) — %(SZ)I(S)) =Y,

The generalized loop transfer function is

G(S) = |: (Gl 1 (S) Glz((_“:z),gz)] (S)) 0 ) :|

G G
0 (Gaa(s) — gkt

Substituting (9) into (10), the decoupler can be rewrite as

Gl (s) (br2rsP2 + byag) (arias™® +ays™ + ajqo)
S) =
l (br1isPi 4 biio) (a1228%12 4 ag218%2 + ayz0)
Gly(s) = — (bar1sP21 4 bajg) (a2228%22 + a1 8™ + a)0)
T (1221821 4 boa) (82128412 4 a2118%11 + a10)
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9

(10)

(1)

(12)

13)

(14)

(15)

(16)

a7)

(18)

19)
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3.1 Controller Design

A fractional order two variable processes is considered. After applying the simplified
decoupling to the two variable process, the interactions are present between two
control loops has been eliminated. The FOPID control method discussed in Sect. 2
obtained the following expressions:

Ci(s) =Ky +K + Kqis™! (20)

15T
1 u2
Cun(s) = Kp +Kpp sﬁKdzs 2D

In controller design, parameter tuning is of great importance because of changes in
operating conditions. To solve this problem tuning the parameters based on maximum
sensitivity approach, the controller values are obtained. It is defined as

M, =

1
’ (22)

max |——
we[0,+ool‘ 1+ C(jw)G(jw)

4 Simulation Study

In this section, the TITO-FOIMC method will compare with the proposed method.
The model of simulink diagram is shown in Fig. 2.

4.1 Example 1

A FO-TITO process without time delay is considered as

1.2 0.6
Gs) = [ Fodt S } (23)

sO84+1 350041

The new decoupler can be obtained as

Glyy(s) 257+ 1 24)
S =——
” 2(1 + 37
3806 + 1
Gly (s) = — (25)

3(1+508)
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The TITO-FOIMC method is compare with the proposed method in this part. A
maximum sensitivity based parameter tuning method is used to design the FOIMC
controller. The maximum sensitivity value of loopl1 is equal to 1, the value of My, for
loop 2 is equal to 1. The transfer functions of TITO-IMC controller are given below:

Cive—1(5) 25 26)
48 = ——m———
me-t 1.2(1 + 0.667s)

c © 3596 41 on
_ S) = —7—————
Me=2 1.5(1 + 0.5843s)

The FO-PID controller is designed based on frequency domain tuning approach.

By tuning the five parameters represented above.
The following FOPID controllers can be obtained as

33.307

Cii(s) = 10.7613+M (28)
30.723

Cxn(s) = 10.1953+W (29)

The output behaviour of the FO-PID method is obtained in Fig. 3. At two instants
att =0 s and at t = 4 s, a unit step input is applied and also for the two inputs, a
disturbance of the magnitude 0.1 are added at t = 10 s. From Fig. 3 the simplified

2.5 T T T T T T T T T

—— -

r-

Output

s 'y Of the proposed method
= == == Y1 0f the TITO FO-IMC method
0 Frmem—— ) y2 of the proposed method
= == == Yy2 of the TITO FO-IMC method

0 2 4 6 8 10 12 14 16 18 20

Time (s)

Fig. 3 Step response of FOIMC and the proposed method
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Table 1 Time domain specifications of proposed and FO-IMC method

S. No Control method Rise time | Peak time Settling time Overshoot (Mp)
(tr) (tp) (ts)
1 FO-IMC | YI 1.4716 0.9985 4.1943 11.0936
method [y 12911 0.002 20 10.5483
2 Proposed | Y1 1.0648 0.5544 4.0333 10.1183
method Y2 1.1695 0 9.9982 10.0673

decoupling of the FO-PID controller exhibit less overshoot when compared to FO-
IMC method. The output response of the proposed method reaches the steady state
from the disturbance faster than FO-IMC method.

The time domain specifications are listed in Table 1. The values of rise time,
settling time and peak overshoot have decreased when compare to the FO-IMC
method. The presented method having quicker settling time and shows better results.

The parameter uncertainties (50%) are added to the process to test the robustness
of the system. The following results are obtained in Figs. 4 and 5. In the case of
model mismatch with parameter uncertainties, the presented method is more robust
than FO-IMC method. The output response of the proposed method will not undergo
any change for parameter uncertainties.

Sometimes external noises are included in the system while operation of process.
In order to reject noise in the system and to exhibit the better results of the presented
design, a Gaussian white noise is included to the step input. The result is obtained in
Fig. 6. From the figure, the proposed method performs well in noise rejection.

2 = e e
T T P T’ — T '
V4
V 4
I
151 | .
]
I
.S ]
o 1+ ol.
5 i r
@) 1
] — Y1
1 = = = Y1 with 50% parameter perturbation
0.5 | -
] ¥
1 = = = y2 with 50% parameter perturbation
]
0 N T— L 1 1 1 L L L
0 2 4 6 8 10 12 14 16 18 20
Time (s)

Fig. 4 Step response of the proposed method with 50% parameter perturbation
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0 2 4 6 8 10 12 14 16 18 20
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Fig. 5 Step response of FOIMC method with 50% parameter perturbation

2.5

T A . A
,‘Jﬁ‘.”‘ vl C I Y \..'-‘\.f..".._'.

Output

s /1 Of the proposed method
————— y1 of the TITO-FOIMC method

y2 of the proposed method 7
_____ y2 of the TITO-FOIMC method

0 2 4 6 8 10 12 14 16 18 20

Time (s)

Fig. 6 Tracking and disturbance rejection performance of the proposed method with white noisy

4.2 Example 2

A FO-TITO process with time delay is considered:

1.2¢70%  0.6e~0-%
0.5 0.7.
G(S) — 259941 3sf 1

0504 15003 (30)
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The new decoupler can be obtained as

ZSO‘S + 1 e—().ls

Glia(s) = 2(1+307) 31
_ 3%+ 1
Gl (s) = —me (32)

The TITO-FOIMC method is compare with the proposed method in this part. A
maximum sensitivity based parameter tuning method is used to design the FOIMC
controller. The Maximum sensitivity value of loopl is equal to 1.2785. The value of
M;; for loop 2 is equal to 1.2557.

The transfer functions of TITO-IMC controller are given below:

c © 2505 + 1 33)
1) =——
Me=t 1.2(1 + 0.6885s)
35060 41
Cmc2() = ——— (34)

1.5(1 + 0.6521s)

The following FOPID controllers can be obtained as

7.35

Cii(s) = ]'2+SOT 35
5.12

Cp(s)y =1+ W (36)

The output behaviour of the FO-PID method is obtained in Fig. 7. At two instants
att =0 s and at t = 4 s a unit step input is applied and also for the two inputs,
a disturbance of the maitude 0.1 are added at t = 10 s. From Fig. 7 the simplified
decoupling of the FO-PID controller exhibit less overshoot when compared to FO-
IMC method. The output response of the presented method has attained steady state
from the disturbance faster than FO-IMC method. The time domain specifications
are listed in Table 2. The values of rise time, settling time and peak overshoot have
decreased when compare to the FO-IMC method. The presented method having
quicker settling time and shows better results.

The parameter uncertainties (50%) are added to the process to test the robustness
of the system. The following results are obtained in Figs. 8 and 9. In the case of
model mismatch with parameter uncertainties, the presented method is more robust
than FO-IMC method. The output response of the proposed method will not undergo
any change for parameter uncertainties.

Sometimes external noises are included in the system while operation of process.
In order to reject noise in the system and to exhibit the better results of the presented
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Fig. 7 Step response of TITO-FOIMC and the proposed method

Table 2 Time domain specifications of proposed and FO-IMC method for time delay process

S. No Control method Rise time Peak time Settling time Overshoot (Mp)
(tr) (tp) (ts)
1 FO-IMC | Yl 1.1056 6 15.9399 9.6176
method 1y 07162 16.5009 15.6956 4.6633
2 Proposed |Yl | 0.4491 2.2389 15.6025 3.5137
method —ys 05021 8.0387 9.9982 0.3095

design, a Gaussian white noise is included to the step input. The result is obtained in
Fig. 10. From the figure, the proposed method performs well in noise rejection.

5 Conclusion

A simplified decoupling FO-PID controller is projected for FO-TITO process.
Decoupling interconnection must introduce between controller and process so as
to avoid the interactions within the two primary loops. The Fractional order PID
is decoupled by simplified decoupler and determine the two controllers separately.
Simulations results were proved that the proposed method does not undergo any
change to parameter uncertainties. Whenever a disturbance is added to two inputs,
the output response of the proposed method reaches steady state faster than FO-
IMC method. The time domain specification of presented design method is much
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Fig. 8 Step response of the proposed method with 50% parameter perturbation with time delay
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Fig. 9 Step response of the TITO-FOIMC method with 50% parameter perturbation with time
delay

better than FO-IMC method. In few words, the FO-PID controller presented in this
paper has produced robust performance for both set point-tracking and rejection in

disturbance. The proposed method will extend to three variable FO-TITO process
for future work.
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Improved Centralized PID Controller )
with Disturbance Rejection for LTI L
Multivariable Processes

S. Anitha, R. Kiranmayi, K. Nagabhushanam,
and K. Firdose Kowser Ahamadia

Abstract Decoupling control is a notable strategy for MIMO processes to dispose
of the impacts of undesirable process interactions. It is a compelling instrument for
MIMO process; outer disturbances actually have erase severe impacts on control
execution of the closed loop structures. The extended 2-DOF control calculation for
the MIMO measures in which the greater part of the controllers to decouple the
frameworks first and afterward the controller is intended for the decoupled loops.
This eventually builds the intricacy of the system design. This method requires the
decoupled PID controller i.e., ‘n’ diagonal controllers for ‘n’ variable processes
in addition to two off diagonal lead/lag filters for MIMO processes to achieve the
desired performance. But the decoupler requires the exact mathematical model of the
processes. If there is any errors occur in the modeling of physical processes, it may
not give the satisfactory performance. To overcome these limitations of decoupled
control system, a centralized PID controller is proposed. A centralized control system
requires, ‘n?>> PID controllers for ‘n’ variable processes will give better response
irrespective of model errors. Among these, main diagonal controllers improve the
performance and off diagonal reduce the combinability effects of variables in the
MIMO processes. The PID controller will be tuned by frequency response approaches
to reduce the steady state errors like IAE. The proposed method with disturbance
approach in the loop will give improved performance than existing approaches.

Keywords Interaction + MIMO process variables + Decoupler - Centralized
control + Diagonal loop + Off diagonal loop

1 Introduction

In present day design a controller in industry, vast number modules of mechanical
plants were displayed LTI processes. As indicated by the quantity of variables present
in the system, the LTI processes can be separated into SISO processes and Multi input
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and Multi Output (MIMO) processes. Because of the presence of associations and
coupling in MIMO processes, there are a few problems to increase the difficulty of
designing use of SISO structures into design of MIMO structures directly [1].

In multiple loop control approach, the MIMO techniques are treated as combi-
nations of multiple-single controlling loops, and a main controller is organized and
designed on each controlling loop by in view of loop variable associations [2]. Due
to their reasonable sensitivity, and structure straight and direct forwardness, multiple
loop controlling has been a lot of acknowledge by controlling loop control industry
and broad attempt has been determined to get better the introduction of multiple-loop
PI/PID controllers. Different control structure, such as, detuning factor procedures,
chronological loop closing systems, self-governing control methods and decentral-
ized control methodologies, etc., have been proposed consistently. Exactly when
the associations along with different variables are nominal a multiple-loop PID/PI
controller is conventionally enough, in such case, the off diagonal- decentralized
control approach procedure may not succeed to give acceptable reaction if there be
present genuine circle interchanges [3].

Decoupling (Off-diagonal) control is a popular method for MIMO processes to
take out the impacts of process variable collaborations. This at last builds the diffi-
culty in designing a controller. In decoupling (Off-diagonal) PID-like controller have
intended for the MIMO systems directly with straightforwardness procedure as in
case of SISO systems. The methodology describes how to decouple (off-diagonal
elements) and control approach of the systems in a single step. Despite the fact that
decoupling control is a viable approach in favour of MIMO type processes, outer
disturbances actually have consequences for control execution of the structure. To
acquire a superior in the interruption limination, disturbance observers (DOB) be
presented [1]. DOBs have been recognized for their capacities in minimizing the
effect of disturbance.

Accordingly, various logical decentralized control schemes are used to tune and to
make sure system steadiness, which basis design procedure more simple and reduces
costs.

For the MIMO structures with extraordinary loop variable associations, the decou-
pling (off-diagonal) control format shave been regularly utilized [4]. The decoupling
(off diagonal) control as a rule necessitates two phases: (1) arrangement of decoupler
off diagonal elements to restrict the interrelation among control loops, (2) preparation
of the standard loop regulators for as a rule for carrying out control algorithm.

The important purposes of the decoupling (Off-diagonal) control approach are,
(1) it allows the usage of SISO control strategies, (2) if there ought to be an event
of sensor issues, it is decently effortless to adjust loop physically, adjust individual
loop is reasonably exaggerated by the breakdown. Regardless, such an arrangement
may outcome especially stable control composition, especially, when the structure
estimation is high. Thus, the large numbers of investigators are generally focused on
TITO structures.

For more number of control variables methods, Wang et al. [S]projected certain
procedures for fully coupled PID or other than PID regulators with deliberate arrange-
ment strategy and for the most part system structures [6]. Regardless, owing to
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the mathematic assessment of the decouplers (off diagonal) for large number vari-
able system, the vitality of like a control structure can’t be definite. Subsequently,
stationary decoupling come close to which can in a general sense improve control
shows with their robustness like so as to of multiple-loop control structures are
obtained beside the production to control loop relationship for large variable MIMO
structures.

Decoupling systems only may not give the guaranteed stability in a control
strategy. In spite of the way that static off diagonal element is simple but difficult
to design and complete, they may possibly not commonly give sensible robustness
of loop but there subsist significant interactions. However, a combination of decou-
pler with diagonal PID will give a centralized control scheme and will improve the
response of the system.

In this projection, another off diagonal control procedure [7] is along with
frequency response based PID controller is anticipated. The primary objective of
this direct methodology is to get better the trouble dismissal when arrangement has
serious outside disturbance influences, and to simplify the control algorithm.

The organization of the proposal is structured as: Section 2 discusses the illus-
tration of IMC based centralized control system. Section 3 depicts the centralized
control arrangement design using frequency response approach, Section 4 presents
the simulation of case studies and projected algorithm justification, and summary
are depicted in Sect. 5.

2 Representation of IMC Based Centralized Control
System

A graphic description of broad and projected closed loop IMC control arrangement of
multiple control variable strategies are showed up in Figs. 1 and 2 independently. In

r _+ Gue G p Y

_+
Gm —’é

Fig.1 General IMC structure with disturbance ‘d’
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Fig. 2 Centralized PID Control system for TITO system

projected approach, the diagonal regulator is used for excusal of loop internal variable
combinability and desirable set value/reference feed is for next the set value. The
parts exist in projected control system are decentralized- main loop controller Ge(s),
Gm(s) is inside model and process Gp(s).

For ease, it is acknowledged that the number of restricted variables in multiple
variable techniques is comparable to numbered controlled components. This allows
mixing of single (main) variable control with a single variable in the course of an
investigation of controller.

In common the basic exhibition of the transfer function of the 2 x 2 (TITO)
process is:

(D

Gy(s) = [G (s) Gpu(s)]

G, () Gpoa ()

Where, the process G p;;(s) is embedded as first order process with delay time
(FOPDT), i.e.,

K .
Gpii(s) = e " @)
s+ 1

The RGA of the Eq. (1) can be written as:

RGA=G0)®GWO) T (3)
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The arrangement of centralized (fully coupled) controller is of the outline as:

_ GC]](S) GC]Z(S)
GC(S) B |:G021(S) Gsz(S)] (4)
The relation amid input and output can be written as [9]:
Y(s) = Gp(s)U(s) 4)
Yis) — yl(S)]’ U ZI:MI(S):| 6
© [yz(s) = Loy ©

Here, Y(s), U(s) are specifies an output, input vectors of the process correspond-
ingly. The large variable processing out variable association for the process with two
variables is able to be given as:

Yi(s) = Gpui()ui(s) + G p12(s)uz(s) )

Y2(8) = Gp21(S)ui(s) + Gp2(s)ua(s) (3

In the TITO (two variable) structure, while the resulting loop is off (closed), the
commitment from u; to y; has two different ways of sign transmission is feasible.
The grouping of two conduction ways is measured as productive open control loop
components. In case the later analysis controller would be in modified configuration,
with yg = 0, by then the as a rule closed loop model everywhere in the scope of y;
and u; is known by

G G G,
yi(s) — Gy(s) — p12(8)G p21(s)Ga(s) ©)
ui(s) 1+ Gea(s)G paa(s)
These analytical expressions can be produced as:
G G Ga(s)G,
yi(s) = Gy(s) — p12(8) G 21 (5)(G2(s) G p22(s)) (10)
u(s) Gl + Ga(s)Gpaa(s))
Likewise, for additional loops be as:
G G G(5)G
2(s) = G ys) — 221G p12(s)(Ge1(s)Gp11(s)) (11
us(s) Gpii(1+ Gei(s)Gpi1(s))

In this projected two variable structures, open-loop components amid output
controlled variable (y;) and controlled variable (ui) not simply depend upon the
looking at move limit model (g;;) yet what’s more depend upon various methods and
regulators in each and every former controlling loop. It deduces the regulation of
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single controller is incomprehensible independently and this depends upon various
controllers. An abnormal relations of Egs. (10) and (11) be able to modified by toler-
ating two notions: First, the perfect controller assume for the former loop (the output
achieves steady and fast state with no transients) was used to smooth out the Eqs. (8
and 9), that is,

y1(s) Gp12()Gp21(s)

G =———=G - 12
11(s) ) p11(8) G rn(s) (12)
Similarly, the other ETFs are,
A y2(8) Gp12(s)G 21 (s)
G = =G - 13
2(5) 0 p22(8) G (s) (13)

Here, G, and Gy, are the incredible open-loop effective transfer function (EOTF).
These EOTFs are confounded models, and it is difficult to clearly use them for the
controller structure. The decouplers are resolved for the off diagonal positions as:

__ Gpnls)

Dia(s) = —G,,,”(s) (14)
_ Gp,21 (S)

Dy (s) = —Gp,zz(s) (15)

The diagonal controller and off diagonal decouplers together forms a centralized
control system.

3 Centralized Control System Design

The most of the industrial processes are represented by second order plus delay model
as,

boij

Gij(s) =
](S) azl»js2+a1,»js+l

e s (16)

Similarly, ETF is represented as,

G;;(0) o—Os

G:i(s) =
l]() agijs2+a1ijs+1

a7)

The Multiloop decentralized controller would then be able to be easily planned
by solitary loop advances dependent on relating ETFs. At this moment, we utilize
the increase and stage edges approach. It is essential in light of the fact that the
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recurrence reaction technique gives great execution despite indistinctness in together

plant model and aggravations. The PID-type controller of every circle is assumed of
accompanying standard structure:

ki i
Gei(s) =kp; + T + kg s (18)

The controller preserved as,

kd’,'S2 + kp,,'S + kl",'

Gc,i (S) = ( 19)
Then the open loop system model becomes,
A Gii(0) _,
G i(5)Gij(s) = kﬁe—é‘us 20)

N

Abbreviating the gain (GM) and phase margin (PM) provisions as A,, ; and ¥, ;,
and their intersect frequencies as w, ; and w,, ;, correspondingly.

arg[G.; (jw, ) Gij(jwg )] = =7 Q1)
Ai|GeiGwe)Gij(jwg.)| =1 (22)
|8e.iGwp)&ii(jwp)| =1 (23)
Ui =7 +ag[Gei(jwp)Gij(jo,.)] (24)
By simplification we obtain,
C!)g léij z = fog,i
2 kG;;(0)
T A
kGll(O) = Wp,i Wmt - E - a)[),ielj
Which results,
T 1 T
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Table 1 Typical gain (GM) and Phase margins (PM)
Ym,i w /4 /3 3n/8 21 /5
Am.i 2 3 4 5

As a result of this plan, the increase and phase (PM) and gain margins (GM)
are consistent to one another, some conceivable phase and gain margin choices are
provided in Table 1.

The controller considerations are obtained by,

kp.i ayij
ki i
kq,i

= — (25

2A,,,6;;Gi;(0) W)

The complete design steps of proposed centralized control system are given below.

Step 1: Choose the minimum phase multivariable process and get the mathemat-
ical model of the process Gp(s).

Step 2: Determine the control loops by using relative gains of the variables in the
process as in Eq. (3).

Step 3: Approximate the mathematical model of equivalent processes and
determine the decoupler elements in off diagonal positions as in Eq. (16).

Step 4: Design the PID controllers of main diagonal using the frequency response
tuning method as given in Eq. (25).

Step 5: An exhibition of the projected unified control is assessed regarding indis-
pensable of integral over time of working time, i.e., necessary of IAE (Integral Abso-
lute Error), ISE (Integral Square Error) as given in Egs. (25) and (26). The lesser the
estimations of these IAE and ISE shows better exhibition of control algorithm.

The expressions for two variable-TITO process are:

IAE = / (Ex®)] + [Ex(0)])dt (26)
0

ISE = f (E3(t) + E3(t))dt 27)
0

4 Simulation Results

Example 1: A Wood-Berry twofold refining area methodology is utilized as the two
variable (TITO) systems that have(been broadly thought about by most of the experts.
This technique can be made out of the trade work structure as given by Eq. (28).
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12.8¢7% —18.9¢~%
Gy(o) = | 123 3t @s)
1095+1 14.4s5+1
Since it is 2 x 2 process, there two loops should be controlled. The control loops
are determined by RGA method. Based on the outcome of RGA the pairing of control
loops have selected. The RGA of the given process is,
2.0094 —1.0094
RGA = 29
|:—1.0094 2.0094 ] 29)
From the RGA [8, 9], it is concluded that the diagonal loops are need to have
controller for improving the performance of the process. The effective models of the
corresponding processes are:

yi(s) 12.8¢7% 18.9 x 6.6(14.4s + e

Gl () = == = - (30)

ui(s) 167s+1 19.4Q21s +1)(109s + 1)

e ya(s)  —19.4e™¥  18.9 x 6.6(16.7s + 1)e™
G (s) = — - (31)

ur(s) 14.45 + 1 12.8(21s + 1)(10.9s + 1)

The parameters for controller are obtained as:
1.30465+0.0781 0
Ge.proposed($) = IOE)H —0.74225—0.0515 (32)
6s+1

An inverted decoupler of the process is designed and arranged in off diagonal to
reduce the inter combinability among the variable of the process. This is given in
equation below.

1 (1895+18.9)e~%
D(8)invertea = (—39.665—6.6)e (21S1+1) (33)
(10.9s+1)

For comparison, a decoupled control system with disturbance observer is used
in this paper. Also the method proposed by Shen et al. [10] has been used. The
simulation results of all these control method have shown. The first output of the
proposed method including the comparison methods is shown in Fig. 3 and second
output is shown in Fig. 4. Also the control signals are depicted in Figs. 5 and 6
correspondingly which compares the smoothness of the controller output.

For an intention of MATLAB simulation, a unit value change to the set or reference
input assistance for the control pair loop 1 at time t = 0 s and for later (second) control
loop 2 at time t = 100 s is incorporated. A step value change in disturbance signal
is also further incorporated to the simulation at t = 250 s. The index of presentation
of two control loops i.e., loop 1 and loop 2 with projected method and comparison
approaches is provided in Table 2. This proves the projected control algorithm is
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T?I\)XII%Z Performance indices Controller Control loop | Set Point IAE | Disturbance

0 method IAE
Proposed Y-U; 4.267 10.528
Method Y,-U, 5.892 46.251
Decoupling | Y-U; 6.576 14.768
Controller Y,-Up 8.355 54.737
Shen et al Y-U; 12.789 27.137
Method Y2-Up 13.962 97.860

enhanced the whole performance of the two variable process by attenuating influence
of disturbance. The proposed method shows IAE for set point is 4.267 and 5.892
respectively for two channels. Similarly IAE for disturbance is 10.528 and 46.251
for the two channels respectively. These values show improvement as compared to
existing method used for comparisons.

Example 2: The transfer function of the Shell Heavy Oil process (HOP) by [1] is
known as:

4.05e727  1.77e72

Gy = | Bk 3l (34)
50s+1  60s+1

Since it is 2 x 2 process, there two loops should be controlled. The control loops

are determined by RGA method. Based on the outcome of RGA the pairing of control
loops have selected. The RGA [9] of the given process is,

(35)

RGA — [ 1.7002 —0.7002i|

—0.7002 1.7002

From the RGA, it is concluded that the diagonal loops are need to have
controller for improving the performance of the process. The effective models of
the corresponding processes are:

yi(s) _ 4.05¢72 177 x 5.39(60s + 1)e~3

Geff — — _
i () ui(s)  27s+1 5.72(21s + 1)(50s + 1)

(36)

. (s) 572 1.77 x 5.39(27s + 1)e=3%
G = 2 _ T @
ur(s)  60s + 1 4.05(21s + 1)(50s + 1)

The parameters for controller are obtained as:

0.66635+0.2469 0
— 19s+1
Gc,propn.ved (S) - 10.4885+0.1748 (38)
0 — T
26s+1
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An inverted decoupler of the process is designed and arranged in off diagonal to
reduce the inter combinability among the variable of the process. This is given in
equation below.

1 (33635177
] (39)

1
D(S8)invertea = |: (—140.145—5.39)e = (60Y1+ )
(0s+1)

For comparison, a decoupled control system with disturbance observer is used
in this paper. Also the method ID IMC has been used. The simulation results of all
these control method have shown. The first output of the proposed method including
the comparison methods is shown in Fig. 7 and second output is shown in Fig. 8.
Also the control signals are shown in Figs. 9 and 10 respectively which compares
the smoothness of the controller output.

For an intention of MATLAB simulation, a unit value change to the set or reference
input assistance for the control pair loop 1 at time t = 0 s and for later (second) control
loop 2 at time t = 200 s is incorporated. A step value change in disturbance signal is
also further incorporated to the simulation at t = 800 s.

The index of presentation of two control loopsi.e., loop 1 and loop 2 with projected
method and comparison approaches is provided in Table 3.

This proves the projected control algorithm is enhanced the whole performance
of the two variable process by attenuating influence of disturbance.
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Fig. 7 Closed loop response of first output (Y) of HOP
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T?Elgl?: Performance indices Controller Control loop | Set Point IAE | Disturbance
© method IAE
Proposed Y —U; 31.159 135.226
Method Y, -Us 29.357 198.498
Decoupling | Y; — U 40.741 203.237
Controller Y, —Up 31.148 215.139
ID IMC Y —-U; 47.280 267.481
Method Y, -0, 41.659 44377

The proposed method shows IAE for set point is 31.159 and 29.357 respectively
for two channels. Similarly IAE for disturbance is 135.226 and 198.498 for the two

channels respectively.

5 Conclusions

The present paper discusses the design of controller for multi variable process. The
proposed method improves the set point response as well as disturbance response of
the processes. The pairing of multivariable systems has been decided by relative gains
of corresponding transfer function models of the given multivariable systems. The



64 S. Anitha et al.

performance of the system has improved by diagonal controllers and combinability
among the different variables of the processes has been reduced by off diagonal
controllers. The proposed method consists of diagonal and off diagonal controllers.
The controllers of main diagonal are designed by using frequency response approach.
Off diagonal are designed by inverted decoupled concept. The simulation results of
proposed method have been compared with two similar approaches namely decoupler
with disturbance observer and Shen et al. methods. The results are shows that the
present approach improves the performance for both set point and disturbance effects.
The proposed method is straight forward approach and it is simple to use in practical
environment.
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Tuning of PID Controller Using SIMC )
Method for Systems with Time Delay L
and RHP Poles

P. Keerthi, R. Kiranmayi, K. Nagabhushanam,
and K. Firdose Kowser Ahamadia

Abstract To control a class of system with RHP poles and time delay, a revised
cascade control model is proposed in this work. This revised cascade control model
aims to enhance both regulatory and servo performance of the system. Structurally,
this proposed revised cascade control scheme has three controllers. To minimize the
set point variations, an auxiliary controller is also used. An analytical method based
on IMC design principle is used in designing the controller for set point tracing.
It is developed using H, optimization and Internal Model Control theory. Distur-
bance rejecter is developed as P 4 I 4+ D controller. To make the set point tracking
controller physically realizable, a low pass filter is cascaded with it. Simplified
Internal Modal Control (SIMC) with only one adjustable parameter ‘7.’ is used
for tuning the controllers. The simulation studies for proposed approach are done
using MATLAB/SIMULINK to demonstrate its effectiveness. This proposed revised
cascade control scheme depicts 3-Degree of Freedom Control Structure.

Keywords Time delay - Unstable processes + Cascade control + 3-DOF structure *
P + I 4 D controller

1 Introduction

Processes with RHP poles are unstable in nature and are very difficult to control
when compared to stable systems. This RHP pole may lead to large setting time
and increased overshoot. In many systems, this unstable pole may also create an
imbalance between the input and the output due to some external disturbance [1].
Therefore the study of the processes with RHP poles and time delay are carried out
by some authors in past. In the initial stage, studies were focused mainly on tuning
methods [2]. Chidambaram along with his co-workers proposed several techniques
for systems having delay and RHP poles. They developed P + I controller using
Ziegler-Nichols tuning formulae [3]. A formula for P and P + I controllers using
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IMC principle is explained in [4]. To control a class of linear and non-linear systems,
an Internal Model Controller cascaded with first order filter was suggested [5]. Anvil
[6] developed a P + I + D controller using Internal Model Control theory and
H, optimization technique for process with RHP poles. In [7, 8] revised form of
SP structure based on 2-DOF control scheme is shown. But in general, one loop
control method offers a satisfied output for systems with delay in few cases. The
cascade control technique has an ability to reject the load disturbances very fast
which enhances the closed loop performance of the system. Generally, there are two
control loops in a cascade structure, one is secondary and the other is primary loop.
Reducing the disturbances in the inner loop itself and not letting them enter into the
primary loop is the main concept behind the cascade control technique [9]. A general
cascade control scheme which was derived from Internal Model Control P + 1+ D
method was proposed by Lee and Oh [10].

Cascade control structure alone might not give an effective regulatory control for
systems with RHP poles whose control quality should be held at a peek level. Smith
predictor (SP) can compensate the adverse effects of time delay. So combinations of
cascade control scheme and SP have the ability to achieve a better control perfor-
mance [11]. A cascade control scheme is derived from optimal Internal Model Control
technique for control of systems with RHP poles with combination of controllers
and filter was proposed by Dasari et al. [12]. In [13] the disturbance rejecter and set
point tracking were developed using Internal Model Control. The main motive of
the present study is to enhance both disturbance rejection and set point tracking. To
achieve this we are using SIMC tuning method with only one adjustable parameter
‘T.’. This SIMC tuning method reduces recovery time and enhances the regulatory
performance of the system.

2 Revised Cascade Control Model

The proposed revised cascade control scheme for systems consisting RHP poles is
displayed in Fig. 1. In Fig. 1, P,,, and Py, are the process models of the primary
unstable systems and intermediate stable system, P; and P, respectively. Py, and
Pomo are the perfect transfer function models of Py, and P,,, respectively without
any time delay; i.e., Piu=Pimoe ™S and P,,,=Pyy,e ™S

Proposed revised cascade control model has three controllers namely, the set point
tracker C, inner loop load disturbance rejector F, and the outer loop load disturbance
rejector F,. To minimize the set point output variations an auxiliary controller set P,
is installed. Fj rejects the disturbances that are introduced in the intermediate system
and F; rejects the disturbances that are introduced in the primary systems. Note that,
the auxiliary controller P, has no effect on the controllers C, F| and F,. This revised
cascade control technique depicts the 3-DOF control scheme. This method offers a
better control in the model parameter error case.

The intermediate system is stable in nature,
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Y-
+
et

Fig. 1 Revised cascade control model

Py = Kle*91.y/(le+1) (1)
The primary system is unstable in nature,

Py = K2e—9zs/(Tzs—l) ()

3 Procedure for Controller Design

3.1 Stabilizing Controller P,

The set point transfer function is derived from Fig. 1,

CP P, (14 Pino Poo Fre™ O t®S) (1 + Py, Fy)

= * 3)
1 + Pc Pimo Py, 1+ P Fi+ PiPoF,+ PP Py FIF (

r

Considering the ideal case, i.e., Py, and P,,, are exact process models without any
time delay. Therefore, set point transfer function is simplified

B CP P,
1+ PcPImoPZmo

r

Klece*(91+92)S
T TS24 (T, —T)S + K1 Ky Pe — 1

“4)

If auxiliary controller (P,) wasn’t introduced i.e., P. = 0 then Eq. 4 is stable.
Therefore, by using RH criterion for stability of its C.E, a realistic form of P. is
obtained. The selection of P, can be done in two ways.
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Case 1: T} < T, consider P, = K. and (K, > 1/K;K>) Hence, C.E of set point
transfer function becomes Ty 15 5% + (T» — T1))S + K, K2 K, = 0, is clearly stable as
per RH Ceriterion for stability.

Case 2: T\ >= T,, consider P. = K. + K;S,(K.>1/K1Ky)K; >
(T — T»)/(KK>). Hence, C.E of set point transfer function becomes T} T,S% +
(Kh\K2Kg+ T, — T)S + K1 K, K. — 1 = 0 which is stable as per RH criterion for
stability.

Note that, P, can designed as a regular P + I 4 D controller but it may result in
complex tuning procedure. So, it is not suggestible.

3.2 Set Point Tracker C

If the set point tracker C is developed as stable and rational then there exist zero dead
time element in the denominator of Eq. 4, which may yield a better set point response.
We use H, performance measure min ‘e”% i.e., the integral square error (ISE) in
designing optimal set point tracker C, which should meet the min || W (1 — H,)ll%
condition.

Here W represents set point input weight function.

Using Pade’s approximation for delay term in Eq. 4 gives

e” TS — 0 [—(0) 4 605)S1/ Qunl (61 + 62)S]

where,

n

Quil(61 +62)S1 =

— NIn! .
Cn = I 16 + 65V
j=0 :

@n)ljln — j)

There are 2 cases to perform the controller design procedure:
Case 1: T} < T, consider P, = K. mentioned in above. Therefore, from Eq. 4

2

wa— o= |1 - K1 K2C(S) Qunl—(61 +62)S]
2S\ [NS2+ (T = TS + K1 K2 Pe = 1]Qunl 61 +62)S1) |
2

Onnl(01 +62)S] K1K2C(S)

SQunl—@1 + 081~ S[T T8+ (T, — T1)S + K1 K2 Pe — 1] |
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As  0,,(0) = 1 and all zeroes in Q,,[—( +6,)S] term
are in complex RHP, using orthogonality property in H, norm

‘ Qunl (61 + 62)S] — Quul— (61 + 62)S1 |
SQunl— (01 + 62)S]
T\ T,S* + (T, — T1)S + K1 K2 Ke — 1 — K1 K>, C(S)

S[TT28% 4+ (T, — T))S + K1 K2 Kc — 1] ,
In order to design the ideal optimal controller, let its second term be zero.

W — H)ll5 =

2
2.

TiT>S* + (T, — T1)S + K1 K2 K. — 1
K. K,

Clm(s) =

Since, Cip(s) is improper function. To make it physically realizable, low-pass
filter 1.(S) = is cascaded with it. Therefore, a practical optimal controller is
derived as

1
(Tes+1)°

T\ T»S? + (T, — TS + K| KxKe — 1

CES) = 4)
K1 K> (Tcs + 1)?
where T,.—adjustable term.
C attains the optimality only when T, is adjusted to zero.
Case 2: T| > T, follows a similar deriving method gives,
T\S? + (K KKy + T — TS + K1 KoK — 1
CS) = (6)

K1K>(T.5 +1)°

Remark 1: Substitute Eq. 5 or 6, (if 7} >= T5) in Eq. 4, then practical form of set
point transfer function is derived as,

H,(S) = ———¢ @108 7
D=y ”

Applying Inverse Laplace Transform,
¥ 0 <01+ 6, g
r(=9,_ (l I %)e_(t—al_az)/n >0+ 6, (®)

There exist zero overshoot in ideal set point output and by tuning 7, quantitative
time domain specifications are achieved.

From Eq. 8, tuning formula can be figured as ¢, = 3.88977T, + 6, + 6, where ¢,
is the rising time.

From Egs. 7 and 8, itis clear and obvious that P, does not affect the set point tracker
C. In ideal case, i.e., when T, is adjusted to zero, the set point response H,(S) =
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e~ 1+6:)S e | system output reaches the desired value for set point immediately after
the overall systems’ delay time. This single adjustable parameter 7, gives the trade off
among the ideal performance of set point output and the output capacity of set point
tracker C. Therefore, when 7, is adjusted to small value, the setpoint tracing becomes
faster and the output of C is larger resulting in more aggressive dynamic behaviour.
When T, is adjusted to a higher value, the set point tracing becomes slow, and the
output of C is small resulting in less aggressive dynamic behaviour. Therefore, it is
suggested to adjust ‘T'¢’ to a value which approximately equals the system delay
initially. If tuning is unsatisfactory, then decrease/increase T, to achieve required set
point response.

3.3 Disturbance Rejector F

In order to make the design procedure simpler, leave the primary outer loop and
consider the inner loop load disturbance output independently. This results in degra-
dation of actual system performance, due to load disturbance response oscillation
may seep into the inner loop.

From Fig. 1, the ideal load disturbance process models of inner loop are given as

w P

Ha ) = =TT Rs) ) ©
1

HpS)=2t=e — (10)

dy 1+ Fi(S)Pi(S)
The inner loop complementary sensitivity function is termed as,

fi Fi(S)P(S)

S W) (11)
di 1+ F(S)P(S)

Ty —inner =

The required ideal complementary sensitivity function is Ty_;nper = (01

It means when a load disturbance d; is continously introduced in P;, the load
disturbance rejector F; must observe the resultant P; response error immediately
after system time delay 6; and produce equal and opposite signal f; to oppose the
injected load disturbance.

The practical required complementary sensitivity function relied on combined H,
optimal performance measure of Internal Model Control theory is given

Ty inner (S) = e(_em (12)

T g

where, T, is as adjustable parameter.
From Egs. 11 and 12,
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Td—inner (S) 1
Fi(S) = 13
1( ) 1 - Td—inner(s) PI(S) ( )

From Eq. 13,

If T, is tuned to be small, the load disturbance rejection in the inner loop becomes
faster, the output of Fis larger and vice-versa. Therefore, T, aims the trade-off among
load disturbance rejection capability and output capacity of F.

3.4 Disturbance Rejector F

From Fig. 1, the load disturbance model of outer loop is given as

1
Hyy(S) = 22

= (14)
ds 1+ F(S)Pi(S)P(S)
The outer loop complementary sensitivity function is derived as,
F(S)Pi1(S)P2(S
Tier(8) = 22 = O (1)

di 1+ F(S)Pi(S)Py(S)

Similar analysis as in previous subsection is carried out to find required closed-
loop complementary sensitivity function in practical form.

alS+1

36_(9'+92)S (16)
(T1,S+1)

Ty— outer (S) =

where T, is adjustable parameter and a is obtained by an asymptotic constraint.

lim Hd3(S) =0
S~>T—12

Toreject the step load disturbances, the following asymptotic constraint is required

hml (I =Ty ouer (8)) =0 (17)

S—)ﬁ

Substitute Eq. 16 in Eq. 17,

lim (1 _ ( asS+ 1)36(01+62)S) -0

On solving above equation,
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T, 3
a=T2[<£+1> eOtO/Te _ 1] (18)
1

from Egs. 15, 16 and 18, the required load disturbance is obtained as,

Fu(S) = 1 (S + D)(TS — (@S +1) (19)
KiKy (T, +1)° = (aS + De-@+02s

AtS = 1/T3, Eq. 19 has a zero-pole cancellation on Right Hand Plane, this may
result in unreliable working of F;.

So, Maclaurin expansion formulae are used to regenerate the ideal disturbance
rejector.

Say F»(S) = M(S)/S,

+ —S’ (20)
i!

1 , ”(0) M (0)
Fs(S) = [M(O) + M (0)S + 24, }

Considering the first three terms of Eq. 20 resemble a standard P + I 4 D controller

1
Fypip(S) = Kp + —— + TpS (21)
TS
where K =M'(0), T; = 1/M(0), Tp = M'(0)/2.
First order low pass filter is cascaded with F; in Eq. 21 to implement it physically.
In [14], third order approximation controller using Pade series expansion is given
as,

d3S? + dr S + d, do
C:S2+CiS+1 " S(C82+C1S+1)

Fy33(S) = (22)

The 1stpartis alead-lag controller of second order, whereas the 2nd part represents
an integrator cascaded with second order low pass filter.

4 Robust Stability Analysis

Considering the formulae developed in above section, system stability is determined.
Practically, the frequently occurred process uncertainties are systems parameters
perturbation, the response uncertainties of actuator and measurement errors of the
Sensors.
According to small gain theorem, a system is robust stable only if,

[AmM(S$)Ta(S)lloo < 1 (23)
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Am—DMultiplicative system uncertainty bound,

T;—Complementary sensitivity function.

To find the robust stability constraint of inner loop, substitution Eq. 12 in Eq. 23
yield the robust stability constraint.

H Amy(S)

” <1 (24)

Am(S) multiplicative uncertainty bound of Pj.
Say Am;(S) = AK;/Kj, the robust stability constraint of T, is

|AK|

1

sz.lwz—l—l >

,Yw >0 (25)

Amy(S) = e A5 — 1

A6 Time delay uncertainty of P; To be robust stability, tune T, as below

‘/T;Iw2~|—1>‘e_(jAQw)—1,VW>0 (26)

Substitute Egs. 16 and 18 in Eq. 23 which gives the robust stability constraint.

3
[B(%) + 1) e(9|+92)/(T2—])5:| 1 |

3 <
(TpS+1) 1 Am2($)llo

o0

27)

Amy—Multiplicative uncertainty bound of Py, P,.

Increasing T, strengthens the robust stability but reduces performance of distur-
bance rejection and vice-versa. It is advised to initially adjust 7'y, is almost equal to
overall process time delay and later decrease/increase 7'y, until the desired response
and robust stability are achieved.

S Simulation Examples

Three unstable cascade processes are simulated. For numerical comparison, perfor-
mance measure Total Variation (TV), Integral Absolute Error (IAE) and Peak Value
(PV) of the system output are considered.

IAE:/|e(t)|dt
0
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N
TV =) st — ]

n=0

Examplel: Consider an example studied by Cheng-Qiang Yin m [13] The
primary process is P, = j5s— and the intermediate system is P; = s w| ® Method
suggested by Cheng-Qiang Yin [13] is considered for comparison. For the Proposed
method, F; = S + 1/2S + 2, F, = 0.8228 + (0.8228/46.522S) + 0.8228 *
1.4649S, Pc = 0.6 and C = L0845+l

Considering the above controller values, the performance of the two techniques
are simulated by enabling unit step change at t = 1 s in the set point and applying
negative step change at t = 150 s in disturbance d; and negative step change at t =
350 s in disturbance d, respectively. System output and control signals are depicted
in Figs. 2 and 3 for perfect model case.

To analyse the system robustness, assume a 20% raise in intermediate process
gain along with 20% raise in intermediate delay time. The system output is given in

Fig. 4 and control action response is given in Fig. 5. On observing Figs. 4 and 5, the

- I
——Proposed
——Cheng-Qiang

Oulpud Y

Fig. 3 Control signals of Example 1 (perfect)
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Time
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Output ¥

I
L

U] 50 100 150 200 250 300 350 400 450 500
Time

Fig. 5 Primary control signals of Example 1 (error)

proposed technique provides gives better closed loop response and the control action
undergoes several oscillations at first which later becomes smoother obviously. The
performance measures for proposed method and other method are tabulated below
for both perfect and perturbed cases. From Table 1 the proposed method has lower
IAE and TV than Cheng-Qiang technique. Therefore, the proposed technique gives
an enhanced performance than the Cheng-Qiang technique.

Table 1 Performance Method ‘ IAE PV v
measures of Example 1

Perfect model parameter

Cheng-Qiang 47.4591 1.01 39.65
Proposed 25.1821 1.26 31.45
Error model parameter

Cheng-Qiang 55.81 1.52 62.74
Proposed 27.6376 1.0 59.28
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Example 2: Another example studied by Cheng-Qiang Yin in [13] is consid-
ered whose primary process is P, = 28;—4_5] and the intermediate process is
p = 22 1y proposed technique, F; = 205t1p, — 35184787124 86785+1.5707 |

205+1 = w2 2.5657+0.86555+1
0.0208 _ _ 4008242541
s@sestrosesssny Fo =1 and C= a0

Considering above controller parameters, the performance of two techniques are
simulated by enabling a unit step change att = 1 s in the set point and applying a
negative unit step change at t = 150 s in disturbance d; and negative unit step change
at t = 350 s in disturbance d, respectively. The system output and control action
response are given in Figs. 6 and 7 for perfect model case. Therefore proposed method
gives a better performance than Cheng-Qiang method for disturbance rejection.

To analyse robust stability of the system, assume a +10% error in intermediate
process gain and delay and +20% error in primary process gain and delay. Its outputs
are shown in Figs. 8 and 9. On observing Figs. 8 and 9, oscillations exists in both
system responses and control actions.

The performance characteristics for two methods in both perfect and perturbed
case are tabulated in Table 2.

|\

Output Y

—Proposed
—— Cheng-Qiang

Time

——Proposed
——Cheng-Qiang |

Output ¥

Fig. 7 Control signals of Example 2 (perfect)
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Fig. 8 System output for Example 2 (error)
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——Proposed
15 ——Cheng-Qiang
1 -

as -1

Output ¥
o

Fig. 9 Control signals of Example 2 (error)

Table 2 Performance

characteristics of Example 2 Technique IAE PV v
Perfect model parameter
Cheng-Qiang 28.3552 1.05 2391
Proposed 24.2949 1.06 18.26
Error model parameter
Cheng-Qiang 31.10 1.16 33.53
Proposed 28.3028 1.0 27.83

Example 3 Consider another example studied by Cheng-Qiang in [13] whose

. . _ 6—0.399.3' . . . _ e—O.6S
primary process is P, = Sg— and the intermediate process is P; = 5757 For

the proposed method, F; = 2934l F) = 4.4091 + 5 +7.1874S, Pc = 2, and

0.65+2°
C = 10.355242.9385+1
- S24+25+1 :
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Considering above controller parameters, the performance of these methods are
simulated by enabling a unit step change at t = 1 s at the set point and applying a
negative unit step change at t = 30 s in disturbance d; and negative step change at t
= 60 s in disturbance d, respectively. The resulting system outputs are displayed in
Fig. 10. The proposed method offers enhanced performance than other method.

To analyse robust stability, suppose a +20% error in intermediate process and
—20% error in process delay and also +20% error in primary process gain along
with +30% error in process delay. The corresponding outputs are displayed in
Fig. 11. Initially proposed method has oscillations, but it results in better disturbance
rejection.

The performance measures for the proposed and other method under perfect and
perturbed cases are tabulated in Table 3.

] N IR

Output ¥
=
T
1

—Proposed T
—Chengrolang!
o - - 1 1 e e ——

0 10 20 ] 40 50 &0 80

Output ¥
L

[—Proposed |
—— Cheng-Qiang|

i

Fig. 11 System output for Example 3 (error)



Tuning of PID Controller Using SIMC Method ... 79

Table 3 Performance

characteristics of Example 3 Technique IAE Py v
Perfect model parameter
Cheng-Qiang 4.1129 1.05 50.9
Proposed 3.4976 1.0 43.73
Error model parameter
Cheng-Qiang 4.14 1.05 76.23
Proposed 3.7929 1.0 64.154

6 Conclusion

This paper work proposes a revised cascade control method for systems with RHP
poles and time delay. The set point tracker C is developed derived from H, optimiza-
tion and Internal Model Control theory. The disturbance rejector F; is developed as a
P + I 4 D controller. A filter is cascaded in series with controller C to make it phys-
ically realizable. SIMC tuning method is used to tune the controllers. SIMC has ‘T;’
as variable measure which gives the trade-off among robustness and performance.
MATLAB simulated results depicts that suggested technique gives enhanced outputs
for both rejection of disturbance and also set point tracing. Thus, both regulatory and
servo performances are enhanced. This method also yields lower IAE, PV and TV
values.
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Independent Controller Design )
for Non-minimum Phase Two Variable i
Process with Time Delay

C. Venkatasuresh, M. Rathaiah, R. Kiranmayi, and K. Nagabhushanam

Abstract Non-minimum phase (NMP) second order with time delay Process
(SOPTDP) are stabilized by tuning process. Certain restrictions on the attainable
performance when system have right hand side zeros of s-plane. The PID controller
had been designed by Enhanced IMC method. The proposed Proportional Integral
and Derivative controller (PID) are implemented to non-minimum phase systems like
Fermenter, Isothermal CSTR. The performance was analysed under model uncer-
tainty and considering perturbations in one model parameter. The performance of
the system under recommend method compare with the existing method in the liter-
ature. From the performance detected as present Approach effectively stabilize and
advances the performance of process with disturbances. From simulated result of
three examples demonstrates present work offers better-quality presentation of the
set-point track and Hload rejection than existing method through better time domain
specifications.

Keywords Enhanced IMC - NMP - Second Order plus Time Delay systems
(SOPTDS) - Fermenter and Isothermal CSTR

1 Introduction

PID controller was a naturally uses controller amongst industries. Valuation of PID
controllers justifies conversation now. Normal PID controllers were exchanged by
electronic controller. These offers various improvements than earlier controller.
Thereafter, electronic controller is substituted with computer programs. presently
PID controller are software programs in place of physical controllers. Dealing
unstable processes were at all times difficulty with comparison to the stable processes.
Regrettably, various chemical processes are unstable processes. Some samples were
bottom level control of distillation column, chemical reactors, bioreactors, etc. The
difficulty controlling becomes higher though the processes have time delay. Time
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delay may be due to process lag. The goal has to develop a simple controller for
stable/unstable SOPTD systems [1-5]. A tuning parameter selection depends on
maximum sensitivity (Ms) function. Set point filter was used to decrease overshoots
in servo problem. “Many Approaches are used to construction of PI/PID controller
for stable NMP Processes are stated in literature as Internal Model Control approach
(IMC) [6, 7], “PM and GM” [8], “optimization approach” [9, 10], control structure
approach [11-13] etc.

Here numerous approaches existing in literature to construct PI/PID controllers
to NMP FOPTD systems. But a very few approaches were offered to NMP SOPTDS
processes.

2 Proposed Method

Therefore, in this study, a SOPDS process model G, (s) given by Eq. 1 is considered
for the construct of PID controller G.(s)

G = 1
0=y (1)
Closed loop transfer function obtained as
Cls) _ _ Gp()Ge(s) @)
Rs)  1+G,()Gc(s)
Wanted closed loop gain of the system is as follows
C(s) e—ds
=Z0)="—""7 3)
R(s) 1+ as)

From the closed loop transfer function controller transfer function derived as

1 Z(s)

G.(s) = ——— 4
() G,(5) 1— Z(s) “)
By substituting above functions G (s) is obtained as
2 —ds
psT+qs—+r e
Ge(s) = )

kp(1—1s) (14 as)® —eds

By using Taylor series expansion G.(s) Approximated as follows
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1 2 —ds
Gel) = + e
s @pmz—%nk+@m2—%)+m&p+mn+u@a+@}
(6)
s2 4+ gs +re
A(s) = 2 T )
kp{t(oz2 — %)sz + (u(oz2 — %) +1tQo+d))s +uCa + d)}
Therefore, controller transfer function is written as
A(s)
G.(s) = (8)
For the ideal form of PID apply Maclaurin series expansion theorem then
1 , AO0) ,
G.(s) = " A0)+ A0)'s + sS4 9)
The ideal form of PID as given below
1
G.(s) =kc{l+—+rDs} (10)
T8

The controller parameters are assessed by comparing the constants of ‘s’ of. The
following terms for controller parameters are gotten and written as

k. _A®0)

ko= A©O), 1) = ——, 1p =
O, o A00) p o

(1)

3 Selection of o

For the controller design the tuning parameter « is required. A suitable tuning param-
eter o is chosen by the use of maximum sensitivity function. The chosen tuning
parameter for attained controller should offer better performance and robustness.
For smaller o value of gives a faster response and displays improved results in the
case of load disturbance for the processes. Ms is defined as

1

T o (12)
1+ Gp(5)Ge(s)

Ms:‘
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Ms value uses to determine a range for the Gain Margin (GM) and Phase Margin
(PM) and relation between Ms and GM and Ms and PM is given below.

Ms . 1 1
; PM > 2sin (13)
Ms —1 2Ms

If the Ms value Increases then GM and PM decreases. The smaller values of
GM is 1.6° and 34° have been suggested PM for stable processes. There are certain
boundaries of the controller for controlling process and to attain the wanted robust
closed loop performance. In this work, the a selected to reach Ms value in the range
of 1.1-1.7.

GM >

4 Simulation Studies

Three cases of NMP SOPDT Process were taken to the Valuation of present approach.
Simulation approach has been made to achieve the best value of a. For finding
optimum PID values, the original PID values were essentially varied frequently using
o through computer simulation till the lowest MS index and the required closed loop
performance reached. Effectiveness of the controllers stands measure in the form of
errors, total variation (TV) of operated variables and time domain specification.

Case study-1 (fermenter).

Fermenter process exact model has given below. In this the microbial growth was
supposed to following Monod kinetics has specified by the following equations.

az =( Ky)Z—-7 (14)
dr M d u
ds 1%
— =(=Z=-mZ-(S— 1
o (Y m) (S—S)u (15)
/’LmaxS
= — 16
% PR (16)

From solving above equations. Resulted as follows

X(S) 0.2803(1 — 3.4063s) 4,
_ 0.

= a7)
U(s)  3.1638s52 +5.7382s + 1

In this present approach, PID values gotten are k. = 3.0725, t; = 5.7382, v, =
0.5514 through choosing a = 0.1514, B = — 5.475¢, vy = 1.925a correspondingly.
The performance has assessed for closed loop processes by unit step change in the
set point as exposed in Fig. 1 also unit step change in load as exposed in Fig. 2.
From figures analysed that the characteristics of a system like rise time (tr), settling
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Fig. 1 Servo performance of process with the controller parameters obtained from the enhanced
IMC, proposed method
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Fig. 2 Regulatory performance to fermenter process with controller parameters attained through
enhanced IMC, proposed Approach



86 C. Venkatasuresh et al.

time (ts) were less than the available approach and these are recorded in Table 1.
From both responses of current and existing method observes the current method
accomplishes a smoother undershoot than the existing method. The current method
expresses important development in the controller through reduce of ITAE 11% than
enhanced IMC method. The controller actions of both servo and regulatory problems
specified in Figs. 3 and 4 correspondingly.

Case study 2 (isothermal CSTR).
Van De Vesse isothermal CSTR [13] is taken now.

x5Oy Bz

x B w

The mathematical model of the system is given below

Il‘ Vv X, f X 1©X 3Cx
P = B+ 1 Y 9

From solving above equations resulted function is as below

X(S)  —L117s +3.1472
U(s) 2 +4.6429s + 5.3821

(20)

In this present approach, PID values gotten are k., = 1.4588, 7; = 0.8627, 74 =
0.2154 through choosing o = 0.1577, § = — 1.009«, y = 2.586a correspondingly.
The performance has assessed for closed loop processes by unit step change in the
set point as exposed in Fig. 5 also unit step change in load as exposed in Fig. 6.
From figures analysed that the characteristics of a system like tr, ts were lower than
the available approach and these are recorded in Table 1. From both responses of
current and existing method observes the current method accomplishes a smoother
undershoot than the existing method. The current method expresses important devel-
opment in the controller through reduce of ITAE 25% than enhanced IMC method.
The controller actions of both servo and regulatory problems specified in Figs. 7 and
8 correspondingly.

Case study-3 (fermenter).

The linearized form of case study 1 transfer function is as follows

X(S)  0.0291(1—28.7121s) g3
_ o0

= 21
U(s)  2.2024s249.0155s + 1
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Fig. 3 Control action attained through servo response with PID parameters for enhanced IMC,
proposed Approach
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Fig. 4 Control action attained through regulatory response with PID parameters for enhanced IMC,
proposed Approach
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Fig. 5 Servo performance of isothermal process with the controller parameters attained from the
enhanced IMC, proposed approach
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Fig. 6 Regulatory performance to isothermal process with controller parameters attained through
enhanced IMC, proposed Approach
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Fig. 7 Control action attained through servo response with PID parameters for enhanced IMC,
proposed Approach
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Fig. 8 Control action attained through regulatory response with PID parameters for enhanced IMC,
proposed Approach
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Fig. 9 Servo performance of fermenter process with the controller parameters attained from the
enhanced IMC, proposed approach

For the present method, controller parameters attained are k. = 8.2075, t; =
9.0155, t4, = 0.2443 by choosinga = — 0.0362, B = 87.78c, y = 0.0362a corre-
spondingly. The controller parameters for enhanced IMC method are k. = 1.4832, t;
=0.8627 and 7, = 0. 1723. The performance has assessed for closed loop processes
by unit step change in the set point as exposed in Fig. 9 also unit step change in load
as exposed in Fig. 10. From figures analysed that the characteristics of a system like
rise time tr, ts were lower than the available approach and these are recorded in Table
1. From both responses of current and existing method observes the current method
accomplishes a smoother undershoot than the existing method. The current method
expresses important development in the controller through reduce of ITAE 15% than
enhanced IMC method. The controller actions of both servo and regulatory problems
specified in Figs. 11 and 12 correspondingly.

5 Conclusion

A tuning process was used to develop the PID for the NMP SOPDT systems. The
proposed method was associated with the method existing method in literature such
as Enhanced IMC. Analysed that from simulation results, proposed method gives
important development in the closed loop performance has detected in three cases
related to the current method in literature. The current method expresses improved
performance indices IAE and the ITAE. smother control action was attained by the
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Fig. 12 Control action attained through regulatory response with PID parameters for enhanced
IMC, proposed Approach

present Approach. The performance was enhanced in present approach than Existing
approach. This could be exposed that the present PID is able to control NMP SOPTD
systems.
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Control of DC Link Voltage and Load )
Voltage Variations in a Pitch Angle L
Controlled PMSG Based Wind Energy
Conversion System

A. Nagarajan, K. Ramash Kumar, and G. Sureshkumaar

Abstract The world is looking for a better alternative energy source to generate
electricity. Wind Energy Conversion Systems stands first in the choice of researchers
in terms of renewable energy. Permanent Magnet Synchronous Generator (PMSG)
plays an important role in wind energy generation system design. They exhibit a
character of generating electrical energy even at a low speed of operation. Also, the
control strategies of PMSG based WECS are quite easy compared to other generators
used in wind energy generators. A pitch angle control technique along with load
voltage variation control is proposed in this article. A MATLAB/Simulink based
simulation work has been proposed here and the test results are quite satisfactory.

Keywords PMSG - DC link - Wind Energy Conversion System (WECS) - Pitch
angle control - PIC controller

1 Introduction

Wind power conversion system is one of the cleanest sources of electrical power
generation systems. The power produced per unit area is quite impressive compared
to all other power generation techniques. Variable speed WECS are most popular in
wind power technologies. They can deliver maximum power point tracking as well.
Their efficiency is also compared to fixed speed and limited variable speed WECS.

The first choice of electrical generator now a days is doubly fed induction generator
(DFIG). In this article PMSG based WECS have been proposed. This generator
improves the reliability of the entire system. The features of PMSG are self-excitation
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Fig. 1 PMSG based wind turbine

capability, leading to a high power factor and high efficient operation. A standalone
PMSG based WECS can be used as a prime source of energy to the places where grid
integration is impossible. The reason is PMSG based WECS can generate electricity
even at a low speed of wind flow.

The main challenge of standalone power system is the feeding the end users with
a balanced power supply with proper control of power converters. In wind energy
conversion systems some power quality issues like voltage imbalalnce, generation of
harmonics, flickering and load variation will occur very often. The change in voltage
occurs often due to variation in the load. The oscillating voltage of WECS is mainly
due to change in their wind speed. Also, the harmonics are produced due the high
frequency operating power converters of WECS. Those power quality problem could
not tolerated by the consumers and so, require mitigation methods [1]. Controllers
for power converters were detailed in [2-9].

Figure 1 shows the schematic diagram of permanent magnet synchronous gener-
ator based wind energy conversion system. When load varies with in a short period,
that causes a huge variation in voltage at common point of coupling. This will result
in torque ripple sin the shaft which may affect the life of the machine,

A standalone small scale PMSG based WECS has been explained in this article.
The major considerations are,

1 Implementation of pitch angle control under heavy wind turbulences.
2 Maintaining the constant voltage in the DC link to minimize ripple in the DC
input to the generator side converter.

2 Mathematical Equations Analyis of Wind Turbine

The energy extracted from the wind is directly proportional to velocity of the wind.
The power traced from the wind energy is expressed as below,

P =0.5pAv] (1)

where
p—air density (kg/m?);
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A—the area swept by blades (m?); and.

Vw —wind speed (m/s).

Betz limit explains the fraction at which the wind turbine can extract power from
the wind flow. It is limited to 59% as per the Betz theory. Power coefficient C,, is
related to pitch angle of the blade and TSR (Tip Speed Ratio). This power coefficient
describes the betz limit.

The power extracted from the wind by the turbine is expressed as,

P, =0.5C,(B, L) pAv] 2)

where

Cp—power coefficient,

p—pitch angle in degrees.

A—tip speed ratio.

The tip speed ratio is defined as the ratio of the speed at which the tip of blade
rotates to the speed of the wind (wind velocity) Vw,

_ QR

Uy

A 3)

where

Q—speed of the turbine rotor.

R—radius of turbine rotor tip swept area.

Figure 2 shows the relationship between speed of the turbine rotor and the mechan-
ical power developed in the turbine. It is clear from the picture that is the mechanical
power developed in the rotor is directly proportional to the speed of rotor also the
developed power reaches maximum when at a particular point for various wind
speeds.

The typical speed vs power extraction plot is shown in Fig. 3. It shows that all the
WECS starts to produce electricity at a particular speed of wind. Till that the wind
generator will be acting as a motor that is receiving power from the system. Once the

Fig. 2 Turbine rotor speed PA Wind speed
versus mechanical power Voo Vs> Vs> Vg

Maximum power
curve

Mechanical power

=Y

Rotor speed (rad/s)
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cut-in velocity is attained the machine starts to generate electricity that is feeding the
power to the power system. One major advantage of using PMSG base WECS is that
it can produce electricity from a minimum wind velocity compared to all other types
of wind energy conversion systems. From the Fig. 4 it is evident that that extracted
power is maximum from the speed 12-25 m/s. if speed exceeds beyond this limit it
can be controlled either mechanically by using pitch angle control technique or yaw
mechanism or electrically using the power converters.

3 PAC of Wind Turbine

Pitch Angle Control (PAC) is defined as the angle at which the wind strikes the
turbine blades with respect to the angle of rotation. When the speed of wind exceeds
the wind blades experiences more torque as shown in the above figure. The figure
says that the power generated beyond the cut off velocity is zero. That is when the
speed of wind exceeding the maximum value of rated velocity the mechanical control
comes into action.
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There are two ways to control the wind turbine mechanically which are

1. Pitch angle control
2. Yaw mechanism

Since the power extracted from the wind is depending mainly on pitch angle and
tip speed ratio the adjustment of pitch angle should be optimum below the rated
speed of the wind. The need of pitch angle control is as below;

(1) Maximizing the obtained power of the wind turbine, below the cut off speed
the angle must be set to derive maximum power from the system.

(2) Regulating the power generation within a safe value. Ensuring the machine
operates with in the SOA (safe operating area).

4 Simulink Model of PAC

Following is the simulation model of the pitch angle control of wind energy conver-
sion system. Here the actual wind speed is measured and compared with the reference
value of wind flow. The error is amplified with help of a gain. After the gain point a
rate limiter is introduced which limits the speed of the rotor within a safe value. In
practical case a servo mechanism is employed to adjust the pitch angle. When the
wind velocity exceeds a particular value the servo motor turns the wind blade to a
particular angle. The feedback is given via the sensors which collect the speed of the
rotor of the turbine.

5 Influence on Voltage at PCC and Its Compensation

It is not necessary that the load is to be constant always. Due to variation in load
connected to the inverter the current in all the phases will not be uniform. In distribu-
tion network this is a major issue. This sudden change in load may lead to unbalance
voltage at the point of common coupling. There for compensation of the load voltage
variation is more important in the design of converters. A voltage control technique
using the PWM inverter is employed in this proposal. PI controllers have been used
to control the pulse generation. Here the actual value is compared with the reference
value, based on the variation between actual and reference current magnitudes the
PWM pulses are generated with different modulation index values (Fig. 5).
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6 Simulation Responses and Its Discussions

The following figure shows the simulation model of the power converter used in the
proposed system. The results are compared with and without the pitch angle control
strategy (Fig. 6).

The speed of wind is set to 12 m per second for first 3 s and it is set to 25 m/s up to
7 s the again 12 m/s up to 10 s. in this the base speed is set to 12 m/s. From Fig. 7 the
generator speed crosses more than 1.5 p.u which is 2550 rpm. In Fig. 8 it is shown
that the generator speed is controlled to 1.2p.u at the excess wind speed (25 m/s).
And parameters like generator torque and output voltage are also controlled.

Figure 9 shows the DC link voltage control. The disturbance occurs at 0.25 s of
the simulation period. But the system is providing a constant voltage over the entire
simulation period because of the control of the rectifier as explained in Sect. 5.

The load is varied at 0.25 s by using breaker in the Simulink model. In the above
Fig. 10, the voltage output is kept constant throughout the run time. The disturbance
is tolerated by the pulse generation. The magnitude of the modulating signal is shown
in below plot.
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Fig. 8 Simulated responses of WECS with pitch control
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Table 1. Generator ratings Stator phase resistance 0.085 @
Rotor speed 1700 rpm
Line voltage 2500 V
Torque constant 16.54 Nm
No of pole pairs 4

7 Conclusion

It is evident that under mechanical discrepancy conditions like higher wind speed
and multi directional wind power mechanical control of the systems works better
compared to electrical control instantly. i.e. pitch angle control result is quick as
compared to the electrical control. Also controlling the DC link voltage with in a
safe limit saves the generator as well as the load. PI controller based control is giving
better results as shown in the result. Modern controllers may give better result.

Appendix

See Table 1.
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A Novel Approach of Wind MPPT Using m
Fuzzy Logic L

Nesar Uddin, Md Saiful Islam, Jewel Sikder Joy, and Ishaque Mozumder

Abstract The key motive of this article is to carry out the optimum power as well
as supreme power from wind turbine using fuzzy control technique. The wind power
system largely relies on wind velocity and pitch angle, so Fuzzy control technique is
used to extract supreme power in an efficient method which minimizes the dislocation
in the system reaction. For developing the fuzzy-based wind MPPT system, a DC/DC
step-up power converter is constituted to trigger the gate of its MOS-FET switch by
applying Fuzzy rules for regulating rotor acceleration of wind generator. The fuzzy
controller provides a signal as well as duty cycle as output through pulse width
modulation (PWM) that switches the gate of DC/DC converter. Simulation results
show that the developed fuzzy-based wind MPPT structure can perform nonlinear
functions of random difficulty and cover an extensive range of working conditions.

Keywords Fuzzy Logic Controller (FLC) - Maximum power point tracking
(MPPT) - Wind Energy Conversion System (WECS)

1 Introduction

In the mint condition, electricity is fundamental imperious of humankind, socioeco-
nomic, artificial development of several countries [1]. Yet again, most of the regions
did not entree to the light of electricity. The significant source of energy generation
in the creation is fossil fuel that raises some gases that influence the human body [2].
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In 2019, be close to 19 TW fossil fuels have been used [3]. It also increases air pollu-
tion and damages the environment. To surpass the problem, the knowledge of new
technology of sustainable energy from solar irradiation, hydro source, wind resource,
geothermal store and biogas supply, are a more effective and reliable method in the
creation [4].

Several regions in Bangladesh are also probable for wind resource as well as wind
power generation via Patenga, Cox’s Bazar, around Teknaf area, Kuakhata and Kutub-
diya beach [5]. Generally, a wind turbine cannot generate extreme power by tradi-
tional control strategy [6]. To surpass these difficulties, MPPT methods are planned
to extract supreme power by applying FLC. Howsoever, Fuzzy control technique is
an expert intelligence thinking method that has beaten fruition in numerous cases to
take effective decisions like human beings by adjusting themselves for present and
future situations automatically [7]. Therefore, to extract supreme power from the
wind turbine, the fuzzy control technique has been used in this paper. The recom-
mended Fuzzy control technique can run an input/output planning by depending on
the human sense which is a more effectual and optimum way.

2 Methodology

2.1 Block Diagram for Wind MPPT Structure

Maximum power point tracking (MPPT) is a method that is used to bring out supreme
power from renewable foundations. The suggested wind MPPT is designed for
extracting efficient power that stands on wind turbine, DC/DC step-up converter,
fuzzy based control method and AC load as well as the electric appliance. The gener-
ated electricity from wind turbine relies on the atmospheric situation as well as wind
speed and direction of pitch that is distributed through DC/DC step-up converter.
The step-up converter is coupled with the fuzzy controller as well as the control unit.
The control division acts according to fuzzy rules which give duty cycle as output.
Subsequently, this output signal switches the gate of MOS-FET device through PWM
incessantly to get the extreme power. Control units have double inputs viz; error signal
and change in the error signal. The error signal is denoted as ‘e’ and change in the
error signal is denoted as ‘de’. Again ‘e’ and ‘de’ relies on a ratio of change in power
and change in voltage. Change in power is denoted as ‘AP’ and change in voltage is
denoted as ‘AV’. Overall block diagram has been presented in Fig. 1.

2.2 Fuzzy Based Efficient Wind MMPT

Generally, wind power conversion method, the output power of the wind turbine is
not linear because of unstable weather conditions. The fuzzy-logic-based controller
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Fig. 1 Proposed Fuzzy based wind MPPT structure

helps to get better performance in such a situation. This arrangement is made up of
two inputs and a single output that is illustrated below (Fig. 2). Error signal (e) and
change in error signal (de) are the inputs. Five triangular memberships have been
introduced for error signal. Those are Very Negative, Negative, Zero’ side, Positive
and Very Positive (denoted by VN, N, Z, P, VP), given below in Fig. 3. Three
triangular memberships have been considered for changing the error signal. Those
are Negative, Zero’s side and Positive (denoted by N, Z, P), exposed in Fig. 4. Duty
cycle represents the result as output membership function which has three triangular
memberships. These functions are Very Negative, Zero and Very Positive (denoted
by VN, Z, VP). They are illustrated in Fig. 5.

In support of MPPT method, we want e = (AP = AV) is equal zero. Here, AP
indicates power variation and AV indicates voltage variation. In condition, e = (AP
-+ AV) greater than zero, we supposed to raise the voltage to tap the MPPT. In
condition, e = (AP = AV) less than zero, it requires to lesser the voltage to tap the
maximum power [8].

XXl

e WIND MPPT

{mamdani)

Xx duty-cycle

de

Fig. 2 Opverall block diagram of wind MPPT
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Table 1 Proposed fuzzy
IF THEN
rules for MPPT system
Number of | Error signal, e | Change in error | Output signal
Fuzzy rules signal, de
1-3 VN/VN/VN N/Z/p VP/VP/VP
4-6 N/N/N N/Z/P VP/Z/Z
7-9 ZIZI1Z N/Z/P Z/ZI1Z
10-12 P/P/P N/Z/p Z/ZINN
13-15 VP/VP/VP N/Z/P VN/VN/VN

_m_ i Signal(s) Pulses —b@l

- Scoped
* Fuzzy Logic PWM Generator1 Duty cycle
= Controller

Subtract3 with Ruleviewer1

Wind Voltage, V
Unit Delay1

Unit Delay2

Fig. 6 Control unit of MPPT structure

The rotor velocity is the main dependence of the voltage of the wind turbine. As
a result, the FLC controller is introduced here to be in command of rotor speed for
higher power generation. The fuzzy formulas are précised in Table 1. The maximum
outputis picked up using fuzzy control technique. DC/DC step-up converter is applied
here to position the duty ratio in the course of PWM. The error signal is a ratio of
power deviation and voltage deviation with respect to time. A mathematical model
of the control unit of MPPT system has been given in Fig. 6.

AP _P()—P(—1)

== (1)
AV V) —Vi—1)

The FLC is associated with double input (e and de) and single output (Duty Cycle)
that rely on IF-THEN affirmations which is named as fuzzy rules where IF indicates
the input and THEN indicates the outputs parts. Overall, 15 rules have been set
to produce supreme power from the scheme where various working conditions are
described that is given in Table 1.

2.3 Simulink Structural Design of Suggested Wind MPPT

The ultimate schematic illustration of MPPT system is exposed in Fig. 7 where the
arrangement is constructed with a wind turbine, DC/DC step-up converter, electric
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Fig. 7 Overall Simulink of suggested wind MPPT system

load and other system’s controlling unit. The outputs have been culled by varying
the wind speed from the range of (3—8) meter per second.

3 Evaluation of Wind MPPT

The 3-D plane inspection of FLC is represented in Fig. 8 where X-axis is representing
the error signal (e) and Y-axis is indicating a change in error signal (de). The value
of ‘e’ is measured from negative 10 to positive 10 that rely on the fluctuation of
power and voltage. The value of ‘de’ is calculated as -3 to 3 which is précised for
the interruption period to bring the utmost power. The outcome signal of the FLC is
the duty cycle that varies with reference to ‘e’ and ‘de’.

Fig. 8 Surface view of duty
cycle of wind MPPT model

duty-cycle
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The value of the error signal has been considered negative ten to positive ten
because of standard power as well as voltage of wind turbine. The standard power
and voltage of WESS tulipo wind turbine are 2.5 kW and 400 V. The standard voltage
is converted to 220 V by 1-phase rectifier that is shown in Fig. 7. Therefore, we can
get aratio between power and voltage which is approximately 10. This value can vary
negative ten to positive ten by depending on wind velocity. But the range of change
in the error signal does not change gradually. So, this value has been considered
negative three to positive three which is lower than the value of the error signal.

Case study—A

According to Fig. 9, when the value of the error signal is very negative and the
value of change in the error signal is negative, then the duty cycle is very positive
to get supreme power. Generally, it is not possible to get supreme power when the
value of the error signal is very negative and the value of change in the error signal is
negative. At any time, this situation may occur because of unavailable wind velocity.
Therefore, it is impossible to get maximum power from the turbine. So, the duty
cycle has been increased to bring out supreme power.

Case study—B

In this situations, when error signal is negative and change in error signal is
considered as the value of zero’ side, then duty cycle is assumed zero’s side. That
means the variation of change in error signal is not high by following error signal.
So, it is not necessary to change the duty cycle (Fig. 10).

Case study—C

In this case, the value of the error signal and change in error signal are considered
as positive and negative. So, the value of the duty cycle is assumed zero’s side because
of its operating condition. Error signal positive means the high operating condition

e=-789 de=-1.94

&

-10 10 -3

duty-cycle = 2.07

w

Fig. 9 When e-VN, de-N then Duty cycle-VP

e=-404 de = -0.191

v i

-10 10 -3 3

duty-cycle = -1.05e-16

Fig. 10 When e-N, de-Z then Duty cycle- Z
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e=477 de =-2.15

| /=)

-10 10 -3 3

duty-cycle = -3.33e-17

Fig. 11 When e-P, de-N then Duty cycle- Z

Table 2 Power comparison of proposed MPPT system with conventional system

Speed of wind in Direction of Pitch in Power-without MPPT in | Power-Fuzzy Based
meter per second | degree Watt Wind MPPT in Watt
3 0 28.22 30.95

3 1 28.22 30.95

4 0 81.62 89.79

4 1 81.62 89.79

5 0 233 252

5 1 233 252.7

6 0 438.8 482.9

6 1 438.8 482.9

7 0 1008 1086

7 1 1008 1086

8 0 1799 1988

8 1 1799 1988

of wind turbine and change in error signal negative means it does not influence on
the operating system. So, the duty cycle has remained beside zero (Fig. 11).

Power difference of Fuzzy based wind MPPT system and without MPPT system
is given in Table 2. From the Table, it is clear that Fuzzy based wind MPPT system
is more efficient than a conventional system.

4 Conclusion

The suggested fuzzy based wind MPPT system that has diverse benefits over previ-
ously accessible systems. Fuzzy system is used which depends on nonlinear func-
tions which is very modern and reliable. The petition of Fuzzy technique is swiftly
mounting due to its strong performance regardless of complex situations and elas-
ticity. It is possible to increase the efficiency by adapting supplementary intellectual
fuzzy rules. A problem of the proposed structure is their remittent environment of
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wind speed that is dependent on weather variations. Fuzzy technique has been applied
to extract extreme power by two input parameters via Wind velocity & pitch angle.
The results of the Fuzzy based wind MPPT model has been compared with the
conventional system under a similar climate situation. Simulation result provides a
grand performance of Fuzzy based wind MPPT model and less error. The applica-
tion of renewable sources minimizes various gas discharges in the system. Besides,
the system is environment kindly, favorable. Developed Fuzzy based wind MPPT
structure more efficient than any other operable system as well as a grid-connected
system that must reduce power loss.
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Shale Gas Productive Volume )
Optimization oo

Adamu Umar Ibrahim and Berihun Mamo Negash

Abstract Recently, a modified mathematical model was presented in order to deter-
mine the productivity of multi-fractured shale gas wells. However, the considerable
challenge of the model was assuming an average fracture width for the determination
of the practical fracture geometry of the stimulated reservoir volume. This challenge
led to over prediction of the gas well. Therefore, this paper presents a simple and
accurate method using a pseudo-3D model to determine the fracture width in shale
gas reservoirs. The method utilized the hydraulic fracturing propagation capacity of
the MATLAB software to visualize the fracture geometry, which includes the fracture
height, fracture length, and the fracture width. So, the obtained fracture width can be
incorporated with analytical models to predict long term productivity for multistage
fractured shale gas wells. An accurate result for the productivity will assist in deter-
mining the ultimate gas recovery, propped volume, optimal fracture length, fracture
spacing and predict the future performance of the well.

Keywords Shale gas + Hydraulic fracturing - Fracture geometry

1 Introduction

The combination of horizontal drilling and hydraulic fracturing technologies has
already boosted the exploitation of shale reservoirs by many countries around the
globe [1]. This unconventional resource compliment the hydrocarbon demand all
over the world. Therefore, these technologies are revolutionary and will remain vital
in shale gas production [2].

One of the significant challenges in shale gas production optimization is the fore-
casting of long-term productivity of shale gas wells. Currently, three types of models
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are applied to predict productivity. These models are basically: analytical transient,
numerical and empirical models [3, 4]. Recently, a simple model was presented,
which successfully predict productivity with less than 3% over prediction. The analyt-
ical model is applied in pseudo-steady state flow conditions. However, the fracture
width is assumed and computed as an average in the model [4]. Therefore, there
is a need to find a more reliable way of obtaining a fracture width that will close
the overprediction gap of the model. An accurate fracture width is vital to proper
field performance prediction, fracture completion design and adequate placement of
proppants in shale gas wells [5]. Also, this will give rise to designing a fracturing
treatment that will propagate in a more optimal direction and avoid unnecessary
damage to the subsurface environment.

This paper presents a simple and more accurate method using a pseudo-3D model
to determine the fracture width in shale gas reservoirs. The model gives the visual
result of the fracture geometry using MATLAB software. So, the obtained fracture
width can be incorporated with the latest analytical model to forecast the long-term
productivity of multistage fractured shale gas wells.

2 Methods and Procedures

Multistage hydraulic fracture in horizontal wells initiates many fractures from each
perforation cluster. These change the formation stress field and affect the propagation
of hydraulic fracture. Also, the low-viscosity fracturing fluid will leak off from the
surface of hydraulic fracture into the reservoir, therefore, increasing its pressure.
Consequently, the natural fractures will be stimulated by the induced stress. If the
shear stress is greater than the shear strength, shear failure occurs [6]. Likewise, if
the natural fractures inner pressure is greater than the tensile strength, tensile failure
happens [7, 8]. Therefore, these increase the shale reservoir permeability. The fracture
geometry, which has the fracture height, length, and width, directly control most of
the productivity of the well [9, 10]. Proper design of these parameters aid in gas
production optimization during fracturing treatment design.

Furthermore, it is good to visualize the fracture geometry using the pseudo-3D
model in MATLAB software to determine the fracture width. The P3D model is
compared with the well-known KGD and PKN models (Table 1).

Where, Qg = production rate of the gas (MScf/D); nf = number of fractures; p =
viscosity of the fluid (cp); T = temperature of the formation (°R); km = permeability
of matrix (md); h = reservoir thickness (ft); p = average reservoir pressure (psia); pw
= wellbore pressure (psia); e = exponential function; xf = fracture half-length (ft);
kf = permeability of fracture (md); w = average fracture width (in); Sf = fracture
spacing (ft).
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Table 1 KGD, PKN & P3D models comparison
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MODEL: KGD/2D

Assumptions

_ 8G Q3 \1/6 ;2/3 .
L = 0482y /0.0
3
Wo = 132(%)1/611/3 .
2G°Qp YA .

Pw = opmin + 0.96((1_”)3[‘2

Height is constant

A plane strain fracture in the horizontal plane
Viscous and Newtonian fracturing fluid
Elasticity theory used

No leak off into the formation

MODEL: PKN/2D
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Plane strain fracture
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fracture geometry

No leak off into the formation
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G = shear modulus (psi); Q = pumping rate
(bbl/min); Wy = maximum width (ft); v =
poisson ratio; L = fracture length (ft); r,, =
wellbore radius (ft); 0,,i; = minimum stress
(psi); . = fluid viscosity (cp)

The vertical stress distribution is uniform
The shape of fracture is elliptical
No leak off into the formation [11]

MULTIFRACTURED SHALE GAS WELLS

5.87x10™%n rkmh (P>~ P2)

PRODUCTIVITY

96k

¢= krwSy

3 Results and Conclusions

The single hydraulic fracture propagation is first shown to compare a P3D model with
the conventional KGD and PKN model. The visualized fracture width provides the
quantitative result of the width, which makes it easy to be applied in the productivity

model.

4 Discussion

From Figs. 1, 2, 3, 4, 5, 6, 7 and 8, it is shown that the length of the fracture
improves with greater rate than the fracture width of the fracture, which increases
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Fig. 5 Fracture width
against length (PKN)

Fig. 6 Fracture width
against height (PKN)

Fig. 7 Fracture height
against width (P3D)

Fig. 8 Pseudo-3D model
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in proportional to t1/ 3. These models show a curvy tip which indicates that in the
KGD model, the effect of the tip of the fracture is not large. Both KGD and PKN
showed an approximation the width of the fracture and length. The pseudo-3D model
forecasts a complete ellipsoid in 3D space at a time which can be seen in Figs. 9,
10 and 11. Therefore, the P3D model is good for fracture propagation modelling.
The model can display the variation of the fracture height with length as the fracture

propagates.

Fig. 9 Fracture length
against time (PKN)

Fig. 10 Max. width against
time (PKN)

Fig. 11 P3D predicted
shape
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The fracture width is directly taken from the visualized fracture geometry and

subsequently inputted in the multi fractured shale gas wells. This method is more
dependable to determine the fracture width of a fractured shale gas reservoir to
determine the productivity of gas wells. Also, it can be applied in order to optimize
production by adequate fracture spacing and proppant placement.
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of Kinematic Analysis of a Crank Rocker | @i
Engine Prototype Using MATLAB

and ADAMS

A. M. Albaghdadi®, M. B. Baharom, and S. A. Sulaiman

Abstract This work presents an analytical study of a suggested mechanism as
part of a design process of a Crank-Rocker (CR) engine. The basic geometry of
this engine is based on the principal of a four-bar crank rocker mechanism, which
requires optimization for effective operation. Kinematic study of this mechanism is
achieved using two analysis approaches, analytical and graphical model simulation
approach. To achieve the objective, two softwares, namely MATLAB and ADAMS,
were used to conduct this analysis and to validate mechanism functionality. Under
certain constraints and operational conditions, the simulation results by both applica-
tions were compared and found to be almost identical, this gives an indication about
mechanism operational behaviour. Moreover, this study provides clear idea about
using different approaches and applications for system kinematic study purposes.

Keywords Crank-Rocker engine + Kinematic study + Mechanism synthesis -
Model simulation

1 Introduction

A new engine called Crank-Rocker engine (CR) was patented in 2018 by engineers
of Universiti Teknologi Petronas, Malaysia. Despite showing promising results, the
engine is still considered belonging to early development stage. Of these studies
which has been performed on crank-rocker engine and used as base reference for
this paper and any further improvements on this engine, work in researches [1-4].

A. M. Albaghdadi (<) - M. B. Baharom - S. A. Sulaiman

Department of Mechanical Engineering, Universiti Teknologi Petronas (UTP), 32610 Bandar Seri
Iskandar, Perak, Malaysia

e-mail: anwr_18002826 @utp.edu.my

M. B. Baharom
e-mail: masrib@utp.edu.my

S. A. Sulaiman
e-mail: shaharin@utp.edu.my

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022 125
R. Ibrahim et al. (eds.), International Conference on Artificial Intelligence

for Smart Community, Lecture Notes in Electrical Engineering 758,
https://doi.org/10.1007/978-981-16-2183-3_11


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-2183-3_11&domain=pdf
http://orcid.org/0000-0003-2680-419X
mailto:anwr_18002826@utp.edu.my
mailto:masrib@utp.edu.my
mailto:shaharin@utp.edu.my
https://doi.org/10.1007/978-981-16-2183-3_11

126 A. M. Albaghdadi et al.

It is desired to enhance the crank rocker (CR) engine performance by upgrading
engine components through geometry design optimization. An initial mechanism
configuration of the crank rocker engine is suggested using algorithm optimization
method. The next task is to perform kinematic and dynamic study of the configured
as part of the design process.

The study of system kinematics can be done using analytical method, graph-
ical method or iterative numerical methods [5]. Nowadays, it is significant to use
rapid and effective method that is capable of solving real life problems, rather than
using conventional methods which might consume designer time and effort. Hence,
many applications and softwares are being used to accomplish design objectives
effectively, with more reliable outcome in considerable time. Of these software,
the ones used to perform kinematic analysis and simulation are namely MATLAB,
MSC ADAMS, SAM, GIM, Universal Mechanisms, MMtool, and Linkage [5]. On
one hand, for coded softwares such as MATLAB, the analyses are performed by
constructing models and solving systems of mathematical equations. The imple-
mentation of such software is considered more efficient than solving these equations
manually. However, the previous process might be very tedious due to the listing of
all equations in a logical sequence that must be followed and understood by soft-
ware compiler. On the other hand, application software such as ADAMS, is a virtual
modeling tool, meaning that it only requires mechanism geometry and initial oper-
ation condition to generate full body analysis and animate corresponding actions
[6].

In this paper, a kinematic analysis study of a particular crank rocker engine
mechanism analyzed using two softwares, namely MATLAB and ADAMS. Posi-
tion, velocity and acceleration of this mechanism are studied under specified driving
motion and system constraints. Moreover, to validate mechanism kinematics, a
comparison between both simulation methods is conducted using the outcome results
of both applications.

2 Analytical Analysis of Crank Rocker Mechanism
in MATLAB

Since a MATLAB code is utilized to perform analytical study on this system [7—
9], it is required to include related mathematical equations that represent system
physics. Hence this section introduces kinematic fundamentals which are involved
in analyzing the system. Once the mechanism geometry and other conditions such
as Grashof’s law and initial conditions are identified, mathematical equations are
constructed. This study adopted the usage of vector-loop method for a crank-rocker
mechanism kinematic analysis. Figure 1, shows the crank rocker basic geometry
which consists of four main linkages namely ground R, Crank R,, Coupler R; and
Rocker Ry4. Also, each respected link angular position with reference to the ground
is set to 6y, 65, B3 and 64, which are (ground linkage angle, crank angle, coupler
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Fig. 1 Crank-Rocker basic Al
geometry N
R3
R2
O: 0 1 X

angle and rocker angle) respectively. The angle between the coupler and rocker is
called the transmission angle y. Another angle of concern in this design process is
the throw angle ¢, which represents maximum rocker displacement, in other words
it is obtained by subtracting maximum and minimum crank rocker angle (64).

In this case, the vector loop equation is represented in Eq. (1):

Ro+ Ry =R+ Ry (1)
By arranging this relation, we have
Ry+R3— R — Ry =0 2)

Arbitrary link position relative to the X-Y axis, for each components of Eq. (2)
can be rewritten as:

R;cos0, + R3cos3 — Rycosby — RycosO; =0 3)

R2 sin@z + R3 sin 93 — R4 Sill94 — Rl sin@l =0 (4)

Equation (3) represents system component position in the X-axis direction, while
Eq. (4) represents system component position in the Y-axis direction. When applying
first time derivative on Eqgs. (3) and (4), also since is ground link is fixed (w; = 0),
we get angular velocity Egs. (5) and (6):

—R2 sin 920)2 — R3 sin 930)3 + R4 sin 940)4 =0 (5)

R> cos 0wy + R3cos 33 — Rycosbuwy =0 (6)

In the above Equations w;, w3 and w4 are angular velocities of links R;, R3, and
R4 respectively. Similarly, when applying second time derivative on both Egs. (3)
and (4), they yield angular acceleration Egs. (7) and (8):
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— R2 sin 0920[2 — R2 Ccos 9260% — R3 sin 93053 — R3 Cos 930)%
+ Ry sin 6404 + Ry cos Oyl =0 (7)
R, cos 6,0 — R; sin 926()% + R;3cos G303 — R3sin 093(,()%
— R4 cosBs0a4 + Ry sin 6‘4(1)421 =0 ®)
Also, ay, a3, and oy above represent the angular accelerations of links R2, R3,
and R4 respectively. Linear velocity for joints between linkages, in this case point A

and B as illustrated in Fig. 1, basically can be found by Eq. (9):

v=wX R 9

where, R is linkage length and w is the angular speed. Likewise, linear acceleration
for both points can be found by Eq. (10):

a=a, +a, (10)

where, g, is the tangential acceleration of this point and a,, is the normal acceleration
of the same point, and both can be found by:

a; =a xR (11D
v (12)
a, = —
R

Here, a is the angular acceleration of link R, and v is the linear velocity at the
measured point. Using all of the above equations with known crank position (0° < 6,
< 360°) and constant rotational speed w, = C, MATLAB codes are programmed for
system analysis. All remaining parameters are calculated and translated into system
simulation analysis.

3 Modelling and Simulation in ADAMS

Unlike programming with softwares such as MATLAB [6, 10, 11], ADAMS has the
advantage of less need to write mathematical equations to identify system physics.
The required task is only to represent the geometry of this system into the application
interface, and then ADAMS has the ability to translate this system into a model for
simulation and analysis. ADAMS also allows users to perform static, kinematic and
dynamic study on different system conditions, in addition to the ability to simulate
and predict the behavior of each case. However, other procedures are required to
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Fig. 2 Crank-rocker model in ADAMS

accomplish valid simulation such as identifying all links and joints dimensions.
Also, it is desired to create proper measurements and variables of each object to
be included and calculated during the simulation process. After model set-up is
finished, the simulation process can be performed, and a full evaluation of system
characteristics is created. Figure 2, shows ADAMS workspace environment, the
crank rocker mechanism is drawn with corresponding system geometry. Also, joints
between linkages are identified with crank joint having a motion function for system
initiation.

4 Results and Discussion

Selection of mechanism dimensions was previously conducted using algorithm opti-
mization method [12]. Table 1, shows the geometry specifications of the crank rocker
mechanism.

The above data were then supplied to MATLAB and ADAMS as a system config-
uration. Also, a constant crank rotation speed of 200 rad/sec was applied at the crank
link. The ground linkage angle 6, is assumed to be zero so that there is no offset
between the crank and rocker linkages. The path motion of the mechanism is illus-
trated in Fig. 3, by MATLAB. In ADAMS, an animated simulation of the system is
firstly performed to validate this mechanism then carry on system analysis.

Table 1 Crank-rocker mechanism dimensions

Ry R, /mm R3 Ry 0, Yy
/mm /mm /mm /degree /degree
33.23 14.03 35 21.07 180 84.34
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Fig. 3 Crank-Rocker mechanism path motion in MATLAB

Figure 3, shows the complete rotation of the crank link (green), and the corre-
sponding rocker path motion (red). After analyzing this system path behavior, a
simulation was conducted in both softwares for studying the kinematic performance
of this mechanism. The outcome results were plotted in overlayed graphs for better
illustration and verification purpose. The plots of angular position, velocity and accel-
eration versus crank position (6, ), obtained from MATLAB and ADAMS simulations
are compared and shown in Figs. 4, 5, 6, 7 and 8.

Figures 4, 5, 6, 7 and 8, shows overlaying graphs of the different kinematic anal-
ysis for the crank-rocker mechanism by MATLAB and ADAMS. These data are
representing mechanism various positions, angular and linear velocities, angular
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Fig. 5 Kinematic simulation
comparison results between
MATLAB and ADAMS,
Mechanism linear velocity

Fig. 6 Kinematic simulation
comparison results between
MATLAB and ADAMS,
Mechanism angular velocity

Fig. 7 Kinematic simulation
comparison results between
MATLAB and ADAMS,
Mechanism linear
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and linear accelerations with respect to the crank position. When examining and
comparing results by both softwares, it can be noticed that both models are showing
almost same readings, which gives an indication that both results are verifying each
other. Hence, these results can be considered and applied for further system analysis
and enhancement.

5 Conclusion

This paper studied the kinematic characteristics of a possible mechanism design
of the crank rocker engine. Two different approaches were implemented for this
goal, analytical coding using MATLAB and animated model using ADAMS. Both
methods simulated this system for determined crank rotation speed and results show
this mechanism kinematic behavior in term of position, velocity and acceleration. A
comparison between outcome results by both softwares validated each other, where
all plots were almost identical. These two methods considered practical and useful
for kinematic analysis of such system.
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Application of Machine Learning Models )
in Gas Hydrate Mitigation L

Sachin Dev Suresh, Bhajan Lal@®, Ali Qasim @, Khor Siak Foo,
and Jega Divan Sundramoorthy

Abstract The production of oil and natural gas contributes to a significant amount of
revenue generation in Malaysia thereby strengthen the country’s economy. The flow
assurance industry is faced with impediments during smooth operation of the trans-
mission pipeline in which gas hydrate formation is the most important. It affects the
normal operation of the pipeline by plugging it. Gas hydrate is a crystalline struc-
ture composed of a network of hydrogen bonds between host molecules of water
and guest molecules of the incoming gases under high pressure and low temper-
ature conditions. Industry uses different types of chemical inhibitors in pipeline
to suppress hydrate formation. To overcome this problem, machine learning algo-
rithm has been introduced as part of risk management strategies. The objective of
this research is to evaluate the various types of machine learning models used to
predict the gas hydrate formation where the input parameters are gas composition,
pressure and concentration of inhibitor and the output parameter is hydrate deposi-
tion/formation temperature (HDFT). Three machine learning models are compared:
Artificial Neural Network (ANN), Least Square version of Support Vector Machine
(LSSVM), and Extremely Randomized Trees (Extra Trees). Comparison of the three
different machine learning models is based on the correlation coefficient, R%. The
best choice of machine learning model that has highest R? is obtained by Extra Trees
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model of 0.9991 compared to other two machine learning models which predicted
R? value greater than 0.96.

Keywords Gas hydrate - Machine learning - Hydrate formation temperature

1 Introduction

In the 1930s, gas hydrate deposition was discovered in pipelines where several
attempts were made to understand the clathrate hydrate in terms of compound,
composition, equilibrium state and manner of handling them [1]. Gas hydrate, mostly
known as clathrate hydrates exist when sufficient amount of water molecules in oil
and hydrocarbon vapour form crystallize during transient flow condition [2, 3]. Gas
hydrates are developed in the crude oil and natural gas industries’ output, refining and
transmission facilities. [4-8]. Depending on the type and size of guest molecules,
the gas hydrates are produced in 3 structures, which are I, I and H [7, 9]. The
unit cells of Structure I had eight cavities (two smalls and six large ones) and were
formed by hydrogen-bound 46 water molecules. Structure II unit cells, by contrast,
contained 136 molecules of water and were enclosed in 24 cavities, including 16
small and 8 wide cavities. Whereas structure H is a mixture of methane, propane,
isobutene, CO,, H,S, N,, and stabilises with one of the two hydrate structures forming
micro cavities[10, 11]. According to Qin et al. [12] and Olajire [13], at high pres-
sure and low temperatures as well as long distances, gas hydrates are produced,
often contained in subsea oil and gas pipelines. Although gas hydrate production
contributes to critical flow assurance problem, it is therefore important to address
this issue by implementing effective preventive and predictive strategies [4].

There are several risk management strategies that has been used to prevent the
growth of hydrates which are dehydration of natural gas, usage of inhibitors such as
thermodynamic hydrate inhibitors (THIs) and low dosage hydrate inhibitors (LDHIs)
[12-16]. Methanol (MeOH) and monoethylene glycol (MEG) are two commercially
used Thermodynamic hydrate inhibition compounds [17]. The goal of these THIs is to
interrupt the process in which hydrates form, often like water—ice antifreeze, to ensure
safety under the most severe hydrate forming conditions. However, the downside of
these THIs is that the hydrate condition gets extreme as the subcooling process is of
better consistency, leading to more inhibitor requirements. This leads to a rate limit
of methanol supply due to availability, storage and injection restrictions, leading to
an adverse effect on capital costs, operating costs, non-optimum performance, as
well as an increased risk of hydrate plug formation [1].

In contrast with THIs, LDHIs play a crucial position as an alternative to THIs in
terms of lower doses of inhibitors used and dosage levels that cause lower loss of
inhibitors due to evaporation. Other than that, LDHIs would decrease the chemical
storage and injection needs, which will have a beneficial impact by minimising
CAPEX and OPEX[1]. Two kinds of LDHIS, such as kinetic hydrate inhibitors (KHI),
are used to slow hydrate crystallisation and anti-agglomerants (AAs), which facilitate
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hydrate molecule distortion [12]. For simulation purposes, computer intelligence can
be used, such as machine learning (ML) models, to test the accuracy of the inhibitor
used, composition of gas molecules, gas hydrate temperature and pressure regulation
[4].

Usually, ML is called a universal toolbox, ready to be used for classification issues,
defining an appropriate group for a new collection of findings, and regression tasks
that approximate the relationship between groups of data provided. ML is fundamen-
tally a numerical representation of a phenomenon, provided a certain value and based
on a certain setting, aimed at performing a task. ML techniques may be classified
based on learning activity priorities that define patterns for detection and estima-
tion, action learning, or inductive methods of learning. The algorithms can be further
grouped into three distinct families of learning, known as supervised learning, unsu-
pervised learning and reinforcement learning [18]. The main objective of this paper is
to compare numerous forms of ML models that will be used, such as Aritifical Neural
Network (ANN), Least Square Support Vector Machine (LSSVM) and Extremely
Randomized Trees (Extra Trees), which are used to help create advanced gas hydrate
control techniques [12]. In this article, theory and method employed for different ML
models have been discussed. Afterwards, a comparison among the models has been
performed and the their effectiveness has been assesed and identified. Finally, on
these basis, some important conclusion have been drawn and discussed.

2 Methods and Theory

Authors like Rebai et al. [19], stated that machine learning techniques such as ANN,
LSSVM and Extra Trees are considered eligible to reproduce any form a function and
have been successful in predicting the required output of the gas hydrate formation
which is hydrate formation/deposition temperature (HDT/HFT). The input parame-
ters that has been used in this 3 ML models were concentration of the inhibitors, gas
composition and pressure. Each ML models theory and method will be explained
below in details.

2.1 Least Square Version of Support Vector Machine
(LSSVM)

LSSVM development is aimed at reducing the complexity of the Support Vector
Machine (SVM) and to eliminate complexity in the optimization process, linear
formulas are deciphered by linear encoding rather than solving quadratic encoding
equations to improve their speed. LSSVM algorithm’s output can be overcome by
fixed linear equality rather than inequality constraints [4]. General formulation that
being used in approximating a given data set {(x1,y1), (x2,52), ..., (xy,yv)} into
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Fig. 1 LSSVM model architecture [20]
consideration by employing following nonlinear function [14]:

fx) = (w, ®(x)) +b ey

where (., .) represent dot product; ®(x) denotes the nonlinear function that performs
regression; b and w are bias terms and weight vector, respectively. The LSSVM model
structure can be seen in Fig. 1 where the K (x;, x;) is defined as kernel function [20].

2.2 Extremely Randomized Trees (Extra Trees)

Tree models were identified by the assembly method named as Extra Trees, in which
this process produces multiple trees from the complete testing examples in terms
of regression or decision trees. Extra Trees is a top-down procedure where it forms
a joint of untrimmed choice or regression tress where the act of splitting nodes by
selecting action points randomly completes and uses the entire experiment model to
grow these trees, distinguishing it from other tree-based ensemble approaches [4].
The growth of the tree is in the top-down order where the numbering is from left
to right, as can be seen from Fig. 2. The value of a parameter is compared with the
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Fig. 2 Study of Extra Trees framework [4]

threshold value of each internal node. If the shown inequality above each node is
satisfied, the path is either the left branch or the path is not the right branch [4].

2.3 Artificial Neural Network (ANN)

Artificial neural networks (ANN) are a method of calculation based on how the brain
conducts calculations [20, 21]. According to Samsudin et al. [20], this model has
the potential to carry out extensive input—output mapping and can create a network
that approximates nonlinear functionality. Figure 3 shows ANN feed-forward back-
ward propagation consists of three layers; data transmitted is the input (first layer),
interpreted data is hidden layer, and result provided is output (last layer) [20].

Output of the ANN assuming a linear output neuron j, a single hidden layer with
h sigmoid hidden nodes and the output variable (x;) is given by [20]:

h
X =g ijf(Sj)+bk 2)

j=1

where g(.) is the linear transfer function of the output neuron k and by is its bias, w;
is the connection weights between hidden layers and output units, f(.) is the transfer
function of the hidden layer.

Below Fig. 4, shows the exact prediction of the distribution of temperature in the
gas-dominated system, with due regard to the exothermic effect of the composition
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Fig. 3 Sample Structure of ANN [20]

Fig. 4 The interdependency
in the gas-dominated Hydrate Hydrate
formation deposition

environment between
hydrate formation, hydrate
deposition and temperature
variation

Temperature

Variation

of hydrate and the resistive effect of the hydrate deposition layer on the rate of heat
transfer in the pipeline. The number on the Fig. 4 is decoded by (1) supplying hydrate
forming materials for deposition, (1) reflecting the indirect effect by temperature,
pressure, and effective inner diameter variations. Whereas (2) signifies heat release
from hydrate formation by interaction of free water and gas; (2) indicates the effect
of temperature differences on the hydrate formation sub-cooling. The heat tolerance
effect denoted by (3) of the hydrate layer on the heat transfer while (3”) indicates the
indirect effect influencing the rate of hydrate formation [13].
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3 Results and Discussion

It is assumed that the accuracy and credibility of every statistical method is linked to
the universality and validity of the database used for its foundation. To compare the
results based on the several factors such as correlation coefficient, R2, comparison of
the three ML models must be represented in terms of hydrate dissociation/ formation
temperature (HDT/HFT). All the data and information taken and referred from [4,
22] in order to obtain effective comparison and accuracy.

Based on article Yarveicy and Ghiasi [4], in the first step,1800 experimental data
points of different gas systems for liquid water-hydrate-vapor (LHV) or ice-hydrate-
vapor (IHV) balance were collected and divided into two classes called “training set”
and “test set” for Extra Trees and LSSVM models. 90% were used as training proce-
dures from the data point and the remaining 10% were used as testing procedures.
The primary goal is to approximate the HDT / HDFT of gases where electrolysis
and alcohol(s) are present in pure water or aqueous solutions, where it is corre-
lated as function of concentration of inhibitor(s) (C,agisive ), pressure (P), and the gas
composition (Z;):

HDFT = f(Caaditive P, Zi) 3)

The composition of gas (Z;) consisting of C;, Cs, i-Cy4, i-Cs, n-C4 n-Cg, Np,
and CO; in (mol %). Consequently, LSSVM model used radial basis function
(RBF) kernel function in its methodology with optimization of Coupled Simulating
Annealing (CSA). Two considerations were crucial to obtaining the HDT / HFT Extra
Tree algorithm, which was the sum of tress generated for calculating significance
and maximum depth of each tree using the test and error method. From trial and
error method, optimum number of tress obtained was 5 as well as maximum depth
for the Extra Trees algorithm changed from 3 to 40. By monitoring the error, best
performance can be seen at maximum depth value of 30 [4].

The objective of the ANN model was the same as LSSVM and Extra Trees, which
was to predict the temperature of the gas mixture (HFT / HDT), where 279 sweet
and sour gas experimental data points were collected. For the training procedure,
201 data points were used, 42 data points were used for testing set. The input was
a gas composition composed of H,S, CO,, and CHy in moles percentage (mol%)
and pressure (P) in mPa, respectively [22]. For the three models [14], a comparative
study between the predicted hydrate formation temperature (HFT / HDT) values and
the experimental data for the train, validation and test data was developed. Below
seen Table 1, shows the results obtained from ANN, LSSVM and Extra Trees models
in terms of R? and AARD in percentage (%).

Below mentioned are the formulas used to calculate the values placed in Table 1
which are coefficient of determination percent ((R?%), and average absolute relative
deviation percent (AARD%) defined by Egs. (3) and (4) in respective order, are
mathematical parameter used to estimate the HDT / HDF of gas hydrate as well as
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Table 1 Error evaluation outcomes for the presented Extra Trees, LSSVM and ANN models

Parameter/model | Extra trees LSSVM ANN

Train | Test |Total |Train | Test | Total |Train Test Total
R2% 99.91 [97.46 |199.7 |97.54 192.4 |96.99 |99.47 98.82 99.28
AARD% 0.01 | 035 0.04 | 028 | 0.61 | 0.32 | 0.1331 | 0.2137 | 0.1509

determining the reliability and efficiency of the built Extra Trees, LSSVM and ANN
models.

- ~ Z:’ (0; — l‘i)2 )
R % = 1OO<1 Y ' (0; — average(t;))? @

l

AARD% = 100 Z(O" — ti)/n (5)

i=l1

where n denotes the number of samples; o; and ¢; are the predictions of the model
and corresponding targets, respectively.

The error analysis results for the tabulated in Table 1 shows an excellent compli-
ance with the experimental hydrate deposition / forming temperature (HDT / HDF)
for the three distinct types of ML models that are acceptable outcomes [4]. Neverthe-
less, as the AARD percent is 0.04 relative to the other models with AARD percent of
0.32 and 0.1509 for LSSVM and ANN, respectively, the suggested tree-based model
has stronger prediction.

4 Conclusion

Interaction in this paper provides the significant comparison of ML based models
such as Extra Trees, LSSVM and ANN where their respective methodologies were
employed for phase equilibrium modelling of clathrate hydrates. From the coefficient
of determination percent, R? is found to be greater than 96% for all three ML models.
Based on the analysis of the error study, it can be argued that the Extra Trees algorithm,
which was used for the first time in the supremacy of gas hydrate phenomenon
experimentation, is extremely capable of demonstrating the formation of gas hydrate
depending on the temperature, resulting in the Extra Trees providing more precision
than the LSSVM and ANN models in terms of AARD percent of 0.04, which is the
lowest compared to LSSVM and ANN models.

References

1. Bavoh CB, Lal B, Osei H, Sabil KM, Mukhtar H (2019) A review on the role of amino acids
in gas hydrate inhibition, CO2 capture and sequestration, and natural gas storage. J Nat Gas
Sci Eng 64:52-71



Application of Machine Learning Models in Gas Hydrate Mitigation 143

2.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

Bavoh CB, Partoon B, Lal B, Kok Keong L (2017) Methane hydrate-liquid-vapour-equilibrium
phase condition measurements in the presence of natural amino acids. J Nat Gas Sci Eng
37:425-434

Bomba J, Chin D, Kak A, Meng W (2018) Flow assurance engineering in deepwater offshore-
past, present, and future. In: Offshore technology conference

Ghiasi MM, Yarveicy H, Arabloo M, Mohammadi AH, Behbahani RM (2016) Modeling of
stability conditions of natural gas clathrate hydrates using least squares support vector machine
approach 223:1081-1092

. Kazemeini M, Freidoonian F, Fattahi M (2012) Developing a mathematical model for hydrate

formation in a spray batch reactor 2:244-247

Khamehchi E, Shamohammadi E, Yousefi SH (2013) Predicting the hydrate formation
temperature by a new correlation and neural network

Khan MS, Bavoh CB, Partoon B, Nashed O, Lal B, Mellon NB (2018) Impacts of ammonium
based ionic liquids alkyl chain on thermodynamic hydrate inhibition for carbon dioxide rich
binary gas. J Mol Liq 261:283-290

Khan MS, Yaqub S, Manner N, Karthwathi NA, Qasim A, Mellon NB, Lal B (2018) Experi-
mental equipment validation for methane (CH4) and carbon dioxide (CO2) hydrates. IOP Conf
Ser Mater Sci Eng

Nashed O, Dadebayev D, Khan MS, Bavoh CB, Lal B, Shariff AM (2018) Experimental
and modelling studies on thermodynamic methane hydrate inhibition in the presence of ionic
liquids. J Mol Liq 249:886-891

Nasir Q, Lau KK, Lal B, Sabil KM (2014) Hydrate dissociation condition measurement of
CO2-rich mixed gas in the presence of methanol/ethylene glycol and mixed methanol/ethylene
glycol + electrolyte aqueous solution. J] Chem Eng Data 59(11):3920-3926

Olajire A (2020) Flow assurance issues in deep-water gas well testing and mitigation strategies
with respect to gas hydrates deposition in flowlines—a review. J Mol Liq 114203

Partoon B, Sahith SJK, Lal B, Maulud ASB (2020) Gas hydrate models. In: Chemical additives
for gas hydrates. Springer, Cham, pp 67-85

Qasim A, Khan MS, Lal B, Abdullah MZ, Maulud AS, Simulation of hydrate phase boundary
for natural gas mixture with high CO2 content through simulation

Qasim A, Khan MS, Lal B, Shariff AM (2019) A perspective on dual purpose gas hydrate and
corrosion inhibitors for flow assurance. J Pet Sci Eng 183:106418

Qasim A, Lal B, Shariff AM, Ismail MC (2020) Role of ionic liquid-based multipurpose
gas hydrate and corrosion inhibitors in gas transmission pipeline. In; Nanotechnology-based
industrial applications of ionic liquids. Springer, pp 221-244

Qin H, Srivastava V, Wang H, Zerpa LE, Koh CA (2019) Machine learning models to predict
gas hydrate plugging risks using flowloop and field data. In: Offshore technology conference

Rafique D, Velasco L (2018) Machine learning for network automation: overview, architecture,
and applications [Invited Tutorial]. 10(10):D126-D143

Rebai N, Hadjadj A, Benmounah A, Berrouk AS, Boualleg SM (2019) Prediction of natural
gas hydrates formation using a combination of thermodynamic and neural network modeling.
182:106270

Sahith SAK, Pedapati SR, Lal B (2019) Application of artificial neural networks on
measurement of gas hydrates in pipelines

Samsudin R, Saad P, Shabri AJH, Sciences ES (2011) River flow time series using least squares
support vector machines 15(6)

Soroush E, Mesbah M, Shokrollahi A, Rozyn J, Lee M, Kashiwao T, Bahadori A (2015)
Evolving a robust modeling tool for prediction of natural gas hydrate formation conditions.
12:45-55

Yarveicy H, Ghiasi MM (2017) Modeling of gas hydrate phase equilibria: extremely
randomized trees and LSSVM approaches. J Mol Liq 243:533-541



Analysis of Signal Sensing with Adaptive )
Threshold for Energy Detector i
in Cognitive Radio Systems

Biji Rose and B. Aruna Devi

Abstract Overviewing the past the past period of 20 years, it is evident that in
certain geographical regions, the spectrum, lay unutilized whereas other areas face
spectrum crunch. To boost the spectral efficiency, unlicensed users (secondary users)
will be allowed to access unutilized parts of the spectrum and adapt their communi-
cations. It assists to utilize them while minimizing the interference on licensed users.
Such ability is the predominant feature of cognitive radio (CR) nodes, which needs,
algorithms and protocols for spectrum sensing, sharing, and management. The ratio-
nale is to facilitate optimization of the spectrum and make a conducive environment
between licensed and unlicensed users. The seamless method of spectrum sensing
is Energy Detection method, since it does not require to have priory knowledge of
Primary User (PU).In this paper, sequential sensing event at the Energy Detector is
used to decide on the optimal adaptive threshold value over Rayleigh fading channel.

Keywords Cognitive radio - Energy detector

1 Introduction

The year 2020 which is not yet over, went through health and economic crisis world-
wide due to Covid-19, faced lockdowns of months. All people during this pandemic
situation were connected and jointly fight the Covid-19 situation using digital tech-
nologies, which completely depends on mobile wireless network. At the outburst
of pandemic situation, an emergency meeting was called in starting week of April
and ITU emphasized on the importance of communication technologies in dissem-
inating timely critical information, supporting e-learning for more than 1.5 billion
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students, training workers by digital means to improve productivity, and promoting
e-businesses [1].

The service mobile wireless network increased tremendously in 2020 due to
pandemic situation. Already in 2018 it was reported: the need of smartphones, tablets,
laptops, and other wireless devices that allow users to browse the Web, use email, and
download videos, multimedia, and applications, by 2023 will grow. Thus by 2023,
the average 5G connection speed will reach 575 Mbps, the average Wi-Fi speeds will
grow to 92 Mbps, and there will be 3.6 networked devices/connections per person
and nearly 10 devices and connections per household [2].

As a result, the growing demand for mobile wireless broadband is expected to
surpass the usable radio spectrum. Prior highlighting the concepts of the perfor-
mance analysis, standards of spectrum sensing include IEEE 802.22 WRAN (wire-
less regional area network) and its amendments, IEEE 802.11af for wireless LANSs,
IEEE 1900.x series, and licensed shared access (LSA) for LTE mobile operators
[3]. Spectrum sensing technique achieves detection of channel state by (1) Energy
detection (ED), (2) Cyclostationary detection, (3) Matched filter-based detection, (4)
Waveform-based detection, (5) Covariance absolute value detection (CAV), and (6)
Eigen-values based detection (EVD). The spectrum sensing problem is solved as a
binary hypothesis test. The main attribute of interest is decision statistic, detection,
and false-alarm probabilities and the decision threshold. The Central Limit Theorem
(CLT) is used to achieve energy detection with prescribed performance level.

Studies of spectrum usage have shown that this spectrum allocation paradigm
often results in severe underutilization of the spectrum [4, 5]. In opportunistic or
dynamic spectrum access, a band of licensed spectrum can be used by unlicensed
users whenever it is not being used by licensed users. The licensed user is often
referred to as the primary user, whereas the unlicensed user is called the secondary
user. In addition, the secondary users must be capable of sensing the radio environ-
ment to determine the spectrum hole opportunities for dynamic spectrum access.
Such capabilities are realized in cognitive radio technologies [6].

In a cognitive radio system, a Markovian model of the primary user can be used for
state prediction, which in turn can prevent unintended collisions [7].A popular edge
detection technique uses the continuous wavelet transform (CWT) to decompose the
edge detector into multiple resolutions and multiplies the resolutions together, which
has a beneficial effect of reducing the noise [8]. While the novel Discrete Wavelet
Transform (DWT) based hybrid edge detection algorithm, where we use conven-
tional DWT technique in low noise variance scenario and DWT-Multiscale-Sum
(DWTMS) technique in high noise variance scenario depending on the Threshold
Value. The DWT Hybrid Edge Detection gives higher sensing accuracy, and more
noise reluctance for the secondary user in the cognitive radio system compared to
CWT [9].

Thus, an adaptive spectrum sensing algorithm in which the threshold is made
adaptive to the fading environment is the need of the hour [10].



Analysis of Signal Sensing with Adaptive ... 147

2 Related Works

In the case of relatively low SNR,when the difference between noise and signal
energy is not distinct, single-threshold detection methods are easy to cause SUs to
perceive the existence of a PU incorrectly, which will reduce the detection probability
of the entire system. To improve the detection the single threshold is replaced over
the years by adaptive or dynamic threshold.

There are methods, named three-event ED, which makes decision considering the
event immediately before and the one immediately after current sensing event. The
primary users (PU) activity duty cycle value was exploited for tracking the changes
of the PU state [11-13].

Furthermore, an adaptive double threshold based on history energy detection is
proposed for Cooperative Spectrum Sensing. The weighting coefficient of thresholds
according to the SNR of all cognitive nodes is calculated during sensing period; thus
adjusting the upper and lower thresholds, if the average history energy is still between
two thresholds, the single-threshold method will be used for the end decision. Finally,
the fusion center aggregates the detection results of each node and obtains the final
cooperative conclusion through “or” criteria [14, 15].

However, the double threshold methods mentioned above are all no-decision
when the energy is between the high and low thresholds. The multilevel quanti-
zation method is adopted in the uncertain region of the traditional double-threshold
energy detection to solve the problem that the sensing information is ignored between
the two determined thresholds [16, 17].

In this method, an adaptive threshold method to overcome sensing failure at very
low SNR with uncertain noise power using a check parameter and double threshold
concept is proposed. It was noted that this method improved the detection probability
at a low SNR [18].

Nowadays, many Machine Learning algorithms are put forward for Optimization
of Adaptive Threshold in energy detection. The machine learning algorithm looks
for the optimum decision threshold, which is the most important parameter to decide
the presence or absence of the primary user, using historical detection data [19].

3 Methodology

Let the complex signal received at time t by the secondary user in the desired band
be [20]
n(t) : H,
1) = 1
@ {h(t)s(t) +n(): H M

where n(t) is an additive complex white Gaussian noise process, h(t) represents a
fading process (e.g., nonfading means h(t) = 1), and s(t) is a signal transmitted by
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Fig. 1 Hypothesis model P(X[n]:Hy) P(x[n):H,)

)

Pn _

Ho

the primary node [20]. The sensing decisions are made using N > > 1 samples of
y(t). A decision statistic T(y) is used for hypothesis testing, given by

T (y) < haccept : Hy
T(y) > Aaccept : H

where 0 < A < 00 is called the decision threshold. The reliability associated with the
decision rule (2) can be characterized by Probability of Detection P4 and Probability
of False Alarm Py is shown in Fig. 1. Mathematically, it is a conditional probability
given as below:

Py = Pr(T(y) > MHI 2)

Py = Pr (T(y) > %|HO 3)

The exact values of Py and Py depend on how T(y) is constructed using
received samples, channel estimates, propagation characteristics, the choice of the
threshold, and other information. The false-alarm and detection probabilities may be
approximated using CLT for large number of samples (N), as

h—2N
r=o(" %) @
A=2N(1+y)
p=of 22V 5
¢ Q( 2(1+y)«/ﬁ> ®

where y is the SNR and Q is the standard Gaussian upper tail probability function
. 1 00 _x2
givenas Q(u) = 5- [, exp<T>dx.
The probability of missed detection is given as Pp,

P,=1-"P, 6)
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Therefore, the error decision probability P, is written as
P, =P, + P, (7
Substituting Eqgs. (6) in (7), results in
P, = Pr+(1—Py) ®)

From Egs. (4) and (5) suitable sample size N can be calculated from Py and Py
as,

N=[y'o ' (Py) ~ (1+y )0 @] )

For constant detection probability (CDR) the normalized threshold A4 (optimum
threshold) can be calculated as,

ra=2VN(07'(Py) + VN) (10)

For constant false alarm rate (CFAR) the normalized threshold )¢ (optimum
threshold) can be calculated as,

As =2(1+y)W(Q—'(Pf)+«/N) (11)

Optimum Threshold is chosen to make Pq4 large (P4 > 0.9) and P¢ small (P; <
0.1).CFAR and CDR is used for the selection of threshold [21]. It has been noted
that CFAR improves the throughput [22], but CFAR fails to give enough protec-
tion to the PU as compared to that of the CDR approach. To improvise the overall
throughput at low SNR, the combination of CFAR and CDR is utilized to select
the optimum threshold [23]. In this paper, considering all of the above aspects, the
optimal threshold is selected for ED which jointly achieve the targeted P¢ and P4 at
low SNR.

3.1 Optimum Threshold Condition

The error decision probability Pe is given by

A= (1=8)P;+58(1 — Py) (12)

where 8 (0 <3 < 1)is PU’s spectrum usage ratio and (1-8) is PU’s channel is vacant &
noise occupied, (1-P4) gives probability of missed detection.
The adaptive threshold to minimize the error decision probability is



150 B. Rose and B. A. Devi

a=s
Ly 1+4Q+wm{a+w.a]

. ) 13
"2+ Ny (13

where 0,12 = noise variance. Thus, optimum threshold setting should consider both

the probability of false alarm and the probability of mis-detection in order to benefit
both PU and SU.

4 Conclusion

The overall throughput at low SNR is improved by the combinational use of the
optimum threshold. Thus, the optimal threshold is selected for ED which jointly
achieve the targeted Py and P4 at low SNR. While the SNR increases Py is also
increases.
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Collaborative Design in Concurrent )
Engineering of Industry 4.0 Through i
Virtual Reality Simulation in Achieving
Accelerated Time-To-Market During
COVID-19 (Coronavirus) Pandemic

Outbreak

A. F. Fudzin, M. Amin, and A. MoKkhtar

Abstract In the era of industry 4.0, it is important for businesses to conduct design
and engineering activities via data exchange in cloud computing. Collaborative
design in concurrent engineering through virtual reality simulation using digital
mock up (DMU) presented in this paper is to construct a simulation in digital envi-
ronment in order to reduce development time, cost and improve quality of product
which will impact to accelerated time to market. However, due to current COVID-
19 (Coronavirus) pandemic outbreak, the activities could be interrupted. The virtual
reality design collaboration seems to be as a solution with the support of cloud storage
of product design and satisfy design issue in concurrent engineering. It is also over-
come the geographical limitation and social distancing constraint in “face to face”
collaboration. Thus, stakeholders’ activities are carried out as usual without inter-
ruption in the challenging period during the pandemic. Finally, virtual simulation of
collaborative design in concurrent engineering of previous related works conducted
by the author are briefly presented.

Keywords Industry 4.0 - Concurrent engineering + Collaborative engineering *
Digital manufacturing + Simulation + COVID-19

1 Introduction

Competitive market has forced industry to improve new product development and
improve the speed of product launch through digitalization. The basic formulation
and solution of accelerated time to market in new product launch is a vision for the
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realization of the product development digitalization process. In the global compe-
tition of new product introduction, the time required for the realization of products
as well as production is an absolute prerequisite in product development. For this
purpose, the virtual reality simulation of product development is an absolute require-
ment to achieve accelerated time to market and reduce cost [1]. On the other hand,
many considerations in product development is the involvement of various stake-
holder. Single stakeholder alone in development team will not be capable of meeting
the challenge. For this purpose, extensive cooperation among numerous stakeholder
will be necessary. Despite the fact that these issues have been brought to the attention
of many scholars and industrialists since the early stages of digitalization, the current
situation of global pandemic outbreaks has also come to global attention in recent
literature.

In current situation of COVID-19 (Coronavirus) global pandemic outbreak, the
face to face stakeholder collaboration is prohibited in many countries despite the
challenge of accelerated new product introduction [2]. In the event of catastrophe such
as COVID-19 pandemic, the industry was badly affected by forcing the workforce
to follow public health guidelines such as movement control order and work from
home (WFH) [3]. Therefore, it is essential for stakeholders or citizen to adhere to
the social distancing initiative by having virtual meeting from their location using
digital technology [4]. The launch of product need to be realized in timely manner
as planned ahead before the pandemic. Thus, this is the benefit of industry 4.0 by
having the cloud data storage which all the stakeholders be able to communicate
and retrieve the data for analysis. Subsequently, product development can still be
performing and interruption of time to market is less affected.

Nowadays, the digitalization reaching beyond boundary. Cloud-based digitaliza-
tion was introduced [5]. The emerging of technologies such as Industry 4.0 is known
as the fourth industrial revolution, which developed in Germany plays an impor-
tant major role in the design and development [6—8]. The ninth pillars of industry
4.0 which consists of big data, autonomous robot, simulation, system integration,
internet of things, cloud computation, additive manufacturing, augmented reality
and cyber security can help to achieve accelerated time to market [8, 9]. Virtual
simulation was used to perform an analysis such as clash interference check, tools
accessibility, workability, ergonomics and serviceability in the early stage of product
development. In the virtual simulation world, virtual commissioning may also be
carried out [10]. The advancement in new digital technology provides the advantage
of how industry reacts to the latest phenomena.

Before this pandemic shock all industrialist and engineering-related activities
normally getting in touch with stakeholders is a requisite. In order to have a common
emphasis on reducing product design and production time and costs and increasing
product quality, a lot of discussion with all stakeholders through effective collabora-
tion are needed [11]. As the purpose of the study in achieving uninterrupted product
launch and accelerated time to market in the current pandemic situation, virtual
people’s collaboration is highly essential to the success of concurrent engineering in
the Industry 4.0 platform. This work proposed a method to support the execution of
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collaborative design in concurrent engineering in industry especially in automotive
environment.

2 Collaborative Design in Concurrent Engineering

In collaborative design, a design communication and involvement of several stake-
holders such as marketing team, designer, process engineer, tools engineer and
sourcing team need to established in the early stage of development process. Design
coordination can be enhanced across multiple knowledge channels in multiple ways
compared to conventional settings as a one-way mechanism [5]. Nowadays, it is
also important for designers to co-develop components with various stakeholder in
different geographical locations [12]. Globalization of industry into several parts of
the world makes it difficult to gather all the stakeholder in one location, because of
geographical constraints. This initiative is a blessing in disguise by having virtual
collaborative design because of the COVID 19 (Coronavirus) pandemic problem.
Therefore, this phenomenon is a push factor for web-based virtual communication
method is taking place in rapid pace [13].

Concurrent engineering is defined an attempt to implement a parallelism in
product development. The realization of concurrent engineering through utilizing
DMU analysis in digital method helps to minimize the time taken from start of
project until start of series production. Figure 1 illustrate the DMU'’s target process

Start
Start of
of Product Development Process Series
Project (Current) Production
Verification Using Real Objects
Verificati i RP
*" Digital Product e i
Product Development Process
Utilising DMU
for testing

s o - caly  Verification
Verification using Using
Digital Product Real
Objects

l t

DMU'’s Goal : Reduce Development TIME,COST and Improve QUALITY

Fig. 1 Product development process utilizing DMU
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concept of verification using digital product and verification using real objects [14].
The DMU process lead to significant reduction in the number of real object verifica-
tion and just limited for testing purpose only [15]. As the DMU’s goal are to reduce
development time, cost and improve quality, this will impact to accelerated time
to market of product. Furthermore, the number of design change due to assembly
problems and the amount of prototype validation needed for production during the
product validation stage will be reduced. The advantage of virtual simulation in the
design process is a key enabler for manufacturers to have a faster and more flexible
approach to solving complex issues in the collaborative design environment.

3 Methodology—Virtual Reality Simulation

In the early stage of design, face to face communication during collaboration design
of stakeholders will support faster feedback between designer and process engi-
neer. Figure 2 demonstrates the process of collaboration design in concurrent engi-
neering. The designer will issue design to process engineer for review process, so
that, product change request can immediately be considered for the change. At this
point of time, the industry 4.0 through cloud computing which shared platforms that
serve to multiple users (Shared Data Format) is very essential to support engineer
to review the same data and same format [9, 16]. Faster feedback can be achieved
from several parties in respond to the design issue aroused. It can be visualized as

CLOUD storage
Shared Data Format

Designer / \ Process Engineer

Process Engineer Review Design

PCR Issuance

I Designer and Process Engineer synchronised both the design and visualisation data formats I

Fig. 2 Collaboration design over the cloud storage
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designer and process engineer synchronized both the design and visualization data
formats on the same computer screen, eventhough they are from different part of the
world. This will help to reduce design-cycle time and cuts cost.

On design stage of product development, virtual computing analysis of manu-
facturing processes can be applied using 3D CAD/CAM modeling using CATIA
V5 (Dassault Systemes) [17]. It is a key enabler in the technology of Industry 4.0
and integrated process from Design for Manufacturing (DFM) [18] to visual and
augmented reality simulation can be achieved using seamless data transfer using
cloud computing [19]. The presented case study in automotive simulation analysis is
used in connection to 3D modeling. Three (3) stages of analysis investigated using
virtual simulation in development phase which are as followings;

3.1 Stage 1, Tools Accessibility Analysis

Tools accessibility analysis is an approach in assessing the tools require in production
assembly line [20]. This to ensure the correct tools to be purchased by the procurement
team. Thus, eliminate the use of incorrect tools for production.

3.2 Stage 2, Investigate Serviceability Using Human Manikin
Virtual Simulation

This investigation is to provide a visual simulation on how humans and objects
function together in term of serviceability. All potential problems of serviceability
are analyzed; human movements will work effectively with the proposed tools at an
early stage [21].

3.3 Stage 3, Tools Clash and Interference Check Using
Human Manikin Virtual Simulation

At this stage clash and interference check is using human manikin virtual simulation.
This investigation is to provide a visual simulation on how the inference of tools clash
with components during assembly and disassembly. It is very important for automo-
tive maintenance and service operation [15]. All possible clash and interference are
analyzed.
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4 Case Study—Virtual Reality Simulation

The described approach has been implemented in a practical application, which
supports the tools accessibility analysis, investigate serviceability using human
manikin virtual reality and tools clash and interference check using human manikin
virtual simulation.

4.1 Tools Accessibility Analysis

The case study of tools accessibility analysis is to verify assembly tools’ accessi-
bility applied during the assembly process during assembly process. Particularly, tool
placement constraints during tool applications are verified into the assembly product.
Tools accessibility analysis is an efficient approach in assessing the tools require in
production assembly line. Prior to the purchase of tools by the procurement team,
this activity may eliminate the use of incorrect tools for production. The analysis
utilized CAD data which retrieved from cloud data storage. Further, DMU CAD
models of the assembly product are imported into a virtual reality visualization tools
accessibility analysis.

The designer provided the components design to the cloud data storage and process
engineer as well as tool engineer have to analyze the tool accessibility to ensure that
the assembly process does not pose accessibility related problems. Prompt response to
designer in the case of accessibility issue can be rectified by the designer immediately.
In this case study, a virtual reality simulation is being utilized for the analysis as shown
in Fig. 3. This approach would detect any problem earlier in design phase.

> 3
3

Fig. 3 Virtual simulation of tools accessibility
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®

Fig. 4 Virtual simulation of human hand movements position 1 to positon 2 (Diassembly process)

4.2 Investigate Serviceability Using Human Manikin Virtual
Simulation

This investigation is adopted DMU is to provide a virtual simulation on how humans
and objects function together in term of serviceability. All potential difficulties during
serviceability are analyzed. Such a criteria during the procedure of disassembly
operation sequence is essential. Figure 4 shows virtually how human hand with tool
movements from position 1 to position 2 in disassembly process of oil filter from the
engine. The movement for disassembly of the oil filter can be preliminary identified so
it can be easily disassembly using dedicated tool. Others issues such as difficulties,
interference and clearance analysis with tools, human and product is analyzed. A
suitable tools need to be purchased, and in the case unavailability of tools, special
tool need to designed to ease the serviceability process.

4.3 Tools Clash and Interference Check Using Human
Manikin Virtual Simulation

At this stage clash and interference check is using human manikin virtual simulation.
The verification of the reach-ability of tools to perform a task is very crucial. This
investigation is to provide a visual simulation on how the reach-ability and inference
of tools clash with components. In the design phase all possible class and interference
are analyzed virtually. In Fig. 5, tool clash with the surrounding can be identified.
Feedback from process engineer to designer can immediately improve in the first
review session. The improvement of product design is validated in the second review
before proceed to the next phase. In order to support accelerated time to market, this
rapid and accurate assessment is needed.

Another example of reach-ability is the interference analysis for disassembly of oil
filter from the engine. As explained in previous section the tool used to disassembly
by turning the tool from position 1 to position 2. In continuation of that, human
hand is used to completely disassemble the oil filter. Figure 6 shows the virtual
simulation interference study during the disassembly of oil filter using hand. During
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.L___:

Fig. 6 Virtual simulation interference study

the disassembly proceed we found the interference occurred between hand’s manikin
and sub frame. The red circle in the diagram clearly visualize the interference. With
help of simulation software this occurrence can immediately feedback to designer
in the form of product change request. It is proven that early detection during DMU
virtual simulation check will eliminate any cost during prototype stage. Figure 7
shows the proven real serviceability check where the interference was eliminated in
design phase.

5 The Role of Industry 4.0 in COVID-19 Pandemic

In automotive manufacturing environment, activities such as simultaneous engi-
neering, concurrent engineering and process engineering design, the role of Industry
4.0 is an important factor in fostering accelerated time to market. The deployment
of Industry 4.0 platform in the COVID-19 pandemic outbreak, helps the engineer
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Fig. 7 Real serviceability check

to continue moving forward using virtual reality simulation supported the design
review activities through the data exchange in cloud computing. It is a good tool
in order to increase social distancing and to adhere to the restriction on face to face
collaboration beside making simulation in economical ways. Based on the case study
presented in the previous section, stakeholders have been shown to be able to work
in same space of virtual environment without face to face collaboration as new norm
in working culture.

Collaborative design in concurrent engineering using DMU approach is part of
successful factor in virtual reality simulation where product introduction is unin-
terrupted due to pandemic. In the area of automotive design, the such operation
presented in the case study, the operations were checked on a physical vehicle must
now be checked by means virtual verification tools. The development of the virtual
verification is opens new approach of the analyses performed on the DMU. The
application not only allows designers to simulate the tools accessibility, service-
ability check, tools clash and interference check, but also offers a set of tools useful
for analyzing the DMU to detect potential modelling errors which could jeopardize
product functionality.

As virtual reality simulation has been presented during product development cycle
of the automotive industry, which it is known as an important tool in virtual veri-
fication. The advantage of virtual verification in development design phase, cost
reduction is achievable due to reduce and eliminate most of physical prototype. The
availability of Industry 4.0 as a key for future business is leading to these two goals,
as previously addressed in achieving uninterrupted product launch and accelerated
time to market in the current pandemic situation.

6 Conclusions

Today, automotive industries are required to transfer most of the activities in virtual
environment to meet the product launch time line in competitive market. In the avail-
ability of industry 4.0 platform, it is an important for businesses to conduct design
and engineering activities of the data exchange in cloud computing. The deployment
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of Industry 4.0 pillars in the COVID-19 pandemic outbreak, helps the engineer to
continue moving forward using virtual reality simulation supported the design review
activities through the data exchange in cloud computing. The Internet is becoming an
important element for concurrent engineering applications. The presented approach
supported a collaborative design in concurrent engineering through the virtual reality
simulation using DMU to construct a simulation in the digital environment in order
to reduce development time, cost and improve quality, which will impact to accel-
erated time to market of product. The stakeholders’ activities are carried out as
usual without interruption in the challenging period during the COVID-19 pandemic
outbreak. In this way, the virtual simulation design including cloud storage supports
product design and satisfy design issue in concurrent engineering. It is also over-
come the geographical limitation and social distancing constraint in “face to face”
collaboration in order to avoid possible infections among stakeholders. Therefore,
web-based virtual communication method is taking place in rapid pace. Finally, it
should be mentioned that the virtual simulation of collaborative design in concurrent
engineering of the previous related works has been implemented into the develop-
ment process of automotive manufacturer and finds its application in design phase.
In conclusion, with the presence of the latest Industry 4.0 application, there is no
significant impact on the disruption due to the COVID-19 pandemic in the virtual
reality simulation phase.
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Stability Analysis of Semi-Markovian )
Discrete-Time Neural Networks oo
with Time-Varying Leakage Delays

K. Maheswari, S. N. Shivapriya, and C. Ramkumar

Abstract This paper studies the stabilization of discrete-time semi-Markovian
neural networks with coupling time varying delays with unreliable communica-
tion links with sensor non-linearity in communication channels. There occurs the
time varying leakage delays with random parameters which obeys the uncorre-
lated Bernoulli-distributed sequences. By the proper construction of the Lyapunov
Krasovskii functional (LKF), sufficient conditions for stability analysis has been
attained that are derived by the means of linear matrix inequalities (LMI’s). Numerical
example with simulation is illustrated for the effectiveness of the proposed method.

Keywords Discrete-time NNs - Leakage delays - Stability analysis *
Semi-Markovian neural networks

1 Introduction

Devoting much attention to the study of neural networks (NNs) in last few years
has tremendously impacted the application prospect in the real world scenario. NN’s
are extensively applied in varied areas of research in large data and artificial intelli-
gence which includes applications in pattern recognition, robotics, optimization etc.
Significant number of researches has also been carried out in dynamic analysis of
various NNs. Stability analysis via state estimation procedure is one of the hottest
research topic in the current trends of digital technology using discrete-time NNs.
In the areas of control and signal processing application problem procedures,
discrete-time NNs’ play a vital role along with time delays. There are a lot of
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approaches for the state estimation procedure in discrete time NNs that holds its
consideration with time delays several times and leakage delays at fewer number
of times. These time delays in the state estimation problems has drawn increasing
research attention in today’s digital world. This state estimation problem along with
Markovian jump parameters in discrete-time NN’s has been discussed in various
dynamical problems and the references therein [1-3]. Due to the strong modeling
ability of Markovian jump neural networks (MJNNs), greater attention has been
drawn in the field of hybrid dynamical systems like in the case of biology, medicine,
industry production, in aerospace Engineering.

But asis well known, in MINNS, the transition matrix is converted into an invariant
matrix caused due to exponential distribution and obeys the stochastic process and is
not relevant with the past modes. This is one of the disadvantages of MINNs. There-
fore, in order to overcome this shortcoming, semi-Markovian Jump Neural Networks
(SMJNNGs) has been used where the probability density function matrix takes the key
role. Some of the recent researches have emphasized the synchronization controller
using SMJNNSs given in [4] and the robust stochastic stability conditions have also
been incorporated in [5]. Inspired by all these works, in this paper, SMINNs has been
applied to the model that has time varying coupling delays with randomly occur-
ring uncertainties [6]. By employing Lyapunov Karsovskii functional (LKF) with
different decision variables, sufficient conditions to attain the stability is achieved.

On the basis of the these discussions, the aim of this paper is to investigate the
asymptoticity for SMJNNs with delays that are mixed and time varying in nature.
By constructing suitable LKF’s and proceeding with the LMI technique, we derive
the feasibility of the stability conditions by the addressed NNs.

Notations:

Throughout the paper T and —1 represent the transpose and the inverse of the matrix
respectively. The n-dimensional Euclidean space is given by R" for the set of m x
n matrices in R™" and Amaxmin) (A) is the corresponding eigenvalue of the spectral
norm matrix H.

2 Formulation of the Problem

For Q being the space in the probability P measured on F in the space is given by

((2, F, P). Let (1(t), t > 0) be the semi-Markov process in the discrete-time state given
by S = {1, 2,..., N} with the generator I" = y;;,i, j € S

vii(Wh +o(h), i # j

Prob{r(t +h) = j/r(t) =i} = { 1+ yii(Wh+o(h), i=]
ij ’ -

With lim % = 0 with y;; (ﬁ) > 0 for i # j when it moves from i at time 7 to
h—0
mode j at time ¢ with
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vithy ==Y yij(h) (1)

jeS.j#i

Discrete-time delayed NNs with time-varying leakage delay as follows:
St+1) =Bt =¥ ") +xO) +Cf(ct) + Dgst —dnO) +J' ()

where ¢(t) = [¢1(t), c2(2), ..., ca()]T € R" is the state vector and the activa-

tion functions are given as f(o) = [f(c1(1), f(2(1)), ..., F(ca(NI" € R,
g(s(M) = [g(51(1)), 8(52(1)), ..., g(cu(N]" € R* and J' = [J{, 5, ..., J;1"
is the input external vector. Each of v/ (¢) in the system represents the delay due to
leakage which satisfies 0 < v, < ¥ (t) < v, where ¥, is the lower bound and
Y is the upper bound of ¥ (#) and d(z) represents the delay in the transmission
satisfying 0 < d,,, < d(t) < d,, with the positive integers d,, representing the lower
bound and dj, representing the upper bound of d(¢).

Assumption 1

For any ¢y, c; € R, ¢1 # c2, the activation functions ]‘i(o) and g, (o) satisfy,

_ i) = filew) _

L —C

M

i

- < gi(c)) = gi(c2) < N,

L —C

i=1,2,....n

where M, M;", N, N;" are the known constants.
Assuming ¢* = [¢f, 65, ..., 17 equation in (2) and letting

Yi(®) = 6i(t) = F\ fivi(®) = fi(si (D)
— fi(sF), gilsi(t — d(1)))
=85t —d®)) — g:(s))

Then, the NN system Eq. (1) can be written as,

y+1) =Byt —v@))+Cf(s®)+ Dg(s(t —d())) 3)

where y(1) = [y1(t), y2(1), ..., ya(D]",

Y& =¥ @) =it — @), y2t =Y (@), yult — (NI,
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FO@) =1fGi@), fGa@0),s .oy fGuD],
g =y () =g =v®)). g
Dt =g @), -, gt — Y ON]"

By the above assumption given, it can be verified that for every f; (o), gi(0),i =

. M7 < (file) = file))/(c1 — ) < M,
1,2,...,nsatisfy L
N7 =< (gi(c1) — gi(c2))/(c1 —¢2) = N;

£0) = £(0) =0.

The model is associated with the initial condition as

for any ¢; # ¢, and

() <6(c),c=—-8-8+1,...,0 4)

where § = max{vyy, dy}.

Lemma 1 In an open set A of R™, let fi, f>,..., fv : R™ — R then f; over D
satisfies.

. 1
(618,0.3 fi=1) Z Eﬁ(l) B Xz: no a0 ggi’j(l) N
given by
- ﬁ@&ﬂq
i l = &8i,j l ) - 0 6
81.i(l) = gi ;1) |:g,',j(l) fiiD) - ”

Lemma 2 For any matrices g1, ¢ and g3 where p! = ) and oI = 0, > 0, then

T
pl+p§p21p3<0with|:p] L j|<0.
* =

3 Main Results

In this section, we apply the semi-Markovian and investigate the delay dependent
sufficient conditions of LKF.

Theorem 3.1 The NNs system (3) is globally asymptotically stable, under the
assumption (1), if there exists the symmetric matrices P, > 0,i = 1,...,6, 0, >
0,r=1,...,4, R >0,R, >0, T; > 0 with the diagonal matrices E; > 0, 8, >
0 and matrices U, j = 1 to 4 with weights Wy, W, of appropriate dimensions, such
that following LMI holds with.
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T T:
21 >0
T; Ty

where P; = > vii(h) P,
jes
Q = &3P &5 + 265P &) + 265P5 (65 — &7)
+ 258f)2(§2 —eq) + 258153(511 —é2)
+28,P5(&y — &4) + 26,P5(65 — é7)

+ (8 — &4)TPy(E2 — &4) + 2(62 — &4)728P2(&; — &4)

2(&y — é4) " Ps5(e5 — é7) + 2(&2 — é4) " Ps5 (&1, — é12)

+2(&5 — &7)"Pg(85 — €7)2(é5 — &7)  Pe (811 — é12).

Q= (Y + ] 0181 — &) 0183, Qs
= (di + Dé] 02¢1 — &, 02,
Qq = diel Ri&, + dief Usés + dél (Us — Uy)és
— d&TUse; + diel Ryéy,
Qs = — (&1, Ri&) +2¢],U3 (86 — &7))
+ (86 — €7)" (Ry + U3) (86 — &7) + &1, R1€12)
+281,Us (@5 — &) + (&5 — &) (Ry + Us) (&5 — &)).
Q6 = —&] (M1 E1)és + 2¢{ (M2 E1)eo
— &5 8189, Q7 = —&[ (N1E1)é6
+ 28 (N2En)erg — &1y Eaé1o, s

=2(&Wi +é W) (Bés + Cég + D&y — &t — é)).

Proof The LKF is.

y(®) y(@)
t=Ym—1 P, P, P t—Y,—1
ym) [| ' 203 y(m)
Vi) = m=t2—:1//M * Py Ps m=tZ—I/fM
t—d,—1 % % P t—d,—1
> yim) o > ym)
m=t—dy m=t—dy

t—1 ~Ym t—1
= Y Y©oyO+ Y. Dy ()0y(s)

s=t—=y (1) J==Ym+1ls=t+j
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(7

®)

9
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t—1 t—1

—d,,
i)=Y Y0y + Y, DY ¥ ()Qay(s) (10)

s=t—d(t) j=—dy+1s=t+j
—dy t—1 T
Vi) = d y(s)} |:Rl 0 My(s)] 1
4(t) = d, j=§+15:t+j |:77(S) 0 R || ns) 1D
where n(s) = y(s + 1) — y(s),d; = dy — d.

Calculating the difference of V,(¢),a =1, 2, 3,4,

E{AVi@®)} =E{V(+1) - V(@)}

n() +y@) n() + y()
S e+ yemy | [PREBT TS Gom + yomy)
n(m) + y(m ~7 L nim)+ y(m
AVI() = | w=iZyy * Py Ps || m=r—y,
t—d,—1 * % }36 t—dy,—1
> (nm) + y(m)) > (n(m) + y(m))
m=t—dy m=t—dy
y() (@)
t—Y,—1 13 15 f) =Y, —1
> y(m) b2l > y(m)
m=t—yy * Py fjs M=ty ,
t—d,—1 x x P t—d,—1
> y(m) ° > ym)
m=t—dy m=t—dy
n@ [ n@)
y() y(@)
t—Y,—1 . . B o t—Y,—1
Y. n(m) |[ P, P, P, P, P; P; Y. n(m)
v P 0Py 0B 0 || 150
AVi(t)y=| > y(m) ||PI Pl P, Py PsPs > y(m)
et Pl BT BI BI Pg By || "=t
> n(m) PI 0 PI 0 Ps O > n(m)
m=t—dy m=t—dy
t—dyy—1 t—dyy—1
> y(m) > y(m)
L m=t—dy _ L m=t—dy _
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AVI(t) =

n(f)
y(©)
=1
> n(m)
m=t—Yy
=1
> y(m)
m=t—yy
t—d,—1
> n(m)
m=t—dy
t—dy—1
> y(m)

L m=t—dy
()
y()

t— Y —1
> n(m)

m=t—yuy

=y —1
> y(m)

m=t—yy

t—d,—1
> n(m)

m=t—dy

t—dy—1

> y(m)

AVL(t) = (Y1 + DIT @) 0151 — 5Tt — ¥ () Q25" (¢ — ¥ (1))

=o' (1)

AV3(t) = (dy + DT () Q35(1) — $7(t —d (1)) Q43" (t — ¥ (1))

L m=t—dy

Q0(1)

= o7 (HRLP®)

AVy(1)

:df[%(t)y[
n(t)

P, P, P, P, P; P;
P, 0P, 0P;0
PI P P, P, Ps Ps
P! PI PI PI Pg Ps
P/ 0PI 0 Ps 0

=" (1Qp(t)

Ry 0 “:)7(0}
0 Ry JL7()

t—dy—1 T
Yy ' TR 0]y
py [n(t)] [0 Rz][ﬂ(l)]

s=t—dy

where V| = ¥y — ¥, and dy = dy — dy.
Also, by zero initial conditions, it is seen that,
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(12)

13)

(14)

15)
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di[y" (¢ —d@)Uy" (¢t —d(@0)) — y" (t = d)Ury" (t — duy)]
t—d(t—1

— Y " ®OUIn(s) +2y(1) =0,

s=t—dy
i3t —d)U3" (t — dy) — 3Tt —d) U3 (1 — d(1))]
t—d,—1
= Y " ©OUn(s) +2y(1)) =0 (16)
s=t—d(t)
Also,
ol
Y@ 3T =y YT @ = @) YT @ — v, T ¢ — di), T (0 = d(@)), yT (¢ — dp)
_ t—d,—1 t—dm—1
n0 T ghae—de) Y n) Y. ¥
S=tfdM S=t7dM

By differencing the above inequalities based on the expectation, we get,

A T ar A

n(t) Rz Ry || n(t)

. t_df:“ [MT'RI RZM&@)}
1
2= Lo ] Lrs L

50T TR R[50
- S:;(,) [n(t)] | R, R4][n(t)}
+di[$7(t — d(K)U 3" (¢t — d (k)]
— 3T —dw)U ST (t —dy)
+ 37 — dy) Ut — dy)
— 37t —d))U3" (t — d (1))
t—d(t)—1

= > 0" ®OUns) +25(s)
s=t—dy

t—d,—1

— Y 0" $)Uan(s) +25(s)}

s=t—d(t)

o7 (b — — D RSWE0
<el0en - ol 2 [n(t)]

t=t—dy

T
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t—d(t)—1
Ry U y(@)
[* R2+U1}(I_Z [n(t)D

t—dy

A
d(t) = dp 2 n(r)

t=t—d(t)

TT

t—dy,—1

R U y(1)
[* R2+U2:| Z [U(I)}

t=t—d(t)

Letting, 0; = dM;—]d(’), 0 = dy— d(t) and since d; + 9, = 1, by Lemma 2, there

exists matrix h T > 0, such that
T; T,

)]
AVy() < dT()QUD (@) — t=t—dy ’Z(t)
! [y(z)}
n(t)

t=t—d(t)

™Ry U, T T,
* Rl + Ul T3 T4
* * R, U,
L % * Ry + U
t—d(t)— 1 (t)
>
t=t—dy n(t)
! y(r)
t=t—d(r) n(t)
AVy(1) < T (1) P (1)
B t—d,—1 a7
n(t)
t:fX—:dM R] U] T] T2
| Y —d@) = 3@ —du) *x Ri+UI T3 Ty
1=ty 1 * *x R U
1
=0 £  x % Ryt U
L Yt —dw) — Y —d(1))) |
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t—d,—1 .,

> ()

t=t—dy

Y —dt) — y(t —dy))
t—d,—1

> y@®

t=t—dy
| Yt —dp) — Y —d(1))) ]
< ®T(1)(Q + Q)0 (1) (17)

Considering the activation functions from the assumptions

[ $() H = —Mzal][ $() }<0
fO@) -M8, E FECO) N
[ 5t —d(t)) ﬂ N1E, —Nzaz][ 5t —d(t)) }

0 18
gt —do) ] L -MmE & |Ge—day] = (1%)

where
B =diagla, &z, ..., A1},
8y =diaglony, 0, ..., A},
M, = diag{M; M, My M, ..., M; M}},
M-+ Mt M; + M} M; + M}
M, =diag '2 L 22 z .., 5 L

Ny = diag{N; N;", Ny Ny, ..., N, N},

N+ N Ny +N; N+ N+
N, =diag L+ Ny 2 ¥ + ,].

> , > ey >
We obtain the zero equation, by introducing the relaxation matrix

2(n" Wy + 3T OW])BH(t — ¥ (@)
+ Cf((®) + Dg(F(t —dk))) — $(t) —n@®)]1=0 (19)

Combining all the equations,

8

AV () < T (1) (Z Q) d(t) <0 (20)

s=1

. 8
If A = Amax(A) <0, A=) Q with

s=1
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AV(t) < 507 V() #0. @1

This implies that system (3) is globally asymptotically stable.
Hence, the proof is complete.

Remark These results can also be applied to the system of randomly occurring
parameter uncertainties, where the stability conditions does not depend upon the
transmission delays caused due to delay bounds but also depends upon the time-
varying leakage delays.

4 Numerical Example

Example 1 Let us take the uncertain NNs with the subsystem as:

08 0 230 13 02
b= [ 0 0.7]’C_[ 1.7 0.4]’D_[0.1 —o.oz}’

N, = 0.04 0.02 N, = 0.07 0 N, = 0.03 0.02
0 —-0.03 0.04 0.03 0.01 —0.04

With the nonlinear activation functions given by,

tanh(0.6y,(r)) + 0.6

tanh(0.35, (1))
tanh(—0.49, (1)) + 0.2

}’ (1) z[ tanh(—0.4))

FOW) = [

The time-varying delay and the leakage delay are given by.

dt) = Y(7+5sin(Z)) and y(t) = 1(5+ 3sin(‘Z)) with corresponding
bounds given by d,, = 3, dy = 8, ¥, = 1, ¥ = 5. By solving the LMIs,
a solution is obtained.

Figure 1 showcases NNs converge smoothly in the absence of leakage delay and
there is some kind of dynamic behavioral change in the network in the presence of
leakage delay. Hence, the effectiveness of the given result is thus verified.

5 Conclusion

In this paper, the analysis of stability problem is discussed with leakage delays.
Sufficient conditions are encountered to ensure the delay-dependent conditions and
to ensure the robustness by using the LMI approach. Numerical example has also
been for the derived theoretical result.
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Fig. 1 State responses of the system
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Forecasting PM10 Concentration Based )
on a Hybrid Fuzzy Time Series Model L

Yousif Alyousifi and Mahmod Othman

Abstract Developing statistical models for air pollution forecasting is crucial
for managing air quality. Nevertheless, many researchers have concentrated on
improving the model’s accuracy when applying for data with many fluctuations in
the pollutant’s concentration. Also, they have attempted to address the uncertainty
analysis that might lead to inadequate outcomes. The fuzzy time series (FTS) is
considered one of the powerful models that are commonly applied in predicting air
pollution. However, most FTS models are not accurate in partitioning the universe of
discourse. Therefore, a new hybrid model based on the FT'S-based Markov chain and
C-Means clustering technique with an optimal number of clusters is proposed in this
study. This hybridization is contributed to produce an adequate partition and improve
the model accuracy accordingly. The superiority of the proposed model is validated
using three common statistical criteria. The PMj concentration data collected from
Melaka, Malaysia is used in this study. Results prove that the proposed model greatly
improved the prediction accuracy, for which it outperformed several fuzzy time series
models. Hence, we have concluded that the model proposed is a good option for
forecasting air pollution and any type of random data.

Keywords Air pollution + C-Means clustering techniques * Fuzzy time series *
Markov transition matrix + PM;
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1 Introduction

Prediction of air pollution is a crucial environmental problem in most countries as
it is beneficial to air pollution assessment where the result found can be used for
managing the air quality. Also, predicting the concentration of air pollutants is vital
for assessing the effects of air pollutants on human health [1, 2].

Many researchers have been applied the FTS models for forecasting air pollution
[3]. For instance, Cagcag et al. [4] have predicted air pollution in Ankara based on a
new seasonal FTS model. Koo et al. [5] have utilized some statistical models in order
to forecast the air pollution events and made a comprising to determine the adequate
model. Apart from that, the FTS model based on Fuzzy K-Medoids clustering is
suggested for minimizing the sensitivity of outliers in order to produce adequate
forecasts of air pollution [6]. Furthermore, in air pollution forecasting, an integrated
model of the fuzzy theory and advanced optimization algorithm is introduced [7]. A
hybrid FTS model is also suggested for predicting air pollution [8].

Since the hybrid models are performed better than their single models. For
example, the hybrid models in conventional time series have shown an improvement
in the model performance more than their single models such as the ARMA and
ARIMA models, which are combined between the autoregressive (AR) and moving
average (MA) models. These hybrid models have outperformed the singles models.
Accordingly, many researchers have proposed a variety of hybrid FTS models to
address some of these issues. For example, a hybrid fuzzy time series Markov chain
(FTSMC) model has been proposed by Tsaur [9], which is used for establishing
proper weights of the fuzzy relationships between the data points of the time series
pattern. Aripin et al. [10] have applied the FTSMC model for air pollution fore-
casting. FTSMC is superior to many methods available in the literature in terms of
model accuracy. Nevertheless, it has a drawback in utilizing an arbitrary partition
of intervals. So, it could not determine the appropriate length of intervals, which
is considered a deficiency in determining the effective length of the interval in this
hybrid model. Apart from that, Alyousifi et al. [11], proposed the use of the FTSMC
model based on the optimal grid partition method for modeling air pollution events
in Malaysia.

Furthermore, the hybrid model of the fuzzy time series model and the C-Means
clustering technique has outperformed the fuzzy time series models. For example,
Van Tinh et al. [12] proposed a hybrid fuzzy time series and K-Means clustering for
forecasting the enrolment of the University of Alabama. Likewise, Kai et al. [13]
proposed a forecasting model of fuzzy time series based on K-Means clustering.
However, it has a limitation in dealing with recurrences of the observations and
the number of clusters that have been chosen randomly, which can be led to an
insufficient length of intervals and insufficient forecasting accuracy. To address these
two limitations of the existing hybrid models that were previously mentioned, this
study proposed a new hybrid model (FTSMC-CMeans) by combining the fuzzy
time series, Markov chain, and C-Means clustering technique. It is anticipated that
the proposed model may overcome these limitations and produce a better model
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forecasting and to produce better model accuracy. The proposed model is validated
by comparison with several existing models.

2 Methodology

FTS is a forecasting model based on the fuzzy set theory and Fuzzy Logic proposed
by Zadeh in 1965 [14]. FTS models are considered as advanced statistical time series
analysis applying to fuzzy sets. due to their advantages. Song and Chissom [15, 16]
are firstly introduced the first-order FTS model. To reach the high accuracy of the
forecasting model, developing FTS models have been done by enhancing the three
main stages of the FTS algorithm, which are fuzzification, fuzzy inference, and
defuzzification [16]. For instance, Chen [17] has improved the FTS model proposed
by Song and Chissom [15, 16] through the use of fuzzy logical relation tables for
the purpose of reducing the computational complexity of the model. Also, Huarng
[18, 19] have developed Chen’s model [17] by handling the issue of the length of the
interval.

2.1 C-Means Clustering Technique

The C-Means clustering technique [20, 21] is one of the famous unsupervised
learning algorithms. It is a partitioning clustering algorithm, which partitions a given
data set into a set of C clusters. The result of the C-Means clustering Technique
depends on the number of clusters. Apart from that, the main matter in partitioning
clustering is determining the optimal number of clusters in a data set. For instance,
the C-Means clustering requires the user to specify the number of clusters k in order
to be generated. Accordingly, in this paper, an optimal number of clusters is deter-
mined based on three different methods, which are elbow, average silhouette, and gap
statistic methods [22], through using two functions in R, which are fviz_nbclust() and
NbClust() [23]. By using these functions, the optimal number of clusters determines
the best partition selected. For further details about these methods see [24].

2.2 Hybrid Fuzzy Time Series Model

The algorithm of this study is adopted the arithmetic processes proposed by Tsaur
[9] in order to conduct the proposed model. The steps of the model are as follows:

Step 1. Define U.
Step 2. Divide U into subintervals based on the C-Means Clustering technique.
Step 3. Define the fuzzy sets A; for each time series observation on U.
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Step 4. Fuzzify the actual values of the time series (observations) into fuzzy
numbers based on the maximum membership value.

_ fa(uy) n Sfa; (u2) g Sfa,(uy)

up up Up

A; (D

where f4, is the membership function of fuzzy set A;; fa, : U — [0, 1]. fa,(u,) €
[0,1]and 1 <r < n.

Step 5. Establish the fuzzy logical relationships (FLRs) and determine fuzzy
logical relation groups (FLRGs). Then, create the Markov transition probability
matrix. The matrix P is P,,, and P;; is transition probability from state A; to
state A;. P;; can be calculated as follows

py=i =12, ©))
lj_Nl.'a s J =14,

where N;; is the frequencies and N; = > N; ; is the total frequencies.
j=1
Step 6. Calculate the forecasted values by considering the following cases:

Case 1. If the FLRG of A; is one-to-one, i.e., A; — Ay, with Py =1and P;; =
0, j # k), then the forecasting of F'(¢) is my, the midpoint of ux, k = 1, 2, ..n,
which is determined by using Eq. (3)

F(t+ 1) =my Py = my (3)

Case 2. If the FLRG of A; is one-to-many, i.e., A; — Ay, Az, ...A,, I =
1,2, ..,n). Thus, if the state is A; for the actual value Y (¢) at time ¢, the
forecasted value F (¢ + 1) is calculated according to Eq. (4)

F@+1)=mpy+mpp+---+m_pii-1+ Y@ pii
+ M1 PG+ 0+ My Pin “4)

where my, my, ..., m, are the midpoint of u, u,, ..., u, and m; replaced by
Y(@).

Step 7. Adjust the predicted values by adding the differences of actual values
Y (¢). The adjusted forecasted values can be written by

F(t+1)=F@+ 1)+ diff (Y (1)) (5)



Forecasting PM 10 Concentration Based on a Hybrid ... 181

2.3 Model Evaluation

Three statistical criteria used in this study in order to validate the proposed model,
which are MAPE, RMSE, and Thiels’ U statistics, are given in Equations as follows:

N

1 Y — F
MAPE = — ) '|——~1| x 100, 6
v ; — | (©)
N 2
Yl - Fl
RMSE = 2izi( ) d (7
N
Vs Y = F)?
Theil’s U = ! (8)

NOSUR TN D

where Y; means the actual data, F; the predicted values and N is the total number of
the actual data.

3 Results and Discussion

In this section, we will provide the results of the proposed model through the imple-
mentation and comparison of the model using two datasets. The algorithm of the
proposed model is implemented for predicting the concentration of PM,. To vali-
date the proposed model, the datasets are used to assess the model performance and
compare it with other models.

3.1 Air Pollution Forecasting

For validation of the proposed model, the algorithm of the proposed model is also
applied for both training and testing datasets of PM;( concentrations are used to
evaluate the performance of the proposed model and compare it with some of the
existing FTS models. For implementing the Algorithm of the proposed model, we
start by defining U from data and then apply the C-Means clustering method.

As can be seen from Table 1 that the proposed model has been performed very well
with producing small errors. Figures 1 and 2 demonstrate the results of a compar-
ison of the proposed model and some existing models using the testing data of
PM| concentrations. It observed that the model has predicted PM, data well with
producing the smallest error. Besides, the proposed model outperformed the other
existing models. Also, the model shows its superiority as compared with the other
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Table 1 A comparison of the hybrid model and some FTS models using PM10 data

Model Using training dataset Using testing dataset
RMSE | MAPE | U statistic | RMSE | MAPE | U statistic
1 | Chen’s model [17] 18.04 14.67 1.32 9.12 1426  |0.80
2 | Sliva2 et al.’s model [25] | 16.10 17.79 1.18 10.23 18.68 0.89
3 | Yu’s model [26] 17.06 9.74 1.25 8.87 1420 |0.78
4 | Cheng’s model [27] 16.70 10.88 1.22 8.67 13.69 |0.76
5 | Severiano et al.’s [28] 16.10 17.79 1.18 10.23 18.68 0.89
6 | Sliva et al.’s model [29] 15.67 9.28 1.14 8.90 1392 |0.78
7 | Sadaei et al.’s [30] 17.06 9.82 1.25 8.73 13.99 0.77
8 | Tsuar’s model [9] 17.07 9.40 1.25 8.66 13.86 [0.76
9 | Hybrid Model 7.55 6.83 0.55 5.01 7.25 0.45
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Fig.1 A comparison of the hybrid model and some FTS models using the training PM;¢ Data

models. This implies the proposed model is an improved option for forecasting air

pollution events.

4 Conclusion

This study proposed a new hybrid fuzzy time series model, which is implemented
for predicting PM 10 concentration. The model hybridization has been contributed in
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Fig. 2 A comparison of the hybrid model and some FTS models using the testing PM;o Data

producing adequate partitioning and improving the model accuracy. The proposed
model was evaluated by comparison with eight FTS models, which are famous in
the literature. A comparison has demonstrated the ability of the model in avoiding
the arbitrary selection of intervals and dealing with recurrent observations, which
greatly improves model accuracy. The predicted values found by the model display
its flexibility in the FTS for predicting air pollution. Generally, the proposed model
has the flexibility to apply for many types of time series data.
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Carbonated Water Injection for EOR )
and CQO; Storage: A Simulation Study L

A. Abdulrahman and J. Foroozesh

Abstract CO, Enhanced Oil Recovery (EOR) techniques have gained massive
attention by oil companies as they target the oil industry’s two main concerns of CO,
contribution to the climate change and the decline in oil production. Carbonated Water
Injection (CWI) is a promising EOR technique that promotes safe and economic CO,
storage, moreover, it mitigates the pitfalls of CO, injection which include low sweep
efficiency, early CO, breakthrough, and the risk of CO, leakage in subsurface forma-
tions. Upon the contact of Carbonated Water (CW) with oil inside the reservoir, CO,
molecules cross the interface between the two fluids moving towards the oil phase
due to the concentration gradient and its higher solubility in hydrocarbons. Subse-
quently CO, molecules diffuse inside the oil until thermodynamic equilibrium is
reached. CO, dissolution in oil causes it to swell and consequently leads to changes
in its physical properties (viscosity and density). Such changes in oil properties lead
to improved sweep and displacement efficiency and thus higher recovery factor.
Several experimental studies have been reported in the literature, but little work has
been done on the simulation of CWI due to the complex multi-physics nature of
this process. In this paper, Schlumberger equilibrium-based compositional simulator
(ECLIPSE300) has been used to investigate the oil recovery and CO, storage during
CWI. The carbonated water has been simulated using two injector wells placed at the
same location where they inject free CO, and water at a certain volumetric ratio to
account for the mass fraction of dissolved CO, inside the carbonated water. CO,SOL
option has been used to account for CO, solubility inside the water phase and a 2D
cartesian model (X, y) has been considered to avoid the effects of gravity which might
reduce the amount of CO, dissolved inside the oil phase. A sensitivity analysis on
CW injection rate, and the effect of CO, diffusion have been investigated. It was
found that low injection rate promotes longer contact time thus more CO, molecules
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will get transferred to the oil leading to high oil recovery and CO, storage. In addi-
tion, it was found that CO, diffusion between grid cells has minimal impact on oil
recovery and CO, storage in this case study.

Keywords Carbonated water injection + Compositional simulation + Enhanced oil
recovery *+ CO, storage + CO, diffusion - CO, solubility in water

1 Introduction

Carbonated water injection is a promising CO, based EOR technique that injectes
CO; in an effective and efficient way. In this method, the CW is prepared by dissolving
CO, inside the water at surface conditions using gas infusion generator [1], then
the CW mixture is injected into the formation to increase oil recovery and store
the dissolved CO, [2]. When CW contacts the oil phase inside the reservoir, CO,
molecules gradually cross the interface between the two fluids due to the concen-
tration gradient (cross phases diffusion) and higher solubility of carbon dioxide in
hydrocarbons, and subsequently, CO, molecules diffuse over time within the resident
oil until thermodynamic equilibrium is reached. CO, dissolution in oil causes it to
swell and consequently leads to a change in its physical properties (density—viscosity)
[2-6].

Several experimental studies have been carried out to evaluate the additional
recovery factor during CWI, these experiments have been conducted using different
setups such as coreflood rigs, sand-packs, and high-pressure transparent micro-
models. It has been found that CWI in secondary mode (after primary depletion)
yields a higher recovery factor compared to CWI in tertiary mode (after water injec-
tion). Sohrabi et al. [7] have performed coreflood experiment in a water-wet reservoir
core (sandstone), in the first part of the experiment, CWI was injected in a secondary
mode and the recorded increment in the recovery factor was 19%. In the second
part of the experiment, CWI was injected in a tertiary mode, the recorded incre-
ment the recovery factor was determined to be 9%. Mosavat and Torabi [2] have
conducted a flooding experiment in a sand-pack apparatus filled with sand made of
99.88% silicon, it was found that the injection of CO,-saturated water resulted in
improving the conventional water flooding oil recovery factor by about 19.0% and
12.5% of OOIP for the secondary and tertiary scenario, respectively. Riazi et al. [8]
have injected CWI (tertiary mode) in a micro model made of two flat glass plates,
the recorded recovery factor by water injection was 27% and the increment in the
recovery factor due to CWI (post water flood) was found to be 6%.

Carbonated water injection EOR has the potential to store CO, safely and econom-
ically in the geological formations. Kechut et al. [9] have performed an experimental
investigation of CO; storage in sandstone core samples. During secondary CWI, 45%
of the dissolved CO, was stored while in tertiary CWI it was found that about 51%
of injected CO, was stored. Tavakolian et al. [10] have performed series of coreflood
experiments using sandstone core plugs and crude oil at real reservoir conditions. The
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experiments were carried out to compare the performance of CWI and CO, flooding.
CWI resulted in a less and more controllable CO, production profile compared to
CO; flooding. Also, it was found that duringCO, flood experiments, CO, production
exceeded that of CO, storage very quickly and after that large volume of CO, had
to be reinjected (recycled), whereas CO, production during CWI was significantly
less than CO, storage even after a large volume of CWI.

The additional oil recovery reported during CWI can be attributed to the effect
of several mechanisms simultaneously. These recovery mechanisms include oil
swelling, viscosity reduction, wettability alteration, IFT reduction, and CO, exsolu-
tion [3—6, 11-13]. Sohrabi et al. [4-6] have investigated oil swelling during CWI by
conducting many flooding experiments in a micro model using a light oil (viscosity
= 0.83 cp) and also a viscous oil (viscosity = 16.5 cp). They have found out that
the swelling in the light oil was 105% while the swelling in the viscous oil was 23%
which led to the conclusion of swelling degree is a function of oil viscosity. A series
of experimental studies have been conducted by Miller and Jones [3] to investigate
the change in oil viscosity during the CWI process. They have run the experiments at
different values of pressures and temperatures, different oil samples with a viscosity
of 10 and 17 API were used. It was found out that in all the cases the viscosity of the
oil in the absence of CO, increased as the pressure increased, while the viscosities
of the oil with CO, in the solution decreased as the pressure increased. Mosavat
and Torabi [13] have performed several experiments to investigate the effect of CO,
diffusion on wettability alternation. It was also concluded that once CO, molecules
reach the rock surface (in contact with the oil droplet), the molecules started replacing
the hydrocarbon molecules were adsorbed on the surface. This gradual replacement
caused the rock surface to shift its wettability towards the water-wet condition. Yang
et al. [11] have conducted lab experiment to measure dynamic interfacial tension of
oil-brine systems compared to oil-brine CO, systems at different values of pressures
and temperatures. They realized that in the crude oil-brine system, the dynamic inter-
facial tension reduction was primarily caused by the natural surfactant which was
possibly generated due to chemical reactions between the crude oil and the reservoir
brine. While For the crude oil-brine CO, system, the dissolution of CO, into crude
oil was an additional factor to reduce the dynamic interfacial tension. Riazi [12] have
conducted a fluid flow experiment on CWI using a high-pressure micro-model. They
have noticed an interesting phenomenon of gas nucleation subsequent to depressur-
izing of the CW flooded. This pressure reduction appreciably affected the production
process, leading to an additional oil recovery (due to CO, exsolution).

2 Simulation Studies of CWI and Challenges Encountered

An accurate reservoir model with the ability to reliably predict the performance of
different recovery methods is vital for successful reservoir management. There are
black oil and compositional simulation approaches available depending on type of
reservoir fluids and recovery methods, Compositional simulation approach should
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be considered when simulating carbonated water injection since significant cross-
phase mass transfer of CO, molecules occurs between carbonated water and hydro-
carbon leading to oil properties changes. In addition, hydrocarbon physical properties
(viscosity and density) are a function of both pressure and CO, content. The following
paragraphs will explain how CW1 is simulated in ECLIPSE300, the complex physics
required for successful simulation of CWI, the simulation studied that have been
performed and the limitations encountered.

2.1 Simulation of CWI in ECLIPS300 Compositional
Simulator

There is no unique option in ECLIPSE300 that for precise simulation of CWL
However, a few researchers and industry experts tried to simulate CWI using
“CO,SOL” which is a three-phase compositional option that accounts for CO; solu-
bility in water and CO; dissolution in oil phase [14]. In this option, it is assumed that
instantaneous equilibrium (instantaneous phase equilibrium) exists between oil, gas,
and water phases. Furthermore, water is not allowed to dissolve in gas or oil phase.
CO; component can be present in the three phases, while hydrocarbon components
can only be present in gas and oil phases. “SOLUBILI” keyword is used in the PROPS
section to provide experimental CO, in water solubility data. If the solubility data
is not provided by the user, built in correlations will be used to generate the CO, in
water solubility data [14-16].

ECLIPSE300 has two diffusion models that can be used to represent CO, diffusion
within the oil or gas phase (diffusion between two adjacent cells containing the same
phase); in the first model, diffusion is driven by the concentration gradient, while
in the second model diffusion is driven by the gradient of the chemical potential.
Diffusivity coefficient can be specified in two possible ways based on the mentioned
diffusion models; normal diffusion coefficients Di defined by keywords DIFFCOIL
and DIFFCGAS or activity corrected diffusion coefficient D defined by keywords
DIFFAGAS and DIFFAOIL [15].

2.2 The Complex Physics Required for Successful
Simulation of CWI

Kechutetal. [9, 17, 18] used compositional simulators to simulate a set of carbonated
water coreflood experiments. The coreflood experiments had been performed using
two types of core (areservoir water-wet core and Clashach water-wet sandstone core)
and two different oil samples: a light oil (n-decane) and a viscous stock-tank crude
oil with known composition. Secondary water injection, secondary CWI and tertiary
CWI were simulated using the ECLIPSE300 commercial reservoir simulators. First
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water injection (WI) was simulated. The input water—oil relative permeability (Krw-
0) curve into the simulator was obtained based on Corey correlations when produc-
tion data was history matched. Next CWI was simulated. The ECLIPSE300 composi-
tional simulator was used with a tuned EOS, which could acceptably predict the PVT
properties of the 0il-CO, system. The Krw-o obtained for WI tests were input into
the ECLIPSE300 during CWI simulation. The simulation results by ECLIPSE300
showed an over prediction of oil recovery in comparison with experimental data
for all coreflood tests. They explained that compositional simulators were developed
based on the inherent assumptions of instantaneous equilibrium and complex mixing
while during carbonated water flooding, CO, transferring process from water into the
oil phase happens gradually. The resistance against CO, migration at the interface
between water and oil phases plays an important role, which prevents immediate
distribution of CO, between the phases. Consequently, the assumption of instanta-
neous equilibrium may not be realistic during CWI process. To support their expla-
nation, they mentioned the micro-model observation reported by Sohrabi et al. [5],
who used image processing technique during the conducted visualisation tests. Riazi
et al. [8] have reported that in the micro-model system the swelling of oil blobs as
a result of CO, diffusion happens gradually and it needs time to stabilise and reach
equilibrium state (170 h to reach its final shape corresponding to maximum swelling
value). Embid and Rivas [19] explained that this assumption of instantaneous equilib-
rium can lead to a large error in the cases where mass transfer resistances are large.
They mentioned that this may happen when there are short contact times for the
mass transfer process (laboratory displacement in cores) or large diffusion patterns
are available for components to diffuse through (field scale), moreover, if there are
slow diffusion velocities due to large viscosity. All these can lead to not having an
instantaneous thermodynamic equilibrium state.

The effect of CO, diffusion within the oil phase is another challenge encountered
during the simulation of CWI. Molecular diffusion is defined as the movement of
molecules caused by Brownian motion or composition gradient in a fluid mixture
that can facilitate the dissolution of CO, into the oil systems [20]. Injected CO,
during CO, based injection projects could just pass through the reservoir, causing
early breakthrough, if there is no molecular diffusion. This would lead to lower
oil recovery prediction as some parts of the reservoir are not touched by the CO,
causing no benefit from the CO, presence. This may lead to wrong prediction as
diffusion mechanism can play important roles during CO, based injection projects
[21,22]. Alfarge et al. [23] reported that most of the studies in the literature identified
molecular diffusion as an important mechanism for CO, to enhance the oil recovery in
oil reservoirs. Grogan and Pinczewski [24] highlighted the importance of molecular
diffusion during the oilfiled life. As such disregarding the diffusion mechanism in the
model can lead to overestimation or underestimation of the recovered oil [22, 23].
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2.3 Nonequilibrium-Based CWI Simulation

Foroozesh et al. [25, 26] have come up with a novel 1D compositional simula-
tion approach whereby the assumption of instantaneous equilibrium was relaxed by
adding a new term to the governing equation called mass transfer coefficient (MTC).
This term used to capture the slow CO, mass transfer from CW to oil within the
grid cell. Their kinetic based model was used to simulate a secondary CWI experi-
ment reported by Sohrabi et al. [7] for validation purposes. MTC was tuned to match
differential pressure (DP) and recovery factor (RF) data of the experiments and a
good match was achieved. Additionally, Foroozesh and Jamiolahmady [25] inves-
tigated the role of rock wettability and wettability alteration in the performance of
CWI process. They simulated CWI coreflood experiments in mixed wet sandstone
cores. The relative permeability, capillary pressure and MTC values were tuned and
a good matching was achieved. The also used their kinetic based model to map the
result of CWI in core to reservoir (scale-up practice). Although, Foroozesh et al.’s
simulation approach was a novel way of simulating CWI but they did not capture the
effect of CO, diffusion within the phases.

3 Simulation Of CWI Using ECLIPSE300

In this study, a 2D two-phase compositional model has been constructed using
ECLIPSE300 to investigate the oil recovery and CO, storage during CWI. The 2D
model is in the direction of the cartesian coordinates (X, y) to avoid the effects of
gravity (water underride and gas override) which might reduce the amount of CO,
dissolution inside the oil phase. CO,SOL option (keyword) was used for this simu-
lation. It was not possible to set the concentration of CO; in injected water stream by
using CO,SOL. As such, the carbonated water has been simulated using two injector
wells placed at the same location where the first well injects free CO, while the
second well injects water. The volumetric ratio was adjusted between the injected
water and CO, to represent a CW with a mass fraction of 5% dissolved CO,. The
following table and figure show the reservoir description, injection rate and relative
permeability curves (Table 1; Fig. 1).

The oil composition consists of Decane (C10) with a density of 43.6288 Ib/ft3 and
viscosity of 0.2780 cp at the reservoir initial conditions. The total simulation time was
about 8.3 years or 3000 days and no free CO, was present inside the reservoir during
the simulation. The total oil recovery at the end of this simulation (base case) was
found to be 68.4% and all the amount of injected CO, was stored safely inside both
oil and water phase as CO, did not appear in the production stream. The following
figures show the oil saturation, free gas saturation and mass fraction of CO, inside
oil phase at the end of simulation (Figs. 2, 3 and 4).
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Table 1 Details of the .
Number of grid block: 1
created ECLIPSE300 model ummiber of gnc blocks 50 x50 x
Gridblock dimensions, ft3 100 x 100 x 1
Permeability, md (kx = ky) 500
Porosity, fraction 0.25
Reservoir temperature, F 212
Initial reservoir depth, psi 3500
Initial water saturation, fraction 0
Water injection rate, STB/day 4750
CO; injection rate, MSCF/day 2.305
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Fig. 1 a Oil water relative permeability and b gas oil relative permeability

Fig. 2 Oil saturation (C10)
after 3000 days

3.1 CW Injection Rate Sensitivity

A sensitivity analysis has been done on CW injection rate to investigate its impact on
oil recovery, CO, storage and spatial spreading inside the reservoir. Three different
injection rates have been studies and the mass fraction of dissolved CO; inside
injected CW for each scenario was 5%. In the first scenario, a total of 2000 STB/day
CW has been injected into the reservoir (1900 STB/day of water, 0.922 MSCF/day
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£
8

Fig. 3 Free gas saturation
after 3000 days

W

Fig. 4 Mass fraction of
dissolved CO; inside the oil
phase at the end of
simulation

M-

of free CO,) for 7500 days, while in the second scenario a total of 5000 STB/day
CW has been injected (4750 STB/day of water, 2.305 MSCF/day of free CO,) for
3000 days, and in the last scenario 8000 STB/day of CW has been injected (7600
STB/day of water, 3.688 MSCF/day of free CO,) for 1875 days.

It was found that the oil recovery factor for the injection rate of 2000 STB/day is
the highest (68.6%) and the wide spatial spreading of CO, inside the reservoir led
to early CO, breakthrough compared to the other scenarios thus less CO, storage
(96%). This can be attributed to the long contact time between CW and oil phase
which allows more CO; to be transfered based on the thermodynamic equilibrium
calculation. While for scenario three, less oil recovery was found (58%) and the
limited CO, spatial spreading inside the reservoir caused 100% CO, storage as CO,
did not reach the producer well. The flowing figures show the oil recovery, CO,
spatial spreading and CO, storage for the three scenarios (Figs. 5, 6 and 7).
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Fig. 5 Oil recovery factor at 70
the end of simulation for the
three different injection rates
of CW 65
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Fig. 6 Mass fraction of dissolved CO, inside the oil phase at the end of simulation for a 2000
STB/day, b 5000 STB/day, ¢ 8000 STB/day
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Fig. 7 Cumulative injected free CO, and cumulative produced CO, for the different scenarios of
CW injection rate
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Ol recovery efficiency

Fig. 8 Oil recovery vs time for the 3 scenarios of different CO,-Oil diffusion coefficients

3.2 Effect of CO; Diffusion During CWI

As CO, gets transferred from CW to the oil phase, CO, molecules diffuse inside the
oil due to the concentration gradient until the equilibrium state is reached. DIFFCOIL
keyword added in PROPS section provides CO,-QOil diffusion coefficient between
adjacent grid cells. To study the effect of CO, diffusion, three scenarios have been
simulated where in the first scenario the diffusion coefficient was set to zero while in
the second and third scenario the diffusion coefficient was set to 0.007758103 ft2/day
(1d) and 0.02327 ft2/day (3d) respectively. It was found that CO, diffusion has a
minimal (negligible) impact on both oil recovery and CO, storage. The following
figure shows the oil recovery for all the scenarios (68.4%) thus led to the same CO,
storage (100% as CO, did not reach production well) (Fig. 8).

4 Conclusion

Carbonated water injection is a promising EOR technique that promotes high oil
recovery and safe CO, storage. Upon the contact of Carbonated Water (CW) with
oil inside the reservoir, CO, molecules cross the interface between the two fluids
moving towards the oil phase due to the concentration gradient, and subsequently,
CO; molecules diffuse inside the oil until thermodynamic equilibrium is reached.
CWI was studied numerically using ECLIPSE300 where the CO,SOL option was
used to account for CO, dissolution inside the water phase. A sensitivity analysis
on injection rate and CO, diffusion coefficient was done to understand their impact
on oil recovery and CO, storage. It was found that low CW injection rates leads to
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a higher oil recovery and a wider spatial spreading of CO, inside the oil thus a higher
storage, while in the case of high injection rates, a less oil recovery was found and
the limited spreading of CO; causes a lower CO, storage. Additionally, the effect of
CO, diffusion was found to be minimal (negligible) on both oil recovery and CO,
storage in this case study.
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Study of Efficient FIR Filter Architecture | M)
for Fixed and Reconfigurable L
Applications

B. Aruna Devi, V. Prasanna Devi, and S. Preethi

Abstract Transpose type Finite-Impulse Response (FIR) filters are implicitly
pipelined and endorse the technique of Multifold Constant Multiplications (MCM).
The studied model explores the possibility of understanding block FIR filters in the
transpose form pattern for the efficient realization of broad order FIR filters for both
fixed and reconfigurable applications in area-delay. A flow graph optimized registry
complexity is built based on the computational study of transpose type configuration
of the FIR filter. The proposed translate type block filter is an architecture based on a
multiplier. Analysis is done towards the need of an optimum low complexity design
using the MCM model for the block realization of fixed FIR filters. Since power
dissipation is directly linked to the hardware, the use of MCM algorithms indirectly
achieves a certain amount of power reduction. MCM is therefore largely found to be
sufficient for the implementation of Broad Order design research. Using Data Flow
Graph, which has been comprehensively iterated based on the ability to execute
algorithms and their enhancement with a high degree of parallel and asynchronous
operation, the computation process in MCM is likely to be well performed.

Keywords Reconfigurable architecture * FIR filter - Block processing *
Finite-impulse response (FIR) filter -+ VLSI

1 Introduction

High Complexity in Field Programmable Gate Array (FPGA) is the major demerit
for the program to execute in a running period which increases the delay duration,
which makes the parameter of power to be high. The complexity in the number of
slices used in Field Programmable Gate Array(FPGA) is increased in large numbers
and gradually increases the storage memory space. Earlier, the duration period of
high Look Up Table (LUT) were introduced, so that delay is increased in execution
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period of field arithmetic and one of the methods used is Distributed Arithmetic
(DA). Here the multiplications are rearranged and for the explicit multiplications
using Read Only Memory lookups, in analysis of FPGA based implementation, with
advantages of reduction in memory in FPGA. The timing of the DA based FIR filter
models is done using minimum clock periods depending on the delay of the final
adder stage in the PSAT (Pipeline Shift-Add Tree).However, which depends on the
critical path calculation of the adder. The throughput rate is the amount of output
produced by the critical path over a period of time.

In this paper, the study of various models of Finite Impulse Response Filter
with energy efficient architecture for reconfigurable applications is done. The paper
presents a comparative study of optimum low complexity, reconfigurable digital FIR
filter for low power with reduction in delay implementation.

2 Literature Survey

Many studies have been undergone towards FIR efficient implementation for various
applications [1]. The implementation of filter aids in proposing various models for
efficacy of power, delay, area and test bed analysis.

The key study deals with distributed FIR filter using the least mean block square
algorithm using Look Up tables, reducing the number of flip flops and adder. It
provides n/6 adders with reduction in area delay product, with block size tables less
than four block size tables. The implementation of the parallel structure with weighted
adaptation phrase, output filter computation and modified distributed arithmetic helps
to reduce the logic and power consumption of the look up tables with less words to
be updated per output. The algorithm includes decomposition into smaller vectors of
both input and weight vector, and filtering analysis of the inner product computation
[2].

Shah et al. [3] has implemented a competent FIR filter towards reconfigurable
implementation for an coherent FIR filter for fixed and reconfigurable applications
by implanting delay and area efficient addition based carry selector by optimizing
the superfluous operations, by performing the carry process before the ultimate sum
function analysis. The ability of the transpose form FIR filter implementation resulted
in 26.6% of reduction in delay and area of 15% in reconfigurable models.

An architecture based on distributed arithmetic FIR filter for increased speed
and less power consumption was proposed using block least mean square algo-
rithm. The implementation design provided an efficiency of 17.3 times, lower power
consumption of 17.3 times and 95% higher in terms of through output. The variable
coefficient adaptive proposed filter units includes the following operations: Register,
partial product computation, weight update and error generation, simultaneously
with shift accumulator look-up tables, emulate multiply and accumulate functions.
A systolic array architecture with parallel data processing units has been suggested
for the architecture. The parallelism was found to be successful with the number of
clock cycles reduced [4].
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The least-square linear phase FIR filter (LLFE) is frequently used in the analysis
of ECG signals. It aids in removal of low frequency mode using discrete wavelet
transform.

Distributed Arithmetic (DA) is a technique that is bit-serial in nature. It can there-
fore appear to be slow. It turns out that when the number of elements in a vector is
nearly the same as the word size, DA is faster in nature, reinstate the explicit multi-
plications overdone by read only memory look up table, by ROM look-ups and an
effective model to realize and to implement on Field Programmable Gate Arrays
(FPGAs). The coherent model is found effective for estimating of inner product or
multiply and accumulate (MAC). In Digital Signal Processing algorithms, the MAC
operation is popular. Multiplications are reordered and combined in DA so that the
arithmetic becomes “distributed” rather than “lumped” through the structure. When
DA is implemented in FPGAs, to execute the MAC operation, one can take advantage
of memory in FPGAs. When DA was devised (in the 1970s), the comparisons given
were in terms of number of TTL ICs required for mechanization of a certain type of
filter. In particular, for an eighth order digital filter operating at a word rate close to
1 MHz, 72 ICs with a total power consumption of about 30 W was stated with the
DA approach while 240 ICs with a power dissipation of 96 W was indicated for a
multiplier-based solution [5].

3 Proposed Work

FIR filter transpose type block was suggested with decreased register complexity. A
low-complexity design methodology that can be optimized for greater throughput
in reconfigurable applications for the block realization of fixed FIR filters using the
MCM scheme is proposed. It can be optimized for higher output in application that
are reconfigurable. A low-complexity design approach for the block implementation
of fixed FIR filters using the MCM scheme It can be configured for greater throughput
in reconfigurable applications as shown in Fig. 1. Here presented an optimum low
complexity design using the MCM scheme for the block implementation of fixed FIR
filters. MCM technique minimizes the number of adders and subtractors. As a result
the computation process is reduced. Since Power dissipation is directly related to the
hardware, some amount of power reduction is indirectly achieved by using MCM

x(n) —]
Multiple constant Multiplications (MCM) Operation

Fig. 1 Proposed model
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algorithms. Therefore MCM is suitable for implementation of Large Order Filters
with fixed coefficients. On simulation of serial in serial out register, merged data flow
graph and the power analysis of the partial generator unit, the power consumption
is 40.05 mW compared to traditional model to 42.8 mW. The area product delay is
reduced around 13 % and energy per sample improvement is 12.8%. Hence in this
method, the number of flip flops, adders and multipliers are reduced for large order
filter which reduces the power and delay.

4 Conclusion

Finite Impulse Response (FIR) digital filter is extensively used in various applica-
tions ranging from biomedical applications, to speech processing in various domains
of digital signal processing. Finite-Impulse Response (FIR) Reconfigurable Filter
whose filter coefficients alter dynamically during runtime has an important role. The
multiplier unit is the optical FIR filter’s building structure in its transposed form.
With the filter input realization, the multiplication filter coefficients can be intro-
duced, having a major effect on the complexity and design efficiency. Hence calcu-
lation of inner product or multiply and accumulate can be done efficiently. Hence we
have explored the possibility of realization of block FIR filter in transpose form
configuration for area-delay efficient realization of large order FIR filters for fixed
and reconfigurable applications.
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Improved Deep Learning Based )
Prediction of Crop Yield Using L
Bidirectional Long Short Term Memory

V. Saveetha, R. Kingsy Grace, S. Sophia, and S. Birundha

Abstract Yield estimation for crops is an important problem to be addressed with
respect to agricultural planning. Deep learning and machine learning provide feasible
solutions for the above issue. In the current research perspective yield prediction is
vastly addressed and more techniques evolve in the objective to improve accuracy.
This research work tries to analyze the predictive accuracy of machine learning
methods along with deep learning methods. The models are analyzed by metrics such
as the Mean absolute percentage error (MAPE), root-mean-square error (RMSE),
mean absolute error (MAE), and accuracy. The proposed Bidirectional LSTM deep
learning technique exhibits high accuracy and low error rates in order to predict
rice yield in INDIA The results show that Bi-LSTM have better accuracy when
compared to other models, Bi-LSTM and XGB obtain the lowest RMSE errors, the
lowest MAPE error percentage is for Bi-LSTM and the lowest MAE errors is also
for Bi-LSTM. Since Bi-LSTM exhibits crop yield model with better accuracy and
lowest errors it is suitable massive crop yield prediction in agricultural planning.

Keywords Artificial Intelligence + Neural networks - Deep learning + Recurrent
neural networks + Long short term memory

1 Introduction

Crop yield prediction (CYP), a challenging task, benefits farmers in order to take
managerial decisions and financial stands [1]. CYP is challenging because of factors
like environmental and field based features. Also, the food production of the world is
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dependent on CYP for precise forecast which leads to timely decisions [2]. Machine
learning (ML), that act has a stem of Artificial Intelligence, has been implemented
for agricultural prediction enormously in literature [3] due to its behavior of treating
outputs with respect to inherent function of the input features. Precision Agricul-
ture, the field of CYP manages to monitor measure and produce optimized outputs
with response to variability in crops [4]. Current research contributes vastly to esti-
mate the CYP justifiably but always a better performance is preferred [5]. Recently
ML techniques like Clustering, Classification, Regression and Neural Networks are
employed for CYP. In our study data of crop yield and other factors including statis-
tics and Deep Neural Networks (DNN) enables to produce effectual forecasting of
yield. DNN with hidden layers act to be more powerful to reveal the fundamental
nonlinear relationship between input and response variables [6]. In this paper Recur-
rent Neural Networks (RNN) [1] is used to predict and check crop yield. RNN works
with multiple stacked layers that convert the raw data into meaningful representa-
tions. RNN are well suited for modeling functions for which the data is composed of
vectors that involve a time dependency between the values like CYP [7]. It includes
a feedback loop that it uses to learn from sequences, including sequences of varying
lengths. The long short-term memory (LSTM) type of RNN has received enormous
attention in the realm of sequence learning. LSTM a popular variant of RNN has
internal memory to allow long-term dependencies to affect the output [8]. The LSTM
is good for CYP because it is designed to confine to the time dependencies of envi-
ronmental factors, it enables capability to predict crop yield without drop in accuracy
and combined with the bi directional method, the model predicts effectively.

This research aims to evaluate methods to detect rice cultivation in India, using
the LSTM and Bidirectional LSTM (Bi-LSTM) methods. The study compared the
results based on LSTM and Bi-LSTM with traditional machine learning techniques:
Support Vector Machines (SVM), Random Forest (RF) and Gradient Boost(XGB)
Regression. The rest of the paper is structured as Sect. 2 describes related work of
various models used for CYP. Section 3 presents the proposed methodology. Section 4
discusses the results and finally, concluding remarks is discussed in Sect. 5.

2 Review

Many methods exist in literature for CYP and every time an attempt is performed
by researchers to enhance the performance of prediction. In this paper an ensemble
based classification algorithm using Artificial Neural Networks (ANN), Decision
Tree and SVM is designed and implemented to predict crop yield. They try to increase
the accuracy of classification. The authors modeled an learning technique based on
AdaBoost ensemble algorithm and enhancement is performed using genetic opti-
mization technique [9]. Khaki and Wang suggested a DNN model for CYP across
from 2008 to 2016 which was analysed along with methods like Lasso, shallow
neural networks, and decsion tree [10]. You et al. designed a hybrid model with
Convolution Neural Network(CNN) and RNN to predict soybean yield [11]. Kim
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et al. suggested a DNN model for CYP using optimized input features from satellite
products and meteorological datasets from 2006 to 2015 [12]. Wang et al. [13] devel-
oped a Deep Learning(DL) framework to predict soybean crop yields in Argentina
and achieved good results with a transfer learning approach to predict Brazil soybean
harvests. Yang et al. (2019) analyzed the working of CNN to predict rice grain yield
on images and concluded that CNN model gives robust yield forecast through the
ripening stage [14]. This study shares a model to perform soybean yield forecasts in
Brazil using LSTM. They compare performance of linear regression, random forest
and LSTM for forecasting yield and evaluate accuracy [15]. The authors propose
a CNN-LSTM model for soybean yield prediction at the county-level. The model
was evaluated by crop growth variables and environment variables weather data.
They show the results of the experiment that performance of the proposed deep
CNN-LSTM model outperforms the CNN or LSTM model [16]. The above review
instigates that Deep learning can be used for CYP.

3 Methodology

Decision making in CYP require crop response models that make accurate estima-
tions to predict yields [17]. The purpose of the study is to find out whether RNN
can effectually predict crop yield for varying seasons, assess model performance
and compare the same with other models. The machine learning algorithms already
examined with respect to DNN are LSTM and CNN [8]. CNN is a specific class of
neural networks mostly used in image recognition. In this work Bi directional LSTM
is proposed for CYP in order to increase the performance accuracy. A comparison
of machine learning models and feature levels was performed based on the yield
estimation. Models were trained to predict yields from 1997 to 2015 for each state.
Model performance was evaluated using Root Mean Squared Error (RMSE), Mean
Absolute Percentage Error (MAPE), Mean Absolute Error (MAE) and Accuracy.
The input variables for the prediction model include the Crop yield year, Climatic
data and Area Cultivated. The yield prediction is based on the equation y = f(x),
where y is the yield predicted and x is the input data with respect to time.

Figure 1 shows the flow of the research performed. Initially Data Acquisition is
performed and the dataset obtained from [18] is explored for information following
which the data related to rice is extracted. Data preprocessing like encoding cate-
gorical variables, filling missing values and scaling are performed on the derived
dataset. The machine learning model and deep learning model are implemented and
the accuracy and error metrics for the same are analyzed.

LSTM works exclusively for prediction of sequence problems. The different archi-
tectures of LSTM are LSTM, CNN-LSTM, Encoder-Decoder LSTM, Generative
LSTM and Bi-LSTM. LSTM a RNN has an internal state, models parallel input
sequence, process variable-length input to generate variable-length output (Fig. 2).
The memory cell is the computational unit of the LSTM and consists of weights and
gates.
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Huang et al. [19] The objective of a Bidirectional LSTM is to make forward and
backward passes on the features of CYP in order to predict the yield. The past and
future features for a given time help to process the given sequence and thus provide
efficient implementation of the BDLSTM model. This model is trained using back
propagation through time (BPTT) [20] and the passes front and back are carried over
by unfolding the hidden states for all time steps. In fields like phoneme classification,
traffic prediction and speech recognition Bi-LSTM model are significantly better than
unidirectional ones and so an effort is made to use it in CYP [21]. The Bi-LSTM
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model (Fig. 3) generate an output Y, which is calculated by Y; = o(hg, hy) where o
function combines the two output sequences from forward pass and backward pass.

4 Result Discussion

4.1 Data Set

Historical data of Indian agricultural production on various states and districts
acquired from the Indian government web page available in [18] is used. This dataset
is utilized to investigate and analyze production contribution to particular land area.
Dataset used is a Comma Separated Values file. The dataset contained observed
production for rice and other crops between 1997 and 2015 across 646 districts from
33 states.

4.2 Metrics Used

The following indexes are selected to evaluate the forecast model performance: Accu-
racy, Mean absolute percentage error (MAPE), root-mean-square error (RMSE) and
mean absolute error (MAE) [9]. The MAPE is a measure of prediction accuracy in
statistics and is the most common measure used to forecast error, and works best if
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Fig. 4 Actual versus Actual vs Predicted
predicted trend
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Table 1 Formula of .
. Performance metrics Formula
performance metrics
Accuracy Accuracy = %
N | a=p
MAPE MAPE = § 3 | %t
k=1
N
RMSE RMSE = |+ 3 (|Ax — P)?
k=1
N
MAE MAE = 3 YA — Pl
k=1

A Actual value, P Predicted value

there are no extremes to the data (and no zeros). RMSE is the standard deviation of
the residuals errors. Residuals tells how concentrated the data is around the line of
best fit. The RMSE is a measure of the differences between values predicted by a
model and the values actually observed. It is used to compare forecasting errors of
different models for a particular variable and not between variables, as it is scale-
dependent. The values for the above metrics are obtained from Actual Values and
Predicted Values of yield after training and testing the dataset. The sample Actual
versus Predicted trend is shown in Fig. 4. Table 1 shows the formula employed to
find the metrics.

4.3 Comparison

Table 2 shows the performance metrics values for the models which are compared
with Bi-LSTM. The accuracy graph shows good percentage for Bi-LSTM and LSTM.
The MAPE percentage error is minimum for Bi-LSTM. The RMSE error values
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Model Accuracy % MAPE RMSE MAE
%
SVM 88 10.6 0.4601 9.54
RF 90.8 9.02 0.3280 2.98
XGB 90.5 9.60 0.2500 2.65
LSTM 91.6 8.6 0.3350 2.42
Bi-LSTM 93.0 7.8 0.2450 2.11
Accuracy MAFE
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are good for both XGB and Bi-LSTM. The MAE values are good for Bi-LSTM,
LSTM, XGB and RF. The results show that Bi-LSTM is better in predicting CYP
when compared with other methods with respect to accuracy and minimized error

metrics which is shown in Fig. 5.

5 Conclusion

This study analyzed the performance of crop yield prediction using different models
like SVM, RF, XGB, LSTM and Bi-LSTM of which four are machine learning models
and two are Deep Learning models. The yield prediction for test set is reasonable
high in accuracy. The Bi-LSTM model outperforms other models both in accuracy
and stability. The Bi-LSTM computationally scales better than SVM, RF and XGB.
These results contribute to a comprehensive understanding of the response of rice
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yield to variables and the comparative performance of crop yield forecasts across
different types of machine learning algorithms. Further improvement of the yield
prediction modeling could benefit from more explicit information on crop type. The
proposed method shows great potential in improving the accuracy of yield prediction
for other crops like corn, wheat, and potatoes at fine scales in the future.
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Abstract MNC'’s has introduced a Self-driven two-wheeler in the metropolitan
cities, so that vehicle consists of numerous electronics and the major patented is self-
control through smartphones. The most important electronic PCB board is embedded
in an enclosure. The industry develops the enclosure design and production imple-
mentation with the help of Solid works, the 3D enclosure was designed into tow
sub-assemblies, one is cover part and another one is the PCB carrier. The material
for enclosure was selected as per IPC standards. (PA66 30%GF). The enclosure
was also designed as self-locking even without screw. The fasteners (TWIN FAST
SCEW) were selected as per the IPC standards. The metal to non-metal torque rate
was analyzed and selected as per requirements. The mechanical endurance such as
Hardness test and Salt Spray Test were conducted for the selection of screw. The
enclosure was produced using Hot injection molding process.
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1 Introduction

The bounce vehicle principle is based on IoT, the major controls of the vehicle
depends on the IoT. From the powering ON to Powering OFF everything is controlled
through IoT. So the major essential electronic parts are being embedded in the instru-
ment cluster enclosure, that is designed and produced by Squraesri technologies.
IoT security: Review, blockchain solutions, and open challenges are discussed [1,
2]. Modeling of information processing in the internet of things at agricultural enter-
prises and solar powered buildings are more successful [3, 4]. Design and implemen-
tation of vehicle navigation system in urban environments, automatic garage doors
and weather stations using internet of things (IoT) are becoming familiar nowa-
days [5-7]. Managing IoT devices using blockchain platform is developed in many
countries [8, 9]. Secure integration of IoT and cloud computing is described with
several case studies [10]. IoT middleware survey on issues and enabling technolo-
gies is demonstrated [11]. Internet of Things (IoT) is the network of physical objects
embedded with sensors, and computers which will helpful in exchange of data and
information with several systems. There are too many applications with IoT avail-
able such as; Automobiles, Heart monitoring implants, Bio-chips etc., IoT consists
of web enabled devices to collect and send data across the environment using sensors
and processors. A machine to machine communication acts on the information they
get from each other. The lifecycle of IoT is to collect, communicate, analyze and
act on the data information. The sensors are useful in collecting the information in
the manufacturing plant and a cloud platform is created to send the data and events
through a network used in the industry. The analyzing of the data includes filtering
the data, building reports and visualizing the data. The final lifecycle of [oT—Act is
useful in communication to the other machine and send successful notifications to
the other systems effectively and efficiently. IoT works with RFID, Sensors, Smart
technology and Nano Technology. The applications of [oT is wider in the areas of
Medical and Healthcare systems, Manufacturing, Building and home automations,
Transportation, Energy management, Environmental monitoring and so on. Also
the IoT faces several challenges; technological standardization, complexity in the
software, wireless communication, power supply, data volumes and interpretation
and so on. IoT provides dynamic control of the industry and daily life, integrates
human society and physical systems, improves the resource utilization ratio, flexible
configuration, technological integrator.

2 Methodology

The electronic PCB board dimensions were taken into considerations with keeping
all the electronic components embedded into it. After that the area in vehicle which is
allocated for the installation of the enclosure is inspected. An 2D rough draft or sketch
were drawn of the enclosure in simple drawing sheet with all necessary dimensions
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that were taken before. The 3D design is done with keeping 2D sketch as a reference,
in Solidworks software. When the deigning stage is over, the material for production
is selected. Preceding the screw for fastener as well as the manufacturing method
were selected as per the IPC standards. After all the above steps, the production
implementation of enclosure is done by the hot injection moulding method. Then
finally all the electronics are embedded into the enclosure and installed in the vehicle.
The process flow chart methodology is shown in Fig. 1.

PCB board dimensions were measured(all necessary electronics
included).

A 4

The area allocated for this enclosure to be
installed in vehicle is inspected.

A 4

A 2D rough draft/sketch
was drawn initially

A 4

The 3D design is drawn in
solidworks software.

A 4

Screw/ material/ manufacturing meth-
od were selected.

A 4

Production implementation

A 4

Final installation in vehicle

Fig. 1 Methodology
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3 Overview of the Development of Enclosure in Solidworks
Software

While designing the 3D sketch in solidworks software, the 2D rough draft is kept
as the reference which was taken from various parameters while drawing. As earlier
mentioned, the enclosure was divided into two parts, and each part was designed sepa-
rately and then assembled together. So while designing in software several commands
were used to design the enclosure. One of the important step in the design process
is selection of the materials. This systematic selection of the materials will give the
minimization of the cost during the production process. The design engineer should
be aware of the properties of the material and behavior of the materials under several
working conditions. The thermal properties, machinability properties, strength, hard-
ness and other mechanical properties are to be well known the designer. The material
used for the production of the enclosure is PA66 30% GF. PA66 GF30 is a 30% glass
fibre reinforced PA 66(Poly Amide).Poly (hexamethyleneadipamide). Polyamide 66,
or Nylon 66 (PA66) is an engineering-grade thermoplastic.

PA66 provides lower impact resistance when compared to PA6. High strength,
creep strength, toughness are the mechanical properties which are the outstanding
properties of PA66. PA66 is a glass fibre reinforced about 30 percentage to form
PA66 GF30. Glass fibres exhibit high static load withstanding properties at elevated
temperatures.

4 Results and Discussion

MNC’s has introduced a Self-driven two-wheeler in the metropolitan cities, so that
vehicle consists of numerous electronics and the major patented is self-control
through smartphones. The most important electronic PCB board is embedded in
an enclosure. The industry develops the enclosure design and production imple-
mentation with the help of Solid works, the 3D enclosure was designed into tow
sub-assemblies, one is cover part and another one is the PCB carrier. The material
for enclosure was selected as per IPC standards. (PA66 30%GF). The enclosure
was also designed as self-locking even without screw. The fasteners (TWIN FAST
SCEW) were selected as per the IPC standards. The metal to non-metal torque rate
was analyzed and selected as per requirements. The mechanical endurance such as
Hardness test and Salt Spray Test were conducted for the selection of screw. The
enclosure was produced using Hot injection molding process. The material selected
is tested for hardness and salt spray test.
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4.1 Hardness Test

Hardness is the mechanical property which resists deformation which is plastic in
nature when induced by mechanical abrasion. Materials are basically stronger and
harder than plastics and wood. Strong intermolecular bonds are generally present
in harder materials and therefore the behavior of solid material under force gives a
tough behavior under variable loads. The material selected for the enclosure design
provides high hardness and it is found satisfactory.

4.2 Salt Spray Test

For testing the corrosion resistance of the material, salt spray test is performed. The
materials tested for salt spray test are metallic in nature. These materials are also
finished with a surface coating for providing better test results. The material that is
to be tested provides a corrosion protection to the undercovering metal. Corrosive
attacks are produced in the Salt spray testing method. This salt spray test will evaluate
the correctness of the coated material for further usage. The viscosity is very sensitive
to temperature. Shrinkage is of the order of 0.01-0.02 mm/mm [1-2 % ]. The addition
of reinforcing glass fibers reduces the shrinkage to 0.2-1%. Differential shrinkage in
the flow and cross-flow directions is quite high. Mineral fillers yield more isotropic
moldings. PA66 is resistant to most solvents, but not to strong acids or oxidizing
agents. The material selected for the enclosure design provides sufficient success
rate and hence it is found satisfied.

5 Conclusion

The IoT consist of four layers namely; sensor layer, Gateway and Network layer,
Management service layer and application layer. Sensor layer collects and process the
real time information. Gateway and network layer allows the organizations to share
the information’s through the robust networks available in the industry. Management
service layer ensures security and privacy of data. Application layer provides a user
interface for the IoT. The enclosure for electronics to be embedded in it has been
successfully designed and produced by injection molding process. The enclosure has
been installed in vehicle without causing any interruption to other parts and system
in electric vehicle. Hence, the enclosure was designed initially from 2D sketch to
3D model by using Solidworks software, followed by selecting appropriate material
for production and also the fasteners as well and finally fabricated using injection
moulding process.
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General Adversarial Networks: A Tool )
to Detect the Novel Coronavirus from CT |
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Abstract Detection of the novel Corona virus in the early stages is crucial, since
no known vaccines exist. Artificial Intelligence- aided prognosis using CT scans
can be used as an effective method to identify symptoms of the virus and can thus
significantly reduce the workload on the radiologists, who have to perform this task
using their eyes. Among the most widely used deep learning convolutional neural
networks, research shows that the Xception, Inception and the ResNet50 provide the
best accuracy in detecting Covid-19. This paper proposes that using General Adver-
sarial Network (GAN) as a data augmentation technique, in combination with these
models will significantly improve the accuracy and thereby increase the chances of
detecting the same. The paper also compares and contrasts how each of the three
GANSs namely DCGAN, LSGAN, CoGAN, perform in association with the afore-
mentioned models. The main aim of this paper is to determine the most credible GAN
network to carry out the task of data augmentation as well to prove that involving
GANs would improve the existing accuracy of our model, paving way for an effective
approach to train the model.

Keywords CT scans * Artificial intelligence - RT-PCR -+ Data augmentation *
Xception * Inception + ResNet-50 + GAN - Generative network + Discriminative
network + Generator and discriminator training + Deep convolutional GANs - Fully
connected layers + Batch normalization - Coupled GAN - Tuples of GANs -
Marginal distribution - Least squares GAN - PyTorch - Validation accuracy Versus
epoch

1 Introduction

The giant tide of SARS-CoV-2 virus, widely known as Covid-19 or novel corona
virus has swept off all of mankind in one fell swoop and with no known vaccine,
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rapid detection and diagnosis of COVID-19 is of utmost importance in the efforts to
improve the chances for a quick recovery. Detection usually involves taking samples
from the nose, throat and lungs or carrying out a blood test. The standard test for
infection is the Reverse transcription- Polymerase chain reaction (RT-PCR) test and
takes up to two days for results to be received.

There are two major problems with this method-the finite number of detection
kits available and valuable time lost to obtain the results.

Fortunately, tools aided by artificial intelligence (Al) can help in detecting novel
corona virus outbreaks. Although these tools are being used in hospitals to detect
mild cases, it is highly unlikely that these Al tools will replace RT-PCR as the
primary diagnostic tool. A nucleic acid test can be carried out by taking a swab in
any isolated location as per their convenience, while a chest scan has to be performed
in an enclosed space with staff nearby. Also, most of these tools offer an accuracy
of around 96% [1] which, given the sheer amount of COVID positive cases, is not
good enough. In a bid to improve the accuracy, we can incorporate more such deep
learning tools and techniques.

One such technique is the use of GAN’s (General Adversarial Networks) to better
train state-of-the-art models like Xception [2], Inception [3] and ResNet-50, culmi-
nating in better accuracy. GAN is a class of deep learning framework that incorporates
neural networks named generator and discriminator, contesting with each other in a
game-like situation. to add images to the dataset which are as superficially authentic
as possible. This leads to improvement in accuracy. GANs will be dealt with in detail
in Sect. 21.1. Section 2 deals with related work that have been carried out, Sect. 2
elaborates on the different GAN architectures dealt with in this paper, followed by the
experiment performed and then the paper is concluded with the result and analysis.

2 Related Work

A plethora of Deep Neural Networks have been designed to aid in the process of
detection since every new model may train a specific dataset in a better way. Some
of them include using a light CNN architecture based on SqueezeNet [4] for classi-
fication of CT scans that averages a computation time of just 7.81 s. Abdul Waheed
etal. [5] proposed an ACGAN (Auxiliary Classifier Generative Adversarial Network)
based GAN, called CovidGAN to generate synthetic Chest X-Ray images for data
augmentation the training sets along with a CNN model for better detecting COVID-
19. Another Deep Learning framework called the CovNet was proposed to identify
Covid-19 and also distinguish it from other Community-acquired pneumonia (CAP)
and non-pneumonic lung diseases that it can be confused with [6].

Various regression models including Lasso Regression model, Exponential
Smoothing model, etc. have been used to predict the number of COVID patients
to be anticipated in the future [7]. But these tools perform well only when they have
sufficient usable information, accumulating which is not easy. CNN models have
been used not only in classifying CT scans, but are also used in other domains such
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as labelled Waste management [8] and detecting Breast cancer from mammographic
images by using the retrieved similar cases as reference [9].

Not only CNN’s but also VGGNet (which is a significantly more accurate CNN
[10]) has been used for classification purposes. Since 4D imaging is significantly
better in detecting diseases in motion-reliant organs like heart, lungs, etc. than 3D,
a variety of synchronization mechanisms including wavelet de-noising is used to
reconstruct the said 4D image[11].

3 GAN Architectures

All GAN architectures have a unique generator portion or a discriminator portion,
connected in that order.

3.1 GAN

GANSs are basically neural networks that are trained in an adversarial manner to
generate a probability distribution of data that mimics the original probability distri-
bution. It consists of two models namely, the generator and the discriminator. Both
these models compete with each other with an objective of mimicking the original
distribution. The discriminator model performs the classification of whether a given
image is fake (labelled 0) or real (labelled 1). The generator generates images to fool
the discriminator by synthesizing artificial images that have a close resemblance to
the real ones, making it difficult for the discriminator to distinguish the fake (the one
generated from generator) from the real which is sampled from the true dataset. In
essence, the generative network is trained to maximize the final classification error
(between true and generated data), while the discriminative network is trained to
minimize it. Equilibrium is reached when the generator produces samples that follow
the original probability distribution and the discriminator predicts fake or not-fake
with equal probability. It is highly important that both networks learn equally during
training and converge together. So, during the training of the discriminator, we ignore
the generator loss and focus on the discriminator loss, which penalizes the discrimi-
nator for misclassifying real images as fake or vice-versa. Generator’s weights are not
updated. During the generator training, we use the generator loss, which penalizes
the generator for failing to fool the discriminator and generating an image that the
discriminator classifies as fake. The discriminator is frozen during generator training
and only generator’s weights are updated through back propagation.

Consider the training dataset as uniform distribution, p(X), a real image drawn
from it is taken as x and a random image in RY to be z. Let G(z) and F(z) be the
generative and discriminative models, respectively. The generative model generates
an image as its output, G(z). Let p(G) be the probability distribution of G(z). The
discriminative model is tasked with computing the probability that an input image
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drawn is real. Ideally, F(x) = I if x is real and F(x) = 0 if x is generated. The
GAN framework corresponds to a mini-max, with the objective function given by
the equation 1 [12].

max min V (f. ) = Exp [~ logf(9)] + Ex [~ log(1 ~ fg@)] (D

E(x) is the Expected value (or First moment) of a function. f and g are the
respective functions of the generator and the discriminator.
However, in practice this is solved by alternating these two gradient update steps:

step 1 :05™ =0, — 'V V(f'. g") @
step 2 :9;+1 =6, — MV V(F 7, g") )

where A is the learning rate and 8¢ and 0, are the parameters of ' and G. Goodfellow
et al. [12] show that the distribution, p(G), converges to p(X).

3.2 DCGAN

Deep Convolutional GANs are essentially tailor-made GANSs that have certain archi-
tectural constraints that help in stabilizing the learning process of standard GANs
by learning a hierarchy of representations from object parts to scenes in both the
generator and discriminator. Standard GANs are known for being unstable to train.

DCGAN utilizes logical steps towards preventing this instability such as incor-
porating the all convolutional net which replaces spatial pooling functions (like
Max Pooling), the benefits of which are explained by Springenberg et al. [13] and
allowing the generator to determine the down-sampling on its own by providing
strided convolutional layers.

It also includes removing fully connected layers and applying Batch Normaliza-
tion (technique by which each input is transformed to have unit variance and zero
mean) to all but the input layer of the discriminator and output layer of the gener-
ator. Another unique feature is that generators employ the ReLu activation layer
whereas the discriminator uses the Leaky ReLu activation function. Generator and
Discriminator of a DCGAN architecture is shown in Figs. 1 and 2.
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GGenerator

Project and reshape

Fig. 1 Generator of a DCGAN [14] with strided convolutional layers

Discriminator

Fig. 2 Discriminator of a DCGAN with strided convolutional layers with the same dimensions

3.3 CoGAN

Coupled GAN (CoGAN) was proposed as an alternative approach to learn a joint
distribution of multi-domain images from the data. It is a function that assigns prob-
abilistic densities to every joint occurrence of an image in different domains like
images portraying the same scenery but using different modalities or images of the
same face portraying varying emotions like happy, sad, etc. Once this joint distri-
bution is obtained, novel tuples of images can be generated by the GAN. Tradi-
tional approach dictates that to obtain this joint distribution, each set of multi-
domain images must be fed individually as tuples of images. Building such a dataset
consisting of tuples of corresponding images can be quite cumbersome, which greatly
diminishes the application and usability of this concept. COGAN comes to the rescue
since it does not have this correspondence constraint. Rather it just requires a set
of images to be drawn from the marginal distributions of each domain of images.
The architecture of a CoGAN is based on that of a GAN. CoGAN incorporates
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Fig. 3 Weight sharing in CoGAN [15]

a tuple of GANs for each individual image domain, which under normal circum-
stances produces a product of marginal distributions instead of a joint distribution.
This inconvenience is overcome by using a weight-sharing constraint that favors a
joint distribution result over a product of marginal distributions result. This forces
the individual GANs, which decode the high- level semantics of the image to share
the weights with the other GANs. Then the layers of these GANs responsible for
decoding the low-level features translate the shared representation exclusively to fool
their corresponding discriminators. The structure of a CoGAN having two image
domains is shown in Fig. 3 of CoOGAN proposal [14]. Although only two domains
are shown, it can be easily extrapolated to as many domains as required. As discussed,
the first few layers of the generators, which are responsible for extracting high-level
semantics, are forced to share the parameters from a common subset.

Also, the last few layers of the discriminators, which are responsible for encoding
the high-level semantics, are enforced to share the weights. Note that the flow of
information is in opposite directions. Thus, CoGANs effectively synthesizes pairs of
images without the need for correspondence in the input dataset and thereby aiding
in better training the models.

Here the forced weight sharing is represented using a dotted line.As mentioned
earlier, the weight sharing occurs in the first few layers of the generator and the last
few layers of the discriminator.

3.4 LSGAN

The Least Squares GAN is a slightly modified variant of the normal GAN. Standard
GAN employs the ‘Sigmoid Cross-entropy’ loss function in its discriminators while
classifying the synthesized images from the real ones. This loss function may lead to
this undesirable vanishing gradient problem. This problem arises in gradient based
learning methods that update the weights based on the partial derivative (gradient)
of the error function, where in some cases, the gradient becomes vanishingly small
and thereby effectively stops the training process. LSGAN provides a solution by
changing the loss function to the least squares loss function. Study [16] shows that
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Fig. 4 aThe decision boundaries of the two loss functions, b Fake images that may lead to vanishing
gradients, ¢ Effect of LSGAN [15]

this approach is better than the standard GAN in two aspects-generating higher
quality images and learning in a more stable fashion.Least squares loss focuses
on the distance of the image from the discriminator boundary and thus penalizes
generated samples that, although appear on the right side of the boundary, are too
far away from the real data and subsequently the boundary and thus may lead to
vanishing gradients. Figure 4 shows how the LSGAN forces the generated samples
(in magenta) to move closer to the decision boundary.

4 Experiment

For this paper we have used an open source dataset of SARS-CoV-2 CT scan [17],
containing 2482 CT scans in total (1252 positive CT scans and 1230 negative CT
scans). This data has been collected from hospitals in the locality of Sao Paulo,
Brazil.

All the three different GANs were implemented with the help of pyTorch, an open
source ML library. Each scenario consists of a validation phase and testing phase.
In the validation phase, 15% of images were used whereas in the testing phase, 25%
of images were used. All images have a dimension of 75%75*3. A sample for the
fake images generated by the DCGAN is shown in Fig. 5 and their corresponding
generator and discriminator losses with respect to the iterations are shown in Fig. 6.

These images were generated after 5000 iterations. Better quality can be obtained
by increasing the number of iterations.

In addition to the deep transfer models, we added 3 dense layers with sigmoid
activation function in the last layer to classify outputs accordingly. Number of epochs
used to train is 100.

As a first step of approach, we trained all three deep transfer models using the
actual dataset (without GAN). Later, we trained them using the dataset obtained
by concatenating the actual dataset with the datasets obtained from various GANs
(artificial images) individually.
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Fig. 5 Real versus generated images for DCGAN

iterations

Fig. 6 Discriminator and generator loss versus iterations (DC-GAN)

5 Results and Discussion

CT scan is a computerized imaging technique to produce cross-sectional images
using X-rays directed at a patient and interpreting the output signal. There are some
visible attributes in the lungs of patients with COVID- 19 signs, such as ground-
glass “opacities” (darkened and blurry patches in the lung) and zones of greater lung
density called consolidation which are more recurrent, wide-spread and often with
a rounded appearance and peripheral lung distribution when compared to a healthy
person.

For evaluation, we used the confusion matrix which can be obtained explicitly
using inbuilt libraries. The details of the confusion matrix are shown in Table 1.

The below mentioned parameters (4), (5), (6) are used for evaluation along with
accuracy.
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Table 1 Con.fusion matrix GAN\Models ResNetSO InceptionV3 Xception
output for various GANs
DC-GAN [[532 34] [[541 5] [[533 13]
[ 27 528]] [ 31 544]] [ 6569]]
CoGAN [[536 10] [[531 15] [[541 5]
[20 55511 [ 12 563]] [ 12 563]]
LS GAN [[536 10] [[536 10] [[541 5]
[5570]] [ 15 5601] [ 11564]]
o True Positives
Precision = — . “4)
True positives + False Negatives
True Positives
Recall = — : (5)
True positives + False Negatives
Precision*Recall
F1 Score = (6)

Precision + Recall

Here a True Positive refers to a Covid patient being correctly identified as one
whereas a True Negative refers to a healthy person identified correctly as one. A False
Positive is a healthy person incorrectly identified as a Covid patient whereas a False
Negative is a Covid patient was not identified as one. The plots of Validation Accuracy
Vs epoch and Validation Loss Versus epoch for all three of the deep transfer models
in each case (without GAN as well with each GAN) have been provided. Xception
has the most deviation among the models considered but it also has the best validation
accuracy among them. The series of tables drafted below shows the brief analysis of
the results obtained (Fig. 7).

Table 2 shows the results obtained by testing the deep transfer models trained
without GAN implementation. As we can say, Xception tops the list with its accuracy
being 97.26% which is a considerably good result.

Because of Xception’s complex network architecture, which simultaneously trains
3—4 small networks and concatenates all the results together for further processing,
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Fig. 7 Validation accuracy and validation loss plot for deep transfer models without GAN



226

R. Shriram et al.

Table 2 Test results Of_3 Model / Results ResNetSO | InceptfonV3 | Xception

deep transfer models without

using GAN architecture Testing accuracy 94.52 96.3 97.26
Precision 0.928 0.948 0.96
Recall 0.981 0.981 0.987
FI score 0.948 0.965 0.974

it can learn more details than ResNet50 consisting of 50 layers, whose architecture
is more of a repetitive one. Same analogy goes with InceptionV3 as its architecture
is less complex when compared to Xception’s but more than ResNet50’s.

Table 3 shows the results obtained by testing the deep transfer models trained with
the LS-GAN dataset along with the real dataset. This significant improvement in each
deep transfer model’s results attests the use of augmentation, especially using GAN.
Here, ResNet50 tops the list with an accuracy of 98.66%. It has improved its accuracy
to 4.14% which is to be noted. Due to the increase in dataset size, ResNet50 has
a greater exposure resulting in its improvement. Xception performed exceptionally
well with its accuracy being 98.57% which is much comparable with ResNet50, with
an improvement of 1.31%. InceptionV3 also showed improvement in its accuracy
with a difference of 1.47% which is more than Xception’s (Fig. 8).

Table 4 shows the results obtained by testing the deep transfer models trained with
CoGAN implementation. Here, Xception tops the list in this analysis with its accuracy
being 98.48%, followed by InceptionV3 and ResNet50. All the deep transfer models
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Fig. 8 Validation accuracy and validation loss plot for deep transfer models with LSGAN

Table 3 Test results Of,3 Model / Results ResNet50 | InceptionV3 | Xception

deep transfer models using

LS-GAN architecture Testing accuracy 98.66 97.71 98.57
Precision 0.991 0.973 0.98
Recall 0.982 0.982 0.991
FI score 0.986 0.977 0.985
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showed improvement in its scores with ResNet50 being the highest with an increase

of 2.8% (Fig. 9).

Table 4 Test results Of,3 Model / Results ResNetSO | InceptionV3 | Xception
deep transfer models using
CoGAN architecture Testing accuracy | 97.32 97.59 98.48
Precision 0.964 0.978 0.978
Recall 0.982 0.973 0.991
FI score 0.973 0.975 0.9845
Validation accuracy Validation loss
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Fig. 9 Validation accuracy and validation loss plot for deep transfer models with CoOGAN

Table 5 Test results of 3
deep transfer models using
DC-GAN architecture

Model / Results ResNetSO | InceptionV3 | Xception
Testing accnracy | 96.52 96.79 98.31
Precision 0.97 0.946 0.989
Recall 0.958 0.991 0.976

FI score 0.964 0.968 0.9825
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Fig. 10 Validation accuracy and validation loss plot for deep transfer models with DC-GAN
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Fig. 11 Accuracy comparison

Table 5 shows the results obtained by testing the deep transfer models trained with
DCGAN implementation. Here, Xception again tops the list in this analysis with its
accuracy being 98.31%, followed by InceptionV3 and ResNet50. Here, DCGAN
has the least incremented results among the GANs taken into consideration, yet
shows a significant improvement when compared to results obtained without GAN
implementation (Fig. 10).

From the above analysis, we can say that models trained with LSGAN augmented
images proved to be the best among the GANs considered in this proposal. This is
due to the ‘least squared’ loss function which solves the vanishing gradient problem
confronted by the other GANs here, resulting in a greater stability. LSGAN works
with the advantage of penalizing those samples that have no gradients though they
have been classified rightly (Fig. 11).

6 Conclusion

In this paper, the detection of the novel coronavirus proved to be more efficient by
augmenting the already available dataset [16]. The fabrication of artificial images
was primarily based on the adversarial network GAN. The main aim of this paper is
to determine the most credible GAN network to carry out the task of data augmen-
tation as well to prove that involving GANs would improve the existing accuracy of
our model, paving way for an effective approach to train the model. From our anal-
ysis, ResNet50 (98.66%) and Xception (98.57%) trained with LS-GAN augmented
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images provides the best testing accuracy. The best improvement between archi-
tecture implemented without GAN and with GAN can be observed in ResNet50
implementation with LS- GAN (4.14%). The pre-processing phase involved here
solves the issue of limited datasets available in the biomedical areas of research and
also aids in training the Deep Learning models more efficiently. The work carried
out in this paper could be further experimented by venturing into other recent and
robust versions of GANs.
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VLSI Implementation of Multipliers )
for Artificial Intelligence Applications: i
A Survey

R. Karthick, S. Shanmuga Raju, G. Abinaya, G. Ashwanth, and G. Kaviya

Abstract As the competition among different multiplier models keeps rising we
have explored a 2-speed, radix-4, serial-parallel (SP) multiplier for stimulated appli-
cations like Machine Learning and Artificial Intelligence. The designed multiplier is
a variant of the modified radix-4 with serial-parallel (SP) Booth multiplier that skips
over the zero operations and adds only the ones in Booth encodings, making the
latency dependent critical paths are taken for process so that throughput and latency
are invoked higher for a subnet of multiplier values. We show that for bit widths of
32 and 64, our optimizations can result in a 1.42 times to 3.36 times improvement
with the standard parallel (P) Booth multiplier in terms of time—area depending on
the incoming set.

Keywords Multiplier - Speed optimized -+ Dynamic CMOS - Booth multiplier

1 Introduction

Manipulating data on multiplication is the most important milestone in applications
like Artificial Intelligence(Al), digital signal processing (DSP) and machine learning
(ML), detailing the delay, area, power and overall performance of parallel(P) imple-
mentations. An extensive work on optimizing the multiplication circuits, however,
the problem is that Wallace or dadda tree in combination with higher radixes on
modified Booth algorithms. Parallel-Parallel (P-P), Serial-Parallel(S-P) and serial-
serial(S—S) in which any one of the multiplication that is generally performed in
digital circuits. Modified Booth algorithm, in which we target serial-parallel(SP)
two-speed multiplier (TSM) that rigidly adds only the ones encoded parts of the
multiplication and bounce over the zero encoded portions.

In AL, DSP and ML implementations, the improvement in performance of a design
depends on the turned down precision representations, to gain computational accu-
racy we strive for the bottom-most possible bit width. Exactness is usually fixed at

R. Karthick (X)) - S. Shanmuga Raju - G. Abinaya - G. Ashwanth - G. Kaviya
Department of Electronics and Communication Engineering, Dr.N.G.P Institute of Technology,
Coimbatore, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022 231
R. Ibrahim et al. (eds.), International Conference on Artificial Intelligence

for Smart Community, Lecture Notes in Electrical Engineering 758,
https://doi.org/10.1007/978-981-16-2183-3_22


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-2183-3_22&domain=pdf
https://doi.org/10.1007/978-981-16-2183-3_22

232 R. Karthick et al.

design time, and therefore, any changes in the requirements entail that further modi-
fication involves reconfiguration of the implementation. In cases where a tiny bit
span would be sufficient, the design runs at bottom efficiency since least mandatory
computation is taken on. To lighten this, mixed-accuracy algorithms intended to be
used in a lower bit span some partition of time, and a substantial bit space when
necessary. Two data paths that make the operation at different precisions which is
normally implemented in the circuit.

The target of the paper is to remove a portion of the computation completely and
significantly during the runtime which is a dynamic control structure. The goal is
accomplished using modified serial Booth multiplier, which is independent of loca-
tion and skips over encoded entire-zeroes or entire-ones computation. A parallel bit
arrangement of all operands both multiplicand and multiplier that is designed to give
a smart block which can be injected into existing Al bots, DSPs and ML. For certain
intake sets, the multiplier hits considerable striking improvements in computational
system performance. The main benefits of this method are as mentioned below.

(1) Thedatapath of the booth multiplier has two sub-circuits. These circuits operate
at different critical paths.

(2) Implementing two critical paths in booth multiplier provides enhancement in
bit-pattern calculation and increases the throughput. Therefore its results in
reduced time and improved latency than conventional multipliers.

(3) The FPGA implementation of the proposed multiplier model for evaluating
the performance and comparison of throughput with conventional multipliers
(Fig. 1).

Fig.1 Multiplier Multiplicand
architecture
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2 Related Works on Multipliers for Al

2.1 Booth Multiplier, Dadda Multiplier, Wallace Multiplier

Vasudeva et al. [4] proposed a “Study of 8 Bits Fast Multipliers for Low Power
Application”. In VLSI the design of multipliers is the most complex architecture
block. Designing the multiplier may face challenges in optimizing power, delay and
area. When the number of stages is increased the width of the multiplier is also
increased which leads to complexity in Areas. For accuracy and high sampling rate
wide bit width is required. So the requirement for designing and developing an IP
for high speed applications. The design is proposed utilizing the basic multiplier
building blocks. In this paper we analyze the different types of 8-bit multiplier and
compare their performance. We are comparing three multiplies namely modified
Booth, Wallace and Dadda.

Modified Booth’s Multiplier:

Booth’s algorithm is commonly used for multiplication of signed numbers because
it is the most powerful algorithm to perform multiplication of signed numbers. This
multiplier frequently performs addition of A or S with P and performs arithmetic
right shift in P register. The algorithm of booth multiplier as follows:

x—multiplicand and y—multiplier

Step 1: fill the A with x bits and y + 1 zeros, similarly S with —x and y + 1 zeros
also p with x + y + 1 zeros

Step 2: check the last two bit of p

Ifitis O1 perform P + A.
If it is 10 perform P 4 S.
If it is 00,11 do no operations.

Step 3: Shift the values obtained to one bit right.

Step 4: Repeat step 2 and three y times.

Step 5: Eliminate the MSB of P, and the resultant is obtained.

Wallace Multiplier:

In Wallace multiplier the delay is always equivalent to logarithm of operand size.
The operation of wallace multiplication follows:

Step 1: The bits are grouped for the product.

Step 2: Using carry save adders the product matrix is reduced to a two rows

Step 3: fast carry propagate adder will add the remaining two rows and the final
product is obtained.

The Wallace tree is a family of column compression multipliers (Fig. 2).

Dadda Multiplier:

The Dadda multiplier with carry look ahead reduces the number of rows in the
multiplication process. The counter numbers are less in this method. This reduction
in counter placement will provide a reduction in partial product. The figure shows
the flow of the Wallace multiplier (Fig. 3).
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Fig. 2 Wallace multiplier

Fig. 3 Operation 8 x 8 bits
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After analyzing the performance parameters like speed, area and power consump-
tion of Booth, Wallace, and Dadda multiplier it can be concluded that Dadda multi-
plier is best in considering area, Booth multiplier provides better power optimization
and Wallace tree multiplier provides better delay optimization. When the number of
interconnections between the building blocks increases there will be increase in the
intermediate stages of the multiplier. This paper shows that the Dadda multiplier has
a 76.5% increase in interconnections as it has more number of inter-stages.
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2.2 Vedic Multiplier

Sri Lakshmi et al. [1] proposed “Design and Implementation of High-Speed Vedic
Multiplier Using Hybrid Full Adder”. A novel multiplier architecture is introduced
which includes the algorithms like Array, Modified Booth, Dadda multipliers etc. A
multiplier based on Vedic mathematics is discussed in this paper. Vedic mathematics
is an ancient method of sutras for mathematical calculations. The special purpose
of Vedic maths is it reduces the complicated calculations by calculating the partial
products in prior before the beginning of actual operations of multiplication so that
the optimization in time and delay can be achieved. A novel hybrid vedic multiplier
approach has been discussed. In this paper a Vedic Multiplier with CSA is used to
increase the speed. The half adders and full adders in existing Vedic multipliers are
replaced by hybrid adder and compressor adders and comparison has been performed.
Compressors are the logic circuits that can add 3 or more bits simultaneously. Hybrid
full adder is also a kind of full adder with a lesser number of gates so that the area
is reduced. Therefore, by observing all the above results, we can conclude that the
hybrid adder is more power and delay efficient. Though the compressor has more
power and area efficiency compared with normal conventional full adder design,
hybrid adder is giving even better results compared with compressors. So, hybrid
adders give better performance among these three adders circuits (Fig. 4).
Compared with conventional adder the hybrid adder has a delay of 7.04%, power
of 11.12% and area has 1.46% respectively. In comparison of hybrid adder with
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compressors the delay, power and PDP got reduced by 2.02%, 1.43% and 3.74%
respectively. Finally conclude that hybrid adder with vedic is gives better efficiency
compared with conventional full adder and compressors.

2.3 Wallace Tree Multiplier with Kogge Stone Adder

Sundhar et al. [5] proposed the “performance analysis of wallace tree-multiplier with
Kogge stone Adder using 15—4 compressor” (Fig. 5).

Wallace multiplier using full adder and half adders to bring down the partial
product from three to two rows and then two partial products are added using the
final adder. In this paper an approximate 16 x 16 bit Wallace multiplier using 15—
4 compressor architecture is designed and if we compare the performance of this
multiplier with Kogge stone adder, it is using the same architecture of multiplier
using parallel adder. This architecture infers that kogge stone adder is faster when

Fig. 5 Overall architecture of 16 x 16 Bit wallace tree
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we are compared to the multiplier with parallel adder since Kogge stone adder is
basically a parallel prefix adder. This adder has the fastest addition based on design
time. Hence this multiplier occupies about 15% of total coverage area and dissipated
power and delay are also highly reduced.

2.4 Array Multiplier

Devi et al. [6] proposed “low power optimized Array multiplier with reduced area”.
In this paper a 32-bit design of power and reduced area optimized unsigned array
multiplier is proposed. This multiplier is a 32bit array multiplier which makes use of
Carry Select Adders (CSAs) to execute partial product additions. This adder’s area
is expanded but delay is reduced. Ripple Carry Adders (RCAs) are the adders that
have a closely packed area but they are the slowest type of adders (Fig. 6).

On the other hand, carry look ahead adder (CLA) is the high-speed adder but they
are the worst from the area point of field of vision. Hence carry select Adder (CSA)
have been considered as the best comparing with RCA and CLA because they offer
a good counterbalance between compact areas of RCAs and short delay of CLAs.
The array multiplier with CSA uses modified booth algorithm with greatest power
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Fig. 6 Array multiplier with carry select adder
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compression technique to minimize the power dissipation upto 22% and reduction
in area is also achieved.

2.5 Array Multiplier with OTFC

Aruna et al. [2] proposed “A low power and high speed Array multiplier using on-
the-fly conversion”. In this multiplier design with single precision truncation, the
product of 2 N-bits produces 2 N but partial products, excluding these 2 N bit partial
products, are going to be divided into 2 N-(n/2) bits and N/2 bits. As a result finally,
2 N bits are created by adding the above bits using ripple carry adder (Fig. 7).

The array multiplier outlined in this paper is designed and enforced with no
truncation or addition approach; instead it is executed using a typical array multiplier
scheme. The proposed array multiplier produces the high order bit (MSB) of the
final product. The multiplier design leverages on the fly conversion converter that is
implemented as the tail end of the multiplier. This is to achieve the expedited carry
propagation in the last leg of multiplication. The OTF conversion logic is achieved to
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Fig. 7 Array multiplier with OTFC
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Table 1 Comparing existing multiplier

S. No. Multiplier Delay (ns) Power (mW) Area

1 Booth multiplier 3.75 3.24 214 LUTs
2 Dadda + CLA multiplier 2.56 5.65 878 pm?

3 Carry select multiplier 46.23 155.4 4034 LUTs
4 Variable carry skip multiplier 40.6 153.7 3970 LUTs
Table 2 Comparing recent multipliers

S. No. Multiplier Delay (ns) Power (mW) Area

1 Vedic + Full adder multiplier 13.64 173.2 3653 LUTs
2 Vedic + Hybrid adder multiplier 12.12 170.71 3396 wm?
3 Array multiplier 3.14 9.89 5349 LUTs
4 Radix-4 S-P multiplier 21.28 4.35 87 LUTs

5 Wallace multiplier 3.125 0.42 1570 pm?

provide constant delay irrespective of input bits processed. Hence the array multiplier
with OTF conversion has a minimum array, smaller area and less energy.

3 Comparison on Existing Multipliers

See Table 1.

4 Comparison on Recent Multipliers

See Table 2.

5 Resultant Efficiency Chart

6 Conclusion

The proposed multiplier is divided into two sub circuits which operate at different
critical paths. The design of CMOS Multiplier that will be highly adaptable to Al,
ML and DSP kind of applications. The Multiplier is designed for bit width of 32 and
64, expecting an improvement of 3 x and 3.56 x respectively. On comparing the
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standard parallel multiplier, this design gives 3.64 x improvement in area and delay.
Upcoming works on application will take complete feature of two speed optimization.
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J. K. Krithika, Yayha Norashikin, K. Porkumaran, and S. Prabakar

Abstract Bone age assessment is done to analyse the skeletal maturity according
to their chronological age. This is done by radiograph method considering the left
hand or wrist. Bone age assessment is done by comparing the chronological age to
assess the endocrine disorders and pediatric syndromes. Earlier the manual method
was used, where the radiologists compare the radiograph image with the atlas and
estimate the age of the bone. In this study, the analysis and classification of the x-ray
image of the left hand is experimented to determine the bone age. Here the bone
age analysis method involves the segmentation of the image, feature extraction and
classification using support vector machine(SVM). The results obtained is future
used to assess the skeletal abnormalities.

Keywords Support vector machine - Feature extraction - Hand X-ray image -
Region of interest

1 Introduction

Bone is connective tissue. There are 300 soft bones which are formed during the birth,
then the cartilage grows and slowly replaced by hard bone. During the adolescence
period there are 206 bones formed. These bones have their own blood vessels and
made up of living cells. The longitudinal growth in long bones is due to process
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of endochrondral ossification and width growth is by the development of skeletal
tissue directly from the fibrous membrane [1]. Bone age assessment is done by
comparing the chronological age, which is used for diagnosis of endocrine disorders
and pediatric syndrome. Osteoporosis is a skeletal disease, which is caused due to
low mineral density in the bone. This is diagnosed by measuring the bone mineral
density (BMD) [2]. The Radiograph images are used as they are quite safe, the
exposed radiation is less. The use of age assessment in social development is to
identify the details about the refugee, this also used in criminal cases and also for
forensic reports [3].

2 Problem Statement

Bone age helps to evaluate growth but the children does not mature at the same time,
which makes it difficult to evaluate the growth. Usually the bone age assessment
depends on radiologist experience, it is carried out by visual evaluation of the skeletal
development using GP atlas. In manual approach, bone age assessment varies from
one scientist to another. It is also time consuming and may lead to errors.

In this research method, it will focus on analysis of the left hand x-ray image. This
is done by taking the ROI part and Extracting the image. This research will result
in development of automated bone age prediction algorithm using machine learning
technique.

3 Objectives

The assessments that will be carried out are about the bone age analysis from x-ray
image radiograph, to achieve few goals:

1. To analyze the bone from the x-ray image at various level of age.
2. To develop and evaluate bone age prediction algorithm by using machine
learning technique.

4 Literature Review

Osteoporosis is a skeletal disease due to low bone density; this is diagnosed by
measuring the bone mineral density. Bone age analysis was also used for evaluating
the growth and diagnosis of pediatric syndrome and endocrine diseases.

There were different methods for determining the bone age. CT was used but it
was not preferred as its radiation is high. MRI is being developed, but requires more
research. Ultrasonography is used but it is not accurate as radiographic methods [3].
In ultrasound method 2 transducers are used, one produce ultrasonic waves and other
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one is the receiver. Radiograph method where considered as the predominant method
for bone age analysis. A study was conducted by using the mammography x-ray,
which has the high image quality. The method used was dual energy x-ray absorp-
tiometry (DEXA) and sonography. The DEXA is more accurate but it is expensive
and radiation emitted is more. It is used in spine and hip. Sonography method is
radiation free and its cost is low. It is usually used to assess the bone mineral density
of peripheral bones (heel, knee cap) [5].

Studies were not only done in hand bone but few studies done the bone age analysis
by dental maturity, it was used for forensic purposes, but not used in diagnosis of
endocrine diseases. The other method is by iliac bone, it was determined based on the
degree of maturation of the iliac crest apophysis, but this was a drawback one as the
ossification is not uniform in iliac crest apophysis. The other method is by femoral
head, which is the alternative way by assessing the depth of the epiphysial cartilage
of femoral head which is continuously being ossified. Ossification is complete and
most of the cartilage is replaced by bone remaining cartilage, which is called as
hyaline articular cartilage. The bone age analysis was first done manually in tooth,
later in bones such as skull, foot bones, knees, spinal cord, pelvis, rib, femur, carpals
and epiphyses of the ulna and radius. The main characteristics of the bone age
assessment are fusion of bones. The problems in manual approach is time consuming,
it varies from scientist to scientist, it may also lead to error and during surgery
over estimation or under estimation of bone length may lead to deformity. But in
automated bone age analysis, according to Dinesh M.S the radiograph must have
preprocessing, segmentation, image enhancement, rotation of bone pixels to proper
angel, measurement analysis and decision analysis [6].

An attempt using the SVM classification method has been introduced by Markus
Harmsen et al. [4]. The semi-automatic BA analysis developed by combining the
support vector machine with cross correlation to a prototype image for each class.
The evaluation of BAA is presented by comparing the nominal and real- valued
SVM with k nearest neighbor classification. According to this automated BAA,
there are some step that have present: (1) Extract 14 epiphyseal regions from the
radiographs; (2) retain image features using the image retrieval in medical application
framework; (3) Use these features to build a classifier model (training phase); (4)
Evaluate performance on cross validation (testing phase); (5) Classify unknown hand
image (application phase). These all steps have been implement by using C++ and
SQLite database version 2.8.17. Therefore, based on the 1097 hand radiographs
of 30 diagnostic classes in range 0—19 years, the nominal and real-value SVM are
resulting 91.57% and 96.16% accuracy respectively. However, in all the study done,
can observe that the SVM classification method have the higher accuracy and state
that the simple classification for the BA analysis. However, some improvement of
feature extraction is required as to achieve the BA assessment more efficient and can
classify to the age level categories.



244 J. K. Krithika et al.

Detection of ROI
(midfinger)

\ Middle finger

Calculation of the im-
age properties of mid-
finger

Classes (5-

12yrs)

SVM

Classes (13-
18yrs)

Fig. 1 Simplified performance model of automatic bone age analysis

5 Proposed Work

The detection and feature extraction of the hand bone x-ray of different image is
the significant work done in the bone age analysis. The input images are taken from
the website, and feature is extracted and the trained data is feeded into the classifier

(Fig. 1).

5.1 Input Image

The image dataset of the left hand is taken from the website kaggle.com. The test
dataset and trained datasets are downloaded, about 10,000 and above datasets for
each dataset. The dataset of the images is obtained with the CSV, which contains the
information regarding the person’s age, sex that are used for training.

5.2 ROI Extraction

The first stage used for segmentation. The middle finger is labeled using the toolbox
in mat lab for all 120 images. Middle finger is considered because of prominent
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growth of bones. After labeling of the image the data is exported into the workspace
in tabular form.

5.3 Feature Extraction

Feature extraction is the next stage. From the ROl image the mean, standard deviation,
maximum value, energy, variance is determined. Normalization was also considered
and the output was compared between before normalization and after normalization.

5.4 Classification

The feature extraction will undergo the classification method. All the classifier was
used to find the better classifier for classification. From the work it was found that,
linear and quadratic svm has better classification accuracy.

5.5 Result of Training the Dataset for 120 Images

See Figs. 2, 3,4, 5, 6 and 7; Table 1.
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From the 120 images it is found that before normalization, the accuracy is 89.2%,
which is greater when compared to after normalization. Because during normal-
ization the raw data of the image may be missed. For less number of images, the
parameters used for feature extraction was enough and from this it is proven that
linear classifier gives the good result.
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Fig. 6 Cubic SVM after normalization
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5.6 Result of Training the Dataset for 336 Images

See Figs. 8,9, 10, 11, 12 and 13; Table 2

Moded 1.3

For more no of images, the accuracy after normalization and before normalization
does not vary much, but comparing to 120 images, the accuracy obtained in this is
less. Because for higher no of images the parameters used such as mean, standard
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Table 1 Accuracy obtained

for 120 images

Prroctictedd class

Classifier name

Accuracy % (after
norm)

Accuracy %
(before norm)

Linear SVM 87.5 89.2
Quadratic SVM 86.5 88.3
Cubic SVM 85 85

Fine Gaussian SVM | 86.7 86.7
Medium Gaussian 85 84.2

SVM

deviation, energy, minimum value, maximum value, variance for feature extraction
is not enough. The accuracy always dependent on the feature extracted.

6 Classifier Result

Once the extracted features are fed into classifier, it is trained and the result is gener-
ated as a code in the workspace. From the generated code, the Validation accuracy and
validation prediction of the images are obtained. For testing the obtained program,
more than 10 images are labeled again and feature is extracted from it and fed into
the code generated for the result Fig. 14.
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From the figure the result is obtained. The accuracy for classification is 89.2% as
the code generated is by the linear classifier at accuracy 89.2%. 8 images for each
class was fed., Totally 16 images were fed into the generated code and the validation
accuracy is 0.8750 and for class 1, only 1 image was predicted wrong and for class
2, 1 images where predicted wrong.
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Fig. 11 Quadratic SVM after normalization

7 Conclusions

Confusion Matrix

Model 1.2

2
Predicted class

In conclusion, the bone age reflects the skeletal maturity when differing significantly
from chronological age. There were a lot of method to automate the analysis of the
bone age that will be time consume for the radiologist in analysis the radiographs of
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bone age but in this analysis, the reliable feature extraction is the most important key
point for analyze the development of the bone age. However, in the implementation
of the image processing for feature extraction as inspected ROI image have been
done as the proposed methodology. The method contains the detection of ROI using
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Table 2_ Accuracy obtained Classifier name Accuracy % (after Accuracy %
for 336 images
norm) (before norm)
Linear SVM 81.5 81.3
Quadratic SVM 83.5 83.6
Cubic SVM 80.7 81
Fine Gaussian SVM | 80.4 81.8
Medium Gaussian 81.0 81.5
SVM
A BASTUAR R0  scaderre = x
T
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Fig. 14 Classified result of the given test images

parameters like mean, variance, energy and then the images are trained in the SVM

classifier.
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Multi-Class SVM Prediction Model m
for Lung Cancer Diagnosis L

D. Lakshmi, J. Sivakumar, and S. Ramani

Abstract Detection of lung abnormalities is essential in the field of medical diag-
nostics in order to reduce mortality. Early and correct diagnosis of these lung abnor-
malities leads to timely and appropriate treatment thereby reducing the mortality.
This area of research always faces a challenging task to differentiate the cancerous
tissues from non-cancerous tissues using CT images. This paper presents the SVM
prediction model for the characterization of lung tissues namely fibrosis, suspicious
of TB and carcinoma. This model is designed with three set of features formed with
Gray-Level Co-Occurrence Matrix (GLCM) and Gray-Level Run- Length Matrices
(GLRLM) and is evaluated using True Positive Rate, False Negative Rate, Posi-
tive Predictive Value, False Discovery Rate. The classifier model shows trustworthy
results with classification accuracy ranging between 93.9% and 98.6% respectively.

1 Introduction

In India, Non-Communicable diseases lead to mortality rate of 9% and 11% due to
cancer and chronic respiratory issues [1]. General clinical practice includes various
non-invasive techniques in the management and diagnosis of lung abnormalities.
These techniques offer great potential in the disease prediction and treatment. Devel-
oping countries conduct the lung cancer screening with a higher risk of diagnostic
procedures even for benign tissues and extreme treatment for over diagnosed cancers
[2]. Recently, integrated back scattering technique in endobronchial ultrasonography
has been used in the lung cancer diagnosis [3]. Bayesian Network (BN) predicts
better than SVM for two-year survival in non-small cell lung cancer patients with
missing variables. The logistic regression model to the BN has an Area Under Curve
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(AUC) of 0.71, 0.75 and 0.76 for the Ghent, Toronto and Leuven datasets respec-
tively [4]. Selection of textural features is another major challenge in the character-
ization of lung tissues. Interobserver variability in texture analysis including lesion
morphology, image acquisition parameters, segmentation parameters, the number of
texture features and the category must be dealt that result in satisfactory outcome in a
clinical trial [5-9]. The role of non-linear classifiers in medical imaging diagnostics
is significant in the non-invasive characterization of lung abnormalities. Multiple
kernels based SVM has nowadays become effective in the characterization and
staging of lung diseases from CT images.

2 Literature Survey

Cancer is a multifaceted disease and many automated cancer detection systems are
proposed in literature. A predominant research work is based on classification of later
stages of lung tumors commonly termed as malignant. Early detection of cancer also
known as prognosis is not straight- forward as information about cancer biomarkers
are not known clearly. Detection of cancer from CT images involves feature extraction
and classification using machine learning algorithms such as ANN, Decision Tree,
Linear Discriminant Analysis, SVM, Nearest Neighbor classifier and Bayes Clas-
sifier. Recent literature reports that SVM classifier outperforms other conventional
classifier systems in lung cancer detection. SVM performs a two-class classification
by transforming the input data to higher dimensional feature space through a linear or
anon-linear mapping function. It identifies a decision boundary known as hyperplane
that maximizes the separation between the input variables in feature space. Keshani
etal. [10] proposed a SVM based lung nodule detection system from CT images. The
classifier was trained on 2D stochastic and 3D anatomical features to detect the nodule
areas. They reported an overall detection accuracy of 89% and false discovery rate of
7.3% per scan. Thomas et al. [11] proposed a data fusion technique to combine the
genomic and proteomic data for breast cancer detection. They proposed a weighted
average Least Squares SVM (LS-SVM) classifier for cancer classification. They
report classification performance of various conventional classifiers based on ROC
analysis. Shen et al. [ 12] proposed a bidirectional chain coding scheme and used SVM
classifier to segment the lung nodules from CT images. They reported a segmentation
accuracy of 92.6% with the proposed scheme. Huang et al. [13] compared the clas-
sification performance of standalone SVM and SVM ensemble classifier in breast
cancer analysis. They reported that SVM ensemble classifier based on RBF kernel
function outperformed other classifi-ers used in the analysis. Froz et al. [14] proposed
a combination of textural features based on artificial crawlers and used SVM classi-
fier for differentiating lung nodules from non-nodules of CT images. They reported
a mean accuracy of 94.3% and AUC value of ROC curve of 0.922 for RBF kernel
SVM classifier. A study done by Wang et al. [15] compared several classical machine
learning methods like Random Forest(RF), Support Vector Machine(SVM), Adap-
tive Boosting (Ada-Boost), Back Propagation Artificial Neural Network(BP-ANN)
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with Convolution Neural Network(CNN) architectures for the classification of lung
nodules from metastasis of Non-Small Cell Lung Cancer(NSCLC). The effect of
textural features over diagnostic features in the discrimination of these lung nodules
is compared and the results are very attractive. Orozco et al. [16] presented RBF
kernel based SVM classifier utilizing wavelet features for the clinical data taken
from LIDC and ELCAP data base and obtained an accuracy ranging between 81 and
100. Makaju et al. [17] proposed SVM model to classify the lung nodules into benign
or malignant with a maximum accuracy of 86.6%. Hassen et al. [18] experimented
stepwise Forward Selection and Principal Component Analysis (PCA) based SVM
for the classification of lung diseases. Hybridizing PCA, FCM and SVM improves the
classification accuracy. Ajin and Mredhula [19] analyzed the behavior of combining
Radial Basis Function and Polynomial Function in the classification of different
Interstitial Lung Disease (ILD) patterns. Combining these two functions referred as
Hybrid kernel based SVM is able to differentiate these ILD patterns with accuracy
better than the ANN, K- Nearest Neighbor and Deep CNN. Optimizing the SVM
kernel function may greatly reduce the prediction time and [20] obtains the classifi-
cation accuracy of 99.17% for 70 number of nodules. A retrospective study done by
Dennie etal. [21] evaluated 55 patients differentiating primary lung cancer with gran-
ulotamous nodules and results in an accuracy of 64.8%. Mohana et al. [22] proposed a
method based on Nearest Neighbour for the detection of lung cancer. GLCM features
are extracted and using these features the cells are classified as benign and malignant.
Nearest Neighbour classifier achieved an accuracy of 98.76%. Senthil and Shubha
[23] implemented a method based on Back Propagation Network for lung cancer
detection. Seven features are selected using Principal Component Analysis (PCA).
The parameters and weights for BPN are optimized using Ant Lion Optimization
(ALO). Their experimental results shows an accuracy of 87.1%, 93.2% and 99.1%
in Stage I, Stage II and Stage III respectively.

3 Proposed System

3.1 Subject Selection and Dataset

Our Cohort includes 17 subjects of multi-slice chest Low-Dose CT images. The
specification of CT images includes tube voltage of 120kV, tube current ranging
between 120 mA and 220 mA and slice thickness between 0.3 mm and 0.7 mm and
is stored in Digital Imaging and Communications in Medicine (DICOM) format.
Dataset comprises of individual slices of each patient expressed as 512 x 512 matrix
with a 8- bit gray-level stored in Bit-Map format. The number of slices representing
healthy person is 123, fibrosis is 103, carcinoma is 185 and the suspicious of tuber-
culosis case is 50. The other cases include fibrosis and the suspicious of tuberculosis
cases. This work uses histopathological test as the ground truth for categorizing lung
tissues. This paper proposes SVM prediction model for the differentiation of various
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lung tissues namely suspicious of TB, fibrosis and carcinoma. The work aims at the
implementation of highly accurate SVM prediction model with very less prediction
time.

3.2 Methodology

As shown in Fig. 1 our classification procedure begins with unsupervised segmenta-
tion of lung tissues from 440 number of low dose CT images comprehensively. GLCM
involves extracting first order features specifically contrast, correlation, homogeneity
and energy. These features are computed along the four directions given by angle 6
resulting in 16 number of features. Entropy is also calculated for the tissues inside the
lung parenchyma and outside the lung parenchyma defining model with 18 features.

Similarly, 11 GLRLM features are computed across 4 four directions defining
model with 44 features [24]. The features extracted are subsequently trained and
validated with the different SVM kernels namely linear, quadratic, cubic and gaussian
for characterization of the lung cancer with respect to other abnormalities as shown

[ 440 Samples of Low Dose CT Images ]
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Tissues

{

First and Second Order Features
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Fig. 1 Methodology



Multi-Class SVM Prediction Model for Lung Cancer Diagnosis 257

in Fig. 1. The strengths of our proposed work are 1. Processes the low-dose CT
image comprehensively. 2. Prevents human intervention during diagnosis. 3. Prior
knowledge of ROI is not required.

4 Experimental Results and Discussion

Prediction of SVM model is evaluated in terms of accuracy and prediction time with
respect to kernels and type of feature set. Many researchers use SVM for binary
classification problem and shown satisfactory performance. But, the use of binary
SVM is restricted for multi-class problems. Our three class SVM classifier model
performance with the three feature sets namely GLCM, GLRLM, both GLCM and
GLRLM are evaluated by the Confusion matrix as in Tables 1, 2 and 3 respectively. It
is well observed that the feature set type and the size contribute the classifier perfor-
mance to a greater extent. Classifier Model with 62 features reduces misclassification
of carcinoma and other cases significantly.

4.1 Performance of SVM Classifier Model Based on Features

Our proposed system implements three class SVM prediction model trained with
GLCM based features, GLRLM based features and both GLCM and GLRLM based

Table 1 Confusion matrix

for model with 18 features Actual/predicted Healthy Other cases Carcinoma

Healthy 113 - -
Other cases - 127 15
Carcinoma - 7 178

Table 2 Confusion matrix

for model with 44 features Actual/predicted Healthy Other cases Carcinoma

Healthy 113 - -
Other cases - 135 7
Carcinoma - 14 171

Table 3 Confusion matrix

for model with 62 features Actual/predicted Healthy Other cases Carcinoma

Healthy 113 - -
Other cases - 137 5

Carcinoma - 5 180
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features. Table 4 shows the classifier performance parameters namely true positive
rate, positive predictive value, false negative rate and false discovery rate respec-
tively. Table 5 presents the accuracy and prediction time of SVM classifier with
gray-level co-occurrence matrix parameters and gray level run length matrix with
respect to different kernels like linear, quadratic, cubic and Gaussian kernels respec-
tively. Classifier accuracy is influenced by the selection of the different feature set
numbering 18, 44 and 62 respectively. Moreover, the maximum accuracy is obtained
for quadratic and cubic kernels in both the glem and glrlm based feature set. The
model categorizes the three cases with an accuracy of 95, 95.2 and 97.7% respectively.

4.2 Prediction Time for Different Kernels

Our experimental results clearly demonstrate that the proper selection of the infor-
mation data from the training dataset and exploiting that information in the predic-
tion function optimization reduces the prediction time. Figure 2 shows Prediction
time of SVM with different kernel function gives interesting results that model with
glem features consumes maximum time of 7.65s compared to 1.05s for model with
glrlm features. Figure 3 gives the Quadratic, Cubic and Gaussian kernel functions
with GLRLM based features able to predict with a less timing of 1.11s, 1.069s and
1.246s compared with GLCM based features of 1.269s, 1.49s and 1.167s respec-
tively. Combining both GLCM and GLRLM features shown in Fig. 4 does not yield
significant change on prediction time. Finally, SVM prediction model with Quadratic
and Cubic Kernels proves that GLRLM features is efficient in the characterization
of the lung tissues namely fibrosis, suspicious of TB and carcinoma resulting in an
accuracy of 98.6% each as shown in Fig. 5.

4.3 Multi-class SVM Classifier Model Prediction Accuracy

The classifier models are usually evaluated by their prediction accuracy. Our three
class SVM classifier model is assessed by its prediction accuracy and is also compared
with all the binary class SVM state of the art as shown in Table 6. Many researchers
implemented Binary class SVM classifier model with GLCM and GLRLM features
yielding less accuracy. Our proposed three-class SVM Classifier model shows
significantly high value of prediction accuracy.

5 Conclusion

We developed three class SVM prediction model with 5 fold cross-validation for
the differentiation of lung cancer from other lung tissues like suspicious of TB and
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Table 5 SVM prediction response for GLCM based features with respect to kernel function

Kernel GLCM GLRLM Both GLCM and GLRLM
function Accuracy | Prediction Accuracy | Prediction
(in %) time (insec) | (in %) Time (in Accuracy | Prediction
sec) (in %) time (in
sec)
Linear 95 7.614 95.9 1.0518 98.2 7.2094
Quadratic | 96.4 1.2694 98.6 1.1142 97.7 1.363
Cubic 96.4 1.492 98.6 1.0694 97.7 1.1665
Gaussian | 94.8 1.167 93.9 1.2463 94.3 1.313

Fig. 2 Prediction time of

SVM with glem features for

different kernel functions
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Fig. 5 Variation in accuracy of SVM Prediction model with three datasets

Table 6 Comparison of performance of SVM classifiers for different features

Author Features Images Classifier/class Accuracy (in %)
Hongkai Wang | GLCM based PET/CT SVM/binary 69.23 £+ 8.57
al et (2017) features
Hiram Madero | Wavelet features | CT SVM-RBF/binary | 81-100
Orozco et al.
(2015)
Suren Makaju | Area, perimeter, CT SVM/binary 86.6
et al. (2018) centroid, diameter,

eccentricity, mean

intensity
Donia Ben Circularity, Chest Hybrid 74.19
Hassen et al. skewness, Radiographs SVM/binary Fuzzy
(2016) kurtosis, entropy,

correlation,

homogeneity,

lacunarity,

localisation
Ajin M and Linear ternary CT Hybrid kernel 90.52
Mredhula L co-ocurrence based SVM/ binary
(2017) pattern (RBF and

Polynomial
function

Tao Zhou et al. | Shape features, CT SVM/binary 99.17
(2016) intensity features,

texture features
Carole Dennie | Correlation, sum | Contrast SVM/binary 60
et al. (2015) of squares, sum Enhanced- CT

variance, sum

entropy, difference

Variance

(continued)
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Author Features Images Classifier/class Accuracy (in %)
Our proposed GLCM based CT SVM/three class 95.0
work features — linear
— Quadratic 96.4
— Cubic 96.4
GLRLM based — Gaussian 94.8
features SVM/three class | 95.9
— Linear
— Quadratic 98.6
— Cubic 98.6
— Gaussian 939
Both GLCM SVM/three class 98.2
features and — Linear
GLRLM — Quadratic 97.7
based features
— Cubic 97.7
— Gaussian 94.3

fibrosis. It is concluded that quadratic and cubic kernels for GLRLM based features
yield a maximum accuracy of 98.6% with prediction time of 1.23sec. Combining
these features and predicting with linear kernel increases the accuracy to 98.2%.
The main advantage of our Classifier model requires no prior knowledge of ROI
for segmentation, where the system process the low-dose CT comprehensively. The
work may be enhanced for the detection of metastasis of the lung abnormalities by
including dataset contributing images of different abnormalities.
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Survey on Fire Safety Robot & )
Implementation of Android Application i

K. Sakthisudhan, S. Rubika, S. Sadhasivam, V. Suguna,
and Sri Muruga Rajan

Abstract Detection and extinguishing of fire are dangerous job that puts the life of
fire fighters in danger. Using robots to do these things will reduce the loss of lives.
The roles of current systems are limited in certain ways so it can be improvised to a
quicker and effective method. This paper offers an overview of a fire fighting robot
with toxic gas calculation. Several gas sensors are used to determine the volume of
poisonous gases such a carbon monoxide, carbon dioxide and ammonia. The fire is
detected using a flame sensor and the information is processed by the processor and
the procedure to extinguish it is initiated. Data and informatics is the essential factors
for effective firefighting operation.

Keywords Fire-fighting - Android application  Carbon dioxide + Carbon
monoxide and ammonia

1 Introduction

Fire battle is a dangerous job, but firefighters are still putting their lives on line against
fire. The mortality rate of firefighters in service is high. The temperature steadily
increases when a fire threat arises. The harmful gases such as carbon dioxide and
carbon monoxide appear to impact humans. Fire fighters can also be replaced by
robots that can do the same thing safely. This article reviews and describes prob-
lems and criteria for robot-based firefighting and presents prospects of productive
fighting in the future. The programmed robot locates the fire and automatically extin-
guishes it. If the fire is not detected, the mobile application may monitor it manually.
With mobile device, the robot can be run easily. It tests the safe concentrations of
poisonous gases such as carbon dioxide, carbon monoxide and ammonia in the burn.
This helps us to consider the strength of the fire and the wellbeing of victims. A
mobile network for autonomous firefighting can track and manage a particular area
for the occurrence of fire, and locate the exact place of the fire, extinguish the fire and
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return safely after completion of the extinction. The obstacle monitoring is carried
out using A / D conversion in the microcontroller to convert analogue output from
the ultrasonic sensor to digital, and it is compared with the pre-specified threshold
value for the AFFMP to decide whether there are any obstacles too close [1]. The
Snake Fighter Anna Konda can drive the fire away from outer obstacles apart from
a flat floor, and can use the nozzle that is fixed to the front with a hydraulic medium
in joint action to extinguish the fire. It is a combined use of water to power, cool and
extinguish hydraulic joints [2]. Robots will reach the area of the enemy and submit
information via wireless camera for night vision. The fire sensor senses the fire inside
the warfare and sends the fire extinguisher information, so the water pump can be
triggered whenever possible. An ultrasonic sensor is used to detect all obstacles and
to detect the distance between the robot and the obstacle. Without causing damage,
ultrasonic sensors calculate the distance. When the robot identifies obstacles and
responds. The ultrasonic sensor is incorporated such that the entire world is laid out
[3]. The conventional robot firefighting IOT based firefighting robot can be replaced.
The fire alarm from the cloud is issued to an android application. Then, the auto-
matic receiver in the robot provides a live video of the fire position. The recipient
also allows the consumer and fire victims to connect. This helps the people trapped
in the position where fire has occurred to get guidance on evacuation routes. By
calculating the amount of carbon monoxide within the fire area, the possible health
effects can be calculated roughly [4]. A water tank and a wireless communication
operated pump are used for pumping water. The robot body moves by the micro-
controller’s performance. The robot is operated through a Bluetooth app. Remote
position IR flame sensor is used. Facilities provide wireless networking. Exactness
and performance are maximized after fire detection with a minimum amount of time
[5]. The robot is wirelessly operated and remotely controlled. The fire is sensed by
a sensor. The robot is loaded with a water tank and all motors are operated by the
Microcontroller. The fire and gas sensors are sent to the microcontroller when the
fire threshold is over 450C or the gas threshold is over 300 parts per million. The
message is received via Bluetooth technology on a mobile device [6]. On its own
axis the robot rotates to scan for fire at various angles in the building. If the sensor
LM35 detects heat, the robot stops and moves the fire by means of a centrifugal
pump that casts water, if the temperature increases. In darker areas, the fire flame
is best sensed. It is a robot that prevents fire because it can immediately detect and
extinguish [7]. Nodes where fire incidents happen sometimes are located in an indoor
environment. A sensor and microcontroller node is included. The information shall
be transmitted to the coordinator unit if the node detects fire. The co-coordinating
unit is the main unit linking all nodes. The coordinators unit performs two actions,
one is to send fire alarm message to the department and the other to send details to
a mobile robot consisting of an indoor map. An algorithm for the planning of a star
path designs a route from the current position to the fire location, which is called the
global path. Mobile robots planner [8] transforms the route information into separate
movement instructions. Using its onboard camera the robot will conduct monitoring.
The operator of the robot will direct it remotely around the entire site. The extinction
of Water and CO; is conducted. Nebulous sprays are being used to avoid burns in the
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robot. In harmful circumstances it becomes more helpful by bi-directional contact
with victims. A Tmega 2560 microcontroller [9] is used to monitor it primly. The
robot is generally automatic and can be changed to manual mode by remote control.
By using the Bluetooth module, smart phone is connected to the device. The robot
holds the fire away safely. The processing unit is Arduino microcontroller. Proteus
is used for robot research and simulation. Robot is operated from a remote site based
on an RF communication system, to ensure human protection. It is quick and easy
to implement the open-loop control technique. Improved output is the closed-loop
power. However, due to changes in the parameters [10], closed loop framework can
be unstable. For the intelligent burning robot, the search-and-find algorithm is used.
The robot began moving in the direction of the fire, when it was moved on. It recog-
nized a room without a fire and eventually discovered the room with a fire and turned
to the fire. It went back to where it began until the fire was extinguished. The robot
effectively fuses the fire through this algorithm [11]. To monitor the robot and to
acquire sensor data, the assembly language software is used. Using the wireless RF
controller, the monitoring computer and a remote supervised computer to operate
the mobile robot. An adaptive fusion algorithm is used to detect fires [12]. The robot
moving vertically is useful in high-level firefighting applications. In a reasonable
time, this robot can climb up a house. The handrail is used as a step on a balcony. It
can go up from 2.50 [m] to 3.10 [m] [13] to the building with its floor inteval.

2 Materials and Method

The purpose of the work proposed is to develop an Android-operated fire-fighting
robot to replace the conventional fire-fighting robot. The IR sensor data is read and
the robot moves forward or the robot spins and moves forward if no collision occurs.
The signal is sent to the microprocessor when the fire is detected by the fire sensor.
The data is interpreted by the microprocessor and then instructed to pump water in
the water pump. The pump works with the motor driver to extinguish the fuel. The
quantity of harmful gases is calculated during this process and the data is forwarded
to the customer. Multiple gas sensors can be used to detect gases such as carbon
dioxide, carbon monoxide and ammonia. A fire sensor is used in five channels, as it
can simultaneously sense fire in 120° and the fire can be detected more easily. The
potential health impacts of the victims can be measured approximately according to
the amount of gases and medical assistance is available in advance. A servo motor
is an electric device that can precisely push or rotate an object. In compliance with
the directions or inputs, the motor driver lets the motor shift. The control / processor
listens to the low voltage and regulates an actual engine that needs high input voltages.
A 3~6 V power supply will run the Submersible Pump engine. With a very low current
consumption of 220 mA, it can take up to 120 L per hour. It is used to put the fire out.
A flame detector module of 5 channels is used for detecting the wider area of flame
(>120°). Ammonia (NH3) has a strongly pungent odor, colorless gas or compressed
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Fig. 1 Firefighting robot functional diagram

liquid. The detector of ammonia is based on an electrical theory. It disseminates
ambient air into the liquid electrolyte in the sensor via a membrane (Fig. 1).

A CO, sensor or carbon dioxide sensor is a carbon dioxide measuring unit. Infrared
gas sensors (NDIR) and chemical gas sensors are the most general concepts for CO,
sensors. Carbon monoxide is an odorless, colorless and tasteless gas which cannot be
detected in the absence of an effective detector. MQ-7 gas sensor sensitive material is
SnO,, which is less clean air conduction. The IR sensor is an electronic system that
transmits light to sensing an object of the surroundings, and it is used to detect CO at
low temperatures (heated to 1.5 V). An IR-sensor can measure and detect the heat of
an object. When there is not an object, there is no signal from the infrared receiver; the
infrared receiver receives signals from an object which blocks and reflects infrared
light. Node MCU is an open source firmware that provides open source prototyping
board designs. The term MCU Node (micro-controller unit) combines “node” and
“MCU”. The word “Node MCU” does not mean the related development kits but
strictly speaking, the firmware. It is cost-effective and can be integrated in support
of WIFI. The consumption of energy is poor.

3 Conclusion

This proposed work is aimed at using robots to detect and extinguish fires that are
minimally harmful to humans. It also tests the amount of poisonous gases including
carbon dioxide, carbohydrate and ammonia using gas sensors, as well as controlling
fire. The gas sensor data helps to predict approximately the potential health effects
of the injured, to ensure that medical assistance is prepared in advance.
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4

Future Work

Water is used to extinct the fire in the proposed work, but the extinct material may
be modified by fire type. The water capacity in the water tank can be increased to
meet requirements. To find their safe levels, other gas sensors can be installed.
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Detection of Emergency Vehicles Using m
Radio Frequency Identification (RFID) oosk ko

Usha Mittal and Priyanka Chawla

Abstract Road traffic is amajor problem in major cities. With the increasing number
of vehicles, the resolution of the problem is very crucial. Problems related to traffic
not limited to road congestion, but also difficult for the passage of emergency vehi-
cles. In order to build an intelligent traffic signal system, a complete traffic manage-
ment system must be built that deals with all traffic-related problems. The aim of this
article is to propose an efficient system for detecting and prioritising emergency vehi-
cles on the junction. In this paper, emergency vehicles are identified and prioritized
using Radiofrequency Identification (RFID). RFID tags serve to identify vehicles
in a unique way. In this article, ultra-high-frequency RFID readers are used with a
frequency of 865-928 MHz and cover a maximum distance of 9 m.

Keywords Emergency vehicle detection + RFID - Traffic lights * Priority + RF
receiver + RF transmitter

1 Introduction

Urbanization, industrialization and population growth have resulted in a considerable
increase in vehicular traffic. There is no strong traffic framework on the planet today,
an approach to transmit effective traffic frameworks is through the unique control of
traffic lights depending on the size of the traffic Furthermore, there are no priority
services for priority vehicles such as ambulances, police vans or fire trucks. As
a result, certain services other than regular services must be provided to priority
vehicles [1].

A traffic signal that runs on timers is the most common type of traffic control. You
are supposed to work somehow at a particular time of day, regardless of the traffic.
We are not getting rid of unnecessary congestion.

When you are stuck in a traffic jam, you can address the problem of emergency
vehicles with the means to clear the lane in which emergency vehicles travel. This
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may be done as an emergency vehicle approaches with the nearest traffic light. During
an emergency, the RFID tag acts as a transducer and transmits signals to the lighting
system [2].

RFID is a technology that allows the automatic identification of an individual,
packet or element with radio signals [3]. It relies on RFID tags to do so. These
are small transponders that provide identity information when requested over a short
length. The majority of RFID labels have at least two parts. One is a built-in circuit that
stores certain information, modules and demodulates the signal for radio frequency
and other special functions. The second antenna serves the purpose of receiving and
transmitting the signal. There are primarily two types of RFID tags: active RFID tags
that contain batteries and passive RFID tags that do not contain batteries [4].

1.1 Different Ranges of RFID

To transmit, RFID labels and readers must be adjusted to a similar frequency. There
are various frequencies which may be used by an RFID gadget. Generally speaking,
the more widely recognized are.

e Low recurrence, or LF, (125-134 kHz)
e High recurrence, or HF, (13.56 MHz)
e Ultra-high recurrence, or UHF, (433, and 860-960 MHz).

On the various frequencies, the radio waves act in a contrasting manner, so it is
essential to choose the adjustment recurrence for the application.

Low-frequency labels, for example, have a frequency and may penetrate delicate
metallic surfaces even more appropriately. LF RFID frameworks are likewise ideal
for perusing high water content articles, for example, natural product or beverages,
however the read go is just centimeters or centimeters. Common place LF RFID
applications incorporate creature labeling and get to control.

High-frequency labels work very well for metal items and can be used to handle
goods containing medium to high water. HF RFID frames usually operate in inches,
but can have a greater reading range of about three feet (I m). Following library
books, following the patient stream, and travel tickets are the average HF RFID
applications.

Generally, UHF frequencies provide essentially a better understanding of the
extent and can move information quickly (e.g., read many more labels every second)
than lower or high recurrence frequencies (inches to 50 + ft. as per the RFID frame-
work arrange- ment). Since, in all cases, the frequency of UHF radio waves is shorter,
their signal would be lowered (or weakened) and would not be communicated via
metal or water. Other basic uses of UHF RFID integrate the electronic assortment
of costs and the control of discontinuation of access because of the more stretched
scope of understanding.
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2 Literature Survey

Because of wasteful traffic frameworks, fuel time and cash are incredibly lost, it
some of the time prompts lost life. So a great deal of work is being done to deal
with those issues. In 2009, the IEEE issued a smart traffic light framework that uses
RFID to filter the vehicle through the vehicle’s RFID label and collect its EPC data
[1]. The traffic volume, vehicle need and street and time are determined by sort of
vehicle. A guideline calculation that suggests how the traffic signals are worked is
given in the Decision Making Section (DMS).

In 2009 [5], the developer proposed a technique for the use of the system’s sensors
as well as the innovation implemented. Accordingly the exchanging of traffic signal
builds traffic and street limit and may prevent traffic jams [6].

In 2014 [7], a web-based traffic management system that could be managed
remotely and monitored simultaneously at different crossings was built using new
web server technologies. The primary node is the Central Traffic Management Unit
(CTMU), which uses Internet technology to remotely track and control individual
nodes.

The author used the RFID label in 2015 [8] and consists of three parts: automatic
monitoring of signals, clearance of vehicles and detection of stolen vehicles.

In [9], the utilization of RFID exercises controls is talked about, specifically those
recognized in the image arrangements and in impedance techniques, to keep up a
vital good ways from issues which generally emerge from standard movement control
sys- tems. This multi-vehicle, multilateral and multi-track convergence framework
is over- seen by RFID. It provides a beneficial time organization plan, in which, a
component schedule proves to be consistently for the segment of each movement
segment. The current use of the framework emulates the fundamental choice of a
functioning cop. The amount and monitoring of vehicles in each segment is the
property where estimates and decisions are completed. The disadvantage of this
examination is that the techniques used for the emergency unit and the control frame
of the moving panels are not attempted.

In 2013, the author [4] proposed a framework for RFID and GPS-enabled crisis
vehicles. The focal errand of this work is to lessen the time the crisis vehicle arriving at
the recuperating office by normally clearing up the course through which the salvage
vehicle continues before the moving signs are reached. This should be possible when
a crisis vehicle is at a specific division of its action convergence, turning the action
signal in transit toward the green. The use of RFID perceives the hand brake and non-
emergency cases, in which unnecessary movement blockage is seen. Correspondence
is delivered through the phone and GPS between the crisis vehicle and moving signs.
When development converges, the instrument is completely mechanical and does
not require human mediation. The restriction of the structure is that it needs all
the information about the start, the end of the tour. This that not work if the salvage
vehicle needs to follow an alternate course or if the beginning stage is unquestionably
not comprehended ahead of time.
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Ongoing advances have been utilized to recognize a crisis vehicle nearness and to
figure the real traffic dense[10], for example, infrared (IR) and worldwide situating
framework (GPS). [11]. So as to recognize the nearness and check vehicles, RFID
labels were utilized to distinguish the nearness of crisis vehicles [12]. The most
widely recognized techniques for traffic recognition incorporate video, microwave,
radar identification, ultrasonic location and so on [9, 13].

For crisis vehicle detection [2, 14] and vehicle tracking [5], RFID innovation
has been recommended. So as to control traffic signals [15], RFID and GSM were
additionally proposed. Such projects, be that as it may, depend on specifically taking
care of various issues.

3 Proposed Methodology

Every vehicle has passive RFID labels with explicit Electronic Product Code (EPC)
RFID label number. No outer force source should be connected. The intricacies,
such as the vehicle number, the vehicle type and the owner’s data are also stored on
each RFID tag. The Ultra-High Frequency (UHF) recurrence band recognizes labels
in the RFID radio wire. The peruser module peruses this information and it is then
sent for additional preparing to the worker. Table 1 shows the details of emergency
vehicles taken for experiment. The proposed system includes 2 main units that are
linked together, namely: emergency vehicle detection and vehicle priority based on
the type of vehicle.

Table 1 Details of

emergency vehicles EPC vehicle | Vehicle type | Owner’s | Details priority

number
1011 XXX Ambulance XXX
1012 XXX Firebrigade XXX
1013 XXX Ambulance XXX
1015 XXX Ambulance XXX
1016 XXX Police XXX
1017 XXX Firebrigade XXX
1018 XXX Ambulance XXX
1019 XXX Police XXX
1020 XXX Police XXX
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3.1 Detection of Emergengy Vehicle

This system is made up of an RFID tag in emergency vehicles installed. During an
emergency, it is used as a tracker. This means that the driver activates the RFID tag,
which is then detected by RFID readers located a few meters away at the junction,
whenever there is an emergency. These readers then continuously transmit the signals
to the intersection where the traffic lights are controlled. The reader starts detecting
signals and the conditions return to normal as soon as the emergency vehicle is tagged
into the junction.

Access control is used to detect IDs entering or leaving the RFID reader area. The
signals are passed to the junction unit following identification by RFID. The entire
detection unit is shown in the Fig. 1.

Detection of Emergency
Vehicle

Priority Assignment to Emergency
Vehicle

Multiple Yes

Emergency
Vehicles Prioritize
present at lanes
different

lanes?

Assign green light to priority
lane.

Fig. 1 Flow chart of proposed methodology
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1. Signals sent by the RFID reader are collected by the transceiver. After recog-
nizing the received signals, system identifies the type of emergency vehicle and
assigns priority to it. For example, if more than one different or same emergency
vehicle are present at different lanes, then according to their type, a numeric
value say 1 for ambulance, 2 fire truck and 3 for police van.

2. System then prioritize the lanes according.

4 Results and Discussions

This paper has a great impact on the traffic problems faced in urban areas. Normally
the traffic is controlled by a predetermined signal light controlled system. The
working of the modules is based on the RFID tag information. In this paper, ultra high
frequency RFID tags are used. The only requirement of this paper to be implemented
is that the vehicles should be provided with a unique RFID tag. Proposed method
is implemented and simulated in Python and the results are shows in the Table 2.
Traffic light switching starts from north direction. Emergency vehicle present column
represents whether any emergency vehicle is present or not. Third column represents

Table 2 Results of proposed method

Traffic light Emergency Vehicle | Number of Direction and Signal to be
switching Present? emergency details of vehicles | provided
direction vehicles present from where
vehicles coming
North Yes 2 From west, Signal to be
Firebrigade (EPC: | provided on
1017) From North, | West
Police van (EPC:
1020)
West Yes 1 From North, Police | Signal to be
van (EPC: 1020) provided on
North
North No NA NA Signal to be
provided on
South
South No NA NA Signal to be
provided on
East
East Yes 2 From North, Police | Signal to be
van (EPC: 1016) provided on
From South, East
Ambulance (EPC:
1018)
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number of vehicles present. Fourth column shows type and direction of the emer-
gency vehicle with RFID information. Last columns shows the decision of traffic
light controller i.e. in which direction next signal to be provided.

Any RFID label that exists on a path for over 20 min will distinguish an anomaly.
This might be an accident of the vehicle or a mishap by street. The vehi- cle with
this EPC number will be tried for issues utilizing the phone number of the proprietor
and, where pertinent, will give prompt help.

5 Conclusion

This paper presents a methodology for the arranging of traffic crisis vehicles. The
pro- posed crisis location and organizing framework depends on radio recurrence
ID. With the crisis vehicle location module it will guarantee that the crisis vehicles
will arrive at the goal as quickly as time permits. Contrasted with recently executed
plans, the program is both financially savvy and simple to actualize. The cost level
of the gad- get is exceptionally valuable. Each RFID tag is gathered progressing
by the system. That vehicle may utilize the RFID labels to spare significant data,
for example, vehicle number, proprietor’s information, vehicle model and number
of encroachments by that vehicle. The accompanying can likewise be utilized to
screen crooks, checking vehi- cles taken and e-ringing vehicles, assessing the most
recent details for different sorts of street vehicles, identifying bottlenecks, analyzing
territories for customary blockages and deciding the causes.
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Big Data-Enabled Solutions for Covid-19 = m)

Check for
updates

Dirisala Saikrishna, Bavisetti Sai Dhanush, Madhusudhan Rao,
Priyanka Chawla, and Usha Mittal

Abstract Inthe time of the pandemic like CORONA, Covid-19, everyone is ftghting
against this deadly virus. Besides, governments are looking for a barrier that stops
spread of virus until the vaccine is made. In modern era, technology plays an impor-
tant role. This paper brings the way by using a powerful technology called Big data.
Big data know for handling a large amount of data and provide powerful insights into
the data. Big data integrated with Artificial Intelligence is a powerful tool to ftght
against this pandemic. Many countries like Taiwan, China with the use of Big Data
stop this pandemic up to some extent. But the collection of data itself comes up with
the big challenge of PRIVACY AND SECURITY. In the recent times, the world has
seen the effect of data leaking whether by Facebook or by Google. Many European
countries due to this big challenge will not be able to use this technology.

Keywords Big data - Artificial intelligence - Privacy - Security * Data collection

1 Introduction

1.1 Bigdata

The term describes it all Big data refers to data which is in large volume and different
formats or variety. Generally, Big data is described using the following characteristics
also known as 3 V’s of Big Data. i.e., Volume, Variety, Velocity [1].

Volume—In Today’s world every day Over 2.5 quintillion bytes of data produced
in a single day i.e., approximate.1.7 MB of data in a single second. Big data helps to
manage this huge amount of data with the help of its various frameworks and tools.

Velocity—It refers to the rate at which data is generated and by that time only acts.
on that data. It is challenging but big data provides the various solution for this alsoby
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using Various frameworks like Apache Spark, Flink, Apache Storm we can perform
the data analytics as soon as data enters the system.

Variety—It refers to different types of data that are produced. It is been
Categorized into 3 formats i.e., structured, unstructured, semi-structured.

Structured—It consists of a traditional relational table. Data is represented in a
tabular manner.

Unstructured—The data which is not in a particular format is referred to as.
unstructured data. Audio, video is the type of unstructured data.

Semi-structured—The data which has format, but it not structured is called.
structured data. JSON, CSV formats are the common example of this type of data.

2 How Big Data Help in Fighting Against Covid

Data has a crucial role in knowing the hidden facts. By collecting Data of individuals
big data helps to provide the insights. Data which helps fight against this pandemic
is:

2.1 Medical Data

Data provided by hospitals will play an eminent role. Through recent research, it is
found that a person with heart disease, lung disease or a diabetic person will have
more affected by coronavirus by the prior knowledge of this type of person [2].
Govt. can target this type of person and provide them more instructions during this
coronavirus. Also, By the research, it is found that coronavirus has more effect on a
certain age group of people, i.e., children and old age people.

2.2 Mobile Data Location

Usage of location data is quite very useful [3]. Because as we have a medical history
of a patient, we can use the location of a person easily to provide sufficient aid to that
person. Also, by this Govt. also able to see people are following social distancing or
not.
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2.3 Travel History

By getting this data, it is easy to identify which person has travel history (most
favorably out of the country) [4]. So that quarantine period is assigned to that person.
And a person is tested. By this government’s priority to handle these people first.

3 Privacy Preserving in the Healthcare System

As mentioned in abstract, the biggest challenge in data collection is privacy. Though
this type of data is sensitive data as it completely discloses the identity of an indi-
vidual. By medical data we know the disease that person is suffering. By location
data, there is no privacy of person. There will be a close eye on the govt. or hacker
on a person. Countries like Korea, Taiwan, and China collect that data but still the
privacy the fundamental rights of a person. How person will be protected is still a
blank. Democratic countries need a better solution to concur this challenge. One
solution for that is an individual can voluntarily share its data and authorities will
assure him that its identity will be secured [5]. And after using your data is destroyed.
But the problem here is how can one know its identity is not being compromised and
its data is being destroyed or not. In recent years, many companies said that the