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Design of PID Controller for Integrating
Processes with Inverse Response

A. Parvathi, M. Rathaiah, R. Kiranmayi, and K. Nagabhushanam

Abstract In chemical process control designing, forms showing an underlying
inverse reaction alters the final state can as often as possible in industries. Procedures
displaying such attributes are called inverse reaction procedures. Moreover, inverse
reaction procedures can incorporate an integrator in their correspondingmodel. There
are just a couple of studies tending to control of integrating/capacitive procedures
with inverse reaction are in literature. Existing techniques, generally, propose the
utilization of surely PID-controllers for the control of converse reaction forms with
an integrator. However, it has been demonstrated by concentrates in the literature
that PID controllers bring about unsuitable closed loop exhibitions for these forms.
Expansion of inverse reaction makes the control of an integrating procedure progres-
sively hard to control. Then, a filter is used as shown in proposed structure, performs
in exceptionally acceptable closed loop reactions for a class of these procedures. This
paper describes the utilization of PID controllers with filters to improve the response
of integrating/capacitive forms with reverse reaction. Simulation models are given
to represent the prevalence of the proposed technique compared to existing methods.

Keywords Integrating process · Inverse reaction · Servo operation · PID filter ·
Set point filter · Stability

1 Introduction

The standard PID (Proportional-Integral-Derivative) controller is having three terms
in its implementation. This control is well known in process automation and chemical
industries due to its easier implementation and improved performances. Its tuning
parameters can be discovered by utilizing one of the hypothetical methodologies
accepting that the procedure model and by utilizing an ordinary procedure model
and one of a few tuning rules, which can be found in the writing. In general, an error
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signal which is the difference between the desired and actual output of the processes
is an input for the PID controller.

It offers numerous options to the researchers for tuning. The earlier tuning princi-
ples presented by Ziegler and Nichols [1]. They described many tuning procedures
for different types of systems. This tuning approach becomes complicated when the
process having the integrating terms and zeros on the right half of the s-plane. The
intricacy becomes more significant when the time delay (dead time) is related to
the procedure. If the process has large time delay in their model then this type of
design procedure may not give the accurate desired performance of the processes
considered. Therefore a new developments or modification in the basic structure of
PID controller/tuning plan is required.

Procedures with inverse reaction attributes are regularly experienced in industries,
for example, the degree of the drum kettle in a refining segment, the left temperature
of a cylindrical exothermic reactor. Integrating procedures with inverse reaction can
likewise be knowledgeable about mechanical applications, for example, level control
of a kettle steam drum. The model of this type of process includes the zero of transfer
function on the RHS.

It is noted that PID-type controllers bring about unacceptable performance exhi-
bitions in controlling the processes like integrating type. Numerous researchers have
projected different approaches for tuning this type of process models as: Jin and Liu
[2] proposed an upgraded inside the model controller and determined scientific PID
tuning rules for incorporating forms. Anil and Sree [3] planned a PID controller for
different types of industrial processes with time deferring based on directsynthesis
approach. Ajmeri and Ali [4] utilized a direct way to combine and deal with tuning
PID controllers for complete integrating, and twofold request integrating procedures
with huge time delays.

Then again, there are very few works tending to the control of integrating proce-
dures with reverse/inverse reaction and dead time. Luyben [5] proposed a PI and
additionally aPIDcontroller in the traditional single-input single-yield (SISO) frame-
work to control incorporating forms with converse reaction. Pai et al. [6] have used
PID for inverse operating integrating process models.

In recent years, Kaya [7] has projected a PI–PD form of controller to improve
the performance of such (integrating with inverse operating) processes using Smith
indicator plan.

The target of this work is to structure an effective control methodology for the
stable-integrating processes of first order with delay in operating time. The goal is
cultivated by utilizing a PID controller along filter is designed. The controller param-
eters are inferred as far as procedure parameters with the assistance of polynomial
strategy.

The remaining portion of paper is structured as follows: The projected control
scheme is explained in part II, control system design in part III, and simulation
studies in part IV. Finally conclusion is presented.
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2 Structure of Proposed Control System

The projected control loop structure for (capacity type) integrating processes is
given in Fig. 1. This control loop consist of controller—Gc(s), disturbance signal—
d, process with inverse response—Gp(s) and set point filter—F(s).In this structure
r—denotes the reference and Y—denotes the output response.

In this study the process considered is (capacity type) integrating type which
has one pole (type-1) at origin of s-plane. The form of integrating (capacity type)
processes with inverse response is given as:

Gp(s) = Kp(−αs + 1)

s(τ s + 1)
e−θs α > 0; τ, θ > 0 (1)

where, Kp—is the steady-state gain, τ—is time constant, and θ—is the time delay.
The servo and regulatory responses are derived as presented in Eqs. (2) and (3)

respectively.

Y (s)

r(s)
= F(s)Gc(s)Gp(s)

1 + Gc(s)Gp(s)
(2)

Y (s)

d(s)
= Gp(s)

1 + Gc(s)Gp(s)
(3)

For deriving the controller parameters, the expression of process is rearranged as
shown in Eq. (4).

Gp(s) = k(−αs + 1)

s(τ s + 1)
e−θs (4)

Gp(s) = k(αs + 1)(−αs + 1)

s(αs + 1)(τ s + 1)
e−θs

The controller used in projected approach is of the form of Eq. (5).

Fig. 1 Structure of proposed closed loop PI control system
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Gc(s) =
(
kp + ki

s
+ kds

)
(5)

These sections explains the steps to intend the overall controller which includes
set point filter F(s), tuning rules, selecting λ value and performance measurement.

2.1 Set Point Filter

It is clear from the controller presents zeroes in the servo reaction. The zeroes are the
main reason for undesired over shoot in the servo reaction prompting motions and
the settling time is very high. The presented strategy utilized a set point channel as
appeared in Eq. (6) so as to defeat the impact of zeroes presented by the controller
in servo reaction [8].

F(s) = 1(
kdτi s2 + kpτi s + 1

) (6)

2.2 Tuning of PID Controller

The form of controller is,

Gc(s) =
(
kp + ki

s
+ kds

)(
α2s2 + α1s + 1

β2s2 + β1s + 1

)
(7)

To rearrange the inference, the controller parameters α1 α2 and β1, β2 are accepted
as appeared below.

α1 =
(

θ + 2s

2

)

α2 =
(

θ + 2s

4

)2

β1 = 8λτ + 4λτ − 6θτ + 20τ s + 2θs − θ2 + 8s2

32τ − 8λ + 6θ + 12s

β2 = s(−6θτ + 4λτ + 8λs + 8λτ − 12τ s − 4θs − θ2 − 4s2)

32τ − 8λ + 6θ + 12s
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2.3 Selection of Tuning Parameter (Λ)

The suggested scope ofMS is 1.2–2,which is a trade off between the speed of reaction
and powerful stability. Be that as it may, numerous multiple times, researchers think
about qualities past themost extremepoint on account of precarious and incorporating
forms in order to accomplish desired speed of reaction. For the projected technique,
the loop transfer function (L) is,

L = Gc(s)Gp(s)

Ms = max
(∣∣1 + Gp(s)Gc(s)

∣∣)−1
(8)

2.4 Performance Measurement

The performance indexes considered in the current study are integral of absolute
error (IAE), integral of the square error (ISE). Lessening the IAE and ISE is the goal
of present paper.

These are expressed as:

IAE =
∞∫
0

(|E(t)|)dt (9)

ISE =
∞∫
0

(
E2(t)

)
dt (10)

The total variation (TV) of the input u(t),

TV =
∞∑
i=1

|ui+1 − ui | (11)

3 Simulation Results and Discussions

Example 1 The model is given to describe the controller technique.

Gp(s) = 0.547(−0.418s + 1)

s(1.06s + 1)
(12)
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The PID filter is computed as given in Eq. (7)

fP I D(s) = 0.0548s2 + 0.468s + 1

0.0433s2 + 0.5215s + 1
(13)

The set point filter of the process is calculated as given in Eq. (6).

F(s) = 1

2.9216s2 + 3.815s + 1
(14)

This procedure TF (transfer function) has a place with a mechanical contex-
tual investigation of heater steam drum and the level is constrained by controlling
evaporator. The PI-PD controller parameter utilized by Kaya [7] is used for compar-
ison purpose. Controller parameters for the current strategy recommended are Kc =
2.3174, ki = 0.6075 and kd = 1.7748. In this it is used that λ = 1.500.

Figure 2 shows reactions for all plan techniques to both a change in reference and
a stage upsets with size of −0.5, at time instant t = 25 s. The corresponding control
signal has been shown in Fig. 3.

Execution particulars for all structure techniques are condensed in Table 1. In all
design methods, for both nominal and distributed system the method that present in
this work has low values of ISE, IAE and TV.

Example 2 The model is given to describe the controller technique.

Fig. 2 Closed loop response of example 1
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Fig. 3 Control signal of example 1

Table 1 Performance indices
of example 1

Control scheme IAE ISE TV

Proposed method 5.52e−05 5.45e−08 0.003

PID based on standard forms 1.7319 1.1135 0.0055

Gp(s) = 0.5(−0.5s + 1)

s(0.5s + 1)(0.4s + 1)(0.1s + 1)
e−0.7s (15)

In the design, the model is used as:

Gp(s) = 0.5183(−0.4699s + 1)

s(1.1609s + 1)
e−0.81s (16)

The PID filter is computed as given in Eq. (7)

fP I D(s) = 0.1914s2 + 0.875s + 1

0.0974s2 + 0.677s + 1
(17)

The set point filter of the process is calculated as given in Eq. (6).

F(s) = 1

6.1703s2 + 6.475s + 1
(18)

This procedure move capacity has a place with a mechanical contextual investi-
gation of heater steam drum and the level is constrained by controlling evaporator.
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Fig. 4 Closed loop response of example 2

The PI-PD controller parameter utilized by Kaya [7] is used for comparison
purpose. Controller parameters for the current strategy recommended are Kc =
1.1292, ki = 0.1744 and kd = 1.0761. In this it is used that λ = 1.500.

Figure 4 shows reactions for all plan techniques to both a change in reference and
a stage upsets with size of −0.5 at time instant(t) = 25 s. The corresponding control
signal has been shown in Fig. 5.

Execution particulars for all structure techniques are condensed in Table 2. In all
methods, for both nominal and distributed system the method that present in this
work has low values of ISE, IAE and TV.

Example 3 The model is given to describe the controller technique.

Gp(s) = (−s + 1)

s(10s + 1)
e−7s (19)

The PID filter is computed as given in Eq. (7)

fP I D(s) = 0.218s2 + 0.112s + 1

0.084s2 + 0.571s + 1
(20)

The set point filter of the process is calculated as given in Eq. (6).

F(s) = 1

1.4285s2 + 3.2075s + 1
(21)
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Fig. 5 Control signal of example 2

Table 2 Performance indices
of example 2

Control scheme IAE ISE TV

Proposed method 1.918 0.2358 0.0028

PID based on standard forms 2.5006 1.6787 0.0032

The PI-PD controller parameter utilized by Kaya [7] is used for comparison
purpose. Controller parameters for the current strategy recommended areKc = 0.119,
ki = 0.0371 and kd = 0.053. In this it is used that λ = 1.500.

Figure 6 shows reactions for all plan techniques to both one unit reference change
and a stage upsets with size of −0.5, at time instant t = 250 s. Execution particulars
for all structure techniques are condensed in Table 3. In all design methods, for both
nominal and distributed system the method that present in this work has low values
of ISE, IAE and TV (Fig. 7).

4 Conclusions

This paper portrayed the controller plan for integrating procedure with backwards
reaction andpole atRHS.ThePIDcontroller has beenplanned in an adjusted structure
with arrangement of forward path. The set point channel/filter additionally used to
improve the reaction of process because of step changes in reference signal. The
proposed technique is connected to the twodistinctive relative investigations and their
reactions have been appeared in Figs. 2 and 3. The reaction obviously clears that the
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Fig. 6 Closed loop response of example 3

Table 3 Performance indices
of example 3

Control scheme IAE ISE TV

Proposed method 1.545 0.358 0.127

PID based on standard forms 2.899 1.223 0.872

Fig. 7 Control signal of example 3
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proposed strategy has improved reaction than the strategies utilized for comparison.
The proposed design plan is additionally simpler than other related methodologies
for integrating/capacitive type processes.
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Environmental Feasibility Survey
of Solar Photovoltaic Cells

Sai Goutm Golive, B. Vijaya Krishna, B. Parama Sivam,
and K. Ramash Kumar

Abstract Sustainable power source advancements presents an outflow free of
methods for the energy collecting in the current power energy situation requesting
practical necessities. Be that as it may, the creation cycle of RETs particularly
sunlight based photovoltaic (SPV) is material what’s more, energy costly cycle.
In this paper such data and the energy concentrated creation cycles of Solar photo-
voltaics frameworks are examined. The frameworks is broke down up to a creation
stage with center given to the energy and material separation between various phases
of creation. The assessment of an outflows through creation step is completed for a
1 kWp Solar photovoltaics framework. A correlation is made through various kinds
of advancements i.e., mono Si, poly Si, slim film CdTe and strip Silicon. Likewise,
correlation of maintainability parts of housetop and ground layed establishments
was completed. In strip Silicon, energy process represented higher discharges as
opposed to material in instance of different innovations. In the layed construct, in
rooftop construct brought about least discharges among material investment funds
while, layed mounting constructs are ecologically costly because of high material
utilization. Additionally, the emanation portion of materials utilized underway stage
is decreased directly from mono crystalline Si to strip Si when in rooftop attaching
is utilized. Consequently, slight film CdTe, lace Si consists a naturally less expensive
alternatives of outfitting sun based energy and creation cycles of advances like mono
crystalline Si, poly crystalline Si should be enhanced to make them ecologically
reasonable.
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Keywords Solar Photovoltaic Cells · Life cycle inventory (LCI) · Life cycle
assessment (LCA) · ECO-indicator · Renewable energy Systems (RES)

1 Introduction

An Earth-wide temperature boost and environmental evolve have shifted worldwide
energy index to move from outflow escalated fossil powered assets to sustainable
power sources [1]. Flourishing with the maintainability and green advancement to
moderate atmosphere change issues non-customary and sustainable power source
innovations are given a help via financial approaches around the globe [2].All through
the gross RESs are encouraged to chop downwards discharges through liberated and
changed approaches, for example, power buy agreements, premium feed in duties
because of their emanation easy nature of energy reaping [3]. In any case, to choose
maintainability parts of any RES life cycle emanations need to be review as opposed
to counting emanations that are stayed away from in operated stage.

Life cycle investigation presents a valuable device in breaking down emanations
over the whole life cycle by means of utilizing products and power sources i.e.,
life cycle stock in various periods of creation, utilize and removal of any item
[4]. The assembly phase of photovoltaics boards incorporate three arranges to be
specific wafer creation, cell manufacture and board fabricating. The SPV board is
the most costly piece of absolute PV framework monetarily as naturally examine
high measure of energy and input sources of info. Numerous examinations have
assessed the ecological effects of the PhotoVoltaics boards in the entire existence
with outflows per KWh source created as a mark [5, 6]. Notwithstanding, the sepa-
ration of emanations among various creation stages is the way to distinguish the
territory in which betterment is needed to extend PV more monetarily and natu-
rally manageable innovation. The existence cycle investigation apparatus is related
with four phases (Fig. 1) [4]. 1. Objective and degree definition consists illustrating
the target, framework limits concerning LCI and measures, characterizing the prac-
tical section like natural or financial grade 2. Life cycle stock examination counting
information assortment, isolation and standardization and so on. 3. The existence
cycle examination stage incorporate assessment of either financial or natural parts
of the item and 4. Translation of results to upgrade manageability lists of the item
in various periods of life assessment. Over last decades numerous investigations
helped out life assessment of SPV along records similar to energy restitution time
frame and outflows per KWh energy bridled. The main mono Silicon boards brought
about a normal 2–4 years of EPBT for various degrees of illumination and outflow
level of 160 to 300 g—CO2 eq./KWh were accounted for [5–8] The variety upon the
mark determined is because of various regardless of whether conditions and vari-
eties underway cycles of SPV. Too exemplified energy differs as per sort of mounting
utilized. Generally the housetop mount and open ground surrounding frameworks
had higher cycle and exemplified energies contrasted with veneer surrounded frame-
works [9]. Be that as it may, the veneer surrounded constructs may bring about higher
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Fig. 1 Life cycle
assessment framework [4]

compensation periods because of restricted sun based radiation [10]. Counting the
current examinations on life assessment investigation of PV, this examination thinks
about the cycle energy and typified energy of ascend constructs in assessing SPV
framework maintainability angles. Dissimilar to the vast majority of the investiga-
tions an incorporated way to deal with derive stage savvy discharges at all steps and
parts of SPV framework is concocted with this examination. The extent of its investi-
gation was limited to creation phase of PV frameworks barring the capacity compo-
nents similar to batteries and power modules. To measure outflows underway period
of SPV ECO-indicator instrument was utilized and useful unit is huge amounts of
CO2 per 1 kWp SPV framework creation. Rest of the paper is sorted out as includes:
Methodology received to assess life cycle emanations is portrayed in segment II.
Segment III diagrams the portrayal of 1 kWp framework for various kinds of PV
boards, body of construct and ascend constructs. The segment IV the outcomes are
introduced and examined as for generally speaking framework just as every segment.

2 Methodology Adopted

The supportability parts of Photo framework are assessed utilizing ECO-indicator
generally known as Eco Indicator 99 eco it configuration instrument [11]. The ECO-it
is a straight forward programming to adaptable information base with utilize. There
are two pointers together effection climate specifically ReCiPe (RCP) strategy and
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Fig. 2 Analysis stages of ECO-it eco design tool [11]

CO2 counterparts. The ReCiPe (RCP) esteems are unit results which mean the seri-
ousness to outflows with choosen it emor movement. Large data, high the rapid
articulated on effect on climate. The ECO-it device comprises off our areas/phases
of assessment. The initial stage gives data about the framework and any definitions
with respect to the frame work, practical element can be characterized to assist an
ce the professional in evaluation. The subsequent stage was the creation period of
the item/administration whose step and cycles for the frame work can be compre-
hended individually to assess coming about emanations. The ECO-it was encouraged
to incorporate various components like mass, zone and energy indifferent decimal
standards. Any product, energy and cycle in flux into the frame work or item can
be determined via five classifications of LCI gave i.e., product, energy, relocate,
handling and administration/framework (Fig. 2). When the information from LCI is
began coming about emanations can be seen as far as CO2 counter parts or ECO-it
scores. The score of each cycle or part can be utilized to assess the effect of specific
segment/measure in the entire life (Fig. 3).

3 Model Representation

In this complete scenario, life rotation discharges for a 1 kWp Solar framework is
dissected as four kinds of boards, three sorts of ascend cohesive and regularly utilized
BOS. The virtual and specialized attributes of a wide range of Solar boards utilized
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Fig. 3 LCI inventory inclusion in ECO-it eco design tool [11]

Table 1 SPV panel characteristics

Cell type Manufacturer
Module Rating
(Wp)

Cells per
module

Module
dimensions
(mm × mm)

Weight
(kg)

Modules
per 1 kWp

Module
area per
1 kWp
(m2)

1 M ono Si SunWorld [12]
250

60 1675 × 951 46.7 7 6.7

2 poly Si SunWorld [13]
250

60 1675 × 961 39.7 7 6.7

3 CdTe FirstSolar [14]
92.5

216 1200 × 600 26.45 11 7.78

4 Ribbon Evergreensolar
[15] 205

114 1650.5 ×
951.3

41 5 7.65

in this examination are specified in Table 1. The average LCI of SPV boards per 1m2

zone of board is embraced [9] in discussion with zone needed for 1 kWp for different
sorts of SPV boards dissected in this investigation. For the ascend framework, three
kinds of ascend courses of action are examined in particular, in-rooftop, on-rooftop
and ground surrounded constructs. As the products and zone necessity differs amid
the diverse ascend surrounded considered, the in general emanations may likewise
shift. The boundaries of the ascend constructs are specified in Table 2. Since the
existence cycle stock of three ascend construction it tends to be seen that, ground
ascend constructs are material serious and in rooftop framework can spare material
contribution surrounded rooftop tile sparing. Be that as it may, the energy repay of in
rooftop frameworks should be lower contrasted with that of on rooftop frameworks
because of skewed environmental and air refrigeration on lower edge of PV boards
[12]. To examine outflows owed to BOS of SPV framework, the framework is larger
than usual by half [11]. Thusly, outflow investigation for 1 kWp will in the long run
outcome in discharges for 1.5 KVA of inverter limit. In the association part, LCI
of Direct wiring is additionally remembered for BOS itself instead of take up as
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Table 2 Mounting constructs LCI [9]

Mounting type On roof In roof Ground

Product maker PhonixSonnenstrom AG¨ Schletter Springerville

Steel (kg) 0 0 4.01

Stainless steel (kg) 0.49 0.28 0

Aluminium (kg) 0.54 1.21 0

Concrete (kg) 0 0 8.03

a different substance take up as a immaterial effect contrasted with different BOS
components, for example, inverter [16].

4 Results and Discussion

The 1 kWp SPV framework is planned from support to entryway regarding emana-
tions during assembling/creation phase of cell, ascending and body system of the
framework. The framework limit for module is found from wafer manufacturing
leaving Si raw material product and energy inputs.

4.1 Emanation Investigation for SPV Modules

The vitality and material concentrated assembling measure of SPV module applies
impressive test in prepare SPV a practical energy reaping innovation. The mono
translucent innovation is product just as energy serious there by bringing about most
noteworthy discharges of 1257 kg of CO2 for every 1 kWp of creation. While, strip
Si with low product and energy utilization fueled by present day creation innovation
brought about best natural alternative with 311 kg of CO2 per 1 kWp of creation
(Fig. 4).
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(1) LCA of mono-Si:

By a widemargin, themono Si innovation is effectively themost earth costly because
of huge product and energy inputs. The wafer creation stage comprises over 61%
of complete discharges and the cell phase represents simple 2.9% of the discharges
and left emanations are from cell bundling into module. All things considered the
discharge because of the PVmodule creation in mono Si innovation can be classified
into five sorts in particular, gases, solids, fluids, power and direct emanations to air.
While, a portion of these are restricted to specific phases of creation. For instance, the
fluid and gases utilization is practically immaterial in the event of module readiness.
It tends to be seen that, aside from direct discharges what’s more, discharges from
solids utilized in PV board creation, wafer creation stage is answerable for larger part
of the discharges. The wafer phase of PV board has represented 35%, 71%, 94%,
85% of emanations from solids, fluid, gases and power respectively. Producing of
silicon material in wafer production stage is related with over 65% of the emissions
proceeded in wafer phase. Therefore, powerful wafer fabricating/creation innovation
is the need of great importance to reduce outflows through material contributions to
wafer stage. It is likewise saw that, over 60% of the outflows from solids were in
module phage. This can be ascribed to the fact that, module planning related with
board bundling is material escalated with front and back metelled, BSF coating on
back end, aluminum utilized for bundling and so forth. In the cell manufacture stage,
back metelled was the key cycle which caused lion’s share of the outflows in this
stage. In this manner, the emanation investigation of mono Si PV board surmisings
the urge of abridgement in energy just as material contributions to wafer creation
stage (Fig. 5).

(2) LCA of Poly-Si:

Lately, poly Si innovation developed as impressively proficient option for exor-
bitant and product concentrated mono Si innovation. When contrasted with the

Fig. 5 Emissions of mono
Si panel at different
production stages
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creation outflows of mono Si, emanations in wafer creation phase are simple 46.7%
and module bundling had brought about most noteworthy discharges of over 48%
of complete poly Si creation discharges. The principle distinction in the creation
measure is in to wafer phase of creation. As an aggregate decrease of 530 kg of CO2

for each 1 kWp wafer creation is seen which was proportionate to 46.7% contrasted
with 69.2% of mono Si. In this manner, poly Si wafer creation measure is naturally
22.4% suggested over mono Si wafer creation. Additionally, when contrasted with
mono Si the emanations fromwafer creation measure are decreased by 7.3%, 58.7%,
7.27%and 22.88% in the event of solids, fluids, gases and power individually (Fig. 6).

(3) LCA of Thin Film CdTe:

Additionally, the slight film modules had came up long way from their presentation
in 1975. The record effectiveness of slight film CdTe modules is accounted for as
21.5% [18]. The primary bit of leeway of the flimsy film modules is the product
adequacy and wide scope of activity in both diffused and direct retention range
[19]. Notwithstanding, the effectiveness is lower contrasted with mono and poly Si
partners, there with heightening geological necessity to tackle same sum of energy
contrasted with previous PV advancements. Creation of 1 kWp of flimsy film PV
module brought about 475 kg-eq of CO2 which is 62%, 34.6% lower contrasted with
mono and poly Si advances separately (Fig. 1). The discharges from creation phase
of Cd-Te innovation are partitioned into three classes to be specific module measure,
plant compound utilization and plant equipment use. The module creation measure
involve 98% of absolute discharges while plant compound utilization and equipment
use represented 1.4%, 0.5% individually (Fig. 7). In the module cycle, material and
energy inputs involve emanation portions of 60, 40% individually.

Fig. 6 Emissions of mono
Si panel at different
production stages
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(4) LCA of Ribbon Silicon Wafer:

The strip silicon wafer is main of the most recent PV advances empowering tremen-
dous product decrease alongside quick fabricating measure. Nonetheless, the effec-
tiveness of lace siliconwafer is exceptionally low contrastedwith slight film too. This
is because of the way that, strip Si wafer have extremely dainty silicon construct with
lower likelihood of photon assimilation there by settling on productivity [15]. For
1 kWp creation of lace Si wafer the outflows are assessed from LCI accessible. The
lace Si wafer creation stage brought about 311 kg of CO2−eq which was 75%, 57%
and 34.5% lower contrasted with mono, poly and flimsy film innovations individu-
ally. In contrast to mono, poly and tin film innovations, energy source is liable for
greater part of emanations instead of material contributions as if there should arise
an occurrence of another PV advances. Energy input oneself is answerable for over
87% of absolute discharges during wafer creation stage. While product and direct
emanations to air settled at 9% and 3.8% separately (Fig. 8).

4.2 LCA of Mounting Constructs

When the PV producing was finished, establishment measure is the key territory
which devours impressive measure of materials through ascend constructs [9]. The
ordinary LCI of three ascend constructs used in this examination is represented in
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Fig. 9 LCA of mounting constructs

Table 2. In light of the undertaking type mounting constructs are separated into three
sorts specifically on-rooftop constructs which are sent in average rooftop top PV
frameworks, in rooftop constructs in which boards are coordinated to rooftop top
supplanting the tiles there by offering material reserve funds in building develop-
ment and the third sort is ground ascend constructs which require extra material as
concrete utilized for readiness of establishments. The outflows during establishment
measure are thought to be exclusively from exemplified energy of product utilized
for ascending constructs. The discharges three kinds of discharges are represented in
Fig. 9. Ground layed constructs brought about most elevated emanations of 135 kg
of CO2–eq. thought about to 61 and 13 kg for on rooftop and in rooftop partners. The
contrast in emanations if there should be an occurrence of in-rooftop construct can
be credited to the way that, 1 m2 of PV boards conceivably can supplant 40 rooftop
tile there by decreasing epitomized energy of in general framework (Fig. 10).

LCA of generally framework To comprehend the portion of various framework
parts in emanations of entire framework consisting casing and BOS, LCA of entire
framework is to be performed. Here, LCA of entire framework is assessed for a
1 kWp framework including ascending and BOS prerequisites. The emanations of
1 kWp framework are investigated with in rooftop framework ascending for all PV
advances as appeared in Fig. 11. The emanation portion of PV module with the
entire framework is diminished from 96.3% for mono Si to 86.8% for lace Si wafer
innovation. While emanations with poly and slight film advances remained at 94%,
90% separately.
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5 Conclusion

Energy collecting through sustainable power source innovations is moderately
discharge free contrasted with non-renewable energy source advancements like coal,
flammable gas, atomic frameworks and so on. Notwithstanding, material further-
more, energy costly cycles utilized underway periods of RET advancements like SPV
presents maintainability challenges on their arrangement. In this manner, manage-
ability examination of SPV assistance in distinguishing energy and product costly
stages upon by congratulating fabricating/creation advances to improve the related
cycles so as to decrease natural weight. This work represents LCA of SPV creation
and establishment stages for various SPV innovations and ascend constructs. Key
discoveries of the problem close the strip Si wafer innovation as best natural alter-
native for saddling sun based energy. What’s more, for strip Si innovation energy
utilization is mindful for greater part of discharges though, its material’s exemplified
energy that mutual greater part of outflows if there should be an occurrence of mono,
poly what’s more, dainty film advancements. At long last, it is reasoned that, the
blend of lace Si innovation with in rooftop ascending might lessen by and large SPV
framework emanations by 73% contrasted with mono Silicon innovation.
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Intelligent Control Techniques
for Parameter Tuning of PID Controller
for LFC with Emphasis on Genetic
Algorithm

B. Venkata Prasanth, Raja Sathish Kumar, Vijaya Krishna Boyina,
and K. Ramash Kumar

Abstract The theme of this work is carried out to reduce the deviations involved in
LFCof a developed systemby viaGA technique (intelligent controller) deployed PID
controller. In MATLAB environment, the system is modelled and as well as simu-
lated for conventional controller, Fuzzy, PSO and GA based PID tuning parameters.
Simulation results shows that there is an improved dynamic response of the system
when subjected to different step perturbations with proposed GA-PID controller.

Keywords Load Frequency Control · Integral Time Absolute Error · Fuzzy Logic
Controller · Particle Swarm Optimization · Genetic Algorithm · PID controller

1 Introduction

The goal of LFC during transient conditions is to maintain constant frequency, power
exchanges and tackling system complex model as well as variations involved [1–3].
In general case, the habitual apparent power produced by generators must be met in
accordance with the load power variations. The principal task before a power system
engineers is to provide good quality of power supply generated by a mixture of
renewable and non-renewable sources of energy to the utility customers without any
distortions. Load frequency control to be referred as bymaintaining frequencywithin
permissible limits by regulating both wattage input power generation and demand
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[4]. The variables (�f and �Ptie) effects during power transient load power condi-
tions. Automatic control is more efficient method of load frequency control because
manual controls are sluggish and involve inherent human time lags. The problem of
ALFC resolves into not only measuring �f but also analysing the measured change
from a reference measurement value. Keep view on this correction is initiated by
using control strategy to keep the system original measured value. The risk of the
interconnected system increases because of system design deals with more time
varying parameters. Valid assumptions are to be incorporated in design of a system
controller to enhance overall performance. Tyreus-Luyben, Cohen-Coon, Fertik, Z-
N and Integral Control Methods, are considered for controlling the LFC of isolated
single area system [3, 5, 6]. Integral gain of conventional controller restricts the
dynamic performance of the system. An optimal control scheme based PSO which
enhances the gain of controller for addressing LFC in power systems of single area
or multi area type power systems. The authors [7, 8] proposed the AGC by using
a optimal controller for two area power system as well as compared the results.
Intelligent control technique needs to be deployed to achieve further improvement
in power system dynamics [9–12]. Among them GA has been used to deal complex
optimization problems which uses H2/H∞ Controller [6–8].

2 Model Investigation and Controllers

The power plant model shown in Fig. 1 consists of governor, turbine, a generator and
load with speed regulation as feedback etc., are characterized by transfer functions.
The values of gain and time constants chosen for the model are listed out in Table 1.

The state variables are listed below for the model shown above in Fig. 1.

Fig. 1 Single area thermal power generation model

Table 1 Power system
parameters

Name of the component Gain Time constant (s)

Governor KG = 1 TG = 0.08

Turbine KT = 1 TT = 0.3

Power System/Generator KP = 120 TP = 20

Speed Regulation R = 2.4
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In Power system, invariably the nature of the elements is non-linear. At a particular
working point linearization to be done to get a linear model from a nonlinear model.
The actual conditions and practical conditions are differing in general scenario. Clas-
sical algorithms are used to design a load frequency with PID controller in terms of
state space variables for themodelled system [13, 14]. The system dynamics are tabu-
lated for uncontrolled, conventional, Fuzzy rule based, PSO based andGA based PID
Controller in Sect. 3. The intelligent controllers implemented for the model to get
hold of better tuning of gains are listed below.

PID Controller:

Almost in all control applications, PID controllers are extensively used because of its
robustness and system performance. The proto type of PID controller has parameters
namely KP, Ki and Kd which are shown in the Fig. 2. To achieve better system
performance within desirable limits; it is necessary to tune the KP, Ki and Kd terms

Fig. 2 Proto type PID controller
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in the controller by appropriate optimization technique. Improper tuning leads to
adverse effects on system performance.

Fuzzy Logic Controller:

The general Fuzzy based logic controller consists of fuzzification, rule based control
and defuzzification shown in the Fig. 3. The logic is much closer to the human logics
and is better as compared with classical systems. We cannot achieve satisfactory
solutions from regular PID controllers due to the involvement of time varying vari-
ables while designing the system. The linguistic variables from [3] used for input e(t)
and [ė(t)] for the chosen model as well as for output also under fuzzification and rule
based fuzzy table framed and shown in Table 2 for the model shown in Fig. 1 based
on If and Then rules. Centroid method used for defuzzification process to transform
the output linguistic variable to a real value signal.

PSO Algorithm:

PSO is also one of the soft computing techniques to acquire better tuning values
for parameters involved in PID controller to solve more complex engineering prob-
lems. The procedure for minimization of performance index which is integral time
absolute error (ITAE) i.e., ITAE = ∫ t e(t)dt and frequency deviation is an error func-
tion is obtained by uniformly distributed particles, particle’s position and particles
velocities & weights. Figure 4 shows the flow chart of PSO algorithm.

Fig. 3 Fuzzy logic controller

Table 2 Fuzzy rule based table

ė e

NL NS ZZ PS PL

NL S S M M L

NS S M M L VL

ZZ M M L VL VL

PS M L VL VL VVL

PL L VL VL VVL VVL
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Fig. 4 PSO algorithm flow
chart

Genetic Algorithm:

To solve more complex problems GA isused and the process involved represented
by flow chart which is shown in Fig. 5. The procedure for minimization of perfor-
mance index which is integral time absolute error (ITAE) =∫ t e(t)dt and frequency
deviation is an error function is obtained by reproduction, crossover and mutation.

3 Simulation Results

The dynamic response of the system is studied by applying step change in load
perturbation (�PD = 0.01, 0.02, 0.03, 0.04 and 0.05) to the generator. The dynamics
are studied in terms of time domain specifications with GA, PSO and Fuzzy Logic
PID Controllers as well as concluded from the responses shown in Figs. 6, 7, 8,
9 and 10 that GA-PID controller perks up better transient behavior among all the
mentioned controllers (Table 3).
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Fig. 5 Genetic algorithm flow chart

Fig. 6 Dynamic response of isolated thermal system with a disturbance of �PD = 0.01
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Fig. 7 Dynamic response of isolated thermal system with a disturbance of �PD = 0.02

Fig. 8 Dynamic response of isolated thermal system with a disturbance of �PD = 0.03

Fig. 9 Dynamic response of isolated thermal system with a disturbance of �PD = 0.04
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Fig. 10 Dynamic response of isolated thermal system with a disturbance of �PD = 0.05

Table 3 Comparison of different controllers

Disturbance with �PD = 0.01

Type of Controller Undershoot Static Error Settling Time

Uncontrolled −0.03069 −0.02352 4.255

PID controlled −0.02942 0 23.780

Fuzzy-PID controlled −0.02716 0 6.755

PSO-PID controlled −0.01329 0 3.195

GA-PID controlled −0.01325 0 2.744

Disturbance with �PD = 0.02

Type of Controller Undershoot Static Error Settling Time

Uncontrolled −0.06139 −0.04697 4.439

PID controlled −0.05855 0 24.030

Fuzzy-PID controlled −0.05355 0 7.641

PSO-PID controlled −0.02658 0 3.459

GA-PID controlled −0.02638 0 3.226

Disturbance with �PD = 0.03

Type of Controller Undershoot Static Error Settling Time

Uncontrolled −0.09076 −0.07044 4.817

PID controlled −0.08821 0 24.860

Fuzzy-PID controlled −0.08035 0 8.032

PSO-PID controlled −0.04003 0 3.765

GA-PID controlled −0.03999 0 3.507

(continued)
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Table 3 (continued)

Disturbance with �PD = 0.01

Type of Controller Undershoot Static Error Settling Time

Disturbance with �PD = 0.04

Type of Controller Undershoot Static Error Settling Time

Uncontrolled −0.12201 −0.09405 5.045

PID controlled −0.11560 0 25.310

Fuzzy-PID controlled −0.10250 0 11.49

PSO-PID controlled −0.05332 0 4.566

GA-PID controlled −0.05228 0 4.255

Disturbance with �PD = 0.05

Type of Controller Undershoot Static Error Settling Time

Uncontrolled −0.15340 −0.11770 5.685

PID controlled −0.14590 0 26.451

Fuzzy-PID controlled −0.12780 0 12.760

PSO-PID controlled −0.06599 0 5.349

GA-PID controlled −0.06579 0 5.021

4 Conclusion

A single area Load frequency control problem with PID controller is modelled and
state variables are derived. Conventional controller, Fuzzy based, PSO based and GA
based PID controllers are applied to the generator to get dead beat response from
the system. These controllers are used to minimize the system transient behaviour
pertaining to step load disturbances i.e.,�PD (p.u.)= 0.01 to 0.05 in steps of 0.01.GA
based PID tuned controller improves the system transient behaviour in contrast with
other controllers implemented. The proposed GA controller is more robust in nature
to minimize the system transient behaviour. There is a scope for further research
to where the robustness of power system can be improved by new soft computing
techniques which deals optimization of complex problems.
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Simplified Decoupler Based Fractional
Order PID Controller for Two Variable
Fractional Order Process

A. Divya Teja, R. Kiranmayi, K. Nagabhushanam, and N. Swathi

Abstract In recent years, more research work has been proved the advantages of
using fractional order modeling and control techniques. This paper describes the
design of fractional order proportional integral derivative (FO-PID) controller along
with simplified decoupling method of two variable fractional order processes. The
structure of two variable processes is different from single variable process. The
interaction effects occur for two variable fractional order processes. So to reduce the
interaction effect, the process is decoupled by simplified decoupling method. The
maximum sensitivity based frequency domain strategy is suitable for parameters
tuning of FO-PID controller. The described controller yield better execution for
set point-tracking. Disturbances like white noise are included in the system so as
to exhibit the FO-PID method shows better result in rejection of disturbance. The
parameter uncertainties are added to the process. The course of action is more robust
to such dissimilarities. Simulation results will exhibit the better achievement of the
proposed method.

Keywords Fractional order control · Simplified decoupling · Fractional order
proportional integral derivative time delay · Two-input-two-output process ·
Inverted decoupling · Fractional calculus

1 Introduction

One of the oldest control method proposed in 1920s is PID control method. Mostly it
is utilized in several industrial fields because of good performance, simple design and
small settling time [1, 2]. Many of the PID control methods are modelled as integer
order system. In some cases the systems should be modelled as fractional order,
for the systems the fractional PID controller is employed. Many scientists employ
fractional order controllers formany applications to obtain desired performance of the
systems [3–5]. In 1994 I. Podlubny [6] introduced a PID controller for a fractional
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order processes. He described the PID controller in generalized form introducing
fractional calculus and compare with the classical PID controller to exhibit good
response of the controller. The PID controllers contains three parameters (Kp , Ki,

and Kd ) to tune but in FOPID controllers contains other two parameters λ and μ. λ
is fractional integration order and that of μ is fractional derivative order. Therefore,
the FOPID contains five parameters (Kp, Ki , Kd , λ and μ) for tuning purpose. This
makes the design of controller more flexible. Many literatures will mainly focus on
tuning method of FO-PID. For the tuning of FOPID literatures [7–9] demonstrates
different tuning methods.

In this paper, a simplified decoupler based FOPID controller is introduced for two
variable processes. For two variable process the interactions between the variables
must exist. So to eliminate the interactions for two control loops, simplified decou-
pling is used. The frequency domain tuning method is used to design the FOPID
controller and it was proposed by Monje et al. [8].

The left over portion of this paper is arranged as follows: In unit 2, introducing
the fractional order control, the fractional order PID controller and the structure of
the fractional order of two variable processes. In unit 3, the structure of simplified
decoupling, the frequency tuning strategy and the design of proposed controller are
given. For simulation study the numerical examples are considered with and without
time delay processes and comparisons of the presented method and FOIMC method
are structured in unit 4. Conclusion and future scope are present in unit 5.

2 Fractional Order Control

2.1 Fractional Calculus

The concept of fractional calculus is obtained frommathematical branch. It describes
the integrals and derivative theory of non-integer order. Fractional calculus has devel-
oped for a long time. Researchers have done their work in several areas of engineering
and technology by using fractional calculus during the last few decades. There are
many other definitions of fractional derivatives and integrals. Riemann and Liouville
had described fractional order integral definition using Taylor series

aD
−v
t f(t) = 1

�(γ )

t∫

a

(t − τ)v−1f(τ )dτ (1)

The fractional calculus operator aD−v
t represents fractional derivative and f(t) is

an function of integer. G(γ) defines gamma function.
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Fig. 1 The FO-PID standard structure

2.2 Fractional Order PID Controller

Podulbuny has first described the FOPID controller. It was an expansion of conven-
tional PID controller using fractional calculus. The fractional order PID based control
method is presented in Fig. 1. Gp(s) is the process, Gc(s) is the FOPID controller.
By adding three control actions, the expression for the control method is obtained
and it is described in time domain below:

u(t) = Kpe(t) + Ki

∫
e(t)dt + de(t)

dt
(2)

The expression of PID controller in s-domain is

Gc(s) = u(S)

e(s)
Kp + Ki

1

s
+ Kps (3)

2.3 Fractional Order TITO Process

Atwovariable fractional order linear system is representedby the following fractional
order differential equations:

0D
γ
t x(t) = Ax(t) + Bu(t), (4)

Y(t) = Cx(t) (5)

Assuming initial conditions are zero and by applying Laplace transform, the
representation of state space equations can be transformed as

sγY(s) = (s) U(s) (6)

By substituting (4) and (5) in (6), the following equation can be obtained as:
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Gp(s) = C(I−A)−1B =
[
Gp11(s) Gp12(s)
Gp21(s) Gp22(s)

]
(7)

where each Gi j (s) is a fractional order transfer function and defined as follows:

Gi j (s) = bi j1sβij1 + bij0
ai j2sαij2 + ai j1sαij1 + ai j0

, i, j = 1, 2 (8)

where βij and αij are the fractional order, ai j and bi j are the coefficients. The
structure of fractional order two variable process is introduced in Fig. 1.

3 Simplified Decoupling Based FO-TITO-PID Controller
Design

To design the FO-TITO-PID controller, two steps are required.
Step1: FO-TITO process is decoupled with simplified one.
Step2: FO-PID controller is designed for FO-TITO process.
The interactions are present between two control loops of the TITO process can be

controlled by decouplingmethod.According to [10] the decouplingmethods are ideal
decoupling, simplified decoupling and inverted decoupling. Ideal decoupling is most
complex in design and the inverted decoupling has some limitations to the process i.e.,
the time delay for the diagonal elementmatrixmust beminimumvalue, the outputs of
the control method exhibit large variations. To overcome the limitations, simplified
decoupling method is chosen. The structure of simplified decoupling represent in
Fig. 2.

Fig. 2 The structure of the simplified decoupling FO-PID method
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The new decoupler can be obtained as:

Gl1(s) = −G12(s)

G11(s)
(9)

Gl2(s) = − G21(s)

G22(s)
(10)

The output of c1, c2 and the input u1, u2 of G(s) have the relationship as:

u1 = c1 + c2
G12(s)

G11(s)
(11)

u2 = c2 + c1
G21(s)

G22(s)
(12)

The relationship between the inputs u1, u2 of G(s) and the output is:

u1G11(s) + u2G12(s) = y1 (13)

u2G22(s) + u1G21(s) = y2 (14)

Substitute (10) into (11), the result will be:

c1(G11(s) − G12(s) G21(s)

G22(s)
) = y1 (15)

c2(G22(s) − G12(s) G21(s)

G11(s)
) = y2 (16)

The generalized loop transfer function is

G(s) =
[

(G11(s) − G12(s) G21(s)
G22(s)

) 0

0 (G22(s) − G12(s) G21(s)
G11(s)

)

]
(17)

Substituting (9) into (10), the decoupler can be rewrite as

Gl1(s) = −
(
b121sβ121 + b120

)
(a112sα112 + a111sα111 + a110)(

b111sβ111 + b110
)
(a122sα112 + a121sα121 + a120)

(18)

Gl1(s) = −
(
b211sβ211 + b210

)
(a222sα222 + a221sα221 + a220)(

b221sβ221 + b220
)
(a212sα112 + a211sα211 + a210)

(19)
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3.1 Controller Design

A fractional order two variable processes is considered. After applying the simplified
decoupling to the two variable process, the interactions are present between two
control loops has been eliminated. The FOPID control method discussed in Sect. 2
obtained the following expressions:

C11(s) = Kp1 + Ki1
1

sλ1
+ Kd1s

μ1 (20)

C22(s) = Kp2 + Ki2
1

sλ2
Kd2s

μ2 (21)

In controller design, parameter tuning is of great importance because of changes in
operating conditions. To solve this problem tuning the parameters based onmaximum
sensitivity approach, the controller values are obtained. It is defined as

Ms = max
ω∈[0,+∞]

∣∣∣∣ 1

1 + C(jω)G(jω)

∣∣∣∣ (22)

4 Simulation Study

In this section, the TITO-FOIMC method will compare with the proposed method.
The model of simulink diagram is shown in Fig. 2.

4.1 Example 1

A FO-TITO process without time delay is considered as

G(s) =
[

1.2
2s0.5+1

0.6
3s0.7.+1

0.5
s0.8+1

1.5
3s0.6+1

]
(23)

The new decoupler can be obtained as

Gl12(s) = − 2s0.5 + 1

2
(
1 + 3s0.7

) (24)

Gl21(s) = − 3s0.6 + 1

3
(
1 + s0.8

) (25)
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The TITO-FOIMC method is compare with the proposed method in this part. A
maximum sensitivity based parameter tuning method is used to design the FOIMC
controller. The maximum sensitivity value of loop1 is equal to 1, the value of Ms2 for
loop 2 is equal to 1. The transfer functions of TITO-IMC controller are given below:

CIMC−1(s) = 2s0.5

1.2(1 + 0.667s)
(26)

CIMC−2(s) = 3s0.6 + 1

1.5(1 + 0.5843s)
(27)

The FO-PID controller is designed based on frequency domain tuning approach.
By tuning the five parameters represented above.

The following FOPID controllers can be obtained as

C11(s) = 10.7613+33.307

s0.8143
(28)

C22(s) = 10.1953+30.723

s0.7573
(29)

The output behaviour of the FO-PID method is obtained in Fig. 3. At two instants
at t = 0 s and at t = 4 s, a unit step input is applied and also for the two inputs, a
disturbance of the magnitude 0.1 are added at t = 10 s. From Fig. 3 the simplified
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Fig. 3 Step response of FOIMC and the proposed method



42 A. Divya Teja et al.

Table 1 Time domain specifications of proposed and FO-IMC method

S. No Control method Rise time
(t r )

Peak time
(t p)

Settling time
(t s)

Overshoot (Mp)

1 FO-IMC
method

Y1 1.4716 0.9985 4.1943 11.0936

Y2 1.2911 0.002 20 10.5483

2 Proposed
method

Y1 1.0648 0.5544 4.0333 10.1183

Y2 1.1695 0 9.9982 10.0673

decoupling of the FO-PID controller exhibit less overshoot when compared to FO-
IMC method. The output response of the proposed method reaches the steady state
from the disturbance faster than FO-IMC method.

The time domain specifications are listed in Table 1. The values of rise time,
settling time and peak overshoot have decreased when compare to the FO-IMC
method. The presented method having quicker settling time and shows better results.

The parameter uncertainties (50%) are added to the process to test the robustness
of the system. The following results are obtained in Figs. 4 and 5. In the case of
model mismatch with parameter uncertainties, the presented method is more robust
than FO-IMCmethod. The output response of the proposed method will not undergo
any change for parameter uncertainties.

Sometimes external noises are included in the system while operation of process.
In order to reject noise in the system and to exhibit the better results of the presented
design, a Gaussian white noise is included to the step input. The result is obtained in
Fig. 6. From the figure, the proposed method performs well in noise rejection.
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Fig. 4 Step response of the proposed method with 50% parameter perturbation
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Fig. 6 Tracking and disturbance rejection performance of the proposed method with white noisy

4.2 Example 2

A FO-TITO process with time delay is considered:

G(s) =
[

1.2e−0.2s

2s0.5+1
0.6e−0.3s

3s0.7.+1
0.5e−0.4s

s0.8+1
1.5e−0.3s

3s0.6+1

]
(30)
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The new decoupler can be obtained as

Gl12(s) = 2s0.5 + 1

2
(
1 + 3s0.7

)e−0.1s (31)

Gl21(s) = − 3s0.6 + 1

3
(
1 + s0.8

)e−0.1s (32)

The TITO-FOIMC method is compare with the proposed method in this part. A
maximum sensitivity based parameter tuning method is used to design the FOIMC
controller. The Maximum sensitivity value of loop1 is equal to 1.2785. The value of
Ms2 for loop 2 is equal to 1.2557.

The transfer functions of TITO-IMC controller are given below:

CIMC−1(s) = 2s0.5 + 1

1.2(1 + 0.6885s)
(33)

CIMC−2(s) = 3s0.6 + 1

1.5(1 + 0.6521s)
(34)

The following FOPID controllers can be obtained as

C11(s) = 1.2 + 7.35

s0.93
(35)

C22(s) = 1 + 5.12

s0.81
(36)

The output behaviour of the FO-PID method is obtained in Fig. 7. At two instants
at t = 0 s and at t = 4 s a unit step input is applied and also for the two inputs,
a disturbance of the maitude 0.1 are added at t = 10 s. From Fig. 7 the simplified
decoupling of the FO-PID controller exhibit less overshoot when compared to FO-
IMC method. The output response of the presented method has attained steady state
from the disturbance faster than FO-IMC method. The time domain specifications
are listed in Table 2. The values of rise time, settling time and peak overshoot have
decreased when compare to the FO-IMC method. The presented method having
quicker settling time and shows better results.

The parameter uncertainties (50%) are added to the process to test the robustness
of the system. The following results are obtained in Figs. 8 and 9. In the case of
model mismatch with parameter uncertainties, the presented method is more robust
than FO-IMCmethod. The output response of the proposed method will not undergo
any change for parameter uncertainties.

Sometimes external noises are included in the system while operation of process.
In order to reject noise in the system and to exhibit the better results of the presented



Simplified Decoupler Based Fractional Order PID Controller … 45

-0.5

0

0.5

1

1.5

2

2.5
O

ut
pu

t

y1 of the proposed method

y1 of the TITO-FOIMC method

y2 of the TITO-FOIMC method

y2 of the proposed method

0 2 4 6 8 10 12 14 16 18 20

Time (s)

Fig. 7 Step response of TITO-FOIMC and the proposed method

Table 2 Time domain specifications of proposed and FO-IMC method for time delay process

S. No Control method Rise time
(t r )

Peak time
(t p)

Settling time
(t s)

Overshoot (Mp)

1 FO-IMC
method

Y1 1.1056 6 15.9399 9.6176

Y2 0.7162 16.5009 15.6956 4.6633

2 Proposed
method

Y1 0.4491 2.2389 15.6025 3.5137

Y2 0.5921 8.0387 9.9982 0.3095

design, a Gaussian white noise is included to the step input. The result is obtained in
Fig. 10. From the figure, the proposed method performs well in noise rejection.

5 Conclusion

A simplified decoupling FO-PID controller is projected for FO-TITO process.
Decoupling interconnection must introduce between controller and process so as
to avoid the interactions within the two primary loops. The Fractional order PID
is decoupled by simplified decoupler and determine the two controllers separately.
Simulations results were proved that the proposed method does not undergo any
change to parameter uncertainties. Whenever a disturbance is added to two inputs,
the output response of the proposed method reaches steady state faster than FO-
IMC method. The time domain specification of presented design method is much
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Fig. 9 Step response of the TITO-FOIMC method with 50% parameter perturbation with time
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better than FO-IMC method. In few words, the FO-PID controller presented in this
paper has produced robust performance for both set point-tracking and rejection in
disturbance. The proposed method will extend to three variable FO-TITO process
for future work.



Simplified Decoupler Based Fractional Order PID Controller … 47

-0.5

0

0.5

1

1.5

2

2.5
O

ut
pu

t

y1 of the proposed method

y1 of the TITO-FOIMC method

y2 of the TITO-FOIMC method

y2 of the proposed method

0 2 4 6 8 10 12 14 16 18 20

Time (s)

Fig. 10 Tracking and disturbance rejection performance of the proposed method with white noisy
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Improved Centralized PID Controller
with Disturbance Rejection for LTI
Multivariable Processes

S. Anitha, R. Kiranmayi, K. Nagabhushanam,
and K. Firdose Kowser Ahamadia

Abstract Decoupling control is a notable strategy for MIMO processes to dispose
of the impacts of undesirable process interactions. It is a compelling instrument for
MIMO process; outer disturbances actually have erase severe impacts on control
execution of the closed loop structures. The extended 2-DOF control calculation for
the MIMO measures in which the greater part of the controllers to decouple the
frameworks first and afterward the controller is intended for the decoupled loops.
This eventually builds the intricacy of the system design. This method requires the
decoupled PID controller i.e., ‘n’ diagonal controllers for ‘n’ variable processes
in addition to two off diagonal lead/lag filters for MIMO processes to achieve the
desired performance. But the decoupler requires the exact mathematical model of the
processes. If there is any errors occur in the modeling of physical processes, it may
not give the satisfactory performance. To overcome these limitations of decoupled
control system, a centralized PID controller is proposed. A centralized control system
requires, ‘n2’ PID controllers for ‘n’ variable processes will give better response
irrespective of model errors. Among these, main diagonal controllers improve the
performance and off diagonal reduce the combinability effects of variables in the
MIMOprocesses. ThePIDcontrollerwill be tuned by frequency response approaches
to reduce the steady state errors like IAE. The proposed method with disturbance
approach in the loop will give improved performance than existing approaches.

Keywords Interaction · MIMO process variables · Decoupler · Centralized
control · Diagonal loop · Off diagonal loop

1 Introduction

In present day design a controller in industry, vast number modules of mechanical
plants were displayed LTI processes. As indicated by the quantity of variables present
in the system, the LTI processes can be separated into SISO processes andMulti input
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and Multi Output (MIMO) processes. Because of the presence of associations and
coupling in MIMO processes, there are a few problems to increase the difficulty of
designing use of SISO structures into design of MIMO structures directly [1].

In multiple loop control approach, the MIMO techniques are treated as combi-
nations of multiple-single controlling loops, and a main controller is organized and
designed on each controlling loop by in view of loop variable associations [2]. Due
to their reasonable sensitivity, and structure straight and direct forwardness, multiple
loop controlling has been a lot of acknowledge by controlling loop control industry
and broad attempt has been determined to get better the introduction of multiple-loop
PI/PID controllers. Different control structure, such as, detuning factor procedures,
chronological loop closing systems, self-governing control methods and decentral-
ized control methodologies, etc., have been proposed consistently. Exactly when
the associations along with different variables are nominal a multiple-loop PID/PI
controller is conventionally enough, in such case, the off diagonal- decentralized
control approach procedure may not succeed to give acceptable reaction if there be
present genuine circle interchanges [3].

Decoupling (Off-diagonal) control is a popular method for MIMO processes to
take out the impacts of process variable collaborations. This at last builds the diffi-
culty in designing a controller. In decoupling (Off-diagonal) PID-like controller have
intended for the MIMO systems directly with straightforwardness procedure as in
case of SISO systems. The methodology describes how to decouple (off-diagonal
elements) and control approach of the systems in a single step. Despite the fact that
decoupling control is a viable approach in favour of MIMO type processes, outer
disturbances actually have consequences for control execution of the structure. To
acquire a superior in the interruption limination, disturbance observers (DOB) be
presented [1]. DOBs have been recognized for their capacities in minimizing the
effect of disturbance.

Accordingly, various logical decentralized control schemes are used to tune and to
make sure system steadiness, which basis design procedure more simple and reduces
costs.

For theMIMOstructureswith extraordinary loop variable associations, the decou-
pling (off-diagonal) control format shave been regularly utilized [4]. The decoupling
(off diagonal) control as a rule necessitates two phases: (1) arrangement of decoupler
off diagonal elements to restrict the interrelation among control loops, (2) preparation
of the standard loop regulators for as a rule for carrying out control algorithm.

The important purposes of the decoupling (Off-diagonal) control approach are,
(1) it allows the usage of SISO control strategies, (2) if there ought to be an event
of sensor issues, it is decently effortless to adjust loop physically, adjust individual
loop is reasonably exaggerated by the breakdown. Regardless, such an arrangement
may outcome especially stable control composition, especially, when the structure
estimation is high. Thus, the large numbers of investigators are generally focused on
TITO structures.

For more number of control variables methods, Wang et al. [5]projected certain
procedures for fully coupledPIDor other thanPID regulatorswith deliberate arrange-
ment strategy and for the most part system structures [6]. Regardless, owing to
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the mathematic assessment of the decouplers (off diagonal) for large number vari-
able system, the vitality of like a control structure can’t be definite. Subsequently,
stationary decoupling come close to which can in a general sense improve control
shows with their robustness like so as to of multiple-loop control structures are
obtained beside the production to control loop relationship for large variable MIMO
structures.

Decoupling systems only may not give the guaranteed stability in a control
strategy. In spite of the way that static off diagonal element is simple but difficult
to design and complete, they may possibly not commonly give sensible robustness
of loop but there subsist significant interactions. However, a combination of decou-
pler with diagonal PID will give a centralized control scheme and will improve the
response of the system.

In this projection, another off diagonal control procedure [7] is along with
frequency response based PID controller is anticipated. The primary objective of
this direct methodology is to get better the trouble dismissal when arrangement has
serious outside disturbance influences, and to simplify the control algorithm.

The organization of the proposal is structured as: Section 2 discusses the illus-
tration of IMC based centralized control system. Section 3 depicts the centralized
control arrangement design using frequency response approach, Section 4 presents
the simulation of case studies and projected algorithm justification, and summary
are depicted in Sect. 5.

2 Representation of IMC Based Centralized Control
System

Agraphic description of broad and projected closed loop IMCcontrol arrangement of
multiple control variable strategies are showed up in Figs. 1 and 2 independently. In

Fig. 1 General IMC structure with disturbance ‘d’
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Fig. 2 Centralized PID Control system for TITO system

projected approach, the diagonal regulator is used for excusal of loop internal variable
combinability and desirable set value/reference feed is for next the set value. The
parts exist in projected control system are decentralized- main loop controller Gc(s),
Gm(s) is inside model and process Gp(s).

For ease, it is acknowledged that the number of restricted variables in multiple
variable techniques is comparable to numbered controlled components. This allows
mixing of single (main) variable control with a single variable in the course of an
investigation of controller.

In common the basic exhibition of the transfer function of the 2 × 2 (TITO)
process is:

Gp(s) =
[
Gp11(s) Gp12(s)
Gp21(s) Gp22(s)

]
(1)

Where, the process Gpi j (s) is embedded as first order process with delay time
(FOPDT), i.e.,

Gpij(s) =
K

τ s + 1
e - θs (2)

The RGA of the Eq. (1) can be written as:

RGA = G(0) ⊗ G(0)−T (3)
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The arrangement of centralized (fully coupled) controller is of the outline as:

Gc(s) =
[
Gc11 (s) Gc12 (s)
Gc21 (s) Gc22 (s)

]
(4)

The relation amid input and output can be written as [9]:

Y (s) = Gp(s)U (s) (5)

Y (s) =
[
y1(s)
y2(s)

]
, U (s) =

[
u1(s)
u2(s)

]
(6)

Here, Y(s), U(s) are specifies an output, input vectors of the process correspond-
ingly. The large variable processing out variable association for the process with two
variables is able to be given as:

Y1(s) = Gp,11(s)u1(s) + Gp,12(s)u2(s) (7)

Y2(s) = Gp,21(s)u1(s) + Gp,22(s)u2(s) (8)

In the TITO (two variable) structure, while the resulting loop is off (closed), the
commitment from ui to yi has two different ways of sign transmission is feasible.
The grouping of two conduction ways is measured as productive open control loop
components. In case the later analysis controller would be in modified configuration,
with ys2 = 0, by then the as a rule closed loop model everywhere in the scope of y1
and u1 is known by

y1(s)

u1(s)
= Gp11(s) − Gp12(s)Gp21(s)Gc2(s)

1 + Gc2(s)Gp22(s)
(9)

These analytical expressions can be produced as:

y1(s)

u1(s)
= Gp11(s) − Gp12(s)Gp21(s)(Gc2(s)Gp22(s))

Gp22(1 + Gc2(s)Gp22(s))
(10)

Likewise, for additional loops be as:

y2(s)

u2(s)
= Gp22(s) − Gp21(s)Gp12(s)(Gc1(s)Gp11(s))

Gp11(1 + Gc1(s)Gp11(s))
(11)

In this projected two variable structures, open-loop components amid output
controlled variable (yi) and controlled variable (ui) not simply depend upon the
looking at move limit model (gii) yet what’s more depend upon various methods and
regulators in each and every former controlling loop. It deduces the regulation of
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single controller is incomprehensible independently and this depends upon various
controllers. An abnormal relations of Eqs. (10) and (11) be able to modified by toler-
ating two notions: First, the perfect controller assume for the former loop (the output
achieves steady and fast state with no transients) was used to smooth out the Eqs. (8
and 9), that is,

Ĝ11(s) = y1(s)

u1(s)
= Gp11(s) − Gp12(s)Gp21(s)

Gp22(s)
(12)

Similarly, the other ETFs are,

Ĝ22(s) = y2(s)

u2(s)
= Gp22(s) − Gp12(s)Gp21(s)

Gp11(s)
(13)

Here, G11 andG22 are the incredible open-loop effective transfer function (EOTF).
These EOTFs are confounded models, and it is difficult to clearly use them for the
controller structure. The decouplers are resolved for the off diagonal positions as:

D12(s) = − Gp,12(s)

Gp,11(s)
(14)

D21(s) = − Gp,21(s)

Gp,22(s)
(15)

The diagonal controller and off diagonal decouplers together forms a centralized
control system.

3 Centralized Control System Design

Themost of the industrial processes are represented by second order plus delaymodel
as,

Gi j (s) = b0,i j
a2 i j s2 + a1 i j s + 1

e−θi j s (16)

Similarly, ETF is represented as,

Ĝi j (s) = Gi j (0)

a2 i j s2 + a1 i j s + 1
e−θ̂i j s (17)

The Multiloop decentralized controller would then be able to be easily planned
by solitary loop advances dependent on relating ETFs. At this moment, we utilize
the increase and stage edges approach. It is essential in light of the fact that the
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recurrence reaction technique gives great execution despite indistinctness in together
plant model and aggravations. The PID-type controller of every circle is assumed of
accompanying standard structure:

Gc,i (s) = kp,i + ki,i
s

+ kd,i s (18)

The controller preserved as,

Gc,i (s) = kd,i s2 + kp,i s + ki,i
s

(19)

Then the open loop system model becomes,

Gc,i (s)Ĝi j (s) = k
Ĝi j (0)

s
e−θ̂i j s (20)

Abbreviating the gain (GM) and phase margin (PM) provisions as Am,i and ψm,i ,
and their intersect frequencies as ωg,i and ωp,i , correspondingly.

arg[Gc,i ( jωg,i )Ĝi j ( jωg,i )] = −π (21)

Am,i

∣∣∣Gc,i ( jωg,i )Ĝi j ( jωg,i )

∣∣∣ = 1 (22)

∣∣gc,i ( jωp,i )ĝi i ( jωp,i )
∣∣ = 1 (23)

ψm,i = π + arg[Gc,i ( jωp,i )Ĝi j ( jωp,i )] (24)

By simplification we obtain,

ωg,i θ̂i j = π

2
Am,i = ωg,i

kĜi j (0)

kĜii (0) = ωp,i ψm,i = π

2
− ωp,i θ̂i j

Which results,

ψm,i = π

2
(1 − 1

Am,i
), k = π

2Am,i θ̂i j Ĝi j (0)
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Table 1 Typical gain (GM) and Phase margins (PM)

ψm,i π
/
4 π

/
3 3π

/
8 2π

/
5

Am,i 2 3 4 5

As a result of this plan, the increase and phase (PM) and gain margins (GM)
are consistent to one another, some conceivable phase and gain margin choices are
provided in Table 1.

The controller considerations are obtained by,

⎡
⎣ kp,i
ki,i
kd,i

⎤
⎦ = π

2Am,i θ̂i j Ĝi j (0)

⎡
⎣a1,i j

1
a2,i j

⎤
⎦ (25)

The complete design steps of proposed centralized control system are given below.
Step 1: Choose the minimum phase multivariable process and get the mathemat-

ical model of the process Gp(s).
Step 2: Determine the control loops by using relative gains of the variables in the

process as in Eq. (3).
Step 3: Approximate the mathematical model of equivalent processes and

determine the decoupler elements in off diagonal positions as in Eq. (16).
Step 4: Design the PID controllers of main diagonal using the frequency response

tuning method as given in Eq. (25).
Step 5: An exhibition of the projected unified control is assessed regarding indis-

pensable of integral over time of working time, i.e., necessary of IAE (Integral Abso-
lute Error), ISE (Integral Square Error) as given in Eqs. (25) and (26). The lesser the
estimations of these IAE and ISE shows better exhibition of control algorithm.

The expressions for two variable-TITO process are:

IAE =

∞∫
0

(|E1(t)| + |E2(t)|)dt (26)

ISE =

∞∫
0

(E2
1(t) + E2

2(t))dt (27)

4 Simulation Results

Example 1: AWood–Berry twofold refining area methodology is utilized as the two
variable (TITO) systems that have(been broadly thought about bymost of the experts.
This technique can be made out of the trade work structure as given by Eq. (28).
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Gp(s) =
[

12.8e−3s

16.7s+1
−18.9e−3s

21s+1
6.6e−7s

10.9s+1
−19.4e−3s

14.4s+1

]
(28)

Since it is 2 × 2 process, there two loops should be controlled. The control loops
are determined by RGAmethod. Based on the outcome of RGA the pairing of control
loops have selected. The RGA of the given process is,

RGA =
[

2.0094 −1.0094
−1.0094 2.0094

]
(29)

From the RGA [8, 9], it is concluded that the diagonal loops are need to have
controller for improving the performance of the process. The effective models of the
corresponding processes are:

Gef f
11 (s) = y1(s)

u1(s)
= 12.8e−3s

16.7s + 1
− 18.9 × 6.6(14.4s + 1)e−7s

19.4(21s + 1)(10.9s + 1)
(30)

Gef f
22 (s) = y2(s)

u2(s)
= −19.4e−3s

14.4s + 1
− 18.9 × 6.6(16.7s + 1)e−9s

12.8(21s + 1)(10.9s + 1)
(31)

The parameters for controller are obtained as:

Gc,proposed(s) =
[

1.3046s+0.0781
10s+1 0
0 −0.7422s−0.0515

6s+1

]
(32)

An inverted decoupler of the process is designed and arranged in off diagonal to
reduce the inter combinability among the variable of the process. This is given in
equation below.

D(s)inverted =
[

1 (189s+18.9)e−2s

(21s+1)
(−39.66s−6.6)e−6s

(10.9s+1) 1

]
(33)

For comparison, a decoupled control system with disturbance observer is used
in this paper. Also the method proposed by Shen et al. [10] has been used. The
simulation results of all these control method have shown. The first output of the
proposed method including the comparison methods is shown in Fig. 3 and second
output is shown in Fig. 4. Also the control signals are depicted in Figs. 5 and 6
correspondingly which compares the smoothness of the controller output.

For an intention ofMATLABsimulation, a unit value change to the set or reference
input assistance for the control pair loop 1 at time t= 0 s and for later (second) control
loop 2 at time t = 100 s is incorporated. A step value change in disturbance signal
is also further incorporated to the simulation at t = 250 s. The index of presentation
of two control loops i.e., loop 1 and loop 2 with projected method and comparison
approaches is provided in Table 2. This proves the projected control algorithm is
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Fig. 3 Closed loop response of first output (Y1) of WB column

Fig. 4 Closed loop response of second output (Y2) of WB column
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Fig. 5 Control signal of first loop (Ys1 − U1) of WB column

Fig. 6 Control response of secondary loop (Ys2 − U2) of WB process
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Table 2 Performance indices
of WB

Controller
method

Control loop Set Point IAE Disturbance
IAE

Proposed
Method

Y1-U1
Y2-U2

4.267
5.892

10.528
46.251

Decoupling
Controller

Y1-U1
Y2-U2

6.576
8.355

14.768
54.737

Shen et al
Method

Y1-U1
Y2-U2

12.789
13.962

27.137
97.860

enhanced the whole performance of the two variable process by attenuating influence
of disturbance. The proposed method shows IAE for set point is 4.267 and 5.892
respectively for two channels. Similarly IAE for disturbance is 10.528 and 46.251
for the two channels respectively. These values show improvement as compared to
existing method used for comparisons.

Example 2: The transfer function of the Shell Heavy Oil process (HOP) by [1] is
known as:

Gp(s) =
[

4.05e−27s

27s+1
1.77e−28s

21s+1
5.39e−18s

50s+1
5.72e−14s

60s+1

]
(34)

Since it is 2 × 2 process, there two loops should be controlled. The control loops
are determined by RGAmethod. Based on the outcome of RGA the pairing of control
loops have selected. The RGA [9] of the given process is,

RGA =
[

1.7002 −0.7002
−0.7002 1.7002

]
(35)

From the RGA, it is concluded that the diagonal loops are need to have
controller for improving the performance of the process. The effective models of
the corresponding processes are:

Gef f
11 (s) = y1(s)

u1(s)
= 4.05e−27s

27s + 1
− 1.77 × 5.39(60s + 1)e−32s

5.72(21s + 1)(50s + 1)
(36)

Gef f
22 (s) = y2(s)

u2(s)
= 5.72e−14s

60s + 1
− 1.77 × 5.39(27s + 1)e−32s

4.05(21s + 1)(50s + 1)
(37)

The parameters for controller are obtained as:

Gc,proposed(s) =
[

0.6663s+0.2469
19s+1 0
0 10.488s+0.1748

26s+1

]
(38)
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An inverted decoupler of the process is designed and arranged in off diagonal to
reduce the inter combinability among the variable of the process. This is given in
equation below.

D(s)inverted =
[

1 (−33.63s−1.77)e−2s

(60s+1)
(−140.14s−5.39)e−4s

(50s+1) 1

]
(39)

For comparison, a decoupled control system with disturbance observer is used
in this paper. Also the method ID IMC has been used. The simulation results of all
these control method have shown. The first output of the proposed method including
the comparison methods is shown in Fig. 7 and second output is shown in Fig. 8.
Also the control signals are shown in Figs. 9 and 10 respectively which compares
the smoothness of the controller output.

For an intention ofMATLABsimulation, a unit value change to the set or reference
input assistance for the control pair loop 1 at time t= 0 s and for later (second) control
loop 2 at time t = 200 s is incorporated. A step value change in disturbance signal is
also further incorporated to the simulation at t = 800 s.

The index of presentation of two control loops i.e., loop 1 and loop 2with projected
method and comparison approaches is provided in Table 3.

This proves the projected control algorithm is enhanced the whole performance
of the two variable process by attenuating influence of disturbance.

Fig. 7 Closed loop response of first output (Y1) of HOP
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Fig. 8 Closed loop response of first output (Y2) of HOP

Fig. 9 Control signal of first loop (Ys1 − U1) of HOP
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Fig. 10 Control signal of second loop (Ys2 − U2) of HOP

Table 3 Performance indices
of HOP

Controller
method

Control loop Set Point IAE Disturbance
IAE

Proposed
Method

Y1 − U1
Y2 − U2

31.159
29.357

135.226
198.498

Decoupling
Controller

Y1 − U1
Y2 − U2

40.741
31.148

203.237
215.139

ID IMC
Method

Y1 − U1
Y2 − U2

47.280
41.659

267.481
443.77

The proposed method shows IAE for set point is 31.159 and 29.357 respectively
for two channels. Similarly IAE for disturbance is 135.226 and 198.498 for the two
channels respectively.

5 Conclusions

The present paper discusses the design of controller for multi variable process. The
proposed method improves the set point response as well as disturbance response of
the processes. The pairing ofmultivariable systems has been decided by relative gains
of corresponding transfer function models of the given multivariable systems. The
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performance of the system has improved by diagonal controllers and combinability
among the different variables of the processes has been reduced by off diagonal
controllers. The proposed method consists of diagonal and off diagonal controllers.
The controllers ofmain diagonal are designed by using frequency response approach.
Off diagonal are designed by inverted decoupled concept. The simulation results of
proposedmethod have been comparedwith two similar approaches namely decoupler
with disturbance observer and Shen et al. methods. The results are shows that the
present approach improves the performance for both set point and disturbance effects.
The proposed method is straight forward approach and it is simple to use in practical
environment.
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Tuning of PID Controller Using SIMC
Method for Systems with Time Delay
and RHP Poles

P. Keerthi, R. Kiranmayi, K. Nagabhushanam,
and K. Firdose Kowser Ahamadia

Abstract To control a class of system with RHP poles and time delay, a revised
cascade control model is proposed in this work. This revised cascade control model
aims to enhance both regulatory and servo performance of the system. Structurally,
this proposed revised cascade control scheme has three controllers. To minimize the
set point variations, an auxiliary controller is also used. An analytical method based
on IMC design principle is used in designing the controller for set point tracing.
It is developed using H2 optimization and Internal Model Control theory. Distur-
bance rejecter is developed as P + I + D controller. To make the set point tracking
controller physically realizable, a low pass filter is cascaded with it. Simplified
Internal Modal Control (SIMC) with only one adjustable parameter ‘Tc’ is used
for tuning the controllers. The simulation studies for proposed approach are done
usingMATLAB/SIMULINK to demonstrate its effectiveness. This proposed revised
cascade control scheme depicts 3-Degree of Freedom Control Structure.

Keywords Time delay · Unstable processes · Cascade control · 3-DOF structure ·
P + I + D controller

1 Introduction

Processes with RHP poles are unstable in nature and are very difficult to control
when compared to stable systems. This RHP pole may lead to large setting time
and increased overshoot. In many systems, this unstable pole may also create an
imbalance between the input and the output due to some external disturbance [1].
Therefore the study of the processes with RHP poles and time delay are carried out
by some authors in past. In the initial stage, studies were focused mainly on tuning
methods [2]. Chidambaram along with his co-workers proposed several techniques
for systems having delay and RHP poles. They developed P + I controller using
Ziegler-Nichols tuning formulae [3]. A formula for P and P + I controllers using
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IMC principle is explained in [4]. To control a class of linear and non-linear systems,
an Internal Model Controller cascaded with first order filter was suggested [5]. Anvil
[6] developed a P + I + D controller using Internal Model Control theory and
H2 optimization technique for process with RHP poles. In [7, 8] revised form of
SP structure based on 2-DOF control scheme is shown. But in general, one loop
control method offers a satisfied output for systems with delay in few cases. The
cascade control technique has an ability to reject the load disturbances very fast
which enhances the closed loop performance of the system. Generally, there are two
control loops in a cascade structure, one is secondary and the other is primary loop.
Reducing the disturbances in the inner loop itself and not letting them enter into the
primary loop is the main concept behind the cascade control technique [9]. A general
cascade control scheme which was derived from Internal Model Control P + I + D
method was proposed by Lee and Oh [10].

Cascade control structure alone might not give an effective regulatory control for
systems with RHP poles whose control quality should be held at a peek level. Smith
predictor (SP) can compensate the adverse effects of time delay. So combinations of
cascade control scheme and SP have the ability to achieve a better control perfor-
mance [11].Acascade control scheme is derived fromoptimal InternalModelControl
technique for control of systems with RHP poles with combination of controllers
and filter was proposed by Dasari et al. [12]. In [13] the disturbance rejecter and set
point tracking were developed using Internal Model Control. The main motive of
the present study is to enhance both disturbance rejection and set point tracking. To
achieve this we are using SIMC tuning method with only one adjustable parameter
‘Tc’. This SIMC tuning method reduces recovery time and enhances the regulatory
performance of the system.

2 Revised Cascade Control Model

The proposed revised cascade control scheme for systems consisting RHP poles is
displayed in Fig. 1. In Fig. 1, P2m and P1m are the process models of the primary
unstable systems and intermediate stable system, P1 and P2 respectively. P1mo and
P2mo are the perfect transfer function models of P1m and P2m respectively without
any time delay; i.e., P1m=P1moe−θ1mS and P2m=P2moe−θ2mS

Proposed revised cascade control model has three controllers namely, the set point
tracker C, inner loop load disturbance rejector F1, and the outer loop load disturbance
rejector F2. To minimize the set point output variations an auxiliary controller set Pc
is installed. F1 rejects the disturbances that are introduced in the intermediate system
and F2 rejects the disturbances that are introduced in the primary systems. Note that,
the auxiliary controller Pc has no effect on the controllers C, F1 and F2. This revised
cascade control technique depicts the 3-DOF control scheme. This method offers a
better control in the model parameter error case.

The intermediate system is stable in nature,
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Fig. 1 Revised cascade control model

P1(s) = K1e
−θ1s/(T1s+1) (1)

The primary system is unstable in nature,

P2(s) = K2e
−θ2s/(T2s−1) (2)

3 Procedure for Controller Design

3.1 Stabilizing Controller Pc

The set point transfer function is derived from Fig. 1,

Hr = CP1P2
1 + PC P1moP2mo

∗
(
1 + P1moP2moF2e−(θ1m+θ2m )S

)
(1 + P1mF1)

1 + P1F1 + P1P2F2 + P1P2P1mF1F2
(3)

Considering the ideal case, i.e.,P1mandP2m are exact process models without any
time delay. Therefore, set point transfer function is simplified

Hr = CP1P2
1 + PcP1moP2mo

= K1K2Ce−(θ1+θ2)S

T1T2S2 + (T2 − T1)S + K1K2PC − 1
(4)

If auxiliary controller (Pc) wasn’t introduced i.e., Pc = 0 then Eq. 4 is stable.
Therefore, by using RH criterion for stability of its C.E, a realistic form of Pc is
obtained. The selection of Pc can be done in two ways.
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Case 1: T1 < T2, consider Pc = Kc and (Kc > 1/K1K2) Hence, C.E of set point
transfer function becomes T1T2S2 + (T2 − T1)S + K1K2Kc = 0, is clearly stable as
per RH Criterion for stability.

Case 2: T1 >= T2, consider Pc = Kc + Kd S, (Kc > 1/K1K2) Kd >

(T1 − T2)/(K1K2). Hence, C.E of set point transfer function becomes T1T2S2 +
(K1K2Kd + T2 − T1)S + K1K2Kc − 1 = 0 which is stable as per RH criterion for
stability.

Note that,Pc can designed as a regular P + I + D controller but it may result in
complex tuning procedure. So, it is not suggestible.

3.2 Set Point Tracker C

If the set point tracker C is developed as stable and rational then there exist zero dead
time element in the denominator of Eq. 4, whichmay yield a better set point response.
We use H2 performance measure min

∥∥e
∥∥2
2 i.e., the integral square error (ISE) in

designing optimal set point tracker C, which should meet the min ‖W (1 − Hr )‖22
condition.

Here W represents set point input weight function.
Using Pade’s approximation for delay term in Eq. 4 gives

e−(θ1+θ2)S = Qnn[−(θ1 + θ2)S]/Qnn[(θ1 + θ2)S]

where,

Qnn[(θ1 + θ2)S] =
n∑

j=0

(2n − j)!n!
(2n)! j !(n − j)! ∗ [(θ1 + θ2)S]

j

There are 2 cases to perform the controller design procedure:
Case 1: T1 < T2 consider Pc = Kc mentioned in above. Therefore, from Eq. 4

‖W (1 − Hr )‖22 =
∥∥
∥
∥
∥
1

S

(

1 − K1K2C(S)Qnn[−(θ1 + θ2)S][
T1T2S2 + (T2 − T1)S + K1K2Pc − 1

]
Qnn[(θ1 + θ2)S]

)∥∥
∥
∥
∥

2

2

=
∥∥
∥
∥
∥

Qnn[(θ1 + θ2)S]

SQnn[−(θ1 + θ2)S]
− K1K2C(S)

S
[
T1T2S2 + (T2 − T1)S + K1K2Pc − 1

]

∥∥
∥
∥
∥

2

2



Tuning of PID Controller Using SIMC Method … 69

As Qnn(0) = 1 and all zeroes in Qnn[−(θ1 + θ2)S] term
are in complex RHP, using orthogonality property in H2 norm

‖W (1 − Hr )‖22 =
∥∥
∥∥
Qnn[(θ1 + θ2)S] − Qnn[−(θ1 + θ2)S]

SQnn[−(θ1 + θ2)S]

∥∥
∥∥

2

2

+
∥
∥∥∥∥
T1T2S2 + (T2 − T1)S + K1K2KC − 1 − K1K2C(S)

S
[
T1T2S2 + (T2 − T1)S + K1K2KC − 1

]

∥
∥∥∥∥

2

2

.

In order to design the ideal optimal controller, let its second term be zero.

C1m(s) = T1T2S2 + (T2 − T1)S + K1K2Kc − 1

K1K2

Since, C1m(s) is improper function. To make it physically realizable, low-pass
filter Ic(S) = 1

(TcS+1)2
is cascaded with it. Therefore, a practical optimal controller is

derived as

C(S) = T1T2S2 + (T2 − T1)S + K1K2KC − 1

K1K2(TCS + 1)2
(5)

where Tc—adjustable term.
C attains the optimality only when Tc is adjusted to zero.
Case 2: T1 ≥ T2 follows a similar deriving method gives,

C(S) = T1T2S2 + (K1K2Kd + T2 − T1)S + K1K2Kc − 1

K1K2(TcS + 1)2
(6)

Remark 1: Substitute Eq. 5 or 6, (if T1 >= T2) in Eq. 4, then practical form of set
point transfer function is derived as,

Hr (S) = 1

(Tcs + 1)2
e−(θ1+θ2)S (7)

Applying Inverse Laplace Transform,

Yr (t) =
{
0 , t ≤ θ1 + θ2

1 −
(
1 + t

Tc

)
e−(t−θ1−θ2)/Tc , t > θ1 + θ2

(8)

There exist zero overshoot in ideal set point output and by tuning Tc quantitative
time domain specifications are achieved.

From Eq. 8, tuning formula can be figured as tr = 3.8897Tc + θ1 + θ2 where tr
is the rising time.

FromEqs. 7 and 8, it is clear and obvious that Pc does not affect the set point tracker
C. In ideal case, i.e., when Tc is adjusted to zero, the set point response Hr (S) =
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e−(θ1+θ2)S i.e., system output reaches the desired value for set point immediately after
the overall systems’ delay time. This single adjustable parameter Tc gives the trade off
among the ideal performance of set point output and the output capacity of set point
tracker C. Therefore, when Tc is adjusted to small value, the setpoint tracing becomes
faster and the output of C is larger resulting in more aggressive dynamic behaviour.
When Tc is adjusted to a higher value, the set point tracing becomes slow, and the
output of C is small resulting in less aggressive dynamic behaviour. Therefore, it is
suggested to adjust ‘TC’ to a value which approximately equals the system delay
initially. If tuning is unsatisfactory, then decrease/increase Tc to achieve required set
point response.

3.3 Disturbance Rejector F1

In order to make the design procedure simpler, leave the primary outer loop and
consider the inner loop load disturbance output independently. This results in degra-
dation of actual system performance, due to load disturbance response oscillation
may seep into the inner loop.

From Fig. 1, the ideal load disturbance process models of inner loop are given as

Hd1(S) = y1
d1

= P1(S)

1 + F1(S)P1(S)
(9)

Hd2(S) = y1
d2

= 1

1 + F1(S)P1(S)
(10)

The inner loop complementary sensitivity function is termed as,

Td−inner = f1
d1

= F1(S)P1(S)

1 + F1(S)P1(S)
(11)

The required ideal complementary sensitivity function is Td−inner = e(−θ1s ).

It means when a load disturbance d1 is continously introduced in P1, the load
disturbance rejector F1 must observe the resultant P1 response error immediately
after system time delay θ1 and produce equal and opposite signal f1 to oppose the
injected load disturbance.

The practical required complementary sensitivity function relied on combined H2

optimal performance measure of Internal Model Control theory is given

Td−inner (S) = 1

T f1s+1
e(−θ1s ) (12)

where, T f1 is as adjustable parameter.
From Eqs. 11 and 12,
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F1(S) = Td−inner (S)

1 − Td−inner (S)

1

P1(S)
(13)

From Eq. 13,
If T f1 is tuned to be small, the load disturbance rejection in the inner loop becomes

faster, the output ofF is larger andvice-versa. Therefore, T f1 aims the trade-off among
load disturbance rejection capability and output capacity of F.

3.4 Disturbance Rejector F2

From Fig. 1, the load disturbance model of outer loop is given as

Hd3(S) = y2
d3

= 1

1 + F2(S)P1(S)P2(S)
(14)

The outer loop complementary sensitivity function is derived as,

Td−outer (S) = f2
d1

= F2(S)P1(S)P2(S)

1 + F2(S)P1(S)P2(S)
(15)

Similar analysis as in previous subsection is carried out to find required closed-
loop complementary sensitivity function in practical form.

Td− outer (S) = aS + 1
(
T f2 S + 1

)3 e
−(θ1+θ2)S (16)

where T f2 is adjustable parameter and a is obtained by an asymptotic constraint.

lim
S→ 1

T2

Hd3(S) = 0

To reject the step load disturbances, the following asymptotic constraint is required

lim
S→ 1

T2

(1 − Td− outer (S)) = 0 (17)

Substitute Eq. 16 in Eq. 17,

lim
S→ 1

T2

(

1 − aS + 1
(
T f2 S + 1

)3 e
−(θ1+θ2)S

)

= 0

On solving above equation,
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a = T2

[(
T f2

T2
+ 1

)3

e(θ1+θ2)/T2 − 1

]

(18)

from Eqs. 15, 16 and 18, the required load disturbance is obtained as,

F2(S) = 1

K1K2

(T1S + 1)(T2S − 1)(aS + 1)
(
T f2 + 1

)3 − (aS + 1)e−(θ1+θ2)S
(19)

At S = 1/T2, Eq. 19 has a zero-pole cancellation on Right Hand Plane, this may
result in unreliable working of F2.

So, Maclaurin expansion formulae are used to regenerate the ideal disturbance
rejector.

Say F2(S) = M(S)/S,

F2(S) = 1

m

[
M(0) + M′(0)S + M′′(0)

2! S2 + . + Mi (0)

i ! Si
]

(20)

Considering the first three terms of Eq. 20 resemble a standard P+ I+Dcontroller

F2−P I D(S) = KF + 1

T1S
+ TDS (21)

where KF = M′(0), T1 = 1/M(0), TD = M′(0)/2.
First order low pass filter is cascaded with F2 in Eq. 21 to implement it physically.
In [14], third order approximation controller using Pade series expansion is given

as,

F2−3/3(S) = d3S2 + d2S + d1
C2S2 + C1S + 1

+ d0
S
(
C2S2 + C1S + 1

) (22)

The 1st part is a lead-lag controller of secondorder,whereas the 2ndpart represents
an integrator cascaded with second order low pass filter.

4 Robust Stability Analysis

Considering the formulae developed in above section, system stability is determined.
Practically, the frequently occurred process uncertainties are systems parameters

perturbation, the response uncertainties of actuator and measurement errors of the
sensors.

According to small gain theorem, a system is robust stable only if,

‖�m(S)Td(S)‖∞ < 1 (23)
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�m—Multiplicative system uncertainty bound,
Td—Complementary sensitivity function.
To find the robust stability constraint of inner loop, substitution Eq. 12 in Eq. 23

yield the robust stability constraint.

∥
∥∥∥

�m1(S)

T f1 S + 1

∥
∥∥∥

∞
< 1 (24)

�m1(S) multiplicative uncertainty bound of P1.
Say �m1(S) = �K1/K1, the robust stability constraint of T f1 is

√
T 2
f1
w2 + 1 >

|�K1|
K1

,∀w > 0 (25)

�m1(S) = e−(�θ1)S − 1

�θ1 Time delay uncertainty of P1 To be robust stability, tune T f1 as below

√
T 2
f1
w2 + 1 >

∣∣e−( j�Qw) − 1
∣∣,∀w > 0 (26)

Substitute Eqs. 16 and 18 in Eq. 23 which gives the robust stability constraint.

∥∥∥
∥∥∥∥∥

[
T2

(
T2
T2

)
+ 1

)3
e(θ1+θ2)/(T2−1)S

]
+ 1

(
T f2 S + 1

)3

∥∥∥
∥∥∥∥∥∞

<
1

‖�m2(S)‖∞
(27)

�m2—Multiplicative uncertainty bound of P1,P2.
Increasing T f2 strengthens the robust stability but reduces performance of distur-

bance rejection and vice-versa. It is advised to initially adjust T f2 is almost equal to
overall process time delay and later decrease/increase T f2 until the desired response
and robust stability are achieved.

5 Simulation Examples

Three unstable cascade processes are simulated. For numerical comparison, perfor-
mance measure Total Variation (TV), Integral Absolute Error (IAE) and Peak Value
(PV) of the system output are considered.

IAE =
∞∫

0

|e(t)|dt
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TV =
N∑

n=0

|un+1 − un|

Example1: Consider an example studied by Cheng-Qiang Yin in [13]. The
primary process is P2 = e−3S

10S−1 and the intermediate system is P1 = 2e−2S

S+1 Method
suggested by Cheng-Qiang Yin [13] is considered for comparison. For the Proposed
method, F1 = S + 1/2S + 2, F2 = 0.8228 + (0.8228/46.522S) + 0.8228 ∗
1.4649S, PC = 0.6 and C = 100S2+4S+1

160S2+80S+10 .

Considering the above controller values, the performance of the two techniques
are simulated by enabling unit step change at t = 1 s in the set point and applying
negative step change at t = 150 s in disturbance d1 and negative step change at t =
350 s in disturbance d2 respectively. System output and control signals are depicted
in Figs. 2 and 3 for perfect model case.

To analyse the system robustness, assume a 20% raise in intermediate process
gain along with 20% raise in intermediate delay time. The system output is given in
Fig. 4 and control action response is given in Fig. 5. On observing Figs. 4 and 5, the

Fig. 2 System output for Example 1 (perfect)

Fig. 3 Control signals of Example 1 (perfect)



Tuning of PID Controller Using SIMC Method … 75

Fig. 4 System output for Example 1 (error).

Fig. 5 Primary control signals of Example 1 (error)

proposed technique provides gives better closed loop response and the control action
undergoes several oscillations at first which later becomes smoother obviously. The
performance measures for proposed method and other method are tabulated below
for both perfect and perturbed cases. From Table 1 the proposed method has lower
IAE and TV than Cheng-Qiang technique. Therefore, the proposed technique gives
an enhanced performance than the Cheng-Qiang technique.

Table 1 Performance
measures of Example 1

Method IAE PV TV

Perfect model parameter

Cheng-Qiang 47.4591 1.01 39.65

Proposed 25.1821 1.26 31.45

Error model parameter

Cheng-Qiang 55.81 1.52 62.74

Proposed 27.6376 1.0 59.28
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Example 2: Another example studied by Cheng-Qiang Yin in [13] is consid-
ered whose primary process is P2 = e−4S

20S−1 and the intermediate process is

P1 = 2e−2S

20S+1 In proposed technique, F1 = 20S+1
mS+2 F2 = 35.1847S2+24.8678S+1.5707

2.56S2+0.8655S+1 +
0.0208

S(2.56S2+0.8655S+1)
, PC = 1, and C = 400S2+2S+1

72S2+24S+2 .

Considering above controller parameters, the performance of two techniques are
simulated by enabling a unit step change at t = 1 s in the set point and applying a
negative unit step change at t= 150 s in disturbance d1 and negative unit step change
at t = 350 s in disturbance d2 respectively. The system output and control action
response are given in Figs. 6 and 7 for perfectmodel case. Therefore proposedmethod
gives a better performance than Cheng-Qiang method for disturbance rejection.

To analyse robust stability of the system, assume a +10% error in intermediate
process gain and delay and+20% error in primary process gain and delay. Its outputs
are shown in Figs. 8 and 9. On observing Figs. 8 and 9, oscillations exists in both
system responses and control actions.

The performance characteristics for two methods in both perfect and perturbed
case are tabulated in Table 2.

Fig. 6 System output for Example 2 (perfect)

Fig. 7 Control signals of Example 2 (perfect)
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Fig. 8 System output for Example 2 (error)

Fig. 9 Control signals of Example 2 (error)

Table 2 Performance
characteristics of Example 2

Technique IAE PV TV

Perfect model parameter

Cheng-Qiang 28.3552 1.05 23.91

Proposed 24.2949 1.06 18.26

Error model parameter

Cheng-Qiang 31.10 1.16 33.53

Proposed 28.3028 1.0 27.83

Example 3 Consider another example studied by Cheng-Qiang in [13] whose
primary process is P2 = e−0.399S

5S−1 and the intermediate process is P1 = e−0.6S

2.07S+1 . For
the proposed method, F1 = 2.07S+1

0.6S+2 , F2 = 4.4091+ 1
1.9636S + 7.1874S, PC = 2, and

C = 10.35S2+2.938S+1
S2+2S+1 .
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Considering above controller parameters, the performance of these methods are
simulated by enabling a unit step change at t = 1 s at the set point and applying a
negative unit step change at t = 30 s in disturbance d1 and negative step change at t
= 60 s in disturbance d2 respectively. The resulting system outputs are displayed in
Fig. 10. The proposed method offers enhanced performance than other method.

To analyse robust stability, suppose a +20% error in intermediate process and
−20% error in process delay and also +20% error in primary process gain along
with +30% error in process delay. The corresponding outputs are displayed in
Fig. 11. Initially proposed method has oscillations, but it results in better disturbance
rejection.

The performance measures for the proposed and other method under perfect and
perturbed cases are tabulated in Table 3.

Fig. 10 Control signals of Example 3 (perfect)

Fig. 11 System output for Example 3 (error)
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Table 3 Performance
characteristics of Example 3

Technique IAE PV TV

Perfect model parameter

Cheng-Qiang 4.1129 1.05 50.9

Proposed 3.4976 1.0 43.73

Error model parameter

Cheng-Qiang 4.14 1.05 76.23

Proposed 3.7929 1.0 64.154

6 Conclusion

This paper work proposes a revised cascade control method for systems with RHP
poles and time delay. The set point tracker C is developed derived from H2 optimiza-
tion and Internal Model Control theory. The disturbance rejector F2 is developed as a
P + I + D controller. A filter is cascaded in series with controller C to make it phys-
ically realizable. SIMC tuning method is used to tune the controllers. SIMC has ‘Tc’
as variable measure which gives the trade-off among robustness and performance.
MATLAB simulated results depicts that suggested technique gives enhanced outputs
for both rejection of disturbance and also set point tracing. Thus, both regulatory and
servo performances are enhanced. This method also yields lower IAE, PV and TV
values.
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Independent Controller Design
for Non-minimum Phase Two Variable
Process with Time Delay

C. Venkatasuresh, M. Rathaiah, R. Kiranmayi, and K. Nagabhushanam

Abstract Non-minimum phase (NMP) second order with time delay Process
(SOPTDP) are stabilized by tuning process. Certain restrictions on the attainable
performance when system have right hand side zeros of s-plane. The PID controller
had been designed by Enhanced IMC method. The proposed Proportional Integral
andDerivative controller (PID) are implemented to non-minimumphase systems like
Fermenter, Isothermal CSTR. The performance was analysed under model uncer-
tainty and considering perturbations in one model parameter. The performance of
the system under recommend method compare with the existing method in the liter-
ature. From the performance detected as present Approach effectively stabilize and
advances the performance of process with disturbances. From simulated result of
three examples demonstrates present work offers better-quality presentation of the
set-point track and Hload rejection than existing method through better time domain
specifications.

Keywords Enhanced IMC · NMP · Second Order plus Time Delay systems
(SOPTDS) · Fermenter and Isothermal CSTR

1 Introduction

PID controller was a naturally uses controller amongst industries. Valuation of PID
controllers justifies conversation now. Normal PID controllers were exchanged by
electronic controller. These offers various improvements than earlier controller.
Thereafter, electronic controller is substituted with computer programs. presently
PID controller are software programs in place of physical controllers. Dealing
unstable processeswere at all times difficultywith comparison to the stable processes.
Regrettably, various chemical processes are unstable processes. Some samples were
bottom level control of distillation column, chemical reactors, bioreactors, etc. The
difficulty controlling becomes higher though the processes have time delay. Time
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delay may be due to process lag. The goal has to develop a simple controller for
stable/unstable SOPTD systems [1–5]. A tuning parameter selection depends on
maximum sensitivity (Ms) function. Set point filter was used to decrease overshoots
in servo problem. “Many Approaches are used to construction of PI/PID controller
for stable NMP Processes are stated in literature as Internal Model Control approach
(IMC) [6, 7], “PM and GM” [8], “optimization approach” [9, 10], control structure
approach [11–13] etc.

Here numerous approaches existing in literature to construct PI/PID controllers
to NMP FOPTD systems. But a very few approaches were offered to NMP SOPTDS
processes.

2 Proposed Method

Therefore, in this study, a SOPDS process model Gp(s) given by Eq. 1 is considered
for the construct of PID controller Gc(s)

Gp(s) = kp(u − ts)

ps2 + qs + r
e−ds (1)

Closed loop transfer function obtained as

C(s)

R(s)
= Gp(s)Gc(s)

1 + Gp(s)Gc(s)
(2)

Wanted closed loop gain of the system is as follows

C(s)

R(s)
= Z(s) = e−ds

(1 + αs)2
(3)

From the closed loop transfer function controller transfer function derived as

Gc(s) = 1

Gp(s)

Z(s)

1 − Z(s)
(4)

By substituting above functions Gc(s) is obtained as

Gc(s) = ps2 + qs + r

kp(1 − ts)

e−ds

(1 + αs)2 − e−ds
(5)

By using Taylor series expansion Gc(s) Approximated as follows
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Gc(s) = 1

s

⎡
⎣ ps2 + qs + re−ds

kp
{
t (α2 − d2

2 )s2 +
(
u(α2 − d2

2

)
+ t(2α + d))s + u(2α + d)

}
⎤
⎦

(6)

A(s) =
⎡
⎣ ps2 + qs + re−ds

kp
{
t (α2 − d2

2 )s2 +
(
u(α2 − d2

2

)
+ t(2α + d))s + u(2α + d)

}
⎤
⎦ (7)

Therefore, controller transfer function is written as

Gc(s) = A(s)

s
(8)

For the ideal form of PID apply Maclaurin series expansion theorem then

Gc(s) = 1

s

{
A(0) + A(0)′s + A(0)′′

2
s2 + . . .

}
(9)

The ideal form of PID as given below

Gc(s) = kc

{
1 + 1

τI s
+ τDs

}
(10)

The controller parameters are assessed by comparing the constants of ‘s’ of. The
following terms for controller parameters are gotten and written as

kc = A(0)′, τI = kc
A(0)

, τD = A(0)′′

2kc
(11)

3 Selection of α

For the controller design the tuning parameter α is required. A suitable tuning param-
eter α is chosen by the use of maximum sensitivity function. The chosen tuning
parameter for attained controller should offer better performance and robustness.
For smaller α value of gives a faster response and displays improved results in the
case of load disturbance for the processes. Ms is defined as

Ms =
∣∣∣∣

1

1 + Gp(s)Gc(s)

∣∣∣∣ (12)
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Ms value uses to determine a range for the Gain Margin (GM) and Phase Margin
(PM) and relation between Ms and GM and Ms and PM is given below.

GM ≥ Ms

Ms − 1
; PM ≥ 2 sin−1

(
1

2Ms

)
(13)

If the Ms value Increases then GM and PM decreases. The smaller values of
GM is 1.6° and 34° have been suggested PM for stable processes. There are certain
boundaries of the controller for controlling process and to attain the wanted robust
closed loop performance. In this work, the α selected to reachMs value in the range
of 1.1–1.7.

4 Simulation Studies

Three cases ofNMPSOPDTProcesswere taken to theValuation of present approach.
Simulation approach has been made to achieve the best value of α. For finding
optimumPID values, the original PID values were essentially varied frequently using
α through computer simulation till the lowestMS index and the required closed loop
performance reached. Effectiveness of the controllers stands measure in the form of
errors, total variation (TV) of operated variables and time domain specification.

Case study-1 (fermenter).

Fermenter process exact model has given below. In this the microbial growth was
supposed to following Monod kinetics has specified by the following equations.

dZ

dt
= (μ−Kd)Z−Zu (14)

dS

dt
= (

μ

Y
− m)Z − (S−St)u (15)

μ = μmaxS

km + S
(16)

From solving above equations. Resulted as follows

X(S)

U (s)
= 0.2803(1 − 3.4063s)

3.1638s2 + 5.7382s + 1
e−0.3s (17)

In this present approach, PID values gotten are kc = 3.0725, τ i = 5.7382, τ d =
0.5514 through choosing α = 0.1514, β = − 5.475α, γ = 1.925α correspondingly.
The performance has assessed for closed loop processes by unit step change in the
set point as exposed in Fig. 1 also unit step change in load as exposed in Fig. 2.
From figures analysed that the characteristics of a system like rise time (tr), settling
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Fig. 1 Servo performance of process with the controller parameters obtained from the enhanced
IMC, proposed method

Fig. 2 Regulatory performance to fermenter process with controller parameters attained through
enhanced IMC, proposed Approach
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time (ts) were less than the available approach and these are recorded in Table 1.
From both responses of current and existing method observes the current method
accomplishes a smoother undershoot than the existing method. The current method
expresses important development in the controller through reduce of ITAE 11% than
enhanced IMCmethod. The controller actions of both servo and regulatory problems
specified in Figs. 3 and 4 correspondingly.

Case study 2 (isothermal CSTR).

Van De Vesse isothermal CSTR [13] is taken now.

X
P1−→ 3Y

P2−→ Z

2X
P3−→ W

The mathematical model of the system is given below

dCX

dt
= F

V

(
CX, f − CX

) − P1CX − P3C
2
X (18)

dCX

dt
= − F

V
CB + P1CX − P2CY (19)

From solving above equations resulted function is as below

X(S)

U (s)
= −1.117s + 3.1472

s2 + 4.6429s + 5.3821
e−0.1s (20)

In this present approach, PID values gotten are kc = 1.4588, τ i = 0.8627, τ d =
0.2154 through choosing α = 0.1577, β = − 1.009α, γ = 2.586α correspondingly.
The performance has assessed for closed loop processes by unit step change in the
set point as exposed in Fig. 5 also unit step change in load as exposed in Fig. 6.
From figures analysed that the characteristics of a system like tr, ts were lower than
the available approach and these are recorded in Table 1. From both responses of
current and existing method observes the current method accomplishes a smoother
undershoot than the existing method. The current method expresses important devel-
opment in the controller through reduce of ITAE 25% than enhanced IMC method.
The controller actions of both servo and regulatory problems specified in Figs. 7 and
8 correspondingly.

Case study-3 (fermenter).

The linearized form of case study 1 transfer function is as follows

X(S)

U (s)
= 0.0291(1 − 28.7121s )

2.2024s2 + 9.0155s + 1
e−0.3s (21)
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Fig. 3 Control action attained through servo response with PID parameters for enhanced IMC,
proposed Approach

Fig. 4 Control action attained through regulatory responsewith PID parameters for enhanced IMC,
proposed Approach
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Fig. 5 Servo performance of isothermal process with the controller parameters attained from the
enhanced IMC, proposed approach

Fig. 6 Regulatory performance to isothermal process with controller parameters attained through
enhanced IMC, proposed Approach
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Fig. 7 Control action attained through servo response with PID parameters for enhanced IMC,
proposed Approach

Fig. 8 Control action attained through regulatory responsewith PID parameters for enhanced IMC,
proposed Approach
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Fig. 9 Servo performance of fermenter process with the controller parameters attained from the
enhanced IMC, proposed approach

For the present method, controller parameters attained are kc = 8.2075, τ i =
9.0155, τ d = 0.2443 by choosingα = − 0.0362, β = 87.78α, γ = 0.0362α corre-
spondingly. The controller parameters for enhanced IMCmethod are kc = 1.4832, τ i

= 0.8627 and τ d = 0. 1723. The performance has assessed for closed loop processes
by unit step change in the set point as exposed in Fig. 9 also unit step change in load
as exposed in Fig. 10. From figures analysed that the characteristics of a system like
rise time tr, ts were lower than the available approach and these are recorded in Table
1. From both responses of current and existing method observes the current method
accomplishes a smoother undershoot than the existing method. The current method
expresses important development in the controller through reduce of ITAE 15% than
enhanced IMCmethod. The controller actions of both servo and regulatory problems
specified in Figs. 11 and 12 correspondingly.

5 Conclusion

A tuning process was used to develop the PID for the NMP SOPDT systems. The
proposed method was associated with the method existing method in literature such
as Enhanced IMC. Analysed that from simulation results, proposed method gives
important development in the closed loop performance has detected in three cases
related to the current method in literature. The current method expresses improved
performance indices IAE and the ITAE. smother control action was attained by the
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Fig. 10 Regulatory performance to fermenter process with controller parameters attained through
enhanced IMC, proposed Approach

Fig. 11 Control action attained through servo response with PID parameters for enhanced IMC,
proposed Approach
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Fig. 12 Control action attained through regulatory response with PID parameters for enhanced
IMC, proposed Approach

present Approach. The performance was enhanced in present approach than Existing
approach. This could be exposed that the present PID is able to control NMP SOPTD
systems.
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Control of DC Link Voltage and Load
Voltage Variations in a Pitch Angle
Controlled PMSG Based Wind Energy
Conversion System

A. Nagarajan, K. Ramash Kumar, and G. Sureshkumaar

Abstract The world is looking for a better alternative energy source to generate
electricity. Wind Energy Conversion Systems stands first in the choice of researchers
in terms of renewable energy. Permanent Magnet Synchronous Generator (PMSG)
plays an important role in wind energy generation system design. They exhibit a
character of generating electrical energy even at a low speed of operation. Also, the
control strategies of PMSG basedWECS are quite easy compared to other generators
used in wind energy generators. A pitch angle control technique along with load
voltage variation control is proposed in this article. A MATLAB/Simulink based
simulation work has been proposed here and the test results are quite satisfactory.

Keywords PMSG · DC link ·Wind Energy Conversion System (WECS) · Pitch
angle control · PIC controller

1 Introduction

Wind power conversion system is one of the cleanest sources of electrical power
generation systems. The power produced per unit area is quite impressive compared
to all other power generation techniques. Variable speed WECS are most popular in
wind power technologies. They can deliver maximum power point tracking as well.
Their efficiency is also compared to fixed speed and limited variable speed WECS.

Thefirst choice of electrical generator nowadays is doubly fed inductiongenerator
(DFIG). In this article PMSG based WECS have been proposed. This generator
improves the reliability of the entire system. The features of PMSGare self-excitation
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Fig. 1 PMSG based wind turbine

capability, leading to a high power factor and high efficient operation. A standalone
PMSG basedWECS can be used as a prime source of energy to the places where grid
integration is impossible. The reason is PMSG based WECS can generate electricity
even at a low speed of wind flow.

The main challenge of standalone power system is the feeding the end users with
a balanced power supply with proper control of power converters. In wind energy
conversion systems some power quality issues like voltage imbalalnce, generation of
harmonics, flickering and load variation will occur very often. The change in voltage
occurs often due to variation in the load. The oscillating voltage of WECS is mainly
due to change in their wind speed. Also, the harmonics are produced due the high
frequency operating power converters ofWECS. Those power quality problem could
not tolerated by the consumers and so, require mitigation methods [1]. Controllers
for power converters were detailed in [2–9].

Figure 1 shows the schematic diagram of permanent magnet synchronous gener-
ator based wind energy conversion system. When load varies with in a short period,
that causes a huge variation in voltage at common point of coupling. This will result
in torque ripple sin the shaft which may affect the life of the machine,

A standalone small scale PMSG based WECS has been explained in this article.
The major considerations are,

1 Implementation of pitch angle control under heavy wind turbulences.
2 Maintaining the constant voltage in the DC link to minimize ripple in the DC

input to the generator side converter.

2 Mathematical Equations Analyis of Wind Turbine

The energy extracted from the wind is directly proportional to velocity of the wind.
The power traced from the wind energy is expressed as below,

P = 0.5ρAv3
w (1)

where
ρ—air density (kg/m3);
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A—the area swept by blades (m2); and.
Vw—wind speed (m/s).
Betz limit explains the fraction at which the wind turbine can extract power from

the wind flow. It is limited to 59% as per the Betz theory. Power coefficient Cp is
related to pitch angle of the blade and TSR (Tip Speed Ratio). This power coefficient
describes the betz limit.

The power extracted from the wind by the turbine is expressed as,

Pw = 0.5Cp(β, λ)ρAv3
w (2)

where
Cp—power coefficient,
β—pitch angle in degrees.
λ—tip speed ratio.
The tip speed ratio is defined as the ratio of the speed at which the tip of blade

rotates to the speed of the wind (wind velocity) Vw,

λ = �R

vw

(3)

where
�—speed of the turbine rotor.
R—radius of turbine rotor tip swept area.
Figure 2 shows the relationship between speed of the turbine rotor and themechan-

ical power developed in the turbine. It is clear from the picture that is the mechanical
power developed in the rotor is directly proportional to the speed of rotor also the
developed power reaches maximum when at a particular point for various wind
speeds.

The typical speed vs power extraction plot is shown in Fig. 3. It shows that all the
WECS starts to produce electricity at a particular speed of wind. Till that the wind
generator will be acting as a motor that is receiving power from the system. Once the

Fig. 2 Turbine rotor speed
versus mechanical power
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Fig. 3 Simulated responses of wind speed versus power extracted

Fig. 4 MATLAB/Simulink model of control of pitch angle

cut-in velocity is attained the machine starts to generate electricity that is feeding the
power to the power system. One major advantage of using PMSG baseWECS is that
it can produce electricity from a minimum wind velocity compared to all other types
of wind energy conversion systems. From the Fig. 4 it is evident that that extracted
power is maximum from the speed 12–25 m/s. if speed exceeds beyond this limit it
can be controlled either mechanically by using pitch angle control technique or yaw
mechanism or electrically using the power converters.

3 PAC of Wind Turbine

Pitch Angle Control (PAC) is defined as the angle at which the wind strikes the
turbine blades with respect to the angle of rotation. When the speed of wind exceeds
the wind blades experiences more torque as shown in the above figure. The figure
says that the power generated beyond the cut off velocity is zero. That is when the
speed of wind exceeding themaximum value of rated velocity themechanical control
comes into action.
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There are two ways to control the wind turbine mechanically which are

1. Pitch angle control
2. Yaw mechanism

Since the power extracted from the wind is depending mainly on pitch angle and
tip speed ratio the adjustment of pitch angle should be optimum below the rated
speed of the wind. The need of pitch angle control is as below;

(1) Maximizing the obtained power of the wind turbine, below the cut off speed
the angle must be set to derive maximum power from the system.

(2) Regulating the power generation within a safe value. Ensuring the machine
operates with in the SOA (safe operating area).

4 Simulink Model of PAC

Following is the simulation model of the pitch angle control of wind energy conver-
sion system.Here the actual wind speed ismeasured and comparedwith the reference
value of wind flow. The error is amplified with help of a gain. After the gain point a
rate limiter is introduced which limits the speed of the rotor within a safe value. In
practical case a servo mechanism is employed to adjust the pitch angle. When the
wind velocity exceeds a particular value the servo motor turns the wind blade to a
particular angle. The feedback is given via the sensors which collect the speed of the
rotor of the turbine.

5 Influence on Voltage at PCC and Its Compensation

It is not necessary that the load is to be constant always. Due to variation in load
connected to the inverter the current in all the phases will not be uniform. In distribu-
tion network this is a major issue. This sudden change in load may lead to unbalance
voltage at the point of common coupling. There for compensation of the load voltage
variation is more important in the design of converters. A voltage control technique
using the PWM inverter is employed in this proposal. PI controllers have been used
to control the pulse generation. Here the actual value is compared with the reference
value, based on the variation between actual and reference current magnitudes the
PWM pulses are generated with different modulation index values (Fig. 5).
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Fig. 5 MATLAB/Simulink model of PWM inverter controller for unbalanced load compensation

6 Simulation Responses and Its Discussions

The following figure shows the simulation model of the power converter used in the
proposed system. The results are compared with and without the pitch angle control
strategy (Fig. 6).

The speed of wind is set to 12 m per second for first 3 s and it is set to 25 m/s up to
7 s the again 12 m/s up to 10 s. in this the base speed is set to 12 m/s. From Fig. 7 the
generator speed crosses more than 1.5 p.u which is 2550 rpm. In Fig. 8 it is shown
that the generator speed is controlled to 1.2p.u at the excess wind speed (25 m/s).
And parameters like generator torque and output voltage are also controlled.

Figure 9 shows the DC link voltage control. The disturbance occurs at 0.25 s of
the simulation period. But the system is providing a constant voltage over the entire
simulation period because of the control of the rectifier as explained in Sect. 5.

The load is varied at 0.25 s by using breaker in the Simulink model. In the above
Fig. 10, the voltage output is kept constant throughout the run time. The disturbance
is tolerated by the pulse generation. Themagnitude of themodulating signal is shown
in below plot.
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Fig. 7 Simulated responses of WECS without pitch control

Fig. 8 Simulated responses of WECS with pitch control
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Fig. 9 Simulated responses of dc link voltage and magnitude of reference signal for PWM
generation of rectifier

Fig. 10 Simulated responses of output voltage of inverter and magnitude of reference signal for
pwm generation of inverter
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Table 1 Generator ratings Stator phase resistance 0.085 �

Rotor speed 1700 rpm

Line voltage 2500 V

Torque constant 16.54 Nm

No of pole pairs 4

7 Conclusion

It is evident that under mechanical discrepancy conditions like higher wind speed
and multi directional wind power mechanical control of the systems works better
compared to electrical control instantly. i.e. pitch angle control result is quick as
compared to the electrical control. Also controlling the DC link voltage with in a
safe limit saves the generator as well as the load. PI controller based control is giving
better results as shown in the result. Modern controllers may give better result.

Appendix

See Table 1.
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A Novel Approach of Wind MPPT Using
Fuzzy Logic

Nesar Uddin, Md Saiful Islam, Jewel Sikder Joy, and Ishaque Mozumder

Abstract The key motive of this article is to carry out the optimum power as well
as supreme power from wind turbine using fuzzy control technique. The wind power
system largely relies on wind velocity and pitch angle, so Fuzzy control technique is
used to extract supreme power in an efficientmethodwhichminimizes the dislocation
in the system reaction. For developing the fuzzy-basedwindMPPT system, aDC/DC
step-up power converter is constituted to trigger the gate of its MOS-FET switch by
applying Fuzzy rules for regulating rotor acceleration of wind generator. The fuzzy
controller provides a signal as well as duty cycle as output through pulse width
modulation (PWM) that switches the gate of DC/DC converter. Simulation results
show that the developed fuzzy-based wind MPPT structure can perform nonlinear
functions of random difficulty and cover an extensive range of working conditions.

Keywords Fuzzy Logic Controller (FLC) ·Maximum power point tracking
(MPPT) ·Wind Energy Conversion System (WECS)

1 Introduction

In the mint condition, electricity is fundamental imperious of humankind, socioeco-
nomic, artificial development of several countries [1]. Yet again, most of the regions
did not entree to the light of electricity. The significant source of energy generation
in the creation is fossil fuel that raises some gases that influence the human body [2].

N. Uddin (B)
Department of EEE, Chittagong University of Engineering and Technology, Chattogram 4349,
Bangladesh

M. Saiful Islam
Department of ETE, Chittagong University of Engineering and Technology, Chattogram 4349,
Bangladesh

J. Sikder Joy · I. Mozumder
Department of IET, Chittagong University of Engineering and Technology, Chattogram 4349,
Bangladesh

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
R. Ibrahim et al. (eds.), International Conference on Artificial Intelligence
for Smart Community, Lecture Notes in Electrical Engineering 758,
https://doi.org/10.1007/978-981-16-2183-3_9

107

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-2183-3_9&domain=pdf
https://doi.org/10.1007/978-981-16-2183-3_9


108 N. Uddin et al.

In 2019, be close to 19 TW fossil fuels have been used [3]. It also increases air pollu-
tion and damages the environment. To surpass the problem, the knowledge of new
technology of sustainable energy from solar irradiation, hydro source, wind resource,
geothermal store and biogas supply, are a more effective and reliable method in the
creation [4].

Several regions in Bangladesh are also probable for wind resource as well as wind
power generationviaPatenga,Cox’sBazar, aroundTeknaf area,Kuakhata andKutub-
diya beach [5]. Generally, a wind turbine cannot generate extreme power by tradi-
tional control strategy [6]. To surpass these difficulties, MPPT methods are planned
to extract supreme power by applying FLC. Howsoever, Fuzzy control technique is
an expert intelligence thinking method that has beaten fruition in numerous cases to
take effective decisions like human beings by adjusting themselves for present and
future situations automatically [7]. Therefore, to extract supreme power from the
wind turbine, the fuzzy control technique has been used in this paper. The recom-
mended Fuzzy control technique can run an input/output planning by depending on
the human sense which is a more effectual and optimum way.

2 Methodology

2.1 Block Diagram for Wind MPPT Structure

Maximumpower point tracking (MPPT) is amethod that is used to bring out supreme
power from renewable foundations. The suggested wind MPPT is designed for
extracting efficient power that stands on wind turbine, DC/DC step-up converter,
fuzzy based control method and AC load as well as the electric appliance. The gener-
ated electricity from wind turbine relies on the atmospheric situation as well as wind
speed and direction of pitch that is distributed through DC/DC step-up converter.
The step-up converter is coupled with the fuzzy controller as well as the control unit.
The control division acts according to fuzzy rules which give duty cycle as output.
Subsequently, this output signal switches the gate ofMOS-FET device through PWM
incessantly to get the extremepower.Control units have double inputs viz; error signal
and change in the error signal. The error signal is denoted as ‘e’ and change in the
error signal is denoted as ‘de’. Again ‘e’ and ‘de’ relies on a ratio of change in power
and change in voltage. Change in power is denoted as ‘�P’ and change in voltage is
denoted as ‘�V’. Overall block diagram has been presented in Fig. 1.

2.2 Fuzzy Based Efficient Wind MMPT

Generally, wind power conversion method, the output power of the wind turbine is
not linear because of unstable weather conditions. The fuzzy-logic-based controller
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Fig. 1 Proposed Fuzzy based wind MPPT structure

helps to get better performance in such a situation. This arrangement is made up of
two inputs and a single output that is illustrated below (Fig. 2). Error signal (e) and
change in error signal (de) are the inputs. Five triangular memberships have been
introduced for error signal. Those are Very Negative, Negative, Zero’ side, Positive
and Very Positive (denoted by VN, N, Z, P, VP), given below in Fig. 3. Three
triangular memberships have been considered for changing the error signal. Those
are Negative, Zero’s side and Positive (denoted by N, Z, P), exposed in Fig. 4. Duty
cycle represents the result as output membership function which has three triangular
memberships. These functions are Very Negative, Zero and Very Positive (denoted
by VN, Z, VP). They are illustrated in Fig. 5.

In support of MPPT method, we want e = (�P ÷ �V) is equal zero. Here, �P
indicates power variation and �V indicates voltage variation. In condition, e= (�P
÷ �V) greater than zero, we supposed to raise the voltage to tap the MPPT. In
condition, e = (�P ÷ �V) less than zero, it requires to lesser the voltage to tap the
maximum power [8].

Fig. 2 Overall block diagram of wind MPPT
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Fig. 3 Membership function of error signal (e)

Fig. 4 Membership function of change in error signal (de)

Fig. 5 Membership function of duty cycle
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Table 1 Proposed fuzzy
rules for MPPT system

IF THEN

Number of
Fuzzy rules

Error signal, e Change in error
signal, de

Output signal

1–3 VN/VN/VN N/Z/P VP/VP/VP

4–6 N/N/N N/Z/P VP/Z/Z

7–9 Z/Z/Z N/Z/P Z/Z/Z

10–12 P/P/P N/Z/P Z/Z/VN

13–15 VP/VP/VP N/Z/P VN/VN/VN

Fig. 6 Control unit of MPPT structure

The rotor velocity is the main dependence of the voltage of the wind turbine. As
a result, the FLC controller is introduced here to be in command of rotor speed for
higher power generation. The fuzzy formulas are précised in Table 1. The maximum
output is pickedupusing fuzzy control technique.DC/DCstep-up converter is applied
here to position the duty ratio in the course of PWM. The error signal is a ratio of
power deviation and voltage deviation with respect to time. A mathematical model
of the control unit of MPPT system has been given in Fig. 6.

e = �P

�V
= P(t) − P(t − 1)

V (t) − V (t − 1)
(1)

The FLC is associated with double input (e and de) and single output (Duty Cycle)
that rely on IF–THEN affirmations which is named as fuzzy rules where IF indicates
the input and THEN indicates the outputs parts. Overall, 15 rules have been set
to produce supreme power from the scheme where various working conditions are
described that is given in Table 1.

2.3 Simulink Structural Design of Suggested Wind MPPT

The ultimate schematic illustration of MPPT system is exposed in Fig. 7 where the
arrangement is constructed with a wind turbine, DC/DC step-up converter, electric
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Fig. 7 Overall Simulink of suggested wind MPPT system

load and other system’s controlling unit. The outputs have been culled by varying
the wind speed from the range of (3–8) meter per second.

3 Evaluation of Wind MPPT

The 3-D plane inspection of FLC is represented in Fig. 8whereX-axis is representing
the error signal (e) and Y-axis is indicating a change in error signal (de). The value
of ‘e’ is measured from negative 10 to positive 10 that rely on the fluctuation of
power and voltage. The value of ‘de’ is calculated as -3 to 3 which is précised for
the interruption period to bring the utmost power. The outcome signal of the FLC is
the duty cycle that varies with reference to ‘e’ and ‘de’.

Fig. 8 Surface view of duty
cycle of wind MPPT model
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The value of the error signal has been considered negative ten to positive ten
because of standard power as well as voltage of wind turbine. The standard power
and voltage ofWES5 tulipo wind turbine are 2.5 kW and 400 V. The standard voltage
is converted to 220 V by 1-phase rectifier that is shown in Fig. 7. Therefore, we can
get a ratio between power and voltagewhich is approximately 10. This value can vary
negative ten to positive ten by depending on wind velocity. But the range of change
in the error signal does not change gradually. So, this value has been considered
negative three to positive three which is lower than the value of the error signal.

Case study—A
According to Fig. 9, when the value of the error signal is very negative and the

value of change in the error signal is negative, then the duty cycle is very positive
to get supreme power. Generally, it is not possible to get supreme power when the
value of the error signal is very negative and the value of change in the error signal is
negative. At any time, this situation may occur because of unavailable wind velocity.
Therefore, it is impossible to get maximum power from the turbine. So, the duty
cycle has been increased to bring out supreme power.

Case study—B
In this situations, when error signal is negative and change in error signal is

considered as the value of zero’ side, then duty cycle is assumed zero’s side. That
means the variation of change in error signal is not high by following error signal.
So, it is not necessary to change the duty cycle (Fig. 10).

Case study—C
In this case, the value of the error signal and change in error signal are considered

as positive and negative. So, the value of the duty cycle is assumed zero’s side because
of its operating condition. Error signal positive means the high operating condition

Fig. 9 When e-VN, de-N then Duty cycle-VP

Fig. 10 When e-N, de-Z then Duty cycle- Z
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Fig. 11 When e-P, de-N then Duty cycle- Z

Table 2 Power comparison of proposed MPPT system with conventional system

Speed of wind in
meter per second

Direction of Pitch in
degree

Power-without MPPT in
Watt

Power-Fuzzy Based
Wind MPPT in Watt

3 0 28.22 30.95

3 1 28.22 30.95

4 0 81.62 89.79

4 1 81.62 89.79

5 0 233 252

5 1 233 252.7

6 0 438.8 482.9

6 1 438.8 482.9

7 0 1008 1086

7 1 1008 1086

8 0 1799 1988

8 1 1799 1988

of wind turbine and change in error signal negative means it does not influence on
the operating system. So, the duty cycle has remained beside zero (Fig. 11).

Power difference of Fuzzy based wind MPPT system and without MPPT system
is given in Table 2. From the Table, it is clear that Fuzzy based wind MPPT system
is more efficient than a conventional system.

4 Conclusion

The suggested fuzzy based wind MPPT system that has diverse benefits over previ-
ously accessible systems. Fuzzy system is used which depends on nonlinear func-
tions which is very modern and reliable. The petition of Fuzzy technique is swiftly
mounting due to its strong performance regardless of complex situations and elas-
ticity. It is possible to increase the efficiency by adapting supplementary intellectual
fuzzy rules. A problem of the proposed structure is their remittent environment of
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wind speed that is dependent onweather variations. Fuzzy technique has been applied
to extract extreme power by two input parameters via Wind velocity & pitch angle.
The results of the Fuzzy based wind MPPT model has been compared with the
conventional system under a similar climate situation. Simulation result provides a
grand performance of Fuzzy based wind MPPT model and less error. The applica-
tion of renewable sources minimizes various gas discharges in the system. Besides,
the system is environment kindly, favorable. Developed Fuzzy based wind MPPT
structure more efficient than any other operable system as well as a grid-connected
system that must reduce power loss.
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Shale Gas Productive Volume
Optimization

Adamu Umar Ibrahim and Berihun Mamo Negash

Abstract Recently, a modified mathematical model was presented in order to deter-
mine the productivity of multi-fractured shale gas wells. However, the considerable
challenge of the model was assuming an average fracture width for the determination
of the practical fracture geometry of the stimulated reservoir volume. This challenge
led to over prediction of the gas well. Therefore, this paper presents a simple and
accurate method using a pseudo-3D model to determine the fracture width in shale
gas reservoirs. The method utilized the hydraulic fracturing propagation capacity of
theMATLAB software to visualize the fracture geometry, which includes the fracture
height, fracture length, and the fracture width. So, the obtained fracture width can be
incorporated with analytical models to predict long term productivity for multistage
fractured shale gas wells. An accurate result for the productivity will assist in deter-
mining the ultimate gas recovery, propped volume, optimal fracture length, fracture
spacing and predict the future performance of the well.

Keywords Shale gas · Hydraulic fracturing · Fracture geometry

1 Introduction

The combination of horizontal drilling and hydraulic fracturing technologies has
already boosted the exploitation of shale reservoirs by many countries around the
globe [1]. This unconventional resource compliment the hydrocarbon demand all
over the world. Therefore, these technologies are revolutionary and will remain vital
in shale gas production [2].

One of the significant challenges in shale gas production optimization is the fore-
casting of long-term productivity of shale gas wells. Currently, three types of models
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are applied to predict productivity. These models are basically: analytical transient,
numerical and empirical models [3, 4]. Recently, a simple model was presented,
which successfully predict productivitywith less than 3%over prediction. The analyt-
ical model is applied in pseudo-steady state flow conditions. However, the fracture
width is assumed and computed as an average in the model [4]. Therefore, there
is a need to find a more reliable way of obtaining a fracture width that will close
the overprediction gap of the model. An accurate fracture width is vital to proper
field performance prediction, fracture completion design and adequate placement of
proppants in shale gas wells [5]. Also, this will give rise to designing a fracturing
treatment that will propagate in a more optimal direction and avoid unnecessary
damage to the subsurface environment.

This paper presents a simple and more accurate method using a pseudo-3Dmodel
to determine the fracture width in shale gas reservoirs. The model gives the visual
result of the fracture geometry using MATLAB software. So, the obtained fracture
width can be incorporated with the latest analytical model to forecast the long-term
productivity of multistage fractured shale gas wells.

2 Methods and Procedures

Multistage hydraulic fracture in horizontal wells initiates many fractures from each
perforation cluster. These change the formation stress field and affect the propagation
of hydraulic fracture. Also, the low-viscosity fracturing fluid will leak off from the
surface of hydraulic fracture into the reservoir, therefore, increasing its pressure.
Consequently, the natural fractures will be stimulated by the induced stress. If the
shear stress is greater than the shear strength, shear failure occurs [6]. Likewise, if
the natural fractures inner pressure is greater than the tensile strength, tensile failure
happens [7, 8]. Therefore, these increase the shale reservoir permeability. The fracture
geometry, which has the fracture height, length, and width, directly control most of
the productivity of the well [9, 10]. Proper design of these parameters aid in gas
production optimization during fracturing treatment design.

Furthermore, it is good to visualize the fracture geometry using the pseudo-3D
model in MATLAB software to determine the fracture width. The P3D model is
compared with the well-known KGD and PKN models (Table 1).

Where,Qg= production rate of the gas (MScf/D); nf = number of fractures;μ =
viscosity of the fluid (cp); T= temperature of the formation (°R); km = permeability
of matrix (md); h= reservoir thickness (ft); p= average reservoir pressure (psia); pw
= wellbore pressure (psia); e = exponential function; xf = fracture half-length (ft);
kf = permeability of fracture (md); w = average fracture width (in); Sf = fracture
spacing (ft).
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Table 1 KGD, PKN & P3D models comparison

MODEL: KGD/2D Assumptions

L = 0.48( 8GQ3

(1−v)μ
)1/6.t2/3

W0 = 1.32( 8(1−v)Q3μ
G )1/6.t1/3

Pw = σmin + 0.96( 2G3 Qμ

(1−v)3L2 )
1/4

• Height is constant
• A plane strain fracture in the horizontal plane
• Viscous and Newtonian fracturing fluid
• Elasticity theory used
• No leak off into the formation

MODEL: PKN/2D

L =
(

Q
π c1h

)
t1/2

W0 = 4( 2(1−v)Q2μ
(1−v)μ

)1/4.t1/8

Pw = 2.5( G4 Q2μ

(1−v)4h6
)1/5.t1/5

• Plane strain fracture
• The fracture toughness does not influence the
fracture geometry

• No leak off into the formation

MODEL: PSEUDO-3D

Penet rat i ondepth(R) =
0.548( GQ3

G )1/9.t1/9

W0 = 1.32( 8(1−v)Q3μ
G )1/6.t1/3

Pw = σmin − 5
4π

GW0
R ln (rw)

R
G = shear modulus (psi); Q = pumping rate
(bbl/min); W0 = maximum width (ft); v =
poisson ratio; L = fracture length (ft); rw =
wellbore radius (ft); σmin = minimum stress
(psi); μ = fluid viscosity (cp)

• The vertical stress distribution is uniform
• The shape of fracture is elliptical
• No leak off into the formation [11]

MULTIFRACTURED SHALE GAS WELLS
PRODUCTIVITY

5.87×10−5n f kmh
(
Ṗ2−P2

w

)

µT S f
√
c

⎡
⎣ 1(

1−e
−√

cx f
) − 1

(3x f
√
c)

⎤
⎦

c = 96km
k f wS f

3 Results and Conclusions

The single hydraulic fracture propagation is first shown to compare a P3Dmodel with
the conventional KGD and PKN model. The visualized fracture width provides the
quantitative result of the width, which makes it easy to be applied in the productivity
model.

4 Discussion

From Figs. 1, 2, 3, 4, 5, 6, 7 and 8, it is shown that the length of the fracture
improves with greater rate than the fracture width of the fracture, which increases
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Fig. 1 Fracture length
against time (KGD)

Fig. 2 Max width against
time (KGD)

Fig. 3 Max width against
length (KGD)

Fig. 4 KGD in 3D
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Fig. 5 Fracture width
against length (PKN)

Fig. 6 Fracture width
against height (PKN)

Fig. 7 Fracture height
against width (P3D)

Fig. 8 Pseudo-3D model
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in proportional to t1/ 3. These models show a curvy tip which indicates that in the
KGD model, the effect of the tip of the fracture is not large. Both KGD and PKN
showed an approximation the width of the fracture and length. The pseudo-3Dmodel
forecasts a complete ellipsoid in 3D space at a time which can be seen in Figs. 9,
10 and 11. Therefore, the P3D model is good for fracture propagation modelling.
The model can display the variation of the fracture height with length as the fracture
propagates.

Fig. 9 Fracture length
against time (PKN)

Fig. 10 Max. width against
time (PKN)

Fig. 11 P3D predicted
shape
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The fracture width is directly taken from the visualized fracture geometry and
subsequently inputted in the multi fractured shale gas wells. This method is more
dependable to determine the fracture width of a fractured shale gas reservoir to
determine the productivity of gas wells. Also, it can be applied in order to optimize
production by adequate fracture spacing and proppant placement.
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A Comparative Study and Validation
of Kinematic Analysis of a Crank Rocker
Engine Prototype Using MATLAB
and ADAMS

A. M. Albaghdadi , M. B. Baharom, and S. A. Sulaiman

Abstract This work presents an analytical study of a suggested mechanism as
part of a design process of a Crank-Rocker (CR) engine. The basic geometry of
this engine is based on the principal of a four-bar crank rocker mechanism, which
requires optimization for effective operation. Kinematic study of this mechanism is
achieved using two analysis approaches, analytical and graphical model simulation
approach. To achieve the objective, two softwares, namely MATLAB and ADAMS,
were used to conduct this analysis and to validate mechanism functionality. Under
certain constraints and operational conditions, the simulation results by both applica-
tions were compared and found to be almost identical, this gives an indication about
mechanism operational behaviour. Moreover, this study provides clear idea about
using different approaches and applications for system kinematic study purposes.

Keywords Crank-Rocker engine · Kinematic study · Mechanism synthesis ·
Model simulation

1 Introduction

A new engine called Crank-Rocker engine (CR) was patented in 2018 by engineers
of Universiti Teknologi Petronas, Malaysia. Despite showing promising results, the
engine is still considered belonging to early development stage. Of these studies
which has been performed on crank-rocker engine and used as base reference for
this paper and any further improvements on this engine, work in researches [1–4].
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It is desired to enhance the crank rocker (CR) engine performance by upgrading
engine components through geometry design optimization. An initial mechanism
configuration of the crank rocker engine is suggested using algorithm optimization
method. The next task is to perform kinematic and dynamic study of the configured
as part of the design process.

The study of system kinematics can be done using analytical method, graph-
ical method or iterative numerical methods [5]. Nowadays, it is significant to use
rapid and effective method that is capable of solving real life problems, rather than
using conventional methods which might consume designer time and effort. Hence,
many applications and softwares are being used to accomplish design objectives
effectively, with more reliable outcome in considerable time. Of these software,
the ones used to perform kinematic analysis and simulation are namely MATLAB,
MSC ADAMS, SAM, GIM, Universal Mechanisms, MMtool, and Linkage [5]. On
one hand, for coded softwares such as MATLAB, the analyses are performed by
constructing models and solving systems of mathematical equations. The imple-
mentation of such software is considered more efficient than solving these equations
manually. However, the previous process might be very tedious due to the listing of
all equations in a logical sequence that must be followed and understood by soft-
ware compiler. On the other hand, application software such as ADAMS, is a virtual
modeling tool, meaning that it only requires mechanism geometry and initial oper-
ation condition to generate full body analysis and animate corresponding actions
[6].

In this paper, a kinematic analysis study of a particular crank rocker engine
mechanism analyzed using two softwares, namely MATLAB and ADAMS. Posi-
tion, velocity and acceleration of this mechanism are studied under specified driving
motion and system constraints. Moreover, to validate mechanism kinematics, a
comparison between both simulationmethods is conducted using the outcome results
of both applications.

2 Analytical Analysis of Crank Rocker Mechanism
in MATLAB

Since a MATLAB code is utilized to perform analytical study on this system [7–
9], it is required to include related mathematical equations that represent system
physics. Hence this section introduces kinematic fundamentals which are involved
in analyzing the system. Once the mechanism geometry and other conditions such
as Grashof’s law and initial conditions are identified, mathematical equations are
constructed. This study adopted the usage of vector-loop method for a crank-rocker
mechanism kinematic analysis. Figure 1, shows the crank rocker basic geometry
which consists of four main linkages namely ground R1, Crank R2, Coupler R3 and
Rocker R4. Also, each respected link angular position with reference to the ground
is set to θ1, θ2, θ3 and θ4, which are (ground linkage angle, crank angle, coupler



A Comparative Study and Validation of Kinematic … 127

Fig. 1 Crank-Rocker basic
geometry

angle and rocker angle) respectively. The angle between the coupler and rocker is
called the transmission angle γ. Another angle of concern in this design process is
the throw angle ϕ, which represents maximum rocker displacement, in other words
it is obtained by subtracting maximum and minimum crank rocker angle (θ4).

In this case, the vector loop equation is represented in Eq. (1):

R2 + R3 = R1 + R4 (1)

By arranging this relation, we have

R2 + R3 − R1 − R4 = 0 (2)

Arbitrary link position relative to the X–Y axis, for each components of Eq. (2)
can be rewritten as:

R2 cos θ2 + R3 cos θ3 − R4 cos θ4 − R1 cos θ1 = 0 (3)

R2 sin θ2 + R3 sin θ3 − R4 sin θ4 − R1 sin θ1 = 0 (4)

Equation (3) represents system component position in the X-axis direction, while
Eq. (4) represents system component position in the Y-axis direction.When applying
first time derivative on Eqs. (3) and (4), also since is ground link is fixed (ω1 = 0),
we get angular velocity Eqs. (5) and (6):

−R2 sin θ2ω2 − R3 sin θ3ω3 + R4 sin θ4ω4 = 0 (5)

R2 cos θ2ω2 + R3 cos θ3ω3 − R4 cos θ4ω4 = 0 (6)

In the above Equations ω2, ω3 and ω4 are angular velocities of links R2, R3, and
R4 respectively. Similarly, when applying second time derivative on both Eqs. (3)
and (4), they yield angular acceleration Eqs. (7) and (8):
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− R2 sin θ2α2 − R2 cos θ2ω
2
2 − R3 sin θ3α3 − R3 cos θ3ω

2
3

+ R4 sin θ4α4 + R4 cos θ4ω
2
4 = 0 (7)

R2 cos θ2α2 − R2 sin θ2ω
2
2 + R3 cos θ3α3 − R3 sin θ3ω

2
3

− R4 cos θ4α4 + R4 sin θ4ω
2
4 = 0 (8)

Also, α2, α3, and α4 above represent the angular accelerations of links R2, R3,
and R4 respectively. Linear velocity for joints between linkages, in this case point A
and B as illustrated in Fig. 1, basically can be found by Eq. (9):

υ = ω × R (9)

where, R is linkage length and ω is the angular speed. Likewise, linear acceleration
for both points can be found by Eq. (10):

a = at + an (10)

where, at is the tangential acceleration of this point and an is the normal acceleration
of the same point, and both can be found by:

at = α × R (11)

an = v2

R
(12)

Here, α is the angular acceleration of link R, and v is the linear velocity at the
measured point. Using all of the above equations with known crank position (0°≤ θ2
≤ 360°) and constant rotational speed ω2 = C, MATLAB codes are programmed for
system analysis. All remaining parameters are calculated and translated into system
simulation analysis.

3 Modelling and Simulation in ADAMS

Unlike programming with softwares such as MATLAB [6, 10, 11], ADAMS has the
advantage of less need to write mathematical equations to identify system physics.
The required task is only to represent the geometry of this system into the application
interface, and then ADAMS has the ability to translate this system into a model for
simulation and analysis. ADAMS also allows users to perform static, kinematic and
dynamic study on different system conditions, in addition to the ability to simulate
and predict the behavior of each case. However, other procedures are required to



A Comparative Study and Validation of Kinematic … 129

Fig. 2 Crank-rocker model in ADAMS

accomplish valid simulation such as identifying all links and joints dimensions.
Also, it is desired to create proper measurements and variables of each object to
be included and calculated during the simulation process. After model set-up is
finished, the simulation process can be performed, and a full evaluation of system
characteristics is created. Figure 2, shows ADAMS workspace environment, the
crank rocker mechanism is drawn with corresponding system geometry. Also, joints
between linkages are identified with crank joint having a motion function for system
initiation.

4 Results and Discussion

Selection of mechanism dimensions was previously conducted using algorithm opti-
mizationmethod [12]. Table 1, shows the geometry specifications of the crank rocker
mechanism.

The above data were then supplied to MATLAB and ADAMS as a system config-
uration. Also, a constant crank rotation speed of 200 rad/sec was applied at the crank
link. The ground linkage angle θ1 is assumed to be zero so that there is no offset
between the crank and rocker linkages. The path motion of the mechanism is illus-
trated in Fig. 3, by MATLAB. In ADAMS, an animated simulation of the system is
firstly performed to validate this mechanism then carry on system analysis.

Table 1 Crank-rocker mechanism dimensions

R1
/mm

R2 /mm R3
/mm

R4
/mm

θ2
/degree

γ

/degree

33.23 14.03 35 21.07 180 84.34
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Fig. 3 Crank-Rocker mechanism path motion in MATLAB

Figure 3, shows the complete rotation of the crank link (green), and the corre-
sponding rocker path motion (red). After analyzing this system path behavior, a
simulation was conducted in both softwares for studying the kinematic performance
of this mechanism. The outcome results were plotted in overlayed graphs for better
illustration and verification purpose. The plots of angular position, velocity and accel-
eration versus crank position (θ2), obtained fromMATLABandADAMS simulations
are compared and shown in Figs. 4, 5, 6, 7 and 8.

Figures 4, 5, 6, 7 and 8, shows overlaying graphs of the different kinematic anal-
ysis for the crank-rocker mechanism by MATLAB and ADAMS. These data are
representing mechanism various positions, angular and linear velocities, angular

Fig. 4 Kinematic simulation comparison results between MATLAB and ADAMS, Mechanism
angular position
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Fig. 5 Kinematic simulation
comparison results between
MATLAB and ADAMS,
Mechanism linear velocity

Fig. 6 Kinematic simulation
comparison results between
MATLAB and ADAMS,
Mechanism angular velocity

Fig. 7 Kinematic simulation
comparison results between
MATLAB and ADAMS,
Mechanism linear
acceleration
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Fig. 8 Kinematic simulation
comparison results between
MATLAB and ADAMS,
Mechanism angular
acceleration

and linear accelerations with respect to the crank position. When examining and
comparing results by both softwares, it can be noticed that both models are showing
almost same readings, which gives an indication that both results are verifying each
other. Hence, these results can be considered and applied for further system analysis
and enhancement.

5 Conclusion

This paper studied the kinematic characteristics of a possible mechanism design
of the crank rocker engine. Two different approaches were implemented for this
goal, analytical coding using MATLAB and animated model using ADAMS. Both
methods simulated this system for determined crank rotation speed and results show
this mechanism kinematic behavior in term of position, velocity and acceleration. A
comparison between outcome results by both softwares validated each other, where
all plots were almost identical. These two methods considered practical and useful
for kinematic analysis of such system.

References

1. Mohammed SE, Baharom MB, Rashid A, Aziz A (2016) Thermodynamic analysis of a single
cylider crank-rocker engine. ARPN J Eng Appl Sci 11:12239–12246

2. Mohammed SE, BaharomMB, Aziz ARA (2017) Performance and combustion characteristics
of a novel crank-rocker engine. J Mech Sci Technol 31:3563–3571

3. Hassan SEM (2018) Development, performance and emission assessment of a single-cylinder
air-cooled gasoline Crank-Rocker engine. Universiti Teknologi Petronas

4. Mohammed SE, Baharom MB (2019) Modelling of combustion characteristics of a single
curved-cylinder spark-ignition crank-rocker engine. Energies 1–14



A Comparative Study and Validation of Kinematic … 133

5. Verma SK, Kumar R, Chittawadigi RG, Saha SK (2016) Kinematic analysis of mechanisms
using velocity and acceleration diagrams (VAD) module in mechanalyzer software. In: The
proceedings of the Asian conference on multibody dynamics, p. 01_771082

6. Hroncová D, Delyová I, Frankovský P (2014) Kinematic analysis of mechanisms using MSC
Adams. Appl Mech Mater 611:83–89

7. Norton RL (2012) Design of machinery: an introduction to the synthesis and analysis of
mechanisms and machines, McGraw-Hill, New York

8. Mohammadzadeh A (2007) Analytical synthesis and analysis of mechanisms using MATLAB
and SIMULINK. Am Soc Eng Educ 12(242):1

9. Myszka DH, Celik A (2012) Machines and Mechanism. Prentice Hall
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Application of Machine Learning Models
in Gas Hydrate Mitigation

Sachin Dev Suresh, Bhajan Lal , Ali Qasim , Khor Siak Foo,
and Jega Divan Sundramoorthy

Abstract The production of oil and natural gas contributes to a significant amount of
revenue generation in Malaysia thereby strengthen the country’s economy. The flow
assurance industry is faced with impediments during smooth operation of the trans-
mission pipeline in which gas hydrate formation is the most important. It affects the
normal operation of the pipeline by plugging it. Gas hydrate is a crystalline struc-
ture composed of a network of hydrogen bonds between host molecules of water
and guest molecules of the incoming gases under high pressure and low temper-
ature conditions. Industry uses different types of chemical inhibitors in pipeline
to suppress hydrate formation. To overcome this problem, machine learning algo-
rithm has been introduced as part of risk management strategies. The objective of
this research is to evaluate the various types of machine learning models used to
predict the gas hydrate formation where the input parameters are gas composition,
pressure and concentration of inhibitor and the output parameter is hydrate deposi-
tion/formation temperature (HDFT). Three machine learning models are compared:
Artificial Neural Network (ANN), Least Square version of Support Vector Machine
(LSSVM), and Extremely Randomized Trees (Extra Trees). Comparison of the three
different machine learning models is based on the correlation coefficient, R2. The
best choice of machine learning model that has highest R2 is obtained by Extra Trees

S. D. Suresh · B. Lal (B) · A. Qasim
Chemical Engineering Department, Universiti Teknologi PETRONAS, 32610 Bandar Seri
Iskandar Perak, Malaysia
e-mail: bhajan.lal@utp.edu.my

B. Lal · A. Qasim
CO2 Research Centre (CO2RES), Universiti Teknologi PETRONAS, 32610 Bandar Seri Iskandar
Perak, Malaysia

K. S. Foo
PTTEP-Malaysia, Petronas Twin Towers Kuala Lumpur City Centre, Level 26-30, Tower 2, 50088
Kuala Lumpur, Malaysia

J. D. Sundramoorthy
Federal Territory of Kuala Lumpur, Baker Hughes (M) Sdn. Bhd, 207 Jalan Tun Razak, 50400
Kuala Lumpur, Malaysia

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
R. Ibrahim et al. (eds.), International Conference on Artificial Intelligence
for Smart Community, Lecture Notes in Electrical Engineering 758,
https://doi.org/10.1007/978-981-16-2183-3_12

135

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-2183-3_12&domain=pdf
http://orcid.org/0000-0002-1731-4466
http://orcid.org/0000-0003-3639-7540
mailto:bhajan.lal@utp.edu.my
https://doi.org/10.1007/978-981-16-2183-3_12


136 S. D. Suresh et al.

model of 0.9991 compared to other two machine learning models which predicted
R2 value greater than 0.96.

Keywords Gas hydrate · Machine learning · Hydrate formation temperature

1 Introduction

In the 1930s, gas hydrate deposition was discovered in pipelines where several
attempts were made to understand the clathrate hydrate in terms of compound,
composition, equilibrium state andmanner of handling them [1]. Gas hydrate, mostly
known as clathrate hydrates exist when sufficient amount of water molecules in oil
and hydrocarbon vapour form crystallize during transient flow condition [2, 3]. Gas
hydrates are developed in the crude oil and natural gas industries’ output, refining and
transmission facilities. [4–8]. Depending on the type and size of guest molecules,
the gas hydrates are produced in 3 structures, which are I, II and H [7, 9]. The
unit cells of Structure I had eight cavities (two smalls and six large ones) and were
formed by hydrogen-bound 46 water molecules. Structure II unit cells, by contrast,
contained 136 molecules of water and were enclosed in 24 cavities, including 16
small and 8 wide cavities. Whereas structure H is a mixture of methane, propane,
isobutene,CO2,H2S,N2, and stabiliseswith one of the twohydrate structures forming
micro cavities[10, 11]. According to Qin et al. [12] and Olajire [13], at high pres-
sure and low temperatures as well as long distances, gas hydrates are produced,
often contained in subsea oil and gas pipelines. Although gas hydrate production
contributes to critical flow assurance problem, it is therefore important to address
this issue by implementing effective preventive and predictive strategies [4].

There are several risk management strategies that has been used to prevent the
growth of hydrates which are dehydration of natural gas, usage of inhibitors such as
thermodynamic hydrate inhibitors (THIs) and low dosage hydrate inhibitors (LDHIs)
[12–16]. Methanol (MeOH) and monoethylene glycol (MEG) are two commercially
usedThermodynamic hydrate inhibition compounds [17]. The goal of theseTHIs is to
interrupt the process inwhich hydrates form, often likewater–ice antifreeze, to ensure
safety under the most severe hydrate forming conditions. However, the downside of
these THIs is that the hydrate condition gets extreme as the subcooling process is of
better consistency, leading to more inhibitor requirements. This leads to a rate limit
of methanol supply due to availability, storage and injection restrictions, leading to
an adverse effect on capital costs, operating costs, non-optimum performance, as
well as an increased risk of hydrate plug formation [1].

In contrast with THIs, LDHIs play a crucial position as an alternative to THIs in
terms of lower doses of inhibitors used and dosage levels that cause lower loss of
inhibitors due to evaporation. Other than that, LDHIs would decrease the chemical
storage and injection needs, which will have a beneficial impact by minimising
CAPEXandOPEX[1]. Twokinds ofLDHIs, such as kinetic hydrate inhibitors (KHI),
are used to slow hydrate crystallisation and anti-agglomerants (AAs), which facilitate
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hydrate molecule distortion [12]. For simulation purposes, computer intelligence can
be used, such as machine learning (ML) models, to test the accuracy of the inhibitor
used, composition of gas molecules, gas hydrate temperature and pressure regulation
[4].

Usually,ML is called a universal toolbox, ready to be used for classification issues,
defining an appropriate group for a new collection of findings, and regression tasks
that approximate the relationship between groups of data provided.ML is fundamen-
tally a numerical representation of a phenomenon, provided a certain value and based
on a certain setting, aimed at performing a task. ML techniques may be classified
based on learning activity priorities that define patterns for detection and estima-
tion, action learning, or inductive methods of learning. The algorithms can be further
grouped into three distinct families of learning, known as supervised learning, unsu-
pervised learning and reinforcement learning [18]. Themain objective of this paper is
to compare numerous forms ofMLmodels that will be used, such as Aritifical Neural
Network (ANN), Least Square Support Vector Machine (LSSVM) and Extremely
Randomized Trees (Extra Trees), which are used to help create advanced gas hydrate
control techniques [12]. In this article, theory andmethod employed for differentML
models have been discussed. Afterwards, a comparison among the models has been
performed and the their effectiveness has been assesed and identified. Finally, on
these basis, some important conclusion have been drawn and discussed.

2 Methods and Theory

Authors like Rebai et al. [19], stated that machine learning techniques such as ANN,
LSSVMand Extra Trees are considered eligible to reproduce any form a function and
have been successful in predicting the required output of the gas hydrate formation
which is hydrate formation/deposition temperature (HDT/HFT). The input parame-
ters that has been used in this 3 ML models were concentration of the inhibitors, gas
composition and pressure. Each ML models theory and method will be explained
below in details.

2.1 Least Square Version of Support Vector Machine
(LSSVM)

LSSVM development is aimed at reducing the complexity of the Support Vector
Machine (SVM) and to eliminate complexity in the optimization process, linear
formulas are deciphered by linear encoding rather than solving quadratic encoding
equations to improve their speed. LSSVM algorithm’s output can be overcome by
fixed linear equality rather than inequality constraints [4]. General formulation that
being used in approximating a given data set

{(
x1,y1

)
,
(
x2,y2

)
, . . . ,

(
xN ,yN

)}
into
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Fig. 1 LSSVM model architecture [20]

consideration by employing following nonlinear function [14]:

f (x) = 〈w,�(x)〉 + b (1)

where 〈., .〉 represent dot product;�(x) denotes the nonlinear function that performs
regression; b andware bias terms andweight vector, respectively. TheLSSVMmodel
structure can be seen in Fig. 1 where the K (xi, xj) is defined as kernel function [20].

2.2 Extremely Randomized Trees (Extra Trees)

Tree models were identified by the assembly method named as Extra Trees, in which
this process produces multiple trees from the complete testing examples in terms
of regression or decision trees. Extra Trees is a top-down procedure where it forms
a joint of untrimmed choice or regression tress where the act of splitting nodes by
selecting action points randomly completes and uses the entire experiment model to
grow these trees, distinguishing it from other tree-based ensemble approaches [4].

The growth of the tree is in the top-down order where the numbering is from left
to right, as can be seen from Fig. 2. The value of a parameter is compared with the
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Fig. 2 Study of Extra Trees framework [4]

threshold value of each internal node. If the shown inequality above each node is
satisfied, the path is either the left branch or the path is not the right branch [4].

2.3 Artificial Neural Network (ANN)

Artificial neural networks (ANN) are a method of calculation based on how the brain
conducts calculations [20, 21]. According to Samsudin et al. [20], this model has
the potential to carry out extensive input–output mapping and can create a network
that approximates nonlinear functionality. Figure 3 shows ANN feed-forward back-
ward propagation consists of three layers; data transmitted is the input (first layer),
interpreted data is hidden layer, and result provided is output (last layer) [20].

Output of the ANN assuming a linear output neuron j, a single hidden layer with
h sigmoid hidden nodes and the output variable (xt) is given by [20]:

xt = g

⎛

⎝
h∑

j=1

w j f
(
s j

) + bk

⎞

⎠ (2)

where g(.) is the linear transfer function of the output neuron k and bk is its bias, wj

is the connection weights between hidden layers and output units, f (.) is the transfer
function of the hidden layer.

Below Fig. 4, shows the exact prediction of the distribution of temperature in the
gas-dominated system, with due regard to the exothermic effect of the composition
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Fig. 3 Sample Structure of ANN [20]

Fig. 4 The interdependency
in the gas-dominated
environment between
hydrate formation, hydrate
deposition and temperature
variation

of hydrate and the resistive effect of the hydrate deposition layer on the rate of heat
transfer in the pipeline. The number on the Fig. 4 is decoded by (1) supplying hydrate
forming materials for deposition, (1’) reflecting the indirect effect by temperature,
pressure, and effective inner diameter variations. Whereas (2) signifies heat release
from hydrate formation by interaction of free water and gas; (2’) indicates the effect
of temperature differences on the hydrate formation sub-cooling. The heat tolerance
effect denoted by (3) of the hydrate layer on the heat transfer while (3’) indicates the
indirect effect influencing the rate of hydrate formation [13].



Application of Machine Learning Models in Gas Hydrate Mitigation 141

3 Results and Discussion

It is assumed that the accuracy and credibility of every statistical method is linked to
the universality and validity of the database used for its foundation. To compare the
results based on the several factors such as correlation coefficient, R2, comparison of
the threeMLmodels must be represented in terms of hydrate dissociation/ formation
temperature (HDT/HFT). All the data and information taken and referred from [4,
22] in order to obtain effective comparison and accuracy.

Based on article Yarveicy and Ghiasi [4], in the first step,1800 experimental data
points of different gas systems for liquid water-hydrate-vapor (LHV) or ice-hydrate-
vapor (IHV) balance were collected and divided into two classes called “training set”
and “test set” for Extra Trees and LSSVMmodels. 90% were used as training proce-
dures from the data point and the remaining 10% were used as testing procedures.
The primary goal is to approximate the HDT / HDFT of gases where electrolysis
and alcohol(s) are present in pure water or aqueous solutions, where it is corre-
lated as function of concentration of inhibitor(s) (Cadditive), pressure (P), and the gas
composition (Zi):

HDFT = f (Cadditive P, Zi ) (3)

The composition of gas (Zi) consisting of C1, C3, i-C4, i-C5, n-C4 n-C6, N2,
and CO2 in (mol %). Consequently, LSSVM model used radial basis function
(RBF) kernel function in its methodology with optimization of Coupled Simulating
Annealing (CSA). Two considerationswere crucial to obtaining theHDT /HFTExtra
Tree algorithm, which was the sum of tress generated for calculating significance
and maximum depth of each tree using the test and error method. From trial and
error method, optimum number of tress obtained was 5 as well as maximum depth
for the Extra Trees algorithm changed from 3 to 40. By monitoring the error, best
performance can be seen at maximum depth value of 30 [4].

The objective of the ANNmodel was the same as LSSVM and Extra Trees, which
was to predict the temperature of the gas mixture (HFT / HDT), where 279 sweet
and sour gas experimental data points were collected. For the training procedure,
201 data points were used, 42 data points were used for testing set. The input was
a gas composition composed of H2S, CO2, and CH4 in moles percentage (mol%)
and pressure (P) in mPa, respectively [22]. For the three models [14], a comparative
study between the predicted hydrate formation temperature (HFT / HDT) values and
the experimental data for the train, validation and test data was developed. Below
seen Table 1, shows the results obtained fromANN, LSSVM and Extra Trees models
in terms of R2 and AARD in percentage (%).

Below mentioned are the formulas used to calculate the values placed in Table 1
which are coefficient of determination percent ((R2%), and average absolute relative
deviation percent (AARD%) defined by Eqs. (3) and (4) in respective order, are
mathematical parameter used to estimate the HDT / HDF of gas hydrate as well as
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Table 1 Error evaluation outcomes for the presented Extra Trees, LSSVM and ANN models

Parameter/model Extra trees LSSVM ANN

Train Test Total Train Test Total Train Test Total

R2% 99.91 97.46 99.7 97.54 92.4 96.99 99.47 98.82 99.28

AARD% 0.01 0.35 0.04 0.28 0.61 0.32 0.1331 0.2137 0.1509

determining the reliability and efficiency of the built Extra Trees, LSSVM and ANN
models.

R2% = 100

(
1 −

∑n
i (oi − ti )

2

∑n
i (oi − average(ti ))2

)
(4)

AARD% = 100
n∑

i=1

(
oi − ti

ti

)
/n (5)

where n denotes the number of samples; oi and ti are the predictions of the model
and corresponding targets, respectively.

The error analysis results for the tabulated in Table 1 shows an excellent compli-
ance with the experimental hydrate deposition / forming temperature (HDT / HDF)
for the three distinct types ofMLmodels that are acceptable outcomes [4]. Neverthe-
less, as the AARD percent is 0.04 relative to the other models with AARD percent of
0.32 and 0.1509 for LSSVM and ANN, respectively, the suggested tree-based model
has stronger prediction.

4 Conclusion

Interaction in this paper provides the significant comparison of ML based models
such as Extra Trees, LSSVM and ANN where their respective methodologies were
employed for phase equilibriummodelling of clathrate hydrates. From the coefficient
of determination percent, R2 is found to be greater than 96% for all threeMLmodels.
Basedon the analysis of the error study, it canbe argued that theExtraTrees algorithm,
which was used for the first time in the supremacy of gas hydrate phenomenon
experimentation, is extremely capable of demonstrating the formation of gas hydrate
depending on the temperature, resulting in the Extra Trees providing more precision
than the LSSVM and ANN models in terms of AARD percent of 0.04, which is the
lowest compared to LSSVM and ANN models.
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Analysis of Signal Sensing with Adaptive
Threshold for Energy Detector
in Cognitive Radio Systems

Biji Rose and B. Aruna Devi

Abstract Overviewing the past the past period of 20 years, it is evident that in
certain geographical regions, the spectrum, lay unutilized whereas other areas face
spectrum crunch. To boost the spectral efficiency, unlicensed users (secondary users)
will be allowed to access unutilized parts of the spectrum and adapt their communi-
cations. It assists to utilize themwhile minimizing the interference on licensed users.
Such ability is the predominant feature of cognitive radio (CR) nodes, which needs,
algorithms and protocols for spectrum sensing, sharing, and management. The ratio-
nale is to facilitate optimization of the spectrum and make a conducive environment
between licensed and unlicensed users. The seamless method of spectrum sensing
is Energy Detection method, since it does not require to have priory knowledge of
Primary User (PU).In this paper, sequential sensing event at the Energy Detector is
used to decide on the optimal adaptive threshold value over Rayleigh fading channel.

Keywords Cognitive radio · Energy detector

1 Introduction

The year 2020 which is not yet over, went through health and economic crisis world-
wide due to Covid-19, faced lockdowns of months. All people during this pandemic
situation were connected and jointly fight the Covid-19 situation using digital tech-
nologies, which completely depends on mobile wireless network. At the outburst
of pandemic situation, an emergency meeting was called in starting week of April
and ITU emphasized on the importance of communication technologies in dissem-
inating timely critical information, supporting e-learning for more than 1.5 billion
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students, training workers by digital means to improve productivity, and promoting
e-businesses [1].

The service mobile wireless network increased tremendously in 2020 due to
pandemic situation.Already in 2018 itwas reported: the need of smartphones, tablets,
laptops, and other wireless devices that allow users to browse theWeb, use email, and
download videos, multimedia, and applications, by 2023 will grow. Thus by 2023,
the average 5G connection speed will reach 575Mbps, the averageWi-Fi speeds will
grow to 92 Mbps, and there will be 3.6 networked devices/connections per person
and nearly 10 devices and connections per household [2].

As a result, the growing demand for mobile wireless broadband is expected to
surpass the usable radio spectrum. Prior highlighting the concepts of the perfor-
mance analysis, standards of spectrum sensing include IEEE 802.22 WRAN (wire-
less regional area network) and its amendments, IEEE 802.11af for wireless LANs,
IEEE 1900.x series, and licensed shared access (LSA) for LTE mobile operators
[3]. Spectrum sensing technique achieves detection of channel state by (1) Energy
detection (ED), (2) Cyclostationary detection, (3) Matched filter-based detection, (4)
Waveform-based detection, (5) Covariance absolute value detection (CAV), and (6)
Eigen-values based detection (EVD). The spectrum sensing problem is solved as a
binary hypothesis test. The main attribute of interest is decision statistic, detection,
and false-alarm probabilities and the decision threshold. The Central Limit Theorem
(CLT) is used to achieve energy detection with prescribed performance level.

Studies of spectrum usage have shown that this spectrum allocation paradigm
often results in severe underutilization of the spectrum [4, 5]. In opportunistic or
dynamic spectrum access, a band of licensed spectrum can be used by unlicensed
users whenever it is not being used by licensed users. The licensed user is often
referred to as the primary user, whereas the unlicensed user is called the secondary
user. In addition, the secondary users must be capable of sensing the radio environ-
ment to determine the spectrum hole opportunities for dynamic spectrum access.
Such capabilities are realized in cognitive radio technologies [6].

In a cognitive radio system, aMarkovianmodel of the primary user can be used for
state prediction, which in turn can prevent unintended collisions [7].A popular edge
detection technique uses the continuous wavelet transform (CWT) to decompose the
edge detector into multiple resolutions and multiplies the resolutions together, which
has a beneficial effect of reducing the noise [8]. While the novel Discrete Wavelet
Transform (DWT) based hybrid edge detection algorithm, where we use conven-
tional DWT technique in low noise variance scenario and DWT-Multiscale-Sum
(DWTMS) technique in high noise variance scenario depending on the Threshold
Value. The DWT Hybrid Edge Detection gives higher sensing accuracy, and more
noise reluctance for the secondary user in the cognitive radio system compared to
CWT [9].

Thus, an adaptive spectrum sensing algorithm in which the threshold is made
adaptive to the fading environment is the need of the hour [10].
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2 Related Works

In the case of relatively low SNR,when the difference between noise and signal
energy is not distinct, single-threshold detection methods are easy to cause SUs to
perceive the existence of a PU incorrectly, whichwill reduce the detection probability
of the entire system. To improve the detection the single threshold is replaced over
the years by adaptive or dynamic threshold.

There are methods, named three-event ED, which makes decision considering the
event immediately before and the one immediately after current sensing event. The
primary users (PU) activity duty cycle value was exploited for tracking the changes
of the PU state [11–13].

Furthermore, an adaptive double threshold based on history energy detection is
proposed for Cooperative Spectrum Sensing. The weighting coefficient of thresholds
according to the SNR of all cognitive nodes is calculated during sensing period; thus
adjusting the upper and lower thresholds, if the average history energy is still between
two thresholds, the single-thresholdmethodwill be used for the end decision. Finally,
the fusion center aggregates the detection results of each node and obtains the final
cooperative conclusion through “or” criteria [14, 15].

However, the double threshold methods mentioned above are all no-decision
when the energy is between the high and low thresholds. The multilevel quanti-
zation method is adopted in the uncertain region of the traditional double-threshold
energy detection to solve the problem that the sensing information is ignored between
the two determined thresholds [16, 17].

In this method, an adaptive threshold method to overcome sensing failure at very
low SNR with uncertain noise power using a check parameter and double threshold
concept is proposed. It was noted that this method improved the detection probability
at a low SNR [18].

Nowadays, many Machine Learning algorithms are put forward for Optimization
of Adaptive Threshold in energy detection. The machine learning algorithm looks
for the optimum decision threshold, which is the most important parameter to decide
the presence or absence of the primary user, using historical detection data [19].

3 Methodology

Let the complex signal received at time t by the secondary user in the desired band
be [20]

y(t) =
{
n(t) : H0

h(t)s(t) + n(t) : H1
(1)

where n(t) is an additive complex white Gaussian noise process, h(t) represents a
fading process (e.g., nonfading means h(t) = 1), and s(t) is a signal transmitted by
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Fig. 1 Hypothesis model

the primary node [20]. The sensing decisions are made using N > > 1 samples of
y(t). A decision statistic T(y) is used for hypothesis testing, given by

{
T (y) < λaccept : H0

T (y) > λaccept : H1

where 0 < λ < ∞ is called the decision threshold. The reliability associated with the
decision rule (2) can be characterized by Probability of Detection Pd and Probability
of False Alarm Pf is shown in Fig. 1. Mathematically, it is a conditional probability
given as below:

Pd = Pr(T(y) > λ|H1 (2)

Pf = Pr (T(y) > λ|H0 (3)

The exact values of Pd and Pf depend on how T(y) is constructed using
received samples, channel estimates, propagation characteristics, the choice of the
threshold, and other information. The false-alarm and detection probabilities may be
approximated using CLT for large number of samples (N), as

Pf = Q

(
λ − 2N

2
√
N

)
(4)

Pd = Q

(
λ − 2N (1 + γ )

2(1 + γ )
√
N

)
(5)

where γ is the SNR and Q is the standard Gaussian upper tail probability function

given as Q(u) = 1
2π

∫ ∞
u exp

(
−x2

2

)
dx .

The probability of missed detection is given as Pm

Pm = 1 − Pd (6)
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Therefore, the error decision probability Pe is written as

Pe = Pf + Pm (7)

Substituting Eqs. (6) in (7), results in

Pe = Pf + (1 − Pd) (8)

From Eqs. (4) and (5) suitable sample size N can be calculated from Pf and Pd
as,

N = [
γ −1Q−1

(
Pf

) − (
1 + γ −1

)
Q−1(Pd)

]2
(9)

For constant detection probability (CDR) the normalized threshold λd (optimum
threshold) can be calculated as,

λd = 2
√
N

(
Q−1(Pf

) + √
N

)
(10)

For constant false alarm rate (CFAR) the normalized threshold λf (optimum
threshold) can be calculated as,

λ f = 2(1 + γ )
√
N

(
Q−1

(
Pf

) + √
N

)
(11)

Optimum Threshold is chosen to make Pd large (Pd ≥ 0.9) and Pf small (Pf ≤
0.1).CFAR and CDR is used for the selection of threshold [21]. It has been noted
that CFAR improves the throughput [22], but CFAR fails to give enough protec-
tion to the PU as compared to that of the CDR approach. To improvise the overall
throughput at low SNR, the combination of CFAR and CDR is utilized to select
the optimum threshold [23]. In this paper, considering all of the above aspects, the
optimal threshold is selected for ED which jointly achieve the targeted Pf and Pd at
low SNR.

3.1 Optimum Threshold Condition

The error decision probability Pe is given by

λ = (1 − δ)Pf + δ(1 − Pd) (12)

where δ (0≤ δ ≤ 1) is PU’s spectrum usage ratio and (1-δ) is PU’s channel is vacant &
noise occupied, (1-Pd) gives probability of missed detection.

The adaptive threshold to minimize the error decision probability is
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λ = σ 2
n .

(1 + γ )

(2 + γ )
.

⎧⎪⎪⎨
⎪⎪⎩
1 +

√√√√
1 +

4(2 + γ )ln.
[
(1 + γ ).

(1−δ)

δ

]
Nγ

⎫⎪⎪⎬
⎪⎪⎭

(13)

where σ 2
n = noise variance. Thus, optimum threshold setting should consider both

the probability of false alarm and the probability of mis-detection in order to benefit
both PU and SU.

4 Conclusion

The overall throughput at low SNR is improved by the combinational use of the
optimum threshold. Thus, the optimal threshold is selected for ED which jointly
achieve the targeted Pf and Pd at low SNR. While the SNR increases Pd is also
increases.
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Collaborative Design in Concurrent
Engineering of Industry 4.0 Through
Virtual Reality Simulation in Achieving
Accelerated Time-To-Market During
COVID-19 (Coronavirus) Pandemic
Outbreak

A. F. Fudzin, M. Amin, and A. Mokhtar

Abstract In the era of industry 4.0, it is important for businesses to conduct design
and engineering activities via data exchange in cloud computing. Collaborative
design in concurrent engineering through virtual reality simulation using digital
mock up (DMU) presented in this paper is to construct a simulation in digital envi-
ronment in order to reduce development time, cost and improve quality of product
which will impact to accelerated time to market. However, due to current COVID-
19 (Coronavirus) pandemic outbreak, the activities could be interrupted. The virtual
reality design collaboration seems to be as a solutionwith the support of cloud storage
of product design and satisfy design issue in concurrent engineering. It is also over-
come the geographical limitation and social distancing constraint in “face to face”
collaboration. Thus, stakeholders’ activities are carried out as usual without inter-
ruption in the challenging period during the pandemic. Finally, virtual simulation of
collaborative design in concurrent engineering of previous related works conducted
by the author are briefly presented.

Keywords Industry 4.0 · Concurrent engineering · Collaborative engineering ·
Digital manufacturing · Simulation · COVID-19

1 Introduction

Competitive market has forced industry to improve new product development and
improve the speed of product launch through digitalization. The basic formulation
and solution of accelerated time to market in new product launch is a vision for the
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realization of the product development digitalization process. In the global compe-
tition of new product introduction, the time required for the realization of products
as well as production is an absolute prerequisite in product development. For this
purpose, the virtual reality simulation of product development is an absolute require-
ment to achieve accelerated time to market and reduce cost [1]. On the other hand,
many considerations in product development is the involvement of various stake-
holder. Single stakeholder alone in development team will not be capable of meeting
the challenge. For this purpose, extensive cooperation among numerous stakeholder
will be necessary. Despite the fact that these issues have been brought to the attention
of many scholars and industrialists since the early stages of digitalization, the current
situation of global pandemic outbreaks has also come to global attention in recent
literature.

In current situation of COVID-19 (Coronavirus) global pandemic outbreak, the
face to face stakeholder collaboration is prohibited in many countries despite the
challengeof accelerated newproduct introduction [2]. In the event of catastrophe such
as COVID-19 pandemic, the industry was badly affected by forcing the workforce
to follow public health guidelines such as movement control order and work from
home (WFH) [3]. Therefore, it is essential for stakeholders or citizen to adhere to
the social distancing initiative by having virtual meeting from their location using
digital technology [4]. The launch of product need to be realized in timely manner
as planned ahead before the pandemic. Thus, this is the benefit of industry 4.0 by
having the cloud data storage which all the stakeholders be able to communicate
and retrieve the data for analysis. Subsequently, product development can still be
performing and interruption of time to market is less affected.

Nowadays, the digitalization reaching beyond boundary. Cloud-based digitaliza-
tion was introduced [5]. The emerging of technologies such as Industry 4.0 is known
as the fourth industrial revolution, which developed in Germany plays an impor-
tant major role in the design and development [6–8]. The ninth pillars of industry
4.0 which consists of big data, autonomous robot, simulation, system integration,
internet of things, cloud computation, additive manufacturing, augmented reality
and cyber security can help to achieve accelerated time to market [8, 9]. Virtual
simulation was used to perform an analysis such as clash interference check, tools
accessibility, workability, ergonomics and serviceability in the early stage of product
development. In the virtual simulation world, virtual commissioning may also be
carried out [10]. The advancement in new digital technology provides the advantage
of how industry reacts to the latest phenomena.

Before this pandemic shock all industrialist and engineering-related activities
normally getting in touch with stakeholders is a requisite. In order to have a common
emphasis on reducing product design and production time and costs and increasing
product quality, a lot of discussion with all stakeholders through effective collabora-
tion are needed [11]. As the purpose of the study in achieving uninterrupted product
launch and accelerated time to market in the current pandemic situation, virtual
people’s collaboration is highly essential to the success of concurrent engineering in
the Industry 4.0 platform. This work proposed a method to support the execution of
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collaborative design in concurrent engineering in industry especially in automotive
environment.

2 Collaborative Design in Concurrent Engineering

In collaborative design, a design communication and involvement of several stake-
holders such as marketing team, designer, process engineer, tools engineer and
sourcing team need to established in the early stage of development process. Design
coordination can be enhanced across multiple knowledge channels in multiple ways
compared to conventional settings as a one-way mechanism [5]. Nowadays, it is
also important for designers to co-develop components with various stakeholder in
different geographical locations [12]. Globalization of industry into several parts of
the world makes it difficult to gather all the stakeholder in one location, because of
geographical constraints. This initiative is a blessing in disguise by having virtual
collaborative design because of the COVID 19 (Coronavirus) pandemic problem.
Therefore, this phenomenon is a push factor for web-based virtual communication
method is taking place in rapid pace [13].

Concurrent engineering is defined an attempt to implement a parallelism in
product development. The realization of concurrent engineering through utilizing
DMU analysis in digital method helps to minimize the time taken from start of
project until start of series production. Figure 1 illustrate the DMU’s target process

Fig. 1 Product development process utilizing DMU
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concept of verification using digital product and verification using real objects [14].
The DMU process lead to significant reduction in the number of real object verifica-
tion and just limited for testing purpose only [15]. As the DMU’s goal are to reduce
development time, cost and improve quality, this will impact to accelerated time
to market of product. Furthermore, the number of design change due to assembly
problems and the amount of prototype validation needed for production during the
product validation stage will be reduced. The advantage of virtual simulation in the
design process is a key enabler for manufacturers to have a faster and more flexible
approach to solving complex issues in the collaborative design environment.

3 Methodology—Virtual Reality Simulation

In the early stage of design, face to face communication during collaboration design
of stakeholders will support faster feedback between designer and process engi-
neer. Figure 2 demonstrates the process of collaboration design in concurrent engi-
neering. The designer will issue design to process engineer for review process, so
that, product change request can immediately be considered for the change. At this
point of time, the industry 4.0 through cloud computing which shared platforms that
serve to multiple users (Shared Data Format) is very essential to support engineer
to review the same data and same format [9, 16]. Faster feedback can be achieved
from several parties in respond to the design issue aroused. It can be visualized as

Fig. 2 Collaboration design over the cloud storage
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designer and process engineer synchronized both the design and visualization data
formats on the same computer screen, eventhough they are from different part of the
world. This will help to reduce design-cycle time and cuts cost.

On design stage of product development, virtual computing analysis of manu-
facturing processes can be applied using 3D CAD/CAM modeling using CATIA
V5 (Dassault Systemes) [17]. It is a key enabler in the technology of Industry 4.0
and integrated process from Design for Manufacturing (DFM) [18] to visual and
augmented reality simulation can be achieved using seamless data transfer using
cloud computing [19]. The presented case study in automotive simulation analysis is
used in connection to 3D modeling. Three (3) stages of analysis investigated using
virtual simulation in development phase which are as followings;

3.1 Stage 1, Tools Accessibility Analysis

Tools accessibility analysis is an approach in assessing the tools require in production
assembly line [20]. This to ensure the correct tools to bepurchasedby theprocurement
team. Thus, eliminate the use of incorrect tools for production.

3.2 Stage 2, Investigate Serviceability Using Human Manikin
Virtual Simulation

This investigation is to provide a visual simulation on how humans and objects
function together in term of serviceability. All potential problems of serviceability
are analyzed; human movements will work effectively with the proposed tools at an
early stage [21].

3.3 Stage 3, Tools Clash and Interference Check Using
Human Manikin Virtual Simulation

At this stage clash and interference check is using humanmanikin virtual simulation.
This investigation is to provide a visual simulation on how the inference of tools clash
with components during assembly and disassembly. It is very important for automo-
tive maintenance and service operation [15]. All possible clash and interference are
analyzed.
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4 Case Study—Virtual Reality Simulation

The described approach has been implemented in a practical application, which
supports the tools accessibility analysis, investigate serviceability using human
manikin virtual reality and tools clash and interference check using human manikin
virtual simulation.

4.1 Tools Accessibility Analysis

The case study of tools accessibility analysis is to verify assembly tools’ accessi-
bility applied during the assembly process during assembly process. Particularly, tool
placement constraints during tool applications are verified into the assembly product.
Tools accessibility analysis is an efficient approach in assessing the tools require in
production assembly line. Prior to the purchase of tools by the procurement team,
this activity may eliminate the use of incorrect tools for production. The analysis
utilized CAD data which retrieved from cloud data storage. Further, DMU CAD
models of the assembly product are imported into a virtual reality visualization tools
accessibility analysis.

Thedesigner provided the components design to the clouddata storage andprocess
engineer as well as tool engineer have to analyze the tool accessibility to ensure that
the assemblyprocess does not pose accessibility relatedproblems. Prompt response to
designer in the case of accessibility issue can be rectified by the designer immediately.
In this case study, a virtual reality simulation is being utilized for the analysis as shown
in Fig. 3. This approach would detect any problem earlier in design phase.

Fig. 3 Virtual simulation of tools accessibility
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Fig. 4 Virtual simulation of human hand movements position 1 to positon 2 (Diassembly process)

4.2 Investigate Serviceability Using Human Manikin Virtual
Simulation

This investigation is adopted DMU is to provide a virtual simulation on how humans
and objects function together in termof serviceability. All potential difficulties during
serviceability are analyzed. Such a criteria during the procedure of disassembly
operation sequence is essential. Figure 4 shows virtually how human hand with tool
movements from position 1 to position 2 in disassembly process of oil filter from the
engine. Themovement for disassembly of the oil filter can be preliminary identified so
it can be easily disassembly using dedicated tool. Others issues such as difficulties,
interference and clearance analysis with tools, human and product is analyzed. A
suitable tools need to be purchased, and in the case unavailability of tools, special
tool need to designed to ease the serviceability process.

4.3 Tools Clash and Interference Check Using Human
Manikin Virtual Simulation

At this stage clash and interference check is using humanmanikin virtual simulation.
The verification of the reach-ability of tools to perform a task is very crucial. This
investigation is to provide a visual simulation on how the reach-ability and inference
of tools clashwith components. In the design phase all possible class and interference
are analyzed virtually. In Fig. 5, tool clash with the surrounding can be identified.
Feedback from process engineer to designer can immediately improve in the first
review session. The improvement of product design is validated in the second review
before proceed to the next phase. In order to support accelerated time to market, this
rapid and accurate assessment is needed.

Another example of reach-ability is the interference analysis for disassembly of oil
filter from the engine. As explained in previous section the tool used to disassembly
by turning the tool from position 1 to position 2. In continuation of that, human
hand is used to completely disassemble the oil filter. Figure 6 shows the virtual
simulation interference study during the disassembly of oil filter using hand. During
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Fig. 5 Virtual clash tool with product

Fig. 6 Virtual simulation interference study

the disassembly proceed we found the interference occurred between hand’s manikin
and sub frame. The red circle in the diagram clearly visualize the interference. With
help of simulation software this occurrence can immediately feedback to designer
in the form of product change request. It is proven that early detection during DMU
virtual simulation check will eliminate any cost during prototype stage. Figure 7
shows the proven real serviceability check where the interference was eliminated in
design phase.

5 The Role of Industry 4.0 in COVID-19 Pandemic

In automotive manufacturing environment, activities such as simultaneous engi-
neering, concurrent engineering and process engineering design, the role of Industry
4.0 is an important factor in fostering accelerated time to market. The deployment
of Industry 4.0 platform in the COVID-19 pandemic outbreak, helps the engineer
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Fig. 7 Real serviceability check

to continue moving forward using virtual reality simulation supported the design
review activities through the data exchange in cloud computing. It is a good tool
in order to increase social distancing and to adhere to the restriction on face to face
collaboration beside making simulation in economical ways. Based on the case study
presented in the previous section, stakeholders have been shown to be able to work
in same space of virtual environment without face to face collaboration as new norm
in working culture.

Collaborative design in concurrent engineering using DMU approach is part of
successful factor in virtual reality simulation where product introduction is unin-
terrupted due to pandemic. In the area of automotive design, the such operation
presented in the case study, the operations were checked on a physical vehicle must
now be checked by means virtual verification tools. The development of the virtual
verification is opens new approach of the analyses performed on the DMU. The
application not only allows designers to simulate the tools accessibility, service-
ability check, tools clash and interference check, but also offers a set of tools useful
for analyzing the DMU to detect potential modelling errors which could jeopardize
product functionality.

As virtual reality simulation has been presented during product development cycle
of the automotive industry, which it is known as an important tool in virtual veri-
fication. The advantage of virtual verification in development design phase, cost
reduction is achievable due to reduce and eliminate most of physical prototype. The
availability of Industry 4.0 as a key for future business is leading to these two goals,
as previously addressed in achieving uninterrupted product launch and accelerated
time to market in the current pandemic situation.

6 Conclusions

Today, automotive industries are required to transfer most of the activities in virtual
environment to meet the product launch time line in competitive market. In the avail-
ability of industry 4.0 platform, it is an important for businesses to conduct design
and engineering activities of the data exchange in cloud computing. The deployment
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of Industry 4.0 pillars in the COVID-19 pandemic outbreak, helps the engineer to
continuemoving forward using virtual reality simulation supported the design review
activities through the data exchange in cloud computing. The Internet is becoming an
important element for concurrent engineering applications. The presented approach
supported a collaborative design in concurrent engineering through the virtual reality
simulation using DMU to construct a simulation in the digital environment in order
to reduce development time, cost and improve quality, which will impact to accel-
erated time to market of product. The stakeholders’ activities are carried out as
usual without interruption in the challenging period during the COVID-19 pandemic
outbreak. In this way, the virtual simulation design including cloud storage supports
product design and satisfy design issue in concurrent engineering. It is also over-
come the geographical limitation and social distancing constraint in “face to face”
collaboration in order to avoid possible infections among stakeholders. Therefore,
web-based virtual communication method is taking place in rapid pace. Finally, it
should be mentioned that the virtual simulation of collaborative design in concurrent
engineering of the previous related works has been implemented into the develop-
ment process of automotive manufacturer and finds its application in design phase.
In conclusion, with the presence of the latest Industry 4.0 application, there is no
significant impact on the disruption due to the COVID-19 pandemic in the virtual
reality simulation phase.
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Stability Analysis of Semi-Markovian
Discrete-Time Neural Networks
with Time-Varying Leakage Delays

K. Maheswari, S. N. Shivapriya, and C. Ramkumar

Abstract This paper studies the stabilization of discrete-time semi-Markovian
neural networks with coupling time varying delays with unreliable communica-
tion links with sensor non-linearity in communication channels. There occurs the
time varying leakage delays with random parameters which obeys the uncorre-
lated Bernoulli-distributed sequences. By the proper construction of the Lyapunov
Krasovskii functional (LKF), sufficient conditions for stability analysis has been
attained that are derivedby themeans of linearmatrix inequalities (LMI’s).Numerical
example with simulation is illustrated for the effectiveness of the proposed method.

Keywords Discrete-time NNs · Leakage delays · Stability analysis ·
Semi-Markovian neural networks

1 Introduction

Devoting much attention to the study of neural networks (NNs) in last few years
has tremendously impacted the application prospect in the real world scenario. NN’s
are extensively applied in varied areas of research in large data and artificial intelli-
gence which includes applications in pattern recognition, robotics, optimization etc.
Significant number of researches has also been carried out in dynamic analysis of
various NNs. Stability analysis via state estimation procedure is one of the hottest
research topic in the current trends of digital technology using discrete-time NNs.

In the areas of control and signal processing application problem procedures,
discrete-time NNs’ play a vital role along with time delays. There are a lot of
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approaches for the state estimation procedure in discrete time NNs that holds its
consideration with time delays several times and leakage delays at fewer number
of times. These time delays in the state estimation problems has drawn increasing
research attention in today’s digital world. This state estimation problem along with
Markovian jump parameters in discrete-time NN’s has been discussed in various
dynamical problems and the references therein [1–3]. Due to the strong modeling
ability of Markovian jump neural networks (MJNNs), greater attention has been
drawn in the field of hybrid dynamical systems like in the case of biology, medicine,
industry production, in aerospace Engineering.

But as iswell known, inMJNNs, the transitionmatrix is converted into an invariant
matrix caused due to exponential distribution and obeys the stochastic process and is
not relevant with the past modes. This is one of the disadvantages of MJNNs. There-
fore, in order to overcome this shortcoming, semi-Markovian JumpNeural Networks
(SMJNNs) has been used where the probability density function matrix takes the key
role. Some of the recent researches have emphasized the synchronization controller
using SMJNNs given in [4] and the robust stochastic stability conditions have also
been incorporated in [5]. Inspired by all these works, in this paper, SMJNNs has been
applied to the model that has time varying coupling delays with randomly occur-
ring uncertainties [6]. By employing Lyapunov Karsovskii functional (LKF) with
different decision variables, sufficient conditions to attain the stability is achieved.

On the basis of the these discussions, the aim of this paper is to investigate the
asymptoticity for SMJNNs with delays that are mixed and time varying in nature.
By constructing suitable LKF’s and proceeding with the LMI technique, we derive
the feasibility of the stability conditions by the addressed NNs.

Notations:

Throughout the paper T and −1 represent the transpose and the inverse of the matrix
respectively. The n-dimensional Euclidean space is given by Rn for the set of m x
n matrices in Rmxn and λmax(min)(A) is the corresponding eigenvalue of the spectral
norm matrix H.

2 Formulation of the Problem

For
�

� being the space in the probability P measured on F in the space is given by

(
�

�, F, P). Let (r(t), t > 0) be the semi-Markov process in the discrete-time state given
by S = {1, 2,…, N} with the generator � ∼= γi j , i, j ∈ S

Pr ob{r(t + ĥ) = j/r(t) = i} =
{

γi j (ĥ)ĥ + o(ĥ), i �= j
1 + γi j (ĥ)ĥ + o(ĥ), i = j

With lim
ĥ→0

o(ĥ)

ĥ
= 0 with γi j (ĥ) ≥ 0 for i �= j when it moves from i at time t to

mode j at time c with
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γi i (ĥ) = −
∑

j∈S, j �=i

γi j (ĥ) (1)

Discrete-time delayed NNs with time-varying leakage delay as follows:

ς(t + 1) = B(ς(t − ψ(t))) + x(t) + C
�

f (ς(t)) + D
�

g(ς(t − d(t))) + J ′ (2)

where ς(t) = [ς1(t), ς2(t), . . . , ςn(t)]T ∈ Rn is the state vector and the activa-

tion functions are given as
�

f (◦) = [�

f (ς1(t)),
�

f (ς2(t)), . . . ,
�

f (ςn(t))]T ∈ Rn ,
�

g (ς(t)) = [�

g(ς1(t)),
�

g(ς2(t)), . . . ,
�

g(ςn(t))]T ∈ Rn and J ′ = [J ′
1, J

′
2, . . . , J

′
n]T

is the input external vector. Each of ψ(t) in the system represents the delay due to
leakage which satisfies 0 < ψm ≤ ψ(t) ≤ ψM where ψm is the lower bound and
ψM is the upper bound of ψ(t) and d(t) represents the delay in the transmission
satisfying 0 < dm ≤ d(t) ≤ dM with the positive integers dm representing the lower
bound and dM representing the upper bound of d(t).

Assumption 1

For any c1, c2 ∈ R, c1 �= c2, the activation functions
�

f i (◦) and
�

gi (◦) satisfy,

M−
i ≤

�

f i (c1) − �

f i (c2)

c1 − c2
≤ M+

i ,

N−
i ≤

�

gi (c1) − �

gi (c2)

c1 − c2
≤ N+

i , i = 1, 2, . . . , n

where M−
i , M+

i , N−
i , N+

i are the known constants.
Assuming ς∗ = [ς∗

1 , ς∗
2 , . . . , ς∗

n ]T equation in (2) and letting

yi (t) = ςi (t) − ς∗
i , fi yi (t) = �

f i (ςi (t))

− �

f i (ς
∗
i , ), gi (ςi (t − d(t)))

= �

gi (ςi (t − d(t))) − �

gi (ς
∗
i )

Then, the NN system Eq. (1) can be written as,

y(t + 1) = B(y(t − ψ(t))) + C f (ς(t)) + Dg(ς(t − d(t))) (3)

where y(t) = [y1(t), y2(t), . . . , yn(t)]T ,

y(t − ψ(t)) = [y1(t − ψ(t)), y2(t − ψ(t)), . . . , yn(t − ψ(t))]T ,



168 K. Maheswari et al.

f (y(t)) = [ f (y1(t)), f (y2(t)), . . . , f (yn(t))]T ,

g(y(t − ψ(t))) = [g(y1(t − ψ(t))), g

(y2(t − ψ(t))), . . . , g(yn(t − ψ(t)))]T

By the above assumption given, it can be verified that for every fi (◦), gi (◦), i =
1, 2, . . . , n satisfy

M−
i ≤ ( fi (c1) − fi (c2))/(c1 − c2) ≤ M+

i ,

N−
i ≤ (gi (c1) − gi (c2))/(c1 − c2) ≤ N+

i

for any c1 �= c2 and

fi (0) = gi (0) = 0.
The model is associated with the initial condition as

y(c) ≤ θ(c), c = −δ,−δ + 1, . . . , 0 (4)

where δ = max{ψM , dM }.
Lemma 1 In an open set A of Rm, let f1, f2, . . . , fN : Rm → R then fi over D
satisfies.

min
{βi |βi>0,

∑
βi=1}

∑
i

1

βi
fi (l) =

∑
i

fi (l) + max
gi, j (l)

∑
i �= j

gi, j (l) (5)

given by

g j,i (l) ≡ gi, j (l),

[
fi (l) gi, j (l)
gi, j (l) fi j l)

]
≥ 0. (6)

Lemma 2 For any matrices ℘1, ℘2 and ℘3 where ℘T
1 = ℘1 and ℘T

2 = ℘2 > 0, then

℘1 + ℘T
3 ℘−1

2 ℘3 < 0 with

[
℘1 ℘T

3

∗ −℘2

]
< 0.

3 Main Results

In this section, we apply the semi-Markovian and investigate the delay dependent
sufficient conditions of LKF.

Theorem 3.1 The NNs system (3) is globally asymptotically stable, under the
assumption (1), if there exists the symmetric matrices Pi > 0, i = 1, . . . , 6, Qr >

0, r = 1, . . . , 4, R1 > 0, R2 > 0, Tj > 0 with the diagonal matrices 1 > 0, 2 >

0 and matrices Uj , j = 1 to 4 with weights W0,W1 of appropriate dimensions, such
that following LMI holds with.
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[
T1 T2
T3 T4

]
> 0 (7)

where P̃i = ∑
j∈S

γi j (h)Pj ,

�1 = ẽ8P̃1ẽ8 + 2ẽ8P̃1ẽ1 + 2ẽ8P̃3(ẽ5 − ẽ7)

+ 2ẽ8P̃2(ẽ2 − ẽ4) + 2ẽ8P̃3(ẽ11 − ẽ12)

+ 2ẽ1P̃2(ẽ2 − ẽ4) + 2ẽ1P̃3(ẽ5 − ẽ7)

+ (ẽ2 − ẽ4)
T P̃4(ẽ2 − ẽ4) + 2(ẽ2 − ẽ4)

T 2ẽ1P̃2(ẽ2 − ẽ4)

2(ẽ2 − ẽ4)
T P̃5(ẽ5 − ẽ7) + 2(ẽ2 − ẽ4)

T P̃5(ẽ11 − ẽ12)

+ 2(ẽ5 − ẽ7)
T P̃6(ẽ5 − ẽ7)2(ẽ5 − ẽ7)

T P̃6(ẽ11 − ẽ12).

�2 = (ψ1 + 1)ẽT1 Q1ẽ1 − ẽT3 Q1ẽ3,�3

= (d1 + 1)ẽT1 Q2ẽ1 − ẽT6 Q2ẽ6,

�4 = d2
1 ẽ

T
1 R1ẽ1 + d1ẽ

T
5 U4ẽ5 + d1ẽ

T
6 (U3 −U4)ẽ6

− d1ẽ
T
7 U3ẽ7 + d2

1 ẽ
T
8 R2ẽ8,

�5 = −(ẽT11R1ẽ11 + 2ẽT11U3(ẽ6 − ẽ7))

+ (ẽ6 − ẽ7)
T (R2 +U3)(ẽ6 − ẽ7) + ẽT12R1ẽ12)

+ 2ẽT12U4(ẽ5 − ẽ6) + (ẽ5 − ẽ6)(R2 +U4)(ẽ5 − ẽ6)),

�6 = −ẽT1 (M11)ẽ6 + 2ẽT1 (M21)e9

− ẽT9 1ẽ9,�7 = −ẽT6 (N12)ẽ6

+ 2ẽT6 (N22)e10 − ẽT102ẽ10,�8

= 2(ẽ8W
T
0 + ẽ1W

T
1 )(Bẽ3 + Cẽ9 + Dẽ10 − ẽT8 − ẽ1).

Proof The LKF is.

Vi (t) =

⎡
⎢⎢⎢⎢⎢⎣

y(t)
t−ψm−1∑
m=t−ψM

y(m)

t−dm−1∑
m=t−dM

y(m)

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎣P1 P2 P3

∗ P4 P5
∗ ∗ P6

⎤
⎦

⎡
⎢⎢⎢⎢⎢⎣

y(t)
t−ψm−1∑
m=t−ψM

y(m)

t−dm−1∑
m=t−dM

y(m)

⎤
⎥⎥⎥⎥⎥⎦

(8)

V2(t) =
t−1∑

s=t−ψ(t)

yT (s)Q1y(s) +
−ψm∑

j=−ψM+1

t−1∑
s=t+ j

yT (s)Q2y(s) (9)
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V3(t) =
t−1∑

s=t−d(t)

yT (s)Q3y(s) +
−dm∑

j=−dM+1

t−1∑
s=t+ j

yT (s)Q4y(s) (10)

V4(t) = d1

−dm∑
j=−dM+1

t−1∑
s=t+ j

[
y(s)
η(s)

]T[
R1 0
0 R2

][
y(s)
η(s)

]
(11)

where η(s) = y(s + 1) − y(s), d1 = dM − dm .

Calculating the difference of Va(t), a = 1, 2, 3, 4,

E{�V1(t)} = E{V (t + 1) − V (t)}

�V1(t) =

⎡
⎢⎢⎢⎢⎢⎣

η(t) + y(t)
t−ψm−1∑
m=t−ψM

(η(m) + y(m))

t−dm−1∑
m=t−dM

(η(m) + y(m))

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎣ P̃1 P̃2 P̃3

∗ P̃4 P̃5
∗ ∗ P̃6

⎤
⎦

⎡
⎢⎢⎢⎢⎢⎣

η(t) + y(t)
t−ψm−1∑
m=t−ψM

(η(m) + y(m))

t−dm−1∑
m=t−dM

(η(m) + y(m))

⎤
⎥⎥⎥⎥⎥⎦

−

⎡
⎢⎢⎢⎢⎢⎣

y(t)
t−ψm−1∑
m=t−ψM

y(m)

t−dm−1∑
m=t−dM

y(m))

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎣ P̃1 P̃2 P̃3

∗ P̃4 P̃5
∗ ∗ P̃6

⎤
⎦

⎡
⎢⎢⎢⎢⎢⎣

y(t)
t−ψm−1∑
m=t−ψM

y(m)

t−dm−1∑
m=t−dM

y(m))

⎤
⎥⎥⎥⎥⎥⎦

,

�V1(t) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

η(t̂)
y(t̂)

t−ψm−1∑
m=t−ψM

η(m)

t−ψm−1∑
m=t−ψM

y(m)

t−dm−1∑
m=t−dM

η(m)

t−dm−1∑
m=t−dM

y(m)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

P̃1 P̃1 P̃2 P̃2 P̃3 P̃3
P̃1 0 P̃2 0 P̃3 0
P̃T
2 P̃T

2 P̃4 P̃4 P̃5 P̃5
P̃T
3 P̃T

3 P̃T
5 P̃T

5 P̃6 P̃6
P̃T
3 0 P̃T

5 0 P̃6 0

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

η(t̂)
y(t̂)

t−ψm−1∑
m=t−ψM

η(m)

t−ψm−1∑
m=t−ψM

y(m)

t−dm−1∑
m=t−dM

η(m)

t−dm−1∑
m=t−dM

y(m)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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�V1(t) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

η(t̂)
y(t̂)

t−ψm−1∑
m=t−ψM

η(m)

t−ψm−1∑
m=t−ψM

y(m)

t−dm−1∑
m=t−dM

η(m)

t−dm−1∑
m=t−dM

y(m)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

P̃1 P̃1 P̃2 P̃2 P̃3 P̃3
P̃1 0 P̃2 0 P̃3 0
P̃T
2 P̃T

2 P̃4 P̃4 P̃5 P̃5
P̃T
3 P̃T

3 P̃T
5 P̃T

5 P̃6 P̃6
P̃T
3 0 P̃T

5 0 P̃6 0

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

η(t̂)
y(t̂)

t−ψm−1∑
m=t−ψM

η(m)

t−ψm−1∑
m=t−ψM

y(m)

t−dm−1∑
m=t−dM

η(m)

t−dm−1∑
m=t−dM

y(m)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

= ϕT (t)�1ϕ(t) (12)

�V2(t) = (ψ1 + 1)ŷT (t)Q1 ŷ(t) − ŷT (t − ψ(t))Q2 ŷ
T (t − ψ(t))

= �T (t)�2�(t) (13)

�V3(t) = (d1 + 1)ŷT (t)Q3 ŷ(t) − ŷT (t − d(t))Q4 ŷ
T (t − ψ(t))

= �T (t)�2�(t) (14)

�V4(t) = d2
1

[
ŷ(t)
η̂(t)

]T[
R1 0
0 R2

][
ŷ(t)
η̂(t)

]

− d1

t−dm−1∑
s=t−dM

[
y(t)
η(t)

]T[
R1 0
0 R2

][
y(t)
η(t)

]
(15)

where ψ1 = ψM − ψm and d1 = dM − dm .
Also, by zero initial conditions, it is seen that,



172 K. Maheswari et al.

d1
[
yT (t − d(t))U1y

T (t − d(t)) − yT (t − dM)U1y
T (t − dM)

]

−
t−d(t−1∑
s=t−dM

ηT (s)U1(η(s) + 2y(t)) = 0,

d1
[
ŷT (t − dm)U2 ŷ

T (t − dm) − ŷT (t − d(t))U2 ŷ
T (t − d(t))

]

−
t−dm−1∑
s=t−d(t)

ηT (s)U2(η(s) + 2y(t)) = 0 (16)

Also,

�T (t)

=

⎡
⎢⎢⎣
yT (t), yT (t − ψm ), yT (t − ψ(t)), yT (t − ψM ), yT (t − dm ), yT (t − d(t)), yT (t − dM )

η(t) f T (y(t)) gT (x(t − d(t))
t−dm−1∑
s=t−dM

η(s)
t−dm−1∑
s=t−dM

y(s)

⎤
⎥⎥⎦,

By differencing the above inequalities based on the expectation, we get,

E{�V4(t)} = d2
1 {

[
ŷ(t)
η(t)

]T[
R1 R2

R3 R4

][
ŷ(t)
η(t)

]

− d1

t−d(t)−1∑
s=t−dM

[
ŷ(t)
η(t)

]T[
R1 R2

R3 R4

][
ŷ(t)
η(t)

]

− d1

t−dm−1∑
s=t−d(t)

[
ŷ(t)
η(t)

]T[
R1 R2

R3 R4

][
ŷ(t)
η(t)

]

+ d1
[
ŷT (t − d(k))U1 ŷ

T (t − d(k))
]

− ŷT (t − dM)U1 ŷ
T (t − dM)

+ ŷT (t − dm)U2 ŷ(t − dm)

− ŷT (t − d(t))U2 ŷ
T (t − d(t))

−
t−d(t)−1∑
s=t−dM

ηT (s)U1η(s) + 2 ŷ(s)

−
t−dm−1∑
s=t−d(t)

ηT (s)U2η(s) + 2 ŷ(s)}

< �T (t)�4�(t) − d1
dM − d(t)

(
t−d(t)−1∑
t=t−dM

[
ŷ(t)
η(t)

])T
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[
R1 U1

∗ R2 +U1

](
t−d(t)−1∑
t=t−dM

[
ŷ(t)
η(t)

])

− d1
d(t) − dm

⎛
⎝ t−dm−1∑

t=t−d(t)

[
ŷ(t)
η(t)

]⎞
⎠

T T

[
R1 U2

∗ R2 +U2

] ⎛
⎝ t−dm−1∑

t=t−d(t)

[
ŷ(t)
η(t)

]⎞
⎠

Letting, ∂1 = dM−d(t)
d1

, ∂2 = dM−d(t)
d1

and since ∂1 + ∂2 = 1, by Lemma 2, there

exists matrix

[
T1 T2
T3 T4

]
> 0, such that

�V4(t) ≤ �T (t)�4�(t) −

⎡
⎢⎢⎢⎢⎣

(
t−d(t)−1∑
t=t−dM

[
ŷ(t)
η(t)

])

(
t−dm−1∑
t=t−d(t)

[
ŷ(t)
η(t)

])

⎤
⎥⎥⎥⎥⎦

T

⎡
⎢⎢⎣
R1 U1 T1 T2
∗ R1 +U1 T3 T4
∗ ∗ R1 U2

∗ ∗ ∗ R2 +U2

⎤
⎥⎥⎦

⎡
⎢⎢⎢⎢⎣

(
t−d(t)−1∑
t=t−dM

[
ŷ(t)
η(t)

])

(
t−dm−1∑
t=t−d(t)

[
ŷ(t)
η(t)

])

⎤
⎥⎥⎥⎥⎦

�V4(t) ≤ �T (t)�4�(t)

−

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

t−dm−1∑
t=t−dM

η(t)

ŷ(t − d(t) − ŷ(t − dM))
t−dm−1∑
t=t−dM

y(t)

ŷ(t − dm) − ŷ(t − d(t)))

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

T

⎡
⎢⎢⎣
R1 U1 T1 T2
∗ R1 +U1 T3 T4
∗ ∗ R1 U2

∗ ∗ ∗ R2 +U2

⎤
⎥⎥⎦
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×

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

t−dm−1∑
t=t−dM

η(t)

ŷ(t − d(t) − ŷ(t − dM))
t−dm−1∑
t=t−dM

y(t)

ŷ(t − dm) − ŷ(t − d(t)))

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

≤ �T (t)(�4 + �5)�(t) (17)

Considering the activation functions from the assumptions

[
ŷ(t)

f (ŷ(t))

]T[
M11 −M21

−M21 1

][
ŷ(t)

f (ŷ(t))

]
≤ 0,

[
ŷ(t − d(t))

g(ŷ(t − d(t))

]T[
N12 −N22

−N22 2

][
ŷ(t − d(t))

g(ŷ(t − d(t))

]
≤ 0 (18)

where

1 = diag{α̃11, α̃12, . . . , α̃1n},
2 = diag{α̃21, α̃22, . . . , α̃2n},
M1 = diag{M̃−

1 M̃+
1 , M̃−

2 M̃+
2 , . . . , M̃−

n M̃+
n },

M2 = diag

{
M̃−

1 + M̃+
1

2
,
M̃−

2 + M̃+
2

2
, . . . ,

M̃−
n + M̃+

n

2
,

}
,

N1 = diag{Ñ−
1 Ñ+

1 , Ñ−
2 Ñ+

2 , . . . , Ñ−
n Ñ+

n },

N2 = diag

{
Ñ−
1 + Ñ+

1

2
,
Ñ−
2 + Ñ+

2

2
, . . . ,

Ñ−
n + Ñ+

n

2
,

}
.

We obtain the zero equation, by introducing the relaxation matrix

2
(
ηT (t)WT

0 + ŷT (t)WT
1

)[B ŷ(t − ψ(t))

+ C f (ŷ(t)) + Dg(ŷ(t − d(k))) − ŷ(t) − η(t)] = 0 (19)

Combining all the equations,

�V (t) ≤ �T (t)

(
8∑

s=1

�s

)
�(t) < 0 (20)

If λ̃ = λmax(�) < 0, � =
8∑

s=1
�s with



Stability Analysis of Semi-Markovian … 175

�V (t) ≤ λ̃
∥∥ŷ(t)∥∥2

,∀ŷ(t) �= 0. (21)

This implies that system (3) is globally asymptotically stable.
Hence, the proof is complete.

Remark These results can also be applied to the system of randomly occurring
parameter uncertainties, where the stability conditions does not depend upon the
transmission delays caused due to delay bounds but also depends upon the time-
varying leakage delays.

4 Numerical Example

Example 1 Let us take the uncertain NNs with the subsystem as:

B =
[
0.8 0
0 0.7

]
,C =

[−2.3 0
1.7 0.4

]
, D =

[
1.3 0.2
0.1 −0.02

]
,

Na =
[
0.04 0.02
0 −0.03

]
, Nb =

[
0.07 0
0.04 0.03

]
, Nc =

[
0.03 0.02
0.01 −0.04

]

With the nonlinear activation functions given by,

f (ŷ(t)) =
[

tanh(0.6ŷ1(t)) + 0.6
tanh(−0.4ŷ2(t)) + 0.2

]
, g(y(t)) =

[
tanh(0.3ŷ1(t))
tanh(−0.4))

]

The time-varying delay and the leakage delay are given by.
d(t) = 1

2

(
7 + 5 sin

(
tπ
2

))
and ψ(t) = 1

2

(
5 + 3 sin

(
tπ
2

))
with corresponding

bounds given by dm = 3, dM = 8, ψm = 1, ψM = 5. By solving the LMIs,
a solution is obtained.

Figure 1 showcases NNs converge smoothly in the absence of leakage delay and
there is some kind of dynamic behavioral change in the network in the presence of
leakage delay. Hence, the effectiveness of the given result is thus verified.

5 Conclusion

In this paper, the analysis of stability problem is discussed with leakage delays.
Sufficient conditions are encountered to ensure the delay-dependent conditions and
to ensure the robustness by using the LMI approach. Numerical example has also
been for the derived theoretical result.
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Fig. 1 State responses of the system
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Forecasting PM10 Concentration Based
on a Hybrid Fuzzy Time Series Model

Yousif Alyousifi and Mahmod Othman

Abstract Developing statistical models for air pollution forecasting is crucial
for managing air quality. Nevertheless, many researchers have concentrated on
improving the model’s accuracy when applying for data with many fluctuations in
the pollutant’s concentration. Also, they have attempted to address the uncertainty
analysis that might lead to inadequate outcomes. The fuzzy time series (FTS) is
considered one of the powerful models that are commonly applied in predicting air
pollution. However, most FTS models are not accurate in partitioning the universe of
discourse. Therefore, a new hybrid model based on the FTS-basedMarkov chain and
C-Means clustering technique with an optimal number of clusters is proposed in this
study. This hybridization is contributed to produce an adequate partition and improve
the model accuracy accordingly. The superiority of the proposed model is validated
using three common statistical criteria. The PM10 concentration data collected from
Melaka, Malaysia is used in this study. Results prove that the proposed model greatly
improved the prediction accuracy, forwhich it outperformed several fuzzy time series
models. Hence, we have concluded that the model proposed is a good option for
forecasting air pollution and any type of random data.
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1 Introduction

Prediction of air pollution is a crucial environmental problem in most countries as
it is beneficial to air pollution assessment where the result found can be used for
managing the air quality. Also, predicting the concentration of air pollutants is vital
for assessing the effects of air pollutants on human health [1, 2].

Many researchers have been applied the FTS models for forecasting air pollution
[3]. For instance, Cagcag et al. [4] have predicted air pollution in Ankara based on a
new seasonal FTSmodel. Koo et al. [5] have utilized some statistical models in order
to forecast the air pollution events and made a comprising to determine the adequate
model. Apart from that, the FTS model based on Fuzzy K-Medoids clustering is
suggested for minimizing the sensitivity of outliers in order to produce adequate
forecasts of air pollution [6]. Furthermore, in air pollution forecasting, an integrated
model of the fuzzy theory and advanced optimization algorithm is introduced [7]. A
hybrid FTS model is also suggested for predicting air pollution [8].

Since the hybrid models are performed better than their single models. For
example, the hybrid models in conventional time series have shown an improvement
in the model performance more than their single models such as the ARMA and
ARIMA models, which are combined between the autoregressive (AR) and moving
average (MA) models. These hybrid models have outperformed the singles models.
Accordingly, many researchers have proposed a variety of hybrid FTS models to
address some of these issues. For example, a hybrid fuzzy time series Markov chain
(FTSMC) model has been proposed by Tsaur [9], which is used for establishing
proper weights of the fuzzy relationships between the data points of the time series
pattern. Aripin et al. [10] have applied the FTSMC model for air pollution fore-
casting. FTSMC is superior to many methods available in the literature in terms of
model accuracy. Nevertheless, it has a drawback in utilizing an arbitrary partition
of intervals. So, it could not determine the appropriate length of intervals, which
is considered a deficiency in determining the effective length of the interval in this
hybrid model. Apart from that, Alyousifi et al. [11], proposed the use of the FTSMC
model based on the optimal grid partition method for modeling air pollution events
in Malaysia.

Furthermore, the hybrid model of the fuzzy time series model and the C-Means
clustering technique has outperformed the fuzzy time series models. For example,
Van Tinh et al. [12] proposed a hybrid fuzzy time series and K-Means clustering for
forecasting the enrolment of the University of Alabama. Likewise, Kai et al. [13]
proposed a forecasting model of fuzzy time series based on K-Means clustering.
However, it has a limitation in dealing with recurrences of the observations and
the number of clusters that have been chosen randomly, which can be led to an
insufficient length of intervals and insufficient forecasting accuracy. To address these
two limitations of the existing hybrid models that were previously mentioned, this
study proposed a new hybrid model (FTSMC-CMeans) by combining the fuzzy
time series, Markov chain, and C-Means clustering technique. It is anticipated that
the proposed model may overcome these limitations and produce a better model
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forecasting and to produce better model accuracy. The proposed model is validated
by comparison with several existing models.

2 Methodology

FTS is a forecasting model based on the fuzzy set theory and Fuzzy Logic proposed
by Zadeh in 1965 [14]. FTSmodels are considered as advanced statistical time series
analysis applying to fuzzy sets. due to their advantages. Song and Chissom [15, 16]
are firstly introduced the first-order FTS model. To reach the high accuracy of the
forecasting model, developing FTS models have been done by enhancing the three
main stages of the FTS algorithm, which are fuzzification, fuzzy inference, and
defuzzification [16]. For instance, Chen [17] has improved the FTS model proposed
by Song and Chissom [15, 16] through the use of fuzzy logical relation tables for
the purpose of reducing the computational complexity of the model. Also, Huarng
[18, 19] have developed Chen’s model [17] by handling the issue of the length of the
interval.

2.1 C-Means Clustering Technique

The C-Means clustering technique [20, 21] is one of the famous unsupervised
learning algorithms. It is a partitioning clustering algorithm, which partitions a given
data set into a set of C clusters. The result of the C-Means clustering Technique
depends on the number of clusters. Apart from that, the main matter in partitioning
clustering is determining the optimal number of clusters in a data set. For instance,
the C-Means clustering requires the user to specify the number of clusters k in order
to be generated. Accordingly, in this paper, an optimal number of clusters is deter-
mined based on three different methods, which are elbow, average silhouette, and gap
statistic methods [22], through using two functions in R, which are fviz_nbclust() and
NbClust() [23]. By using these functions, the optimal number of clusters determines
the best partition selected. For further details about these methods see [24].

2.2 Hybrid Fuzzy Time Series Model

The algorithm of this study is adopted the arithmetic processes proposed by Tsaur
[9] in order to conduct the proposed model. The steps of the model are as follows:

Step 1. Define U.
Step 2. Divide U into subintervals based on the C-Means Clustering technique.
Step 3. Define the fuzzy sets Ai for each time series observation on U.
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Step 4. Fuzzify the actual values of the time series (observations) into fuzzy
numbers based on the maximum membership value.

Ai = f Ai (u1)

u1
+ f Ai (u2)

u2
+ · · · + f Ai (un)

un
(1)

where f Ai is themembership function of fuzzy set Ai ; f Ai : U → [0, 1]. f Ai (ur ) ∈
[0, 1] and 1 ≤ r ≤ n.
Step 5. Establish the fuzzy logical relationships (FLRs) and determine fuzzy
logical relation groups (FLRGs). Then, create the Markov transition probability
matrix. The matrix P is Pn×n , and Pi j is transition probability from state Ai to
state A j . Pi j can be calculated as follows

Pi j = Ni j

Ni.
, i, j = 1, 2, . . . , n (2)

where Ni j is the frequencies and Ni. =
n∑

j=1
Ni j is the total frequencies.

Step 6. Calculate the forecasted values by considering the following cases:

Case 1. If the FLRG of Ai is one-to-one, i.e., Ai → Ak , with Pik = 1 and Pi j =
0, j �= k), then the forecasting of F(t) is mk , the midpoint of uk , k = 1, 2, ..n,
which is determined by using Eq. (3)

F(t + 1) = mk Pik = mk (3)

Case 2. If the FLRG of Ai is one-to-many, i.e., Ai → A1, A2, ...An, i =
1, 2, .., n). Thus, if the state is Ai for the actual value Y (t) at time t , the
forecasted value F(t + 1) is calculated according to Eq. (4)

F(t + 1) = m1 pi1 + m1 p12 + · · · + mi−1 pi(i−1) + Y (t) pii
+ mi+1 pi(i+1) + · · · + mn pin (4)

where m1,m2, . . . ,mn are the midpoint of u1, u2, . . . , un and mi replaced by
Y (t).

Step 7. Adjust the predicted values by adding the differences of actual values
Y (t). The adjusted forecasted values can be written by

F̂(t + 1) = F(t + 1) + diff (Y (t)) (5)
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2.3 Model Evaluation

Three statistical criteria used in this study in order to validate the proposed model,
which are MAPE, RMSE, and Thiels’ U statistics, are given in Equations as follows:

MAPE = 1

N

N∑

i=1

∣
∣
∣
∣
Yi − Fi

Yi

∣
∣
∣
∣ × 100, (6)

RMSE =
√

∑N
i=1(Yi − Fi )

2

N
and (7)

Theil’s U =
√∑N

i=1(Yi − Fi )
2

√∑N
i=1 Y

2
i +

√∑N
i=1 F

2
i

(8)

where Yi means the actual data, Fi the predicted values and N is the total number of
the actual data.

3 Results and Discussion

In this section, we will provide the results of the proposed model through the imple-
mentation and comparison of the model using two datasets. The algorithm of the
proposed model is implemented for predicting the concentration of PM10. To vali-
date the proposed model, the datasets are used to assess the model performance and
compare it with other models.

3.1 Air Pollution Forecasting

For validation of the proposed model, the algorithm of the proposed model is also
applied for both training and testing datasets of PM10 concentrations are used to
evaluate the performance of the proposed model and compare it with some of the
existing FTS models. For implementing the Algorithm of the proposed model, we
start by defining U from data and then apply the C-Means clustering method.

As can be seen fromTable 1 that the proposedmodel has been performed verywell
with producing small errors. Figures 1 and 2 demonstrate the results of a compar-
ison of the proposed model and some existing models using the testing data of
PM10 concentrations. It observed that the model has predicted PM10 data well with
producing the smallest error. Besides, the proposed model outperformed the other
existing models. Also, the model shows its superiority as compared with the other



182 Y. Alyousifi and M. Othman

Table 1 A comparison of the hybrid model and some FTS models using PM10 data

Model Using training dataset Using testing dataset

RMSE MAPE U statistic RMSE MAPE U statistic

1 Chen’s model [17] 18.04 14.67 1.32 9.12 14.26 0.80

2 Sliva2 et al.’s model [25] 16.10 17.79 1.18 10.23 18.68 0.89

3 Yu’s model [26] 17.06 9.74 1.25 8.87 14.20 0.78

4 Cheng’s model [27] 16.70 10.88 1.22 8.67 13.69 0.76

5 Severiano et al.’s [28] 16.10 17.79 1.18 10.23 18.68 0.89

6 Sliva et al.’s model [29] 15.67 9.28 1.14 8.90 13.92 0.78

7 Sadaei et al.’s [30] 17.06 9.82 1.25 8.73 13.99 0.77

8 Tsuar’s model [9] 17.07 9.40 1.25 8.66 13.86 0.76

9 Hybrid Model 7.55 6.83 0.55 5.01 7.25 0.45

Fig. 1 A comparison of the hybrid model and some FTS models using the training PM10 Data

models. This implies the proposed model is an improved option for forecasting air
pollution events.

4 Conclusion

This study proposed a new hybrid fuzzy time series model, which is implemented
for predicting PM10 concentration. The model hybridization has been contributed in
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Fig. 2 A comparison of the hybrid model and some FTS models using the testing PM10 Data

producing adequate partitioning and improving the model accuracy. The proposed
model was evaluated by comparison with eight FTS models, which are famous in
the literature. A comparison has demonstrated the ability of the model in avoiding
the arbitrary selection of intervals and dealing with recurrent observations, which
greatly improves model accuracy. The predicted values found by the model display
its flexibility in the FTS for predicting air pollution. Generally, the proposed model
has the flexibility to apply for many types of time series data.
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Carbonated Water Injection for EOR
and CO2 Storage: A Simulation Study

A. Abdulrahman and J. Foroozesh

Abstract CO2 Enhanced Oil Recovery (EOR) techniques have gained massive
attention by oil companies as they target the oil industry’s two main concerns of CO2

contribution to the climate change and thedecline in oil production.CarbonatedWater
Injection (CWI) is a promising EOR technique that promotes safe and economic CO2

storage, moreover, it mitigates the pitfalls of CO2 injection which include low sweep
efficiency, early CO2 breakthrough, and the risk of CO2 leakage in subsurface forma-
tions. Upon the contact of Carbonated Water (CW) with oil inside the reservoir, CO2

molecules cross the interface between the two fluids moving towards the oil phase
due to the concentration gradient and its higher solubility in hydrocarbons. Subse-
quently CO2 molecules diffuse inside the oil until thermodynamic equilibrium is
reached. CO2 dissolution in oil causes it to swell and consequently leads to changes
in its physical properties (viscosity and density). Such changes in oil properties lead
to improved sweep and displacement efficiency and thus higher recovery factor.
Several experimental studies have been reported in the literature, but little work has
been done on the simulation of CWI due to the complex multi-physics nature of
this process. In this paper, Schlumberger equilibrium-based compositional simulator
(ECLIPSE300) has been used to investigate the oil recovery and CO2 storage during
CWI. The carbonated water has been simulated using two injector wells placed at the
same location where they inject free CO2 and water at a certain volumetric ratio to
account for the mass fraction of dissolved CO2 inside the carbonated water. CO2SOL
option has been used to account for CO2 solubility inside the water phase and a 2D
cartesianmodel (x, y) has been considered to avoid the effects of gravity whichmight
reduce the amount of CO2 dissolved inside the oil phase. A sensitivity analysis on
CW injection rate, and the effect of CO2 diffusion have been investigated. It was
found that low injection rate promotes longer contact time thus more CO2 molecules
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will get transferred to the oil leading to high oil recovery and CO2 storage. In addi-
tion, it was found that CO2 diffusion between grid cells has minimal impact on oil
recovery and CO2 storage in this case study.

Keywords Carbonated water injection · Compositional simulation · Enhanced oil
recovery · CO2 storage · CO2 diffusion · CO2 solubility in water

1 Introduction

Carbonated water injection is a promising CO2 based EOR technique that injectes
CO2 in an effective and efficientway. In thismethod, theCWis prepared bydissolving
CO2 inside the water at surface conditions using gas infusion generator [1], then
the CW mixture is injected into the formation to increase oil recovery and store
the dissolved CO2 [2]. When CW contacts the oil phase inside the reservoir, CO2

molecules gradually cross the interface between the two fluids due to the concen-
tration gradient (cross phases diffusion) and higher solubility of carbon dioxide in
hydrocarbons, and subsequently, CO2 molecules diffuse over timewithin the resident
oil until thermodynamic equilibrium is reached. CO2 dissolution in oil causes it to
swell and consequently leads to a change in its physical properties (density–viscosity)
[2–6].

Several experimental studies have been carried out to evaluate the additional
recovery factor during CWI, these experiments have been conducted using different
setups such as coreflood rigs, sand-packs, and high-pressure transparent micro-
models. It has been found that CWI in secondary mode (after primary depletion)
yields a higher recovery factor compared to CWI in tertiary mode (after water injec-
tion). Sohrabi et al. [7] have performed coreflood experiment in a water-wet reservoir
core (sandstone), in the first part of the experiment, CWI was injected in a secondary
mode and the recorded increment in the recovery factor was 19%. In the second
part of the experiment, CWI was injected in a tertiary mode, the recorded incre-
ment the recovery factor was determined to be 9%. Mosavat and Torabi [2] have
conducted a flooding experiment in a sand-pack apparatus filled with sand made of
99.88% silicon, it was found that the injection of CO2-saturated water resulted in
improving the conventional water flooding oil recovery factor by about 19.0% and
12.5% of OOIP for the secondary and tertiary scenario, respectively. Riazi et al. [8]
have injected CWI (tertiary mode) in a micro model made of two flat glass plates,
the recorded recovery factor by water injection was 27% and the increment in the
recovery factor due to CWI (post water flood) was found to be 6%.

Carbonatedwater injectionEORhas the potential to storeCO2 safely and econom-
ically in the geological formations. Kechut et al. [9] have performed an experimental
investigation of CO2 storage in sandstone core samples. During secondary CWI, 45%
of the dissolved CO2 was stored while in tertiary CWI it was found that about 51%
of injected CO2 was stored. Tavakolian et al. [10] have performed series of coreflood
experiments using sandstone core plugs and crude oil at real reservoir conditions. The
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experiments were carried out to compare the performance of CWI and CO2 flooding.
CWI resulted in a less and more controllable CO2 production profile compared to
CO2 flooding. Also, it was found that duringCO2 flood experiments, CO2 production
exceeded that of CO2 storage very quickly and after that large volume of CO2 had
to be reinjected (recycled), whereas CO2 production during CWI was significantly
less than CO2 storage even after a large volume of CWI.

The additional oil recovery reported during CWI can be attributed to the effect
of several mechanisms simultaneously. These recovery mechanisms include oil
swelling, viscosity reduction, wettability alteration, IFT reduction, and CO2 exsolu-
tion [3–6, 11–13]. Sohrabi et al. [4–6] have investigated oil swelling during CWI by
conducting many flooding experiments in a micro model using a light oil (viscosity
= 0.83 cp) and also a viscous oil (viscosity = 16.5 cp). They have found out that
the swelling in the light oil was 105% while the swelling in the viscous oil was 23%
which led to the conclusion of swelling degree is a function of oil viscosity. A series
of experimental studies have been conducted by Miller and Jones [3] to investigate
the change in oil viscosity during the CWI process. They have run the experiments at
different values of pressures and temperatures, different oil samples with a viscosity
of 10 and 17 API were used. It was found out that in all the cases the viscosity of the
oil in the absence of CO2 increased as the pressure increased, while the viscosities
of the oil with CO2 in the solution decreased as the pressure increased. Mosavat
and Torabi [13] have performed several experiments to investigate the effect of CO2

diffusion on wettability alternation. It was also concluded that once CO2 molecules
reach the rock surface (in contact with the oil droplet), themolecules started replacing
the hydrocarbon molecules were adsorbed on the surface. This gradual replacement
caused the rock surface to shift its wettability towards the water-wet condition. Yang
et al. [11] have conducted lab experiment to measure dynamic interfacial tension of
oil-brine systems compared to oil-brine CO2 systems at different values of pressures
and temperatures. They realized that in the crude oil-brine system, the dynamic inter-
facial tension reduction was primarily caused by the natural surfactant which was
possibly generated due to chemical reactions between the crude oil and the reservoir
brine. While For the crude oil-brine CO2 system, the dissolution of CO2 into crude
oil was an additional factor to reduce the dynamic interfacial tension. Riazi [12] have
conducted a fluid flow experiment on CWI using a high-pressure micro-model. They
have noticed an interesting phenomenon of gas nucleation subsequent to depressur-
izing of the CWflooded. This pressure reduction appreciably affected the production
process, leading to an additional oil recovery (due to CO2 exsolution).

2 Simulation Studies of CWI and Challenges Encountered

An accurate reservoir model with the ability to reliably predict the performance of
different recovery methods is vital for successful reservoir management. There are
black oil and compositional simulation approaches available depending on type of
reservoir fluids and recovery methods, Compositional simulation approach should
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be considered when simulating carbonated water injection since significant cross-
phase mass transfer of CO2 molecules occurs between carbonated water and hydro-
carbon leading to oil properties changes. In addition, hydrocarbon physical properties
(viscosity and density) are a function of both pressure andCO2 content. The following
paragraphs will explain how CWI is simulated in ECLIPSE300, the complex physics
required for successful simulation of CWI, the simulation studied that have been
performed and the limitations encountered.

2.1 Simulation of CWI in ECLIPS300 Compositional
Simulator

There is no unique option in ECLIPSE300 that for precise simulation of CWI.
However, a few researchers and industry experts tried to simulate CWI using
“CO2SOL” which is a three-phase compositional option that accounts for CO2 solu-
bility in water and CO2 dissolution in oil phase [14]. In this option, it is assumed that
instantaneous equilibrium (instantaneous phase equilibrium) exists between oil, gas,
and water phases. Furthermore, water is not allowed to dissolve in gas or oil phase.
CO2 component can be present in the three phases, while hydrocarbon components
can only be present in gas and oil phases. “SOLUBILI” keyword is used in the PROPS
section to provide experimental CO2 in water solubility data. If the solubility data
is not provided by the user, built in correlations will be used to generate the CO2 in
water solubility data [14–16].

ECLIPSE300 has two diffusionmodels that can be used to represent CO2 diffusion
within the oil or gas phase (diffusion between two adjacent cells containing the same
phase); in the first model, diffusion is driven by the concentration gradient, while
in the second model diffusion is driven by the gradient of the chemical potential.
Diffusivity coefficient can be specified in two possible ways based on the mentioned
diffusion models; normal diffusion coefficients Di defined by keywords DIFFCOIL
and DIFFCGAS or activity corrected diffusion coefficient Dα

i defined by keywords
DIFFAGAS and DIFFAOIL [15].

2.2 The Complex Physics Required for Successful
Simulation of CWI

Kechut et al. [9, 17, 18] used compositional simulators to simulate a set of carbonated
water coreflood experiments. The coreflood experiments had been performed using
two types of core (a reservoir water-wet core andClashachwater-wet sandstone core)
and two different oil samples: a light oil (n-decane) and a viscous stock-tank crude
oil with known composition. Secondary water injection, secondary CWI and tertiary
CWI were simulated using the ECLIPSE300 commercial reservoir simulators. First
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water injection (WI) was simulated. The input water–oil relative permeability (Krw-
o) curve into the simulator was obtained based on Corey correlations when produc-
tion datawas historymatched. Next CWIwas simulated. The ECLIPSE300 composi-
tional simulator was used with a tuned EOS, which could acceptably predict the PVT
properties of the oil-CO2 system. The Krw-o obtained for WI tests were input into
the ECLIPSE300 during CWI simulation. The simulation results by ECLIPSE300
showed an over prediction of oil recovery in comparison with experimental data
for all coreflood tests. They explained that compositional simulators were developed
based on the inherent assumptions of instantaneous equilibrium and complex mixing
while during carbonatedwater flooding, CO2 transferring process fromwater into the
oil phase happens gradually. The resistance against CO2 migration at the interface
between water and oil phases plays an important role, which prevents immediate
distribution of CO2 between the phases. Consequently, the assumption of instanta-
neous equilibrium may not be realistic during CWI process. To support their expla-
nation, they mentioned the micro-model observation reported by Sohrabi et al. [5],
who used image processing technique during the conducted visualisation tests. Riazi
et al. [8] have reported that in the micro-model system the swelling of oil blobs as
a result of CO2 diffusion happens gradually and it needs time to stabilise and reach
equilibrium state (170 h to reach its final shape corresponding to maximum swelling
value). Embid andRivas [19] explained that this assumption of instantaneous equilib-
rium can lead to a large error in the cases where mass transfer resistances are large.
They mentioned that this may happen when there are short contact times for the
mass transfer process (laboratory displacement in cores) or large diffusion patterns
are available for components to diffuse through (field scale), moreover, if there are
slow diffusion velocities due to large viscosity. All these can lead to not having an
instantaneous thermodynamic equilibrium state.

The effect of CO2 diffusion within the oil phase is another challenge encountered
during the simulation of CWI. Molecular diffusion is defined as the movement of
molecules caused by Brownian motion or composition gradient in a fluid mixture
that can facilitate the dissolution of CO2 into the oil systems [20]. Injected CO2

during CO2 based injection projects could just pass through the reservoir, causing
early breakthrough, if there is no molecular diffusion. This would lead to lower
oil recovery prediction as some parts of the reservoir are not touched by the CO2

causing no benefit from the CO2 presence. This may lead to wrong prediction as
diffusion mechanism can play important roles during CO2 based injection projects
[21, 22]. Alfarge et al. [23] reported that most of the studies in the literature identified
molecular diffusion as an importantmechanism forCO2 to enhance the oil recovery in
oil reservoirs. Grogan and Pinczewski [24] highlighted the importance of molecular
diffusion during the oilfiled life. As such disregarding the diffusionmechanism in the
model can lead to overestimation or underestimation of the recovered oil [22, 23].
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2.3 Nonequilibrium-Based CWI Simulation

Foroozesh et al. [25, 26] have come up with a novel 1D compositional simula-
tion approach whereby the assumption of instantaneous equilibrium was relaxed by
adding a new term to the governing equation called mass transfer coefficient (MTC).
This term used to capture the slow CO2 mass transfer from CW to oil within the
grid cell. Their kinetic based model was used to simulate a secondary CWI experi-
ment reported by Sohrabi et al. [7] for validation purposes. MTC was tuned to match
differential pressure (DP) and recovery factor (RF) data of the experiments and a
good match was achieved. Additionally, Foroozesh and Jamiolahmady [25] inves-
tigated the role of rock wettability and wettability alteration in the performance of
CWI process. They simulated CWI coreflood experiments in mixed wet sandstone
cores. The relative permeability, capillary pressure and MTC values were tuned and
a good matching was achieved. The also used their kinetic based model to map the
result of CWI in core to reservoir (scale-up practice). Although, Foroozesh et al.’s
simulation approach was a novel way of simulating CWI but they did not capture the
effect of CO2 diffusion within the phases.

3 Simulation Of CWI Using ECLIPSE300

In this study, a 2D two-phase compositional model has been constructed using
ECLIPSE300 to investigate the oil recovery and CO2 storage during CWI. The 2D
model is in the direction of the cartesian coordinates (x, y) to avoid the effects of
gravity (water underride and gas override) which might reduce the amount of CO2

dissolution inside the oil phase. CO2SOL option (keyword) was used for this simu-
lation. It was not possible to set the concentration of CO2 in injected water stream by
using CO2SOL. As such, the carbonated water has been simulated using two injector
wells placed at the same location where the first well injects free CO2 while the
second well injects water. The volumetric ratio was adjusted between the injected
water and CO2 to represent a CW with a mass fraction of 5% dissolved CO2. The
following table and figure show the reservoir description, injection rate and relative
permeability curves (Table 1; Fig. 1).

The oil composition consists of Decane (C10) with a density of 43.6288 Ib/ft3 and
viscosity of 0.2780 cp at the reservoir initial conditions. The total simulation timewas
about 8.3 years or 3000 days and no free CO2 was present inside the reservoir during
the simulation. The total oil recovery at the end of this simulation (base case) was
found to be 68.4% and all the amount of injected CO2 was stored safely inside both
oil and water phase as CO2 did not appear in the production stream. The following
figures show the oil saturation, free gas saturation and mass fraction of CO2 inside
oil phase at the end of simulation (Figs. 2, 3 and 4).
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Table 1 Details of the
created ECLIPSE300 model

Number of grid blocks 50 × 50 × 1

Gridblock dimensions, ft3 100 × 100 × 1

Permeability, md (kx = ky) 500

Porosity, fraction 0.25

Reservoir temperature, F 212

Initial reservoir depth, psi 3500

Initial water saturation, fraction 0

Water injection rate, STB/day 4750

CO2 injection rate, MSCF/day 2.305

Fig. 1 a Oil water relative permeability and b gas oil relative permeability

Fig. 2 Oil saturation (C10)
after 3000 days

3.1 CW Injection Rate Sensitivity

A sensitivity analysis has been done on CW injection rate to investigate its impact on
oil recovery, CO2 storage and spatial spreading inside the reservoir. Three different
injection rates have been studies and the mass fraction of dissolved CO2 inside
injected CW for each scenario was 5%. In the first scenario, a total of 2000 STB/day
CW has been injected into the reservoir (1900 STB/day of water, 0.922 MSCF/day
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Fig. 3 Free gas saturation
after 3000 days

Fig. 4 Mass fraction of
dissolved CO2 inside the oil
phase at the end of
simulation

of free CO2) for 7500 days, while in the second scenario a total of 5000 STB/day
CW has been injected (4750 STB/day of water, 2.305 MSCF/day of free CO2) for
3000 days, and in the last scenario 8000 STB/day of CW has been injected (7600
STB/day of water, 3.688 MSCF/day of free CO2) for 1875 days.

It was found that the oil recovery factor for the injection rate of 2000 STB/day is
the highest (68.6%) and the wide spatial spreading of CO2 inside the reservoir led
to early CO2 breakthrough compared to the other scenarios thus less CO2 storage
(96%). This can be attributed to the long contact time between CW and oil phase
which allows more CO2 to be transfered based on the thermodynamic equilibrium
calculation. While for scenario three, less oil recovery was found (58%) and the
limited CO2 spatial spreading inside the reservoir caused 100% CO2 storage as CO2

did not reach the producer well. The flowing figures show the oil recovery, CO2

spatial spreading and CO2 storage for the three scenarios (Figs. 5, 6 and 7).
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Fig. 5 Oil recovery factor at
the end of simulation for the
three different injection rates
of CW
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Fig. 6 Mass fraction of dissolved CO2 inside the oil phase at the end of simulation for a 2000
STB/day, b 5000 STB/day, c 8000 STB/day

Fig. 7 Cumulative injected free CO2 and cumulative produced CO2 for the different scenarios of
CW injection rate
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Fig. 8 Oil recovery vs time for the 3 scenarios of different CO2-Oil diffusion coefficients

3.2 Effect of CO2 Diffusion During CWI

As CO2 gets transferred from CW to the oil phase, CO2 molecules diffuse inside the
oil due to the concentration gradient until the equilibrium state is reached. DIFFCOIL
keyword added in PROPS section provides CO2-Oil diffusion coefficient between
adjacent grid cells. To study the effect of CO2 diffusion, three scenarios have been
simulated where in the first scenario the diffusion coefficient was set to zero while in
the second and third scenario the diffusion coefficient was set to 0.007758103 ft2/day
(1d) and 0.02327 ft2/day (3d) respectively. It was found that CO2 diffusion has a
minimal (negligible) impact on both oil recovery and CO2 storage. The following
figure shows the oil recovery for all the scenarios (68.4%) thus led to the same CO2

storage (100% as CO2 did not reach production well) (Fig. 8).

4 Conclusion

Carbonated water injection is a promising EOR technique that promotes high oil
recovery and safe CO2 storage. Upon the contact of Carbonated Water (CW) with
oil inside the reservoir, CO2 molecules cross the interface between the two fluids
moving towards the oil phase due to the concentration gradient, and subsequently,
CO2 molecules diffuse inside the oil until thermodynamic equilibrium is reached.
CWI was studied numerically using ECLIPSE300 where the CO2SOL option was
used to account for CO2 dissolution inside the water phase. A sensitivity analysis
on injection rate and CO2 diffusion coefficient was done to understand their impact
on oil recovery and CO2 storage. It was found that low CW injection rates leads to
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a higher oil recovery and a wider spatial spreading of CO2 inside the oil thus a higher
storage, while in the case of high injection rates, a less oil recovery was found and
the limited spreading of CO2 causes a lower CO2 storage. Additionally, the effect of
CO2 diffusion was found to be minimal (negligible) on both oil recovery and CO2

storage in this case study.
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Study of Efficient FIR Filter Architecture
for Fixed and Reconfigurable
Applications

B. Aruna Devi, V. Prasanna Devi, and S. Preethi

Abstract Transpose type Finite-Impulse Response (FIR) filters are implicitly
pipelined and endorse the technique of Multifold Constant Multiplications (MCM).
The studied model explores the possibility of understanding block FIR filters in the
transpose form pattern for the efficient realization of broad order FIR filters for both
fixed and reconfigurable applications in area-delay. A flow graph optimized registry
complexity is built based on the computational study of transpose type configuration
of the FIR filter. The proposed translate type block filter is an architecture based on a
multiplier. Analysis is done towards the need of an optimum low complexity design
using the MCM model for the block realization of fixed FIR filters. Since power
dissipation is directly linked to the hardware, the use of MCM algorithms indirectly
achieves a certain amount of power reduction. MCM is therefore largely found to be
sufficient for the implementation of Broad Order design research. Using Data Flow
Graph, which has been comprehensively iterated based on the ability to execute
algorithms and their enhancement with a high degree of parallel and asynchronous
operation, the computation process in MCM is likely to be well performed.

Keywords Reconfigurable architecture · FIR filter · Block processing ·
Finite-impulse response (FIR) filter · VLSI

1 Introduction

High Complexity in Field Programmable Gate Array (FPGA) is the major demerit
for the program to execute in a running period which increases the delay duration,
which makes the parameter of power to be high. The complexity in the number of
slices used in Field Programmable Gate Array(FPGA) is increased in large numbers
and gradually increases the storage memory space. Earlier, the duration period of
high Look Up Table (LUT) were introduced, so that delay is increased in execution
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period of field arithmetic and one of the methods used is Distributed Arithmetic
(DA). Here the multiplications are rearranged and for the explicit multiplications
using Read Only Memory lookups, in analysis of FPGA based implementation, with
advantages of reduction in memory in FPGA. The timing of the DA based FIR filter
models is done using minimum clock periods depending on the delay of the final
adder stage in the PSAT (Pipeline Shift-Add Tree).However, which depends on the
critical path calculation of the adder. The throughput rate is the amount of output
produced by the critical path over a period of time.

In this paper, the study of various models of Finite Impulse Response Filter
with energy efficient architecture for reconfigurable applications is done. The paper
presents a comparative study of optimum low complexity, reconfigurable digital FIR
filter for low power with reduction in delay implementation.

2 Literature Survey

Many studies have been undergone towards FIR efficient implementation for various
applications [1]. The implementation of filter aids in proposing various models for
efficacy of power, delay, area and test bed analysis.

The key study deals with distributed FIR filter using the least mean block square
algorithm using Look Up tables, reducing the number of flip flops and adder. It
provides n/6 adders with reduction in area delay product, with block size tables less
than four block size tables. The implementationof the parallel structurewithweighted
adaptation phrase, output filter computation andmodified distributed arithmetic helps
to reduce the logic and power consumption of the look up tables with less words to
be updated per output. The algorithm includes decomposition into smaller vectors of
both input and weight vector, and filtering analysis of the inner product computation
[2].

Shah et al. [3] has implemented a competent FIR filter towards reconfigurable
implementation for an coherent FIR filter for fixed and reconfigurable applications
by implanting delay and area efficient addition based carry selector by optimizing
the superfluous operations, by performing the carry process before the ultimate sum
function analysis. The ability of the transpose formFIRfilter implementation resulted
in 26.6% of reduction in delay and area of 15% in reconfigurable models.

An architecture based on distributed arithmetic FIR filter for increased speed
and less power consumption was proposed using block least mean square algo-
rithm. The implementation design provided an efficiency of 17.3 times, lower power
consumption of 17.3 times and 95% higher in terms of through output. The variable
coefficient adaptive proposed filter units includes the following operations: Register,
partial product computation, weight update and error generation, simultaneously
with shift accumulator look-up tables, emulate multiply and accumulate functions.
A systolic array architecture with parallel data processing units has been suggested
for the architecture. The parallelism was found to be successful with the number of
clock cycles reduced [4].
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The least-square linear phase FIR filter (LLFE) is frequently used in the analysis
of ECG signals. It aids in removal of low frequency mode using discrete wavelet
transform.

Distributed Arithmetic (DA) is a technique that is bit-serial in nature. It can there-
fore appear to be slow. It turns out that when the number of elements in a vector is
nearly the same as the word size, DA is faster in nature, reinstate the explicit multi-
plications overdone by read only memory look up table, by ROM look-ups and an
effective model to realize and to implement on Field Programmable Gate Arrays
(FPGAs). The coherent model is found effective for estimating of inner product or
multiply and accumulate (MAC). In Digital Signal Processing algorithms, the MAC
operation is popular. Multiplications are reordered and combined in DA so that the
arithmetic becomes “distributed” rather than “lumped” through the structure. When
DA is implemented in FPGAs, to execute theMACoperation, one can take advantage
of memory in FPGAs. When DA was devised (in the 1970s), the comparisons given
were in terms of number of TTL ICs required for mechanization of a certain type of
filter. In particular, for an eighth order digital filter operating at a word rate close to
1 MHz, 72 ICs with a total power consumption of about 30 W was stated with the
DA approach while 240 ICs with a power dissipation of 96 W was indicated for a
multiplier-based solution [5].

3 Proposed Work

FIR filter transpose type block was suggested with decreased register complexity. A
low-complexity design methodology that can be optimized for greater throughput
in reconfigurable applications for the block realization of fixed FIR filters using the
MCM scheme is proposed. It can be optimized for higher output in application that
are reconfigurable. A low-complexity design approach for the block implementation
of fixed FIRfilters using theMCMscheme It can be configured for greater throughput
in reconfigurable applications as shown in Fig. 1. Here presented an optimum low
complexity design using theMCM scheme for the block implementation of fixed FIR
filters. MCM technique minimizes the number of adders and subtractors. As a result
the computation process is reduced. Since Power dissipation is directly related to the
hardware, some amount of power reduction is indirectly achieved by using MCM

Fig. 1 Proposed model
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algorithms. Therefore MCM is suitable for implementation of Large Order Filters
with fixed coefficients. On simulation of serial in serial out register, merged data flow
graph and the power analysis of the partial generator unit, the power consumption
is 40.05 mW compared to traditional model to 42.8 mW. The area product delay is
reduced around 13 % and energy per sample improvement is 12.8%. Hence in this
method, the number of flip flops, adders and multipliers are reduced for large order
filter which reduces the power and delay.

4 Conclusion

Finite Impulse Response (FIR) digital filter is extensively used in various applica-
tions ranging from biomedical applications, to speech processing in various domains
of digital signal processing. Finite-Impulse Response (FIR) Reconfigurable Filter
whose filter coefficients alter dynamically during runtime has an important role. The
multiplier unit is the optical FIR filter’s building structure in its transposed form.
With the filter input realization, the multiplication filter coefficients can be intro-
duced, having a major effect on the complexity and design efficiency. Hence calcu-
lation of inner product or multiply and accumulate can be done efficiently. Hence we
have explored the possibility of realization of block FIR filter in transpose form
configuration for area-delay efficient realization of large order FIR filters for fixed
and reconfigurable applications.
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Improved Deep Learning Based
Prediction of Crop Yield Using
Bidirectional Long Short Term Memory

V. Saveetha, R. Kingsy Grace, S. Sophia, and S. Birundha

Abstract Yield estimation for crops is an important problem to be addressed with
respect to agricultural planning. Deep learning andmachine learning provide feasible
solutions for the above issue. In the current research perspective yield prediction is
vastly addressed and more techniques evolve in the objective to improve accuracy.
This research work tries to analyze the predictive accuracy of machine learning
methods alongwith deep learningmethods. Themodels are analyzed bymetrics such
as the Mean absolute percentage error (MAPE), root-mean-square error (RMSE),
mean absolute error (MAE), and accuracy. The proposed Bidirectional LSTM deep
learning technique exhibits high accuracy and low error rates in order to predict
rice yield in INDIA The results show that Bi-LSTM have better accuracy when
compared to other models, Bi-LSTM and XGB obtain the lowest RMSE errors, the
lowest MAPE error percentage is for Bi-LSTM and the lowest MAE errors is also
for Bi-LSTM. Since Bi-LSTM exhibits crop yield model with better accuracy and
lowest errors it is suitable massive crop yield prediction in agricultural planning.

Keywords Artificial Intelligence · Neural networks · Deep learning · Recurrent
neural networks · Long short term memory

1 Introduction

Crop yield prediction (CYP), a challenging task, benefits farmers in order to take
managerial decisions and financial stands [1]. CYP is challenging because of factors
like environmental and field based features. Also, the food production of the world is
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dependent on CYP for precise forecast which leads to timely decisions [2]. Machine
learning (ML), that act has a stem of Artificial Intelligence, has been implemented
for agricultural prediction enormously in literature [3] due to its behavior of treating
outputs with respect to inherent function of the input features. Precision Agricul-
ture, the field of CYP manages to monitor measure and produce optimized outputs
with response to variability in crops [4]. Current research contributes vastly to esti-
mate the CYP justifiably but always a better performance is preferred [5]. Recently
ML techniques like Clustering, Classification, Regression and Neural Networks are
employed for CYP. In our study data of crop yield and other factors including statis-
tics and Deep Neural Networks (DNN) enables to produce effectual forecasting of
yield. DNN with hidden layers act to be more powerful to reveal the fundamental
nonlinear relationship between input and response variables [6]. In this paper Recur-
rent Neural Networks (RNN) [1] is used to predict and check crop yield. RNNworks
with multiple stacked layers that convert the raw data into meaningful representa-
tions. RNN are well suited for modeling functions for which the data is composed of
vectors that involve a time dependency between the values like CYP [7]. It includes
a feedback loop that it uses to learn from sequences, including sequences of varying
lengths. The long short-term memory (LSTM) type of RNN has received enormous
attention in the realm of sequence learning. LSTM a popular variant of RNN has
internal memory to allow long-term dependencies to affect the output [8]. The LSTM
is good for CYP because it is designed to confine to the time dependencies of envi-
ronmental factors, it enables capability to predict crop yield without drop in accuracy
and combined with the bi directional method, the model predicts effectively.

This research aims to evaluate methods to detect rice cultivation in India, using
the LSTM and Bidirectional LSTM (Bi-LSTM) methods. The study compared the
results based on LSTM and Bi-LSTM with traditional machine learning techniques:
Support Vector Machines (SVM), Random Forest (RF) and Gradient Boost(XGB)
Regression. The rest of the paper is structured as Sect. 2 describes related work of
variousmodels used forCYP. Section 3 presents the proposedmethodology. Section 4
discusses the results and finally, concluding remarks is discussed in Sect. 5.

2 Review

Many methods exist in literature for CYP and every time an attempt is performed
by researchers to enhance the performance of prediction. In this paper an ensemble
based classification algorithm using Artificial Neural Networks (ANN), Decision
Tree and SVM is designed and implemented to predict crop yield. They try to increase
the accuracy of classification. The authors modeled an learning technique based on
AdaBoost ensemble algorithm and enhancement is performed using genetic opti-
mization technique [9]. Khaki and Wang suggested a DNN model for CYP across
from 2008 to 2016 which was analysed along with methods like Lasso, shallow
neural networks, and decsion tree [10]. You et al. designed a hybrid model with
Convolution Neural Network(CNN) and RNN to predict soybean yield [11]. Kim
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et al. suggested a DNN model for CYP using optimized input features from satellite
products and meteorological datasets from 2006 to 2015 [12].Wang et al. [13] devel-
oped a Deep Learning(DL) framework to predict soybean crop yields in Argentina
and achieved good results with a transfer learning approach to predict Brazil soybean
harvests. Yang et al. (2019) analyzed the working of CNN to predict rice grain yield
on images and concluded that CNN model gives robust yield forecast through the
ripening stage [14]. This study shares a model to perform soybean yield forecasts in
Brazil using LSTM. They compare performance of linear regression, random forest
and LSTM for forecasting yield and evaluate accuracy [15]. The authors propose
a CNN-LSTM model for soybean yield prediction at the county-level. The model
was evaluated by crop growth variables and environment variables weather data.
They show the results of the experiment that performance of the proposed deep
CNN-LSTM model outperforms the CNN or LSTM model [16]. The above review
instigates that Deep learning can be used for CYP.

3 Methodology

Decision making in CYP require crop response models that make accurate estima-
tions to predict yields [17]. The purpose of the study is to find out whether RNN
can effectually predict crop yield for varying seasons, assess model performance
and compare the same with other models. The machine learning algorithms already
examined with respect to DNN are LSTM and CNN [8]. CNN is a specific class of
neural networks mostly used in image recognition. In this work Bi directional LSTM
is proposed for CYP in order to increase the performance accuracy. A comparison
of machine learning models and feature levels was performed based on the yield
estimation. Models were trained to predict yields from 1997 to 2015 for each state.
Model performance was evaluated using Root Mean Squared Error (RMSE), Mean
Absolute Percentage Error (MAPE), Mean Absolute Error (MAE) and Accuracy.
The input variables for the prediction model include the Crop yield year, Climatic
data and Area Cultivated. The yield prediction is based on the equation y = f(x),
where y is the yield predicted and x is the input data with respect to time.

Figure 1 shows the flow of the research performed. Initially Data Acquisition is
performed and the dataset obtained from [18] is explored for information following
which the data related to rice is extracted. Data preprocessing like encoding cate-
gorical variables, filling missing values and scaling are performed on the derived
dataset. The machine learning model and deep learning model are implemented and
the accuracy and error metrics for the same are analyzed.

LSTMworks exclusively for prediction of sequence problems. The different archi-
tectures of LSTM are LSTM, CNN-LSTM, Encoder-Decoder LSTM, Generative
LSTM and Bi-LSTM. LSTM a RNN has an internal state, models parallel input
sequence, process variable-length input to generate variable-length output (Fig. 2).
The memory cell is the computational unit of the LSTM and consists of weights and
gates.
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Fig. 1 Methodology used

Fig. 2 LSTM architecture

Huang et al. [19] The objective of a Bidirectional LSTM is to make forward and
backward passes on the features of CYP in order to predict the yield. The past and
future features for a given time help to process the given sequence and thus provide
efficient implementation of the BDLSTM model. This model is trained using back
propagation through time (BPTT) [20] and the passes front and back are carried over
by unfolding the hidden states for all time steps. In fields like phoneme classification,
traffic prediction and speech recognitionBi-LSTMmodel are significantly better than
unidirectional ones and so an effort is made to use it in CYP [21]. The Bi-LSTM
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Fig. 3 Bidirectional LSTM

model (Fig. 3) generate an output Yt which is calculated by Yt = σ(hft, hbt) where σ

function combines the two output sequences from forward pass and backward pass.

4 Result Discussion

4.1 Data Set

Historical data of Indian agricultural production on various states and districts
acquired from the Indian government web page available in [18] is used. This dataset
is utilized to investigate and analyze production contribution to particular land area.
Dataset used is a Comma Separated Values file. The dataset contained observed
production for rice and other crops between 1997 and 2015 across 646 districts from
33 states.

4.2 Metrics Used

The following indexes are selected to evaluate the forecastmodel performance:Accu-
racy, Mean absolute percentage error (MAPE), root-mean-square error (RMSE) and
mean absolute error (MAE) [9]. The MAPE is a measure of prediction accuracy in
statistics and is the most common measure used to forecast error, and works best if
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Fig. 4 Actual versus
predicted trend

Table 1 Formula of
performance metrics

Performance metrics Formula

Accuracy Accuracy = P−A
P

MAPE MAPE = 1
N

N∑

k=1

∣
∣
∣ Ak−Pk

Ak

∣
∣
∣

RMSE RMSE =
√

1
N

N∑

k=1
(|Ak − Pk |)2

MAE MAE = 1
N

N∑

k=1
|Ak − Pk |

A Actual value, P Predicted value

there are no extremes to the data (and no zeros). RMSE is the standard deviation of
the residuals errors. Residuals tells how concentrated the data is around the line of
best fit. The RMSE is a measure of the differences between values predicted by a
model and the values actually observed. It is used to compare forecasting errors of
different models for a particular variable and not between variables, as it is scale-
dependent. The values for the above metrics are obtained from Actual Values and
Predicted Values of yield after training and testing the dataset. The sample Actual
versus Predicted trend is shown in Fig. 4. Table 1 shows the formula employed to
find the metrics.

4.3 Comparison

Table 2 shows the performance metrics values for the models which are compared
withBi-LSTM.The accuracy graph shows good percentage forBi-LSTMandLSTM.
The MAPE percentage error is minimum for Bi-LSTM. The RMSE error values



Improved Deep Learning Based Prediction … 207

Table 2 Performance metrics

Model Accuracy % MAPE
%

RMSE MAE

SVM 88 10.6 0.4601 9.54

RF 90.8 9.02 0.3280 2.98

XGB 90.5 9.60 0.2500 2.65

LSTM 91.6 8.6 0.3350 2.42

Bi-LSTM 93.0 7.8 0.2450 2.11

Fig. 5 Performance metrics

are good for both XGB and Bi-LSTM. The MAE values are good for Bi-LSTM,
LSTM, XGB and RF. The results show that Bi-LSTM is better in predicting CYP
when compared with other methods with respect to accuracy and minimized error
metrics which is shown in Fig. 5.

5 Conclusion

This study analyzed the performance of crop yield prediction using different models
likeSVM,RF,XGB,LSTMandBi-LSTMofwhich four aremachine learningmodels
and two are Deep Learning models. The yield prediction for test set is reasonable
high in accuracy. The Bi-LSTM model outperforms other models both in accuracy
and stability. The Bi-LSTM computationally scales better than SVM, RF and XGB.
These results contribute to a comprehensive understanding of the response of rice
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yield to variables and the comparative performance of crop yield forecasts across
different types of machine learning algorithms. Further improvement of the yield
prediction modeling could benefit from more explicit information on crop type. The
proposed method shows great potential in improving the accuracy of yield prediction
for other crops like corn, wheat, and potatoes at fine scales in the future.
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Instrument Cluster IoT Enclosure Design
and Production Implementation in Self
Driven Vehicles

R. Thirumalai , M. Seenivasan, A. Sivakumar , M. Vivekraj, and V. Balaji

Abstract MNC’s has introduced a Self-driven two-wheeler in the metropolitan
cities, so that vehicle consists of numerous electronics and the major patented is self-
control through smartphones. Themost important electronic PCB board is embedded
in an enclosure. The industry develops the enclosure design and production imple-
mentation with the help of Solid works, the 3D enclosure was designed into tow
sub-assemblies, one is cover part and another one is the PCB carrier. The material
for enclosure was selected as per IPC standards. (PA66 30%GF). The enclosure
was also designed as self-locking even without screw. The fasteners (TWIN FAST
SCEW) were selected as per the IPC standards. The metal to non-metal torque rate
was analyzed and selected as per requirements. The mechanical endurance such as
Hardness test and Salt Spray Test were conducted for the selection of screw. The
enclosure was produced using Hot injection molding process.
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1 Introduction

The bounce vehicle principle is based on IoT, the major controls of the vehicle
depends on the IoT. From the poweringON to PoweringOFF everything is controlled
through IoT. So the major essential electronic parts are being embedded in the instru-
ment cluster enclosure, that is designed and produced by Squraesri technologies.
IoT security: Review, blockchain solutions, and open challenges are discussed [1,
2]. Modeling of information processing in the internet of things at agricultural enter-
prises and solar powered buildings are more successful [3, 4]. Design and implemen-
tation of vehicle navigation system in urban environments, automatic garage doors
and weather stations using internet of things (IoT) are becoming familiar nowa-
days [5–7]. Managing IoT devices using blockchain platform is developed in many
countries [8, 9]. Secure integration of IoT and cloud computing is described with
several case studies [10]. IoT middleware survey on issues and enabling technolo-
gies is demonstrated [11]. Internet of Things (IoT) is the network of physical objects
embedded with sensors, and computers which will helpful in exchange of data and
information with several systems. There are too many applications with IoT avail-
able such as; Automobiles, Heart monitoring implants, Bio-chips etc., IoT consists
of web enabled devices to collect and send data across the environment using sensors
and processors. A machine to machine communication acts on the information they
get from each other. The lifecycle of IoT is to collect, communicate, analyze and
act on the data information. The sensors are useful in collecting the information in
the manufacturing plant and a cloud platform is created to send the data and events
through a network used in the industry. The analyzing of the data includes filtering
the data, building reports and visualizing the data. The final lifecycle of IoT—Act is
useful in communication to the other machine and send successful notifications to
the other systems effectively and efficiently. IoT works with RFID, Sensors, Smart
technology and Nano Technology. The applications of IoT is wider in the areas of
Medical and Healthcare systems, Manufacturing, Building and home automations,
Transportation, Energy management, Environmental monitoring and so on. Also
the IoT faces several challenges; technological standardization, complexity in the
software, wireless communication, power supply, data volumes and interpretation
and so on. IoT provides dynamic control of the industry and daily life, integrates
human society and physical systems, improves the resource utilization ratio, flexible
configuration, technological integrator.

2 Methodology

The electronic PCB board dimensions were taken into considerations with keeping
all the electronic components embedded into it. After that the area in vehicle which is
allocated for the installation of the enclosure is inspected.An 2D rough draft or sketch
were drawn of the enclosure in simple drawing sheet with all necessary dimensions
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that were taken before. The 3D design is done with keeping 2D sketch as a reference,
in Solidworks software. When the deigning stage is over, the material for production
is selected. Preceding the screw for fastener as well as the manufacturing method
were selected as per the IPC standards. After all the above steps, the production
implementation of enclosure is done by the hot injection moulding method. Then
finally all the electronics are embedded into the enclosure and installed in the vehicle.
The process flow chart methodology is shown in Fig. 1.

PCB board dimensions were measured(all necessary electronics 
included).

Production implementation 

Screw/ material/ manufacturing meth-
od were selected.

The 3D design is drawn in 
solidworks software.

The area allocated for this enclosure to be 
installed in  vehicle is inspected.

A 2D rough draft/sketch 
was drawn initially

Final installation in vehicle

Fig. 1 Methodology
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3 Overview of the Development of Enclosure in Solidworks
Software

While designing the 3D sketch in solidworks software, the 2D rough draft is kept
as the reference which was taken from various parameters while drawing. As earlier
mentioned, the enclosurewas divided into twoparts, and each partwas designed sepa-
rately and then assembled together. Sowhile designing in software several commands
were used to design the enclosure. One of the important step in the design process
is selection of the materials. This systematic selection of the materials will give the
minimization of the cost during the production process. The design engineer should
be aware of the properties of the material and behavior of the materials under several
working conditions. The thermal properties, machinability properties, strength, hard-
ness and other mechanical properties are to be well known the designer. The material
used for the production of the enclosure is PA66 30%GF. PA66 GF30 is a 30% glass
fibre reinforced PA 66(PolyAmide).Poly (hexamethyleneadipamide). Polyamide 66,
or Nylon 66 (PA66) is an engineering-grade thermoplastic.

PA66 provides lower impact resistance when compared to PA6. High strength,
creep strength, toughness are the mechanical properties which are the outstanding
properties of PA66. PA66 is a glass fibre reinforced about 30 percentage to form
PA66 GF30. Glass fibres exhibit high static load withstanding properties at elevated
temperatures.

4 Results and Discussion

MNC’s has introduced a Self-driven two-wheeler in the metropolitan cities, so that
vehicle consists of numerous electronics and the major patented is self-control
through smartphones. The most important electronic PCB board is embedded in
an enclosure. The industry develops the enclosure design and production imple-
mentation with the help of Solid works, the 3D enclosure was designed into tow
sub-assemblies, one is cover part and another one is the PCB carrier. The material
for enclosure was selected as per IPC standards. (PA66 30%GF). The enclosure
was also designed as self-locking even without screw. The fasteners (TWIN FAST
SCEW) were selected as per the IPC standards. The metal to non-metal torque rate
was analyzed and selected as per requirements. The mechanical endurance such as
Hardness test and Salt Spray Test were conducted for the selection of screw. The
enclosure was produced using Hot injection molding process. The material selected
is tested for hardness and salt spray test.
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4.1 Hardness Test

Hardness is the mechanical property which resists deformation which is plastic in
nature when induced by mechanical abrasion. Materials are basically stronger and
harder than plastics and wood. Strong intermolecular bonds are generally present
in harder materials and therefore the behavior of solid material under force gives a
tough behavior under variable loads. The material selected for the enclosure design
provides high hardness and it is found satisfactory.

4.2 Salt Spray Test

For testing the corrosion resistance of the material, salt spray test is performed. The
materials tested for salt spray test are metallic in nature. These materials are also
finished with a surface coating for providing better test results. The material that is
to be tested provides a corrosion protection to the undercovering metal. Corrosive
attacks are produced in the Salt spray testingmethod. This salt spray test will evaluate
the correctness of the coatedmaterial for further usage. The viscosity is very sensitive
to temperature. Shrinkage is of the order of 0.01–0.02mm/mm[1–2%]. The addition
of reinforcing glass fibers reduces the shrinkage to 0.2–1%.Differential shrinkage in
the flow and cross-flow directions is quite high. Mineral fillers yield more isotropic
moldings. PA66 is resistant to most solvents, but not to strong acids or oxidizing
agents. The material selected for the enclosure design provides sufficient success
rate and hence it is found satisfied.

5 Conclusion

The IoT consist of four layers namely; sensor layer, Gateway and Network layer,
Management service layer and application layer. Sensor layer collects and process the
real time information. Gateway and network layer allows the organizations to share
the information’s through the robust networks available in the industry. Management
service layer ensures security and privacy of data. Application layer provides a user
interface for the IoT. The enclosure for electronics to be embedded in it has been
successfully designed and produced by injection molding process. The enclosure has
been installed in vehicle without causing any interruption to other parts and system
in electric vehicle. Hence, the enclosure was designed initially from 2D sketch to
3D model by using Solidworks software, followed by selecting appropriate material
for production and also the fasteners as well and finally fabricated using injection
moulding process.
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General Adversarial Networks: A Tool
to Detect the Novel Coronavirus from CT
Scans

R. Shriram, T. R. Kaushek Kumar, V. Samuktha, and R. Karthika

Abstract Detection of the novel Corona virus in the early stages is crucial, since
no known vaccines exist. Artificial Intelligence- aided prognosis using CT scans
can be used as an effective method to identify symptoms of the virus and can thus
significantly reduce the workload on the radiologists, who have to perform this task
using their eyes. Among the most widely used deep learning convolutional neural
networks, research shows that the Xception, Inception and the ResNet50 provide the
best accuracy in detecting Covid-19. This paper proposes that using General Adver-
sarial Network (GAN) as a data augmentation technique, in combination with these
models will significantly improve the accuracy and thereby increase the chances of
detecting the same. The paper also compares and contrasts how each of the three
GANs namely DCGAN, LSGAN, CoGAN, perform in association with the afore-
mentionedmodels. Themain aim of this paper is to determine themost credible GAN
network to carry out the task of data augmentation as well to prove that involving
GANswould improve the existing accuracy of ourmodel, pavingway for an effective
approach to train the model.

Keywords CT scans · Artificial intelligence · RT-PCR · Data augmentation ·
Xception · Inception · ResNet-50 · GAN · Generative network · Discriminative
network · Generator and discriminator training · Deep convolutional GANs · Fully
connected layers · Batch normalization · Coupled GAN · Tuples of GANs ·
Marginal distribution · Least squares GAN · PyTorch · Validation accuracy Versus
epoch

1 Introduction

The giant tide of SARS-CoV-2 virus, widely known as Covid-19 or novel corona
virus has swept off all of mankind in one fell swoop and with no known vaccine,
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rapid detection and diagnosis of COVID-19 is of utmost importance in the efforts to
improve the chances for a quick recovery. Detection usually involves taking samples
from the nose, throat and lungs or carrying out a blood test. The standard test for
infection is the Reverse transcription- Polymerase chain reaction (RT-PCR) test and
takes up to two days for results to be received.

There are two major problems with this method-the finite number of detection
kits available and valuable time lost to obtain the results.

Fortunately, tools aided by artificial intelligence (AI) can help in detecting novel
corona virus outbreaks. Although these tools are being used in hospitals to detect
mild cases, it is highly unlikely that these AI tools will replace RT-PCR as the
primary diagnostic tool. A nucleic acid test can be carried out by taking a swab in
any isolated location as per their convenience, while a chest scan has to be performed
in an enclosed space with staff nearby. Also, most of these tools offer an accuracy
of around 96% [1] which, given the sheer amount of COVID positive cases, is not
good enough. In a bid to improve the accuracy, we can incorporate more such deep
learning tools and techniques.

One such technique is the use of GAN’s (General Adversarial Networks) to better
train state-of-the-art models like Xception [2], Inception [3] and ResNet-50, culmi-
nating in better accuracy.GAN is a class of deep learning framework that incorporates
neural networks named generator and discriminator, contesting with each other in a
game-like situation. to add images to the dataset which are as superficially authentic
as possible. This leads to improvement in accuracy. GANs will be dealt with in detail
in Sect. 21.1. Section 2 deals with related work that have been carried out, Sect. 2
elaborates on the different GAN architectures dealt with in this paper, followed by the
experiment performed and then the paper is concluded with the result and analysis.

2 Related Work

A plethora of Deep Neural Networks have been designed to aid in the process of
detection since every new model may train a specific dataset in a better way. Some
of them include using a light CNN architecture based on SqueezeNet [4] for classi-
fication of CT scans that averages a computation time of just 7.81 s. Abdul Waheed
et al. [5] proposed anACGAN(AuxiliaryClassifierGenerativeAdversarialNetwork)
based GAN, called CovidGAN to generate synthetic Chest X-Ray images for data
augmentation the training sets along with a CNNmodel for better detecting COVID-
19. Another Deep Learning framework called the CovNet was proposed to identify
Covid-19 and also distinguish it from other Community-acquired pneumonia (CAP)
and non-pneumonic lung diseases that it can be confused with [6].

Various regression models including Lasso Regression model, Exponential
Smoothing model, etc. have been used to predict the number of COVID patients
to be anticipated in the future [7]. But these tools perform well only when they have
sufficient usable information, accumulating which is not easy. CNN models have
been used not only in classifying CT scans, but are also used in other domains such
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as labelled Waste management [8] and detecting Breast cancer from mammographic
images by using the retrieved similar cases as reference [9].

Not only CNN’s but also VGGNet (which is a significantly more accurate CNN
[10]) has been used for classification purposes. Since 4D imaging is significantly
better in detecting diseases in motion-reliant organs like heart, lungs, etc. than 3D,
a variety of synchronization mechanisms including wavelet de-noising is used to
reconstruct the said 4D image[11].

3 GAN Architectures

All GAN architectures have a unique generator portion or a discriminator portion,
connected in that order.

3.1 GAN

GANs are basically neural networks that are trained in an adversarial manner to
generate a probability distribution of data that mimics the original probability distri-
bution. It consists of two models namely, the generator and the discriminator. Both
these models compete with each other with an objective of mimicking the original
distribution. The discriminator model performs the classification of whether a given
image is fake (labelled 0) or real (labelled 1). The generator generates images to fool
the discriminator by synthesizing artificial images that have a close resemblance to
the real ones, making it difficult for the discriminator to distinguish the fake (the one
generated from generator) from the real which is sampled from the true dataset. In
essence, the generative network is trained to maximize the final classification error
(between true and generated data), while the discriminative network is trained to
minimize it. Equilibrium is reached when the generator produces samples that follow
the original probability distribution and the discriminator predicts fake or not-fake
with equal probability. It is highly important that both networks learn equally during
training and converge together. So, during the training of the discriminator, we ignore
the generator loss and focus on the discriminator loss, which penalizes the discrimi-
nator formisclassifying real images as fake or vice-versa. Generator’s weights are not
updated. During the generator training, we use the generator loss, which penalizes
the generator for failing to fool the discriminator and generating an image that the
discriminator classifies as fake. The discriminator is frozen during generator training
and only generator’s weights are updated through back propagation.

Consider the training dataset as uniform distribution, p(X), a real image drawn
from it is taken as x and a random image in Rd to be z. Let G(z) and F(z) be the
generative and discriminative models, respectively. The generative model generates
an image as its output, G(z). Let p(G) be the probability distribution of G(z). The
discriminative model is tasked with computing the probability that an input image
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drawn is real. Ideally, F(x) = 1 if x is real and F(x) = 0 if x is generated. The
GAN framework corresponds to a mini-max, with the objective function given by
the equation 1 [12].

max
g

min
f

V ( f , g) = Ex−px
[− log f(x)

] + Ex−px
[− log(1 − f(g(z)))

]
(1)

E(x) is the Expected value (or First moment) of a function. f and g are the
respective functions of the generator and the discriminator.

However, in practice this is solved by alternating these two gradient update steps:

step 1 : θ t+1
f = θ t

f − λt∇θ f V
(
f t , gt

)
(2)

step 2 : θ t+1
g = θ t

g − λt∇θgV
(
f t+1, gt

)
(3)

where λ is the learning rate and θƒ and θg are the parameters of F andG. Goodfellow
et al. [12] show that the distribution, p(G), converges to p(X).

3.2 DCGAN

Deep Convolutional GANs are essentially tailor-made GANs that have certain archi-
tectural constraints that help in stabilizing the learning process of standard GANs
by learning a hierarchy of representations from object parts to scenes in both the
generator and discriminator. Standard GANs are known for being unstable to train.

DCGAN utilizes logical steps towards preventing this instability such as incor-
porating the all convolutional net which replaces spatial pooling functions (like
Max Pooling), the benefits of which are explained by Springenberg et al. [13] and
allowing the generator to determine the down-sampling on its own by providing
strided convolutional layers.

It also includes removing fully connected layers and applying Batch Normaliza-
tion (technique by which each input is transformed to have unit variance and zero
mean) to all but the input layer of the discriminator and output layer of the gener-
ator. Another unique feature is that generators employ the ReLu activation layer
whereas the discriminator uses the Leaky ReLu activation function. Generator and
Discriminator of a DCGAN architecture is shown in Figs. 1 and 2.
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Fig. 1 Generator of a DCGAN [14] with strided convolutional layers

Fig. 2 Discriminator of a DCGAN with strided convolutional layers with the same dimensions

3.3 CoGAN

Coupled GAN (CoGAN) was proposed as an alternative approach to learn a joint
distribution of multi-domain images from the data. It is a function that assigns prob-
abilistic densities to every joint occurrence of an image in different domains like
images portraying the same scenery but using different modalities or images of the
same face portraying varying emotions like happy, sad, etc. Once this joint distri-
bution is obtained, novel tuples of images can be generated by the GAN. Tradi-
tional approach dictates that to obtain this joint distribution, each set of multi-
domain images must be fed individually as tuples of images. Building such a dataset
consisting of tuples of corresponding images can be quite cumbersome,which greatly
diminishes the application and usability of this concept. CoGAN comes to the rescue
since it does not have this correspondence constraint. Rather it just requires a set
of images to be drawn from the marginal distributions of each domain of images.
The architecture of a CoGAN is based on that of a GAN. CoGAN incorporates
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Fig. 3 Weight sharing in CoGAN [15]

a tuple of GANs for each individual image domain, which under normal circum-
stances produces a product of marginal distributions instead of a joint distribution.
This inconvenience is overcome by using a weight-sharing constraint that favors a
joint distribution result over a product of marginal distributions result. This forces
the individual GANs, which decode the high- level semantics of the image to share
the weights with the other GANs. Then the layers of these GANs responsible for
decoding the low-level features translate the shared representation exclusively to fool
their corresponding discriminators. The structure of a CoGAN having two image
domains is shown in Fig. 3 of CoGAN proposal [14]. Although only two domains
are shown, it can be easily extrapolated to asmany domains as required. As discussed,
the first few layers of the generators, which are responsible for extracting high-level
semantics, are forced to share the parameters from a common subset.

Also, the last few layers of the discriminators, which are responsible for encoding
the high-level semantics, are enforced to share the weights. Note that the flow of
information is in opposite directions. Thus, CoGANs effectively synthesizes pairs of
images without the need for correspondence in the input dataset and thereby aiding
in better training the models.

Here the forced weight sharing is represented using a dotted line.As mentioned
earlier, the weight sharing occurs in the first few layers of the generator and the last
few layers of the discriminator.

3.4 LSGAN

The Least Squares GAN is a slightly modified variant of the normal GAN. Standard
GAN employs the ‘Sigmoid Cross-entropy’ loss function in its discriminators while
classifying the synthesized images from the real ones. This loss function may lead to
this undesirable vanishing gradient problem. This problem arises in gradient based
learning methods that update the weights based on the partial derivative (gradient)
of the error function, where in some cases, the gradient becomes vanishingly small
and thereby effectively stops the training process. LSGAN provides a solution by
changing the loss function to the least squares loss function. Study [16] shows that
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Fig. 4 aThe decision boundaries of the two loss functions,bFake images thatmay lead to vanishing
gradients, c Effect of LSGAN [15]

this approach is better than the standard GAN in two aspects-generating higher
quality images and learning in a more stable fashion.Least squares loss focuses
on the distance of the image from the discriminator boundary and thus penalizes
generated samples that, although appear on the right side of the boundary, are too
far away from the real data and subsequently the boundary and thus may lead to
vanishing gradients. Figure 4 shows how the LSGAN forces the generated samples
(in magenta) to move closer to the decision boundary.

4 Experiment

For this paper we have used an open source dataset of SARS-CoV-2 CT scan [17],
containing 2482 CT scans in total (1252 positive CT scans and 1230 negative CT
scans). This data has been collected from hospitals in the locality of Sao Paulo,
Brazil.

All the three different GANs were implemented with the help of pyTorch, an open
source ML library. Each scenario consists of a validation phase and testing phase.
In the validation phase, 15% of images were used whereas in the testing phase, 25%
of images were used. All images have a dimension of 75*75*3. A sample for the
fake images generated by the DCGAN is shown in Fig. 5 and their corresponding
generator and discriminator losses with respect to the iterations are shown in Fig. 6.

These images were generated after 5000 iterations. Better quality can be obtained
by increasing the number of iterations.

In addition to the deep transfer models, we added 3 dense layers with sigmoid
activation function in the last layer to classify outputs accordingly. Number of epochs
used to train is 100.

As a first step of approach, we trained all three deep transfer models using the
actual dataset (without GAN). Later, we trained them using the dataset obtained
by concatenating the actual dataset with the datasets obtained from various GANs
(artificial images) individually.
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Fig. 5 Real versus generated images for DCGAN

Fig. 6 Discriminator and generator loss versus iterations (DC-GAN)

5 Results and Discussion

CT scan is a computerized imaging technique to produce cross-sectional images
using X-rays directed at a patient and interpreting the output signal. There are some
visible attributes in the lungs of patients with COVID- 19 signs, such as ground-
glass “opacities” (darkened and blurry patches in the lung) and zones of greater lung
density called consolidation which are more recurrent, wide-spread and often with
a rounded appearance and peripheral lung distribution when compared to a healthy
person.

For evaluation, we used the confusion matrix which can be obtained explicitly
using inbuilt libraries. The details of the confusion matrix are shown in Table 1.

The below mentioned parameters (4), (5), (6) are used for evaluation along with
accuracy.
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Table 1 Confusion matrix
output for various GANs

GAN\Models ResNetSO InceptionV3 Xception

DC-GAN [[532 34]
[ 27 528]]

[[541 5]
[ 31 544]]

[[533 13]
[ 6 569]]

CoGAN [[536 10]
[ 20 555]]

[[531 15]
[ 12 563]]

[[541 5]
[ 12 563]]

LS GAN [[536 10]
[ 5 570]]

[[536 10]
[ 15 560]]

[[541 5]
[ 11 564]]

Precision = True Positives

True positives + FalseNegatives
(4)

Recall = True Positives

True positives + FalseNegatives
(5)

F1 Score = Precision*Recall

Precision + Recall
(6)

Here a True Positive refers to a Covid patient being correctly identified as one
whereas a TrueNegative refers to a healthy person identified correctly as one. A False
Positive is a healthy person incorrectly identified as a Covid patient whereas a False
Negative is aCovid patientwas not identified as one. The plots ofValidationAccuracy
Vs epoch and Validation Loss Versus epoch for all three of the deep transfer models
in each case (without GAN as well with each GAN) have been provided. Xception
has themost deviation among themodels considered but it also has the best validation
accuracy among them. The series of tables drafted below shows the brief analysis of
the results obtained (Fig. 7).

Table 2 shows the results obtained by testing the deep transfer models trained
without GAN implementation. As we can say, Xception tops the list with its accuracy
being 97.26% which is a considerably good result.

Because ofXception’s complex network architecture,which simultaneously trains
3–4 small networks and concatenates all the results together for further processing,

Fig. 7 Validation accuracy and validation loss plot for deep transfer models without GAN
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Table 2 Test results of 3
deep transfer models without
using GAN architecture

Model / Results ResNetSO InceptfonV3 Xception

Testing accuracy 94.52 96.3 97.26

Precision 0.928 0.948 0.96

Recall 0.981 0.981 0.987

FI score 0.948 0.965 0.974

it can learn more details than ResNet50 consisting of 50 layers, whose architecture
is more of a repetitive one. Same analogy goes with InceptionV3 as its architecture
is less complex when compared to Xception’s but more than ResNet50’s.

Table 3 shows the results obtained by testing the deep transfer models trained with
the LS-GANdataset alongwith the real dataset. This significant improvement in each
deep transfer model’s results attests the use of augmentation, especially using GAN.
Here, ResNet50 tops the list with an accuracy of 98.66%. It has improved its accuracy
to 4.14% which is to be noted. Due to the increase in dataset size, ResNet50 has
a greater exposure resulting in its improvement. Xception performed exceptionally
well with its accuracy being 98.57%which is much comparable with ResNet50, with
an improvement of 1.31%. InceptionV3 also showed improvement in its accuracy
with a difference of 1.47% which is more than Xception’s (Fig. 8).

Table 4 shows the results obtained by testing the deep transfer models trained with
CoGANimplementation.Here,Xception tops the list in this analysiswith its accuracy
being 98.48%, followed by InceptionV3 and ResNet50. All the deep transfer models

Fig. 8 Validation accuracy and validation loss plot for deep transfer models with LSGAN

Table 3 Test results of 3
deep transfer models using
LS-GAN architecture

Model / Results ResNet50 InceptionV3 Xception

Testing accuracy 98.66 97.77 98.57

Precision 0.991 0.973 0.98

Recall 0.982 0.982 0.991

FI score 0.986 0.977 0.985
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showed improvement in its scores with ResNet50 being the highest with an increase
of 2.8% (Fig. 9).

Table 4 Test results of 3
deep transfer models using
CoGAN architecture

Model / Results ResNetSO InceptionV3 Xception

Testing accuracy 97.32 97.59 98.48

Precision 0.964 0.978 0.978

Recall 0.982 0.973 0.991

FI score 0.973 0.975 0.9845

Fig. 9 Validation accuracy and validation loss plot for deep transfer models with CoGAN

Table 5 Test results of 3
deep transfer models using
DC-GAN architecture

Model / Results ResNetSO InceptionV3 Xception

Testing accnracy 96.52 96.79 98.31

Precision 0.97 0.946 0.989

Recall 0.958 0.991 0.976

FI score 0.964 0.968 0.9825

Fig. 10 Validation accuracy and validation loss plot for deep transfer models with DC-GAN
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Fig. 11 Accuracy comparison

Table 5 shows the results obtained by testing the deep transfer models trained with
DCGAN implementation. Here, Xception again tops the list in this analysis with its
accuracy being 98.31%, followed by InceptionV3 and ResNet50. Here, DCGAN
has the least incremented results among the GANs taken into consideration, yet
shows a significant improvement when compared to results obtained without GAN
implementation (Fig. 10).

From the above analysis, we can say that models trained with LSGAN augmented
images proved to be the best among the GANs considered in this proposal. This is
due to the ‘least squared’ loss function which solves the vanishing gradient problem
confronted by the other GANs here, resulting in a greater stability. LSGAN works
with the advantage of penalizing those samples that have no gradients though they
have been classified rightly (Fig. 11).

6 Conclusion

In this paper, the detection of the novel coronavirus proved to be more efficient by
augmenting the already available dataset [16]. The fabrication of artificial images
was primarily based on the adversarial network GAN. The main aim of this paper is
to determine the most credible GAN network to carry out the task of data augmen-
tation as well to prove that involving GANs would improve the existing accuracy of
our model, paving way for an effective approach to train the model. From our anal-
ysis, ResNet50 (98.66%) and Xception (98.57%) trained with LS-GAN augmented
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images provides the best testing accuracy. The best improvement between archi-
tecture implemented without GAN and with GAN can be observed in ResNet50
implementation with LS- GAN (4.14%). The pre-processing phase involved here
solves the issue of limited datasets available in the biomedical areas of research and
also aids in training the Deep Learning models more efficiently. The work carried
out in this paper could be further experimented by venturing into other recent and
robust versions of GANs.
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VLSI Implementation of Multipliers
for Artificial Intelligence Applications:
A Survey

R. Karthick, S. Shanmuga Raju, G. Abinaya, G. Ashwanth, and G. Kaviya

Abstract As the competition among different multiplier models keeps rising we
have explored a 2-speed, radix-4, serial-parallel (SP) multiplier for stimulated appli-
cations like Machine Learning and Artificial Intelligence. The designed multiplier is
a variant of the modified radix-4 with serial-parallel (SP) Booth multiplier that skips
over the zero operations and adds only the ones in Booth encodings, making the
latency dependent critical paths are taken for process so that throughput and latency
are invoked higher for a subnet of multiplier values. We show that for bit widths of
32 and 64, our optimizations can result in a 1.42 times to 3.36 times improvement
with the standard parallel (P) Booth multiplier in terms of time—area depending on
the incoming set.

Keywords Multiplier · Speed optimized · Dynamic CMOS · Booth multiplier

1 Introduction

Manipulating data on multiplication is the most important milestone in applications
like Artificial Intelligence(AI), digital signal processing (DSP) andmachine learning
(ML), detailing the delay, area, power and overall performance of parallel(P) imple-
mentations. An extensive work on optimizing the multiplication circuits, however,
the problem is that Wallace or dadda tree in combination with higher radixes on
modified Booth algorithms. Parallel-Parallel (P-P), Serial-Parallel(S-P) and serial-
serial(S–S) in which any one of the multiplication that is generally performed in
digital circuits. Modified Booth algorithm, in which we target serial-parallel(SP)
two-speed multiplier (TSM) that rigidly adds only the ones encoded parts of the
multiplication and bounce over the zero encoded portions.

InAI, DSP andML implementations, the improvement in performance of a design
depends on the turned down precision representations, to gain computational accu-
racy we strive for the bottom-most possible bit width. Exactness is usually fixed at
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design time, and therefore, any changes in the requirements entail that further modi-
fication involves reconfiguration of the implementation. In cases where a tiny bit
span would be sufficient, the design runs at bottom efficiency since least mandatory
computation is taken on. To lighten this, mixed-accuracy algorithms intended to be
used in a lower bit span some partition of time, and a substantial bit space when
necessary. Two data paths that make the operation at different precisions which is
normally implemented in the circuit.

The target of the paper is to remove a portion of the computation completely and
significantly during the runtime which is a dynamic control structure. The goal is
accomplished using modified serial Booth multiplier, which is independent of loca-
tion and skips over encoded entire-zeroes or entire-ones computation. A parallel bit
arrangement of all operands both multiplicand and multiplier that is designed to give
a smart block which can be injected into existing AI bots, DSPs and ML. For certain
intake sets, the multiplier hits considerable striking improvements in computational
system performance. The main benefits of this method are as mentioned below.

(1) Thedata path of the boothmultiplier has two sub-circuits. These circuits operate
at different critical paths.

(2) Implementing two critical paths in booth multiplier provides enhancement in
bit-pattern calculation and increases the throughput. Therefore its results in
reduced time and improved latency than conventional multipliers.

(3) The FPGA implementation of the proposed multiplier model for evaluating
the performance and comparison of throughput with conventional multipliers
(Fig. 1).

Fig. 1 Multiplier
architecture
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2 Related Works on Multipliers for AI

2.1 Booth Multiplier, Dadda Multiplier, Wallace Multiplier

Vasudeva et al. [4] proposed a “Study of 8 Bits Fast Multipliers for Low Power
Application”. In VLSI the design of multipliers is the most complex architecture
block. Designing the multiplier may face challenges in optimizing power, delay and
area. When the number of stages is increased the width of the multiplier is also
increased which leads to complexity in Areas. For accuracy and high sampling rate
wide bit width is required. So the requirement for designing and developing an IP
for high speed applications. The design is proposed utilizing the basic multiplier
building blocks. In this paper we analyze the different types of 8-bit multiplier and
compare their performance. We are comparing three multiplies namely modified
Booth, Wallace and Dadda.

Modified Booth’s Multiplier:
Booth’s algorithm is commonly used formultiplication of signed numbers because

it is the most powerful algorithm to perform multiplication of signed numbers. This
multiplier frequently performs addition of A or S with P and performs arithmetic
right shift in P register. The algorithm of booth multiplier as follows:

x—multiplicand and y—multiplier
Step 1: fill the A with x bits and y+ 1 zeros, similarly S with−x and y+ 1 zeros

also p with x + y + 1 zeros
Step 2: check the last two bit of p

If it is 01 perform P + A.
If it is 10 perform P + S.
If it is 00,11 do no operations.

Step 3: Shift the values obtained to one bit right.
Step 4: Repeat step 2 and three y times.
Step 5: Eliminate the MSB of P, and the resultant is obtained.

Wallace Multiplier:
In Wallace multiplier the delay is always equivalent to logarithm of operand size.

The operation of wallace multiplication follows:
Step 1: The bits are grouped for the product.
Step 2: Using carry save adders the product matrix is reduced to a two rows
Step 3: fast carry propagate adder will add the remaining two rows and the final

product is obtained.
The Wallace tree is a family of column compression multipliers (Fig. 2).

Dadda Multiplier:
The Dadda multiplier with carry look ahead reduces the number of rows in the

multiplication process. The counter numbers are less in this method. This reduction
in counter placement will provide a reduction in partial product. The figure shows
the flow of the Wallace multiplier (Fig. 3).
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Fig. 2 Wallace multiplier

Fig. 3 Operation 8 × 8 bits
dadda multiplier

After analyzing the performance parameters like speed, area and power consump-
tion of Booth, Wallace, and Dadda multiplier it can be concluded that Dadda multi-
plier is best in considering area, Booth multiplier provides better power optimization
and Wallace tree multiplier provides better delay optimization. When the number of
interconnections between the building blocks increases there will be increase in the
intermediate stages of the multiplier. This paper shows that the Dadda multiplier has
a 76.5% increase in interconnections as it has more number of inter-stages.
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2.2 Vedic Multiplier

Sri Lakshmi et al. [1] proposed “Design and Implementation of High-Speed Vedic
Multiplier Using Hybrid Full Adder”. A novel multiplier architecture is introduced
which includes the algorithms like Array, Modified Booth, Dadda multipliers etc. A
multiplier based on Vedic mathematics is discussed in this paper. Vedic mathematics
is an ancient method of sutras for mathematical calculations. The special purpose
of Vedic maths is it reduces the complicated calculations by calculating the partial
products in prior before the beginning of actual operations of multiplication so that
the optimization in time and delay can be achieved. A novel hybrid vedic multiplier
approach has been discussed. In this paper a Vedic Multiplier with CSA is used to
increase the speed. The half adders and full adders in existing Vedic multipliers are
replaced by hybrid adder and compressor adders and comparison has been performed.
Compressors are the logic circuits that can add 3 or more bits simultaneously. Hybrid
full adder is also a kind of full adder with a lesser number of gates so that the area
is reduced. Therefore, by observing all the above results, we can conclude that the
hybrid adder is more power and delay efficient. Though the compressor has more
power and area efficiency compared with normal conventional full adder design,
hybrid adder is giving even better results compared with compressors. So, hybrid
adders give better performance among these three adders circuits (Fig. 4).

Compared with conventional adder the hybrid adder has a delay of 7.04%, power
of 11.12% and area has 1.46% respectively. In comparison of hybrid adder with

Fig. 4 Vedic multiplier
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compressors the delay, power and PDP got reduced by 2.02%, 1.43% and 3.74%
respectively. Finally conclude that hybrid adder with vedic is gives better efficiency
compared with conventional full adder and compressors.

2.3 Wallace Tree Multiplier with Kogge Stone Adder

Sundhar et al. [5] proposed the “performance analysis of wallace tree-multiplier with
Kogge stone Adder using 15–4 compressor” (Fig. 5).

Wallace multiplier using full adder and half adders to bring down the partial
product from three to two rows and then two partial products are added using the
final adder. In this paper an approximate 16 × 16 bit Wallace multiplier using 15–
4 compressor architecture is designed and if we compare the performance of this
multiplier with Kogge stone adder, it is using the same architecture of multiplier
using parallel adder. This architecture infers that kogge stone adder is faster when

Fig. 5 Overall architecture of 16 × 16 Bit wallace tree
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we are compared to the multiplier with parallel adder since Kogge stone adder is
basically a parallel prefix adder. This adder has the fastest addition based on design
time. Hence this multiplier occupies about 15% of total coverage area and dissipated
power and delay are also highly reduced.

2.4 Array Multiplier

Devi et al. [6] proposed “low power optimized Array multiplier with reduced area”.
In this paper a 32-bit design of power and reduced area optimized unsigned array
multiplier is proposed. This multiplier is a 32bit array multiplier which makes use of
Carry Select Adders (CSAs) to execute partial product additions. This adder’s area
is expanded but delay is reduced. Ripple Carry Adders (RCAs) are the adders that
have a closely packed area but they are the slowest type of adders (Fig. 6).

On the other hand, carry look ahead adder (CLA) is the high-speed adder but they
are the worst from the area point of field of vision. Hence carry select Adder (CSA)
have been considered as the best comparing with RCA and CLA because they offer
a good counterbalance between compact areas of RCAs and short delay of CLAs.
The array multiplier with CSA uses modified booth algorithm with greatest power

Fig. 6 Array multiplier with carry select adder
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compression technique to minimize the power dissipation upto 22% and reduction
in area is also achieved.

2.5 Array Multiplier with OTFC

Aruna et al. [2] proposed “A low power and high speed Array multiplier using on-
the-fly conversion”. In this multiplier design with single precision truncation, the
product of 2 N-bits produces 2 N but partial products, excluding these 2 N bit partial
products, are going to be divided into 2 N-(n/2) bits and N/2 bits. As a result finally,
2 N bits are created by adding the above bits using ripple carry adder (Fig. 7).

The array multiplier outlined in this paper is designed and enforced with no
truncation or addition approach; instead it is executed using a typical array multiplier
scheme. The proposed array multiplier produces the high order bit (MSB) of the
final product. The multiplier design leverages on the fly conversion converter that is
implemented as the tail end of the multiplier. This is to achieve the expedited carry
propagation in the last leg of multiplication. The OTF conversion logic is achieved to

Fig. 7 Array multiplier with OTFC
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Table 1 Comparing existing multiplier

S. No. Multiplier Delay (ns) Power (mW) Area

1 Booth multiplier 3.75 3.24 214 LUTs

2 Dadda + CLA multiplier 2.56 5.65 878 µm2

3 Carry select multiplier 46.23 155.4 4034 LUTs

4 Variable carry skip multiplier 40.6 153.7 3970 LUTs

Table 2 Comparing recent multipliers

S. No. Multiplier Delay (ns) Power (mW) Area

1 Vedic + Full adder multiplier 13.64 173.2 3653 LUTs

2 Vedic + Hybrid adder multiplier 12.12 170.71 3396 µm2

3 Array multiplier 3.14 9.89 5349 LUTs

4 Radix-4 S-P multiplier 21.28 4.35 87 LUTs

5 Wallace multiplier 3.125 0.42 1570 µm2

provide constant delay irrespective of input bits processed. Hence the arraymultiplier
with OTF conversion has a minimum array, smaller area and less energy.

3 Comparison on Existing Multipliers

See Table 1.

4 Comparison on Recent Multipliers

See Table 2.

5 Resultant Efficiency Chart

6 Conclusion

The proposed multiplier is divided into two sub circuits which operate at different
critical paths. The design of CMOS Multiplier that will be highly adaptable to AI,
ML and DSP kind of applications. The Multiplier is designed for bit width of 32 and
64, expecting an improvement of 3 × and 3.56 × respectively. On comparing the
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standard parallel multiplier, this design gives 3.64× improvement in area and delay.
Upcomingworks on applicationwill take complete feature of two speed optimization.
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Automated Boneage Analysis Using
Machine Learning

J. K. Krithika, Yayha Norashikin, K. Porkumaran, and S. Prabakar

Abstract Bone age assessment is done to analyse the skeletal maturity according
to their chronological age. This is done by radiograph method considering the left
hand or wrist. Bone age assessment is done by comparing the chronological age to
assess the endocrine disorders and pediatric syndromes. Earlier the manual method
was used, where the radiologists compare the radiograph image with the atlas and
estimate the age of the bone. In this study, the analysis and classification of the x-ray
image of the left hand is experimented to determine the bone age. Here the bone
age analysis method involves the segmentation of the image, feature extraction and
classification using support vector machine(SVM). The results obtained is future
used to assess the skeletal abnormalities.

Keywords Support vector machine · Feature extraction · Hand X-ray image ·
Region of interest

1 Introduction

Bone is connective tissue. There are 300 soft boneswhich are formed during the birth,
then the cartilage grows and slowly replaced by hard bone. During the adolescence
period there are 206 bones formed. These bones have their own blood vessels and
made up of living cells. The longitudinal growth in long bones is due to process
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of endochrondral ossification and width growth is by the development of skeletal
tissue directly from the fibrous membrane [1]. Bone age assessment is done by
comparing the chronological age, which is used for diagnosis of endocrine disorders
and pediatric syndrome. Osteoporosis is a skeletal disease, which is caused due to
low mineral density in the bone. This is diagnosed by measuring the bone mineral
density (BMD) [2]. The Radiograph images are used as they are quite safe, the
exposed radiation is less. The use of age assessment in social development is to
identify the details about the refugee, this also used in criminal cases and also for
forensic reports [3].

2 Problem Statement

Bone age helps to evaluate growth but the children does not mature at the same time,
which makes it difficult to evaluate the growth. Usually the bone age assessment
depends on radiologist experience, it is carried out by visual evaluation of the skeletal
development using GP atlas. In manual approach, bone age assessment varies from
one scientist to another. It is also time consuming and may lead to errors.

In this research method, it will focus on analysis of the left hand x-ray image. This
is done by taking the ROI part and Extracting the image. This research will result
in development of automated bone age prediction algorithm using machine learning
technique.

3 Objectives

The assessments that will be carried out are about the bone age analysis from x-ray
image radiograph, to achieve few goals:

1. To analyze the bone from the x-ray image at various level of age.
2. To develop and evaluate bone age prediction algorithm by using machine

learning technique.

4 Literature Review

Osteoporosis is a skeletal disease due to low bone density; this is diagnosed by
measuring the bone mineral density. Bone age analysis was also used for evaluating
the growth and diagnosis of pediatric syndrome and endocrine diseases.

There were different methods for determining the bone age. CT was used but it
was not preferred as its radiation is high. MRI is being developed, but requires more
research. Ultrasonography is used but it is not accurate as radiographic methods [3].
In ultrasound method 2 transducers are used, one produce ultrasonic waves and other
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one is the receiver. Radiographmethod where considered as the predominant method
for bone age analysis. A study was conducted by using the mammography x-ray,
which has the high image quality. The method used was dual energy x-ray absorp-
tiometry (DEXA) and sonography. The DEXA is more accurate but it is expensive
and radiation emitted is more. It is used in spine and hip. Sonography method is
radiation free and its cost is low. It is usually used to assess the bone mineral density
of peripheral bones (heel, knee cap) [5].

Studieswere not only done in hand bone but few studies done the bone age analysis
by dental maturity, it was used for forensic purposes, but not used in diagnosis of
endocrine diseases. The other method is by iliac bone, it was determined based on the
degree of maturation of the iliac crest apophysis, but this was a drawback one as the
ossification is not uniform in iliac crest apophysis. The other method is by femoral
head, which is the alternative way by assessing the depth of the epiphysial cartilage
of femoral head which is continuously being ossified. Ossification is complete and
most of the cartilage is replaced by bone remaining cartilage, which is called as
hyaline articular cartilage. The bone age analysis was first done manually in tooth,
later in bones such as skull, foot bones, knees, spinal cord, pelvis, rib, femur, carpals
and epiphyses of the ulna and radius. The main characteristics of the bone age
assessment are fusion of bones. The problems inmanual approach is time consuming,
it varies from scientist to scientist, it may also lead to error and during surgery
over estimation or under estimation of bone length may lead to deformity. But in
automated bone age analysis, according to Dinesh M.S the radiograph must have
preprocessing, segmentation, image enhancement, rotation of bone pixels to proper
angel, measurement analysis and decision analysis [6].

An attempt using the SVM classification method has been introduced by Markus
Harmsen et al. [4]. The semi-automatic BA analysis developed by combining the
support vector machine with cross correlation to a prototype image for each class.
The evaluation of BAA is presented by comparing the nominal and real- valued
SVM with k nearest neighbor classification. According to this automated BAA,
there are some step that have present: (1) Extract 14 epiphyseal regions from the
radiographs; (2) retain image features using the image retrieval inmedical application
framework; (3) Use these features to build a classifier model (training phase); (4)
Evaluate performance on cross validation (testing phase); (5) Classify unknown hand
image (application phase). These all steps have been implement by using C++ and
SQLite database version 2.8.17. Therefore, based on the 1097 hand radiographs
of 30 diagnostic classes in range 0–19 years, the nominal and real-value SVM are
resulting 91.57% and 96.16% accuracy respectively. However, in all the study done,
can observe that the SVM classification method have the higher accuracy and state
that the simple classification for the BA analysis. However, some improvement of
feature extraction is required as to achieve the BA assessment more efficient and can
classify to the age level categories.
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Detection of ROI 
(midfinger) 

Calculation of the im-
age properties of mid-
finger

Middle finger
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18yrs)

Classes (5-
12yrs)

SVM

Fig. 1 Simplified performance model of automatic bone age analysis

5 Proposed Work

The detection and feature extraction of the hand bone x-ray of different image is
the significant work done in the bone age analysis. The input images are taken from
the website, and feature is extracted and the trained data is feeded into the classifier
(Fig. 1).

5.1 Input Image

The image dataset of the left hand is taken from the website kaggle.com. The test
dataset and trained datasets are downloaded, about 10,000 and above datasets for
each dataset. The dataset of the images is obtained with the CSV, which contains the
information regarding the person’s age, sex that are used for training.

5.2 ROI Extraction

The first stage used for segmentation. The middle finger is labeled using the toolbox
in mat lab for all 120 images. Middle finger is considered because of prominent
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growth of bones. After labeling of the image the data is exported into the workspace
in tabular form.

5.3 Feature Extraction

Feature extraction is the next stage. From theROI image themean, standard deviation,
maximum value, energy, variance is determined. Normalization was also considered
and the output was compared between before normalization and after normalization.

5.4 Classification

The feature extraction will undergo the classification method. All the classifier was
used to find the better classifier for classification. From the work it was found that,
linear and quadratic svm has better classification accuracy.

5.5 Result of Training the Dataset for 120 Images

See Figs. 2, 3, 4, 5, 6 and 7; Table 1.

Fig. 2 Quadratic SVM after normalization
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Fig. 3 Quadratic SVM before normalization

Fig. 4 Linear SVM after normalization

From the 120 images it is found that before normalization, the accuracy is 89.2%,
which is greater when compared to after normalization. Because during normal-
ization the raw data of the image may be missed. For less number of images, the
parameters used for feature extraction was enough and from this it is proven that
linear classifier gives the good result.
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Fig. 5 Linear SVM before normalization

Fig. 6 Cubic SVM after normalization

5.6 Result of Training the Dataset for 336 Images

See Figs. 8, 9, 10, 11, 12 and 13; Table 2
For more no of images, the accuracy after normalization and before normalization

does not vary much, but comparing to 120 images, the accuracy obtained in this is
less. Because for higher no of images the parameters used such as mean, standard
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Fig. 7 Cubic SVM before normalization

Table 1 Accuracy obtained
for 120 images

Classifier name Accuracy % (after
norm)

Accuracy %
(before norm)

Linear SVM 87.5 89.2

Quadratic SVM 86.5 88.3

Cubic SVM 85 85

Fine Gaussian SVM 86.7 86.7

Medium Gaussian
SVM

85 84.2

deviation, energy, minimum value, maximum value, variance for feature extraction
is not enough. The accuracy always dependent on the feature extracted.

6 Classifier Result

Once the extracted features are fed into classifier, it is trained and the result is gener-
ated as a code in theworkspace. From the generated code, theValidation accuracy and
validation prediction of the images are obtained. For testing the obtained program,
more than 10 images are labeled again and feature is extracted from it and fed into
the code generated for the result Fig. 14.
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Fig. 8 Linear SVM before normalization

Fig. 9 Linear SVM after normalization

From the figure the result is obtained. The accuracy for classification is 89.2% as
the code generated is by the linear classifier at accuracy 89.2%. 8 images for each
class was fed., Totally 16 images were fed into the generated code and the validation
accuracy is 0.8750 and for class 1, only 1 image was predicted wrong and for class
2, 1 images where predicted wrong.
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Fig. 10 Quadratic SVM before normalization

Fig. 11 Quadratic SVM after normalization

7 Conclusions

In conclusion, the bone age reflects the skeletal maturity when differing significantly
from chronological age. There were a lot of method to automate the analysis of the
bone age that will be time consume for the radiologist in analysis the radiographs of
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Fig. 12 Cubic SVM before normalization

Fig. 13 Cubic SVM after normalization

bone age but in this analysis, the reliable feature extraction is the most important key
point for analyze the development of the bone age. However, in the implementation
of the image processing for feature extraction as inspected ROI image have been
done as the proposed methodology. The method contains the detection of ROI using
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Table 2 Accuracy obtained
for 336 images

Classifier name Accuracy % (after
norm)

Accuracy %
(before norm)

Linear SVM 81.5 81.3

Quadratic SVM 83.5 83.6

Cubic SVM 80.7 81

Fine Gaussian SVM 80.4 81.8

Medium Gaussian
SVM

81.0 81.5

Fig. 14 Classified result of the given test images

parameters like mean, variance, energy and then the images are trained in the SVM
classifier.
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Multi-Class SVM Prediction Model
for Lung Cancer Diagnosis

D. Lakshmi, J. Sivakumar, and S. Ramani

Abstract Detection of lung abnormalities is essential in the field of medical diag-
nostics in order to reduce mortality. Early and correct diagnosis of these lung abnor-
malities leads to timely and appropriate treatment thereby reducing the mortality.
This area of research always faces a challenging task to differentiate the cancerous
tissues from non-cancerous tissues using CT images. This paper presents the SVM
prediction model for the characterization of lung tissues namely fibrosis, suspicious
of TB and carcinoma. This model is designed with three set of features formed with
Gray-Level Co-Occurrence Matrix (GLCM) and Gray-Level Run- Length Matrices
(GLRLM) and is evaluated using True Positive Rate, False Negative Rate, Posi-
tive Predictive Value, False Discovery Rate. The classifier model shows trustworthy
results with classification accuracy ranging between 93.9% and 98.6% respectively.

1 Introduction

In India, Non-Communicable diseases lead to mortality rate of 9% and 11% due to
cancer and chronic respiratory issues [1]. General clinical practice includes various
non-invasive techniques in the management and diagnosis of lung abnormalities.
These techniques offer great potential in the disease prediction and treatment. Devel-
oping countries conduct the lung cancer screening with a higher risk of diagnostic
procedures even for benign tissues and extreme treatment for over diagnosed cancers
[2]. Recently, integrated back scattering technique in endobronchial ultrasonography
has been used in the lung cancer diagnosis [3]. Bayesian Network (BN) predicts
better than SVM for two-year survival in non-small cell lung cancer patients with
missing variables. The logistic regression model to the BN has an Area Under Curve
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(AUC) of 0.71, 0.75 and 0.76 for the Ghent, Toronto and Leuven datasets respec-
tively [4]. Selection of textural features is another major challenge in the character-
ization of lung tissues. Interobserver variability in texture analysis including lesion
morphology, image acquisition parameters, segmentation parameters, the number of
texture features and the category must be dealt that result in satisfactory outcome in a
clinical trial [5–9]. The role of non-linear classifiers in medical imaging diagnostics
is significant in the non-invasive characterization of lung abnormalities. Multiple
kernels based SVM has nowadays become effective in the characterization and
staging of lung diseases from CT images.

2 Literature Survey

Cancer is a multifaceted disease and many automated cancer detection systems are
proposed in literature. A predominant researchwork is based on classification of later
stages of lung tumors commonly termed as malignant. Early detection of cancer also
known as prognosis is not straight- forward as information about cancer biomarkers
are not knownclearly.Detection of cancer fromCT images involves feature extraction
and classification using machine learning algorithms such as ANN, Decision Tree,
Linear Discriminant Analysis, SVM, Nearest Neighbor classifier and Bayes Clas-
sifier. Recent literature reports that SVM classifier outperforms other conventional
classifier systems in lung cancer detection. SVM performs a two-class classification
by transforming the input data to higher dimensional feature space through a linear or
a non-linearmapping function. It identifies a decision boundary known as hyperplane
that maximizes the separation between the input variables in feature space. Keshani
et al. [10] proposed a SVMbased lung nodule detection system fromCT images. The
classifierwas trained on2Dstochastic and 3Danatomical features to detect the nodule
areas. They reported an overall detection accuracy of 89% and false discovery rate of
7.3% per scan. Thomas et al. [11] proposed a data fusion technique to combine the
genomic and proteomic data for breast cancer detection. They proposed a weighted
average Least Squares SVM (LS-SVM) classifier for cancer classification. They
report classification performance of various conventional classifiers based on ROC
analysis. Shen et al. [12] proposed a bidirectional chain coding scheme and usedSVM
classifier to segment the lung nodules fromCT images. They reported a segmentation
accuracy of 92.6% with the proposed scheme. Huang et al. [13] compared the clas-
sification performance of standalone SVM and SVM ensemble classifier in breast
cancer analysis. They reported that SVM ensemble classifier based on RBF kernel
function outperformed other classifi-ers used in the analysis. Froz et al. [14] proposed
a combination of textural features based on artificial crawlers and used SVM classi-
fier for differentiating lung nodules from non-nodules of CT images. They reported
a mean accuracy of 94.3% and AUC value of ROC curve of 0.922 for RBF kernel
SVM classifier. A study done byWang et al. [15] compared several classical machine
learning methods like Random Forest(RF), Support Vector Machine(SVM), Adap-
tive Boosting (Ada-Boost), Back Propagation Artificial Neural Network(BP-ANN)
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with Convolution Neural Network(CNN) architectures for the classification of lung
nodules from metastasis of Non-Small Cell Lung Cancer(NSCLC). The effect of
textural features over diagnostic features in the discrimination of these lung nodules
is compared and the results are very attractive. Orozco et al. [16] presented RBF
kernel based SVM classifier utilizing wavelet features for the clinical data taken
from LIDC and ELCAP data base and obtained an accuracy ranging between 81 and
100.Makaju et al. [17] proposed SVMmodel to classify the lung nodules into benign
or malignant with a maximum accuracy of 86.6%. Hassen et al. [18] experimented
stepwise Forward Selection and Principal Component Analysis (PCA) based SVM
for the classification of lung diseases.Hybridizing PCA, FCMandSVM improves the
classification accuracy. Ajin and Mredhula [19] analyzed the behavior of combining
Radial Basis Function and Polynomial Function in the classification of different
Interstitial Lung Disease (ILD) patterns. Combining these two functions referred as
Hybrid kernel based SVM is able to differentiate these ILD patterns with accuracy
better than the ANN, K- Nearest Neighbor and Deep CNN. Optimizing the SVM
kernel function may greatly reduce the prediction time and [20] obtains the classifi-
cation accuracy of 99.17% for 70 number of nodules. A retrospective study done by
Dennie et al. [21] evaluated 55 patients differentiating primary lung cancer with gran-
ulotamous nodules and results in an accuracy of 64.8%.Mohana et al. [22] proposed a
method based onNearest Neighbour for the detection of lung cancer. GLCM features
are extracted and using these features the cells are classified as benign andmalignant.
Nearest Neighbour classifier achieved an accuracy of 98.76%. Senthil and Shubha
[23] implemented a method based on Back Propagation Network for lung cancer
detection. Seven features are selected using Principal Component Analysis (PCA).
The parameters and weights for BPN are optimized using Ant Lion Optimization
(ALO). Their experimental results shows an accuracy of 87.1%, 93.2% and 99.1%
in Stage I, Stage II and Stage III respectively.

3 Proposed System

3.1 Subject Selection and Dataset

Our Cohort includes 17 subjects of multi-slice chest Low-Dose CT images. The
specification of CT images includes tube voltage of 120kV, tube current ranging
between 120 mA and 220 mA and slice thickness between 0.3 mm and 0.7 mm and
is stored in Digital Imaging and Communications in Medicine (DICOM) format.
Dataset comprises of individual slices of each patient expressed as 512 x 512 matrix
with a 8- bit gray-level stored in Bit-Map format. The number of slices representing
healthy person is 123, fibrosis is 103, carcinoma is 185 and the suspicious of tuber-
culosis case is 50. The other cases include fibrosis and the suspicious of tuberculosis
cases. This work uses histopathological test as the ground truth for categorizing lung
tissues. This paper proposes SVM prediction model for the differentiation of various
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lung tissues namely suspicious of TB, fibrosis and carcinoma. The work aims at the
implementation of highly accurate SVM prediction model with very less prediction
time.

3.2 Methodology

As shown in Fig. 1 our classification procedure begins with unsupervised segmenta-
tionof lung tissues from440number of lowdoseCT images comprehensively.GLCM
involves extracting first order features specifically contrast, correlation, homogeneity
and energy. These features are computed along the four directions given by angle θ

resulting in 16 number of features. Entropy is also calculated for the tissues inside the
lung parenchyma and outside the lung parenchyma defining model with 18 features.

Similarly, 11 GLRLM features are computed across 4 four directions defining
model with 44 features [24]. The features extracted are subsequently trained and
validatedwith the different SVMkernels namely linear, quadratic, cubic and gaussian
for characterization of the lung cancer with respect to other abnormalities as shown

Fig. 1 Methodology
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in Fig. 1. The strengths of our proposed work are 1. Processes the low-dose CT
image comprehensively. 2. Prevents human intervention during diagnosis. 3. Prior
knowledge of ROI is not required.

4 Experimental Results and Discussion

Prediction of SVMmodel is evaluated in terms of accuracy and prediction time with
respect to kernels and type of feature set. Many researchers use SVM for binary
classification problem and shown satisfactory performance. But, the use of binary
SVM is restricted for multi-class problems. Our three class SVM classifier model
performance with the three feature sets namely GLCM, GLRLM, both GLCM and
GLRLM are evaluated by the Confusion matrix as in Tables 1, 2 and 3 respectively. It
is well observed that the feature set type and the size contribute the classifier perfor-
mance to a greater extent. ClassifierModel with 62 features reducesmisclassification
of carcinoma and other cases significantly.

4.1 Performance of SVM Classifier Model Based on Features

Our proposed system implements three class SVM prediction model trained with
GLCM based features, GLRLM based features and both GLCM and GLRLM based

Table 1 Confusion matrix
for model with 18 features

Actual/predicted Healthy Other cases Carcinoma

Healthy 113 – –

Other cases – 127 15

Carcinoma – 7 178

Table 2 Confusion matrix
for model with 44 features

Actual/predicted Healthy Other cases Carcinoma

Healthy 113 – –

Other cases – 135 7

Carcinoma – 14 171

Table 3 Confusion matrix
for model with 62 features

Actual/predicted Healthy Other cases Carcinoma

Healthy 113 – –

Other cases – 137 5

Carcinoma – 5 180
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features. Table 4 shows the classifier performance parameters namely true positive
rate, positive predictive value, false negative rate and false discovery rate respec-
tively. Table 5 presents the accuracy and prediction time of SVM classifier with
gray-level co-occurrence matrix parameters and gray level run length matrix with
respect to different kernels like linear, quadratic, cubic and Gaussian kernels respec-
tively. Classifier accuracy is influenced by the selection of the different feature set
numbering 18, 44 and 62 respectively. Moreover, the maximum accuracy is obtained
for quadratic and cubic kernels in both the glcm and glrlm based feature set. The
model categorizes the three caseswith an accuracyof 95, 95.2 and97.7%respectively.

4.2 Prediction Time for Different Kernels

Our experimental results clearly demonstrate that the proper selection of the infor-
mation data from the training dataset and exploiting that information in the predic-
tion function optimization reduces the prediction time. Figure 2 shows Prediction
time of SVM with different kernel function gives interesting results that model with
glcm features consumes maximum time of 7.65s compared to 1.05s for model with
glrlm features. Figure 3 gives the Quadratic, Cubic and Gaussian kernel functions
with GLRLM based features able to predict with a less timing of 1.11s, 1.069s and
1.246s compared with GLCM based features of 1.269s, 1.49s and 1.167s respec-
tively. Combining both GLCM and GLRLM features shown in Fig. 4 does not yield
significant change on prediction time. Finally, SVMpredictionmodelwithQuadratic
and Cubic Kernels proves that GLRLM features is efficient in the characterization
of the lung tissues namely fibrosis, suspicious of TB and carcinoma resulting in an
accuracy of 98.6% each as shown in Fig. 5.

4.3 Multi-class SVM Classifier Model Prediction Accuracy

The classifier models are usually evaluated by their prediction accuracy. Our three
class SVMclassifiermodel is assessedby its prediction accuracy and is also compared
with all the binary class SVM state of the art as shown in Table 6. Many researchers
implemented Binary class SVM classifier model with GLCM and GLRLM features
yielding less accuracy. Our proposed three-class SVM Classifier model shows
significantly high value of prediction accuracy.

5 Conclusion

We developed three class SVM prediction model with 5 fold cross-validation for
the differentiation of lung cancer from other lung tissues like suspicious of TB and



Multi-Class SVM Prediction Model for Lung Cancer Diagnosis 259

Ta
bl
e
4

SV
M

cl
as
si
fie

r
pe
rf
or
m
an
ce

pa
ra
m
et
er
s
w
ith

th
re
e
fe
at
ur
e
se
t

T
ru
e
po

si
tiv

e
ra
te

Po
si
tiv

e
pr
ed
ic
tiv

e
va
lu
e

Fa
ls
e
ne
ga
tiv

e
ra
te

Fa
ls
e
di
sc
ov
er
y
ra
te

Pe
rf
or
m
an
ce

Pa
ra
m
et
er
s

H
ea
lth

y
C
as
es

(i
n

%
)

O
th
er

C
as
es

(i
n%

)

C
ar
ci
no

m
a

C
as
es

(i
n

%
)

H
ea
lth

y
C
as
es

(i
n%

)

O
th
er

C
as
es

(i
n
%
)

C
ar
ci
no

m
a

C
as
es

(i
n

%
)

H
ea
lth

y
C
as
es

(i
n

%
)

O
th
er

C
as
es

(i
n
%
)

C
ar
ci
no

m
a

C
as
es

(i
n

%
)

H
ea
lth

y
C
as
es

(i
n

%
)

O
th
er

C
as
es

(i
n
%
)

C
ar
ci
no

m
a

C
as
es

(i
n

%
)

M
od

el
w
ith

18
fe
at
ur
es

10
0

89
96

10
0

95
92

–
11

4
–

5
8

M
od

el
w
ith

44
fe
at
ur
es

10
0

95
92

10
0

91
96

–
5

8
–

9
4

M
od

el
w
ith

62
fe
at
ur
es

10
0

96
97

10
0

96
97

–
4

3
–

4
3



260 D. Lakshmi et al.

Table 5 SVM prediction response for GLCM based features with respect to kernel function

Kernel
function

GLCM GLRLM Both GLCM and GLRLM

Accuracy
(in %)

Prediction
time (insec)

Accuracy
(in %)

Prediction
Time (in
sec)

Accurac y
(in %)

Prediction
time (in
sec)

Linear 95 7.614 95.9 1.0518 98.2 7.2094

Quadratic 96.4 1.2694 98.6 1.1142 97.7 1.363

Cubic 96.4 1.492 98.6 1.0694 97.7 1.1665

Gaussia n 94.8 1.167 93.9 1.2463 94.3 1.313

Fig. 2 Prediction time of
SVM with glcm features for
different kernel functions

Fig. 3 Prediction time of SVM with glrlm features for different kernel functions

Fig. 4 Prediction time of
SVM with different kernel
functions for both glcm and
glrlm features
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Fig. 5 Variation in accuracy of SVM Prediction model with three datasets

Table 6 Comparison of performance of SVM classifiers for different features

Author Features Images Classifier/class Accuracy (in %)

Hongkai Wang
al et (2017)

GLCM based
features

PET/CT SVM/binary 69.23 ± 8.57

Hiram Madero
Orozco et al.
(2015)

Wavelet features CT SVM-RBF/binary 81–100

Suren Makaju
et al. (2018)

Area, perimeter,
centroid, diameter,
eccentricity, mean
intensity

CT SVM/binary 86.6

Donia Ben
Hassen et al.
(2016)

Circularity,
skewness,
kurtosis, entropy,
correlation,
homogeneity,
lacunarity,
localisation

Chest
Radiographs

Hybrid
SVM/binary Fuzzy

74.19

Ajin M and
Mredhula L
(2017)

Linear ternary
co-ocurrence
pattern

CT Hybrid kernel
based SVM/ binary
(RBF and
Polynomial
function

90.52

Tao Zhou et al.
(2016)

Shape features,
intensity features,
texture features

CT SVM/binary 99.17

Carole Dennie
et al. (2015)

Correlation, sum
of squares, sum
variance, sum
entropy, difference
Variance

Contrast
Enhanced- CT

SVM/binary 60

(continued)
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Table 6 (continued)

Author Features Images Classifier/class Accuracy (in %)

Our proposed
work

GLCM based
features

CT SVM/three class
– linear

95.0

– Quadratic 96.4

– Cubic 96.4

GLRLM based
features

– Gaussian 94.8

SVM/three class
– Linear

95.9

– Quadratic 98.6

– Cubic 98.6

– Gaussian 93.9

Both GLCM
features and
GLRLM
based features

SVM/three class
– Linear

98.2

– Quadratic 97.7

– Cubic 97.7

– Gaussian 94.3

fibrosis. It is concluded that quadratic and cubic kernels for GLRLM based features
yield a maximum accuracy of 98.6% with prediction time of 1.23sec. Combining
these features and predicting with linear kernel increases the accuracy to 98.2%.
The main advantage of our Classifier model requires no prior knowledge of ROI
for segmentation, where the system process the low-dose CT comprehensively. The
work may be enhanced for the detection of metastasis of the lung abnormalities by
including dataset contributing images of different abnormalities.
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Survey on Fire Safety Robot &
Implementation of Android Application

K. Sakthisudhan, S. Rubika, S. Sadhasivam, V. Suguna,
and Sri Muruga Rajan

Abstract Detection and extinguishing of fire are dangerous job that puts the life of
fire fighters in danger. Using robots to do these things will reduce the loss of lives.
The roles of current systems are limited in certain ways so it can be improvised to a
quicker and effective method. This paper offers an overview of a fire fighting robot
with toxic gas calculation. Several gas sensors are used to determine the volume of
poisonous gases such a carbon monoxide, carbon dioxide and ammonia. The fire is
detected using a flame sensor and the information is processed by the processor and
the procedure to extinguish it is initiated. Data and informatics is the essential factors
for effective firefighting operation.

Keywords Fire-fighting · Android application · Carbon dioxide · Carbon
monoxide and ammonia

1 Introduction

Fire battle is a dangerous job, but firefighters are still putting their lives on line against
fire. The mortality rate of firefighters in service is high. The temperature steadily
increases when a fire threat arises. The harmful gases such as carbon dioxide and
carbon monoxide appear to impact humans. Fire fighters can also be replaced by
robots that can do the same thing safely. This article reviews and describes prob-
lems and criteria for robot-based firefighting and presents prospects of productive
fighting in the future. The programmed robot locates the fire and automatically extin-
guishes it. If the fire is not detected, the mobile application may monitor it manually.
With mobile device, the robot can be run easily. It tests the safe concentrations of
poisonous gases such as carbon dioxide, carbon monoxide and ammonia in the burn.
This helps us to consider the strength of the fire and the wellbeing of victims. A
mobile network for autonomous firefighting can track and manage a particular area
for the occurrence of fire, and locate the exact place of the fire, extinguish the fire and
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return safely after completion of the extinction. The obstacle monitoring is carried
out using A / D conversion in the microcontroller to convert analogue output from
the ultrasonic sensor to digital, and it is compared with the pre-specified threshold
value for the AFFMP to decide whether there are any obstacles too close [1]. The
Snake Fighter Anna Konda can drive the fire away from outer obstacles apart from
a flat floor, and can use the nozzle that is fixed to the front with a hydraulic medium
in joint action to extinguish the fire. It is a combined use of water to power, cool and
extinguish hydraulic joints [2]. Robots will reach the area of the enemy and submit
information via wireless camera for night vision. The fire sensor senses the fire inside
the warfare and sends the fire extinguisher information, so the water pump can be
triggered whenever possible. An ultrasonic sensor is used to detect all obstacles and
to detect the distance between the robot and the obstacle. Without causing damage,
ultrasonic sensors calculate the distance. When the robot identifies obstacles and
responds. The ultrasonic sensor is incorporated such that the entire world is laid out
[3]. The conventional robot firefighting IOT based firefighting robot can be replaced.
The fire alarm from the cloud is issued to an android application. Then, the auto-
matic receiver in the robot provides a live video of the fire position. The recipient
also allows the consumer and fire victims to connect. This helps the people trapped
in the position where fire has occurred to get guidance on evacuation routes. By
calculating the amount of carbon monoxide within the fire area, the possible health
effects can be calculated roughly [4]. A water tank and a wireless communication
operated pump are used for pumping water. The robot body moves by the micro-
controller’s performance. The robot is operated through a Bluetooth app. Remote
position IR flame sensor is used. Facilities provide wireless networking. Exactness
and performance are maximized after fire detection with a minimum amount of time
[5]. The robot is wirelessly operated and remotely controlled. The fire is sensed by
a sensor. The robot is loaded with a water tank and all motors are operated by the
Microcontroller. The fire and gas sensors are sent to the microcontroller when the
fire threshold is over 450C or the gas threshold is over 300 parts per million. The
message is received via Bluetooth technology on a mobile device [6]. On its own
axis the robot rotates to scan for fire at various angles in the building. If the sensor
LM35 detects heat, the robot stops and moves the fire by means of a centrifugal
pump that casts water, if the temperature increases. In darker areas, the fire flame
is best sensed. It is a robot that prevents fire because it can immediately detect and
extinguish [7]. Nodes where fire incidents happen sometimes are located in an indoor
environment. A sensor and microcontroller node is included. The information shall
be transmitted to the coordinator unit if the node detects fire. The co-coordinating
unit is the main unit linking all nodes. The coordinators unit performs two actions,
one is to send fire alarm message to the department and the other to send details to
a mobile robot consisting of an indoor map. An algorithm for the planning of a star
path designs a route from the current position to the fire location, which is called the
global path. Mobile robots planner [8] transforms the route information into separate
movement instructions. Using its onboard camera the robot will conduct monitoring.
The operator of the robot will direct it remotely around the entire site. The extinction
ofWater and CO2 is conducted. Nebulous sprays are being used to avoid burns in the
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robot. In harmful circumstances it becomes more helpful by bi-directional contact
with victims. A Tmega 2560 microcontroller [9] is used to monitor it primly. The
robot is generally automatic and can be changed to manual mode by remote control.
By using the Bluetooth module, smart phone is connected to the device. The robot
holds the fire away safely. The processing unit is Arduino microcontroller. Proteus
is used for robot research and simulation. Robot is operated from a remote site based
on an RF communication system, to ensure human protection. It is quick and easy
to implement the open-loop control technique. Improved output is the closed-loop
power. However, due to changes in the parameters [10], closed loop framework can
be unstable. For the intelligent burning robot, the search-and-find algorithm is used.
The robot began moving in the direction of the fire, when it was moved on. It recog-
nized a roomwithout a fire and eventually discovered the roomwith a fire and turned
to the fire. It went back to where it began until the fire was extinguished. The robot
effectively fuses the fire through this algorithm [11]. To monitor the robot and to
acquire sensor data, the assembly language software is used. Using the wireless RF
controller, the monitoring computer and a remote supervised computer to operate
the mobile robot. An adaptive fusion algorithm is used to detect fires [12]. The robot
moving vertically is useful in high-level firefighting applications. In a reasonable
time, this robot can climb up a house. The handrail is used as a step on a balcony. It
can go up from 2.50 [m] to 3.10 [m] [13] to the building with its floor inteval.

2 Materials and Method

The purpose of the work proposed is to develop an Android-operated fire-fighting
robot to replace the conventional fire-fighting robot. The IR sensor data is read and
the robot moves forward or the robot spins and moves forward if no collision occurs.
The signal is sent to the microprocessor when the fire is detected by the fire sensor.
The data is interpreted by the microprocessor and then instructed to pump water in
the water pump. The pump works with the motor driver to extinguish the fuel. The
quantity of harmful gases is calculated during this process and the data is forwarded
to the customer. Multiple gas sensors can be used to detect gases such as carbon
dioxide, carbon monoxide and ammonia. A fire sensor is used in five channels, as it
can simultaneously sense fire in 120° and the fire can be detected more easily. The
potential health impacts of the victims can be measured approximately according to
the amount of gases and medical assistance is available in advance. A servo motor
is an electric device that can precisely push or rotate an object. In compliance with
the directions or inputs, the motor driver lets the motor shift. The control / processor
listens to the lowvoltage and regulates an actual engine that needs high input voltages.
A 3~6Vpower supplywill run the Submersible Pump engine.With a very low current
consumption of 220 mA, it can take up to 120 L per hour. It is used to put the fire out.
A flame detector module of 5 channels is used for detecting the wider area of flame
(>120°). Ammonia (NH3) has a strongly pungent odor, colorless gas or compressed
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Fig. 1 Firefighting robot functional diagram

liquid. The detector of ammonia is based on an electrical theory. It disseminates
ambient air into the liquid electrolyte in the sensor via a membrane (Fig. 1).

ACO2 sensor or carbondioxide sensor is a carbondioxidemeasuring unit. Infrared
gas sensors (NDIR) and chemical gas sensors are the most general concepts for CO2

sensors. Carbonmonoxide is an odorless, colorless and tasteless gas which cannot be
detected in the absence of an effective detector. MQ-7 gas sensor sensitive material is
SnO2, which is less clean air conduction. The IR sensor is an electronic system that
transmits light to sensing an object of the surroundings, and it is used to detect CO at
low temperatures (heated to 1.5 V). An IR-sensor can measure and detect the heat of
an object.When there is not an object, there is no signal from the infrared receiver; the
infrared receiver receives signals from an object which blocks and reflects infrared
light. Node MCU is an open source firmware that provides open source prototyping
board designs. The term MCU Node (micro-controller unit) combines “node” and
“MCU”. The word “Node MCU” does not mean the related development kits but
strictly speaking, the firmware. It is cost-effective and can be integrated in support
of WIFI. The consumption of energy is poor.

3 Conclusion

This proposed work is aimed at using robots to detect and extinguish fires that are
minimally harmful to humans. It also tests the amount of poisonous gases including
carbon dioxide, carbohydrate and ammonia using gas sensors, as well as controlling
fire. The gas sensor data helps to predict approximately the potential health effects
of the injured, to ensure that medical assistance is prepared in advance.
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4 Future Work

Water is used to extinct the fire in the proposed work, but the extinct material may
be modified by fire type. The water capacity in the water tank can be increased to
meet requirements. To find their safe levels, other gas sensors can be installed.
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Detection of Emergency Vehicles Using
Radio Frequency Identification (RFID)

Usha Mittal and Priyanka Chawla

Abstract Road traffic is amajor problem inmajor cities.With the increasing number
of vehicles, the resolution of the problem is very crucial. Problems related to traffic
not limited to road congestion, but also difficult for the passage of emergency vehi-
cles. In order to build an intelligent traffic signal system, a complete traffic manage-
ment systemmust be built that deals with all traffic-related problems. The aim of this
article is to propose an efficient system for detecting and prioritising emergency vehi-
cles on the junction. In this paper, emergency vehicles are identified and prioritized
using Radiofrequency Identification (RFID). RFID tags serve to identify vehicles
in a unique way. In this article, ultra-high-frequency RFID readers are used with a
frequency of 865–928 MHz and cover a maximum distance of 9 m.

Keywords Emergency vehicle detection · RFID · Traffic lights · Priority · RF
receiver · RF transmitter

1 Introduction

Urbanization, industrialization and population growth have resulted in a considerable
increase in vehicular traffic. There is no strong traffic framework on the planet today,
an approach to transmit effective traffic frameworks is through the unique control of
traffic lights depending on the size of the traffic Furthermore, there are no priority
services for priority vehicles such as ambulances, police vans or fire trucks. As
a result, certain services other than regular services must be provided to priority
vehicles [1].

A traffic signal that runs on timers is the most common type of traffic control. You
are supposed to work somehow at a particular time of day, regardless of the traffic.
We are not getting rid of unnecessary congestion.

When you are stuck in a traffic jam, you can address the problem of emergency
vehicles with the means to clear the lane in which emergency vehicles travel. This
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may be done as an emergency vehicle approacheswith the nearest traffic light. During
an emergency, the RFID tag acts as a transducer and transmits signals to the lighting
system [2].

RFID is a technology that allows the automatic identification of an individual,
packet or element with radio signals [3]. It relies on RFID tags to do so. These
are small transponders that provide identity information when requested over a short
length. Themajority ofRFID labels have at least twoparts.One is a built-in circuit that
stores certain information, modules and demodulates the signal for radio frequency
and other special functions. The second antenna serves the purpose of receiving and
transmitting the signal. There are primarily two types of RFID tags: active RFID tags
that contain batteries and passive RFID tags that do not contain batteries [4].

1.1 Different Ranges of RFID

To transmit, RFID labels and readers must be adjusted to a similar frequency. There
are various frequencies which may be used by an RFID gadget. Generally speaking,
the more widely recognized are.

• Low recurrence, or LF, (125–134 kHz)
• High recurrence, or HF, (13.56 MHz)
• Ultra-high recurrence, or UHF, (433, and 860–960 MHz).

On the various frequencies, the radio waves act in a contrasting manner, so it is
essential to choose the adjustment recurrence for the application.

Low-frequency labels, for example, have a frequency and may penetrate delicate
metallic surfaces even more appropriately. LF RFID frameworks are likewise ideal
for perusing high water content articles, for example, natural product or beverages,
however the read go is just centimeters or centimeters. Common place LF RFID
applications incorporate creature labeling and get to control.

High-frequency labels work very well for metal items and can be used to handle
goods containing medium to high water. HF RFID frames usually operate in inches,
but can have a greater reading range of about three feet (1 m). Following library
books, following the patient stream, and travel tickets are the average HF RFID
applications.

Generally, UHF frequencies provide essentially a better understanding of the
extent and can move information quickly (e.g., read many more labels every second)
than lower or high recurrence frequencies (inches to 50+ ft. as per the RFID frame-
work arrange- ment). Since, in all cases, the frequency of UHF radio waves is shorter,
their signal would be lowered (or weakened) and would not be communicated via
metal or water. Other basic uses of UHF RFID integrate the electronic assortment
of costs and the control of discontinuation of access because of the more stretched
scope of understanding.
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2 Literature Survey

Because of wasteful traffic frameworks, fuel time and cash are incredibly lost, it
some of the time prompts lost life. So a great deal of work is being done to deal
with those issues. In 2009, the IEEE issued a smart traffic light framework that uses
RFID to filter the vehicle through the vehicle’s RFID label and collect its EPC data
[1]. The traffic volume, vehicle need and street and time are determined by sort of
vehicle. A guideline calculation that suggests how the traffic signals are worked is
given in the Decision Making Section (DMS).

In 2009 [5], the developer proposed a technique for the use of the system’s sensors
as well as the innovation implemented. Accordingly the exchanging of traffic signal
builds traffic and street limit and may prevent traffic jams [6].

In 2014 [7], a web-based traffic management system that could be managed
remotely and monitored simultaneously at different crossings was built using new
web server technologies. The primary node is the Central Traffic Management Unit
(CTMU), which uses Internet technology to remotely track and control individual
nodes.

The author used the RFID label in 2015 [8] and consists of three parts: automatic
monitoring of signals, clearance of vehicles and detection of stolen vehicles.

In [9], the utilization of RFID exercises controls is talked about, specifically those
recognized in the image arrangements and in impedance techniques, to keep up a
vital goodways from issueswhich generally emerge from standardmovement control
sys- tems. This multi-vehicle, multilateral and multi-track convergence framework
is over- seen by RFID. It provides a beneficial time organization plan, in which, a
component schedule proves to be consistently for the segment of each movement
segment. The current use of the framework emulates the fundamental choice of a
functioning cop. The amount and monitoring of vehicles in each segment is the
property where estimates and decisions are completed. The disadvantage of this
examination is that the techniques used for the emergency unit and the control frame
of the moving panels are not attempted.

In 2013, the author [4] proposed a framework for RFID and GPS-enabled crisis
vehicles. The focal errand of thiswork is to lessen the time the crisis vehicle arriving at
the recuperating office by normally clearing up the course through which the salvage
vehicle continues before the moving signs are reached. This should be possible when
a crisis vehicle is at a specific division of its action convergence, turning the action
signal in transit toward the green. The use of RFID perceives the hand brake and non-
emergency cases, inwhich unnecessarymovement blockage is seen. Correspondence
is delivered through the phone and GPS between the crisis vehicle and moving signs.
When development converges, the instrument is completely mechanical and does
not require human mediation. The restriction of the structure is that it needs all
the information about the start, the end of the tour. This that not work if the salvage
vehicle needs to follow an alternate course or if the beginning stage is unquestionably
not comprehended ahead of time.
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Ongoing advances have been utilized to recognize a crisis vehicle nearness and to
figure the real traffic dense[10], for example, infrared (IR) and worldwide situating
framework (GPS). [11]. So as to recognize the nearness and check vehicles, RFID
labels were utilized to distinguish the nearness of crisis vehicles [12]. The most
widely recognized techniques for traffic recognition incorporate video, microwave,
radar identification, ultrasonic location and so on [9, 13].

For crisis vehicle detection [2, 14] and vehicle tracking [5], RFID innovation
has been recommended. So as to control traffic signals [15], RFID and GSM were
additionally proposed. Such projects, be that as it may, depend on specifically taking
care of various issues.

3 Proposed Methodology

Every vehicle has passive RFID labels with explicit Electronic Product Code (EPC)
RFID label number. No outer force source should be connected. The intricacies,
such as the vehicle number, the vehicle type and the owner’s data are also stored on
each RFID tag. The Ultra-High Frequency (UHF) recurrence band recognizes labels
in the RFID radio wire. The peruser module peruses this information and it is then
sent for additional preparing to the worker. Table 1 shows the details of emergency
vehicles taken for experiment. The proposed system includes 2 main units that are
linked together, namely: emergency vehicle detection and vehicle priority based on
the type of vehicle.

Table 1 Details of
emergency vehicles

EPC vehicle
number

Vehicle type Owner’s Details priority

1011 XXX Ambulance XXX 1

1012 XXX Firebrigade XXX 2

1013 XXX Ambulance XXX 1

1015 XXX Ambulance XXX 1

1016 XXX Police XXX 3

1017 XXX Firebrigade XXX 2

1018 XXX Ambulance XXX 1

1019 XXX Police XXX 3

1020 XXX Police XXX 3
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3.1 Detection of Emergengy Vehicle

This system is made up of an RFID tag in emergency vehicles installed. During an
emergency, it is used as a tracker. This means that the driver activates the RFID tag,
which is then detected by RFID readers located a few meters away at the junction,
whenever there is an emergency. These readers then continuously transmit the signals
to the intersection where the traffic lights are controlled. The reader starts detecting
signals and the conditions return to normal as soon as the emergency vehicle is tagged
into the junction.

Access control is used to detect IDs entering or leaving the RFID reader area. The
signals are passed to the junction unit following identification by RFID. The entire
detection unit is shown in the Fig. 1.

Detection of Emergency 
Vehicle 

Priority Assignment to Emergency 
Vehicle 

Multiple 
Emergency 

Vehicles 
present at 
different 
lanes?

Prioritize 
lanes

Assign green light to priority 
lane.

Yes

No

Fig. 1 Flow chart of proposed methodology
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1. Signals sent by the RFID reader are collected by the transceiver. After recog-
nizing the received signals, system identifies the type of emergency vehicle and
assigns priority to it. For example, if more than one different or same emergency
vehicle are present at different lanes, then according to their type, a numeric
value say 1 for ambulance, 2 fire truck and 3 for police van.

2. System then prioritize the lanes according.

4 Results and Discussions

This paper has a great impact on the traffic problems faced in urban areas. Normally
the traffic is controlled by a predetermined signal light controlled system. The
working of themodules is based on the RFID tag information. In this paper, ultra high
frequency RFID tags are used. The only requirement of this paper to be implemented
is that the vehicles should be provided with a unique RFID tag. Proposed method
is implemented and simulated in Python and the results are shows in the Table 2.
Traffic light switching starts from north direction. Emergency vehicle present column
represents whether any emergency vehicle is present or not. Third column represents

Table 2 Results of proposed method

Traffic light
switching
direction

Emergency Vehicle
Present?

Number of
emergency
vehicles present

Direction and
details of vehicles
from where
vehicles coming

Signal to be
provided

North Yes 2 From west,
Firebrigade (EPC:
1017) From North,
Police van (EPC:
1020)

Signal to be
provided on
West

West Yes 1 From North, Police
van (EPC: 1020)

Signal to be
provided on
North

North No NA NA Signal to be
provided on
South

South No NA NA Signal to be
provided on
East

East Yes 2 From North, Police
van (EPC: 1016)
From South,
Ambulance (EPC:
1018)

Signal to be
provided on
East
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number of vehicles present. Fourth column shows type and direction of the emer-
gency vehicle with RFID information. Last columns shows the decision of traffic
light controller i.e. in which direction next signal to be provided.

Any RFID label that exists on a path for over 20 min will distinguish an anomaly.
This might be an accident of the vehicle or a mishap by street. The vehi- cle with
this EPC number will be tried for issues utilizing the phone number of the proprietor
and, where pertinent, will give prompt help.

5 Conclusion

This paper presents a methodology for the arranging of traffic crisis vehicles. The
pro- posed crisis location and organizing framework depends on radio recurrence
ID. With the crisis vehicle location module it will guarantee that the crisis vehicles
will arrive at the goal as quickly as time permits. Contrasted with recently executed
plans, the program is both financially savvy and simple to actualize. The cost level
of the gad- get is exceptionally valuable. Each RFID tag is gathered progressing
by the system. That vehicle may utilize the RFID labels to spare significant data,
for example, vehicle number, proprietor’s information, vehicle model and number
of encroachments by that vehicle. The accompanying can likewise be utilized to
screen crooks, checking vehi- cles taken and e-ringing vehicles, assessing the most
recent details for different sorts of street vehicles, identifying bottlenecks, analyzing
territories for customary blockages and deciding the causes.
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Big Data-Enabled Solutions for Covid-19

Dirisala Saikrishna, Bavisetti Sai Dhanush, Madhusudhan Rao,
Priyanka Chawla, and Usha Mittal

Abstract In the time of the pandemic likeCORONA,Covid-19, everyone is ftghting
against this deadly virus. Besides, governments are looking for a barrier that stops
spread of virus until the vaccine is made. In modern era, technology plays an impor-
tant role. This paper brings the way by using a powerful technology called Big data.
Big data know for handling a large amount of data and provide powerful insights into
the data. Big data integrated with Artificial Intelligence is a powerful tool to ftght
against this pandemic. Many countries like Taiwan, China with the use of Big Data
stop this pandemic up to some extent. But the collection of data itself comes up with
the big challenge of PRIVACY AND SECURITY. In the recent times, the world has
seen the effect of data leaking whether by Facebook or by Google. Many European
countries due to this big challenge will not be able to use this technology.

Keywords Big data · Artificial intelligence · Privacy · Security · Data collection

1 Introduction

1.1 Bigdata

The term describes it all Big data refers to data which is in large volume and different
formats or variety. Generally, Big data is described using the following characteristics
also known as 3 V’s of Big Data. i.e., Volume, Variety, Velocity [1].

Volume—In Today’s world every day Over 2.5 quintillion bytes of data produced
in a single day i.e., approximate.1.7 MB of data in a single second. Big data helps to
manage this huge amount of data with the help of its various frameworks and tools.

Velocity—It refers to the rate at which data is generated and by that time only acts.
on that data. It is challenging but big data provides the various solution for this alsoby
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using Various frameworks like Apache Spark, Flink, Apache Storm we can perform
the data analytics as soon as data enters the system.

Variety—It refers to different types of data that are produced. It is been
Categorized into 3 formats i.e., structured, unstructured, semi-structured.

Structured—It consists of a traditional relational table. Data is represented in a
tabular manner.

Unstructured—The data which is not in a particular format is referred to as.
unstructured data. Audio, video is the type of unstructured data.

Semi-structured—The data which has format, but it not structured is called.
structured data. JSON, CSV formats are the common example of this type of data.

2 How Big Data Help in Fighting Against Covid

Data has a crucial role in knowing the hidden facts. By collecting Data of individuals
big data helps to provide the insights. Data which helps fight against this pandemic
is:

2.1 Medical Data

Data provided by hospitals will play an eminent role. Through recent research, it is
found that a person with heart disease, lung disease or a diabetic person will have
more affected by coronavirus by the prior knowledge of this type of person [2].
Govt. can target this type of person and provide them more instructions during this
coronavirus. Also, By the research, it is found that coronavirus has more effect on a
certain age group of people, i.e., children and old age people.

2.2 Mobile Data Location

Usage of location data is quite very useful [3]. Because as we have a medical history
of a patient, we can use the location of a person easily to provide sufficient aid to that
person. Also, by this Govt. also able to see people are following social distancing or
not.
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2.3 Travel History

By getting this data, it is easy to identify which person has travel history (most
favorably out of the country) [4]. So that quarantine period is assigned to that person.
And a person is tested. By this government’s priority to handle these people first.

3 Privacy Preserving in the Healthcare System

As mentioned in abstract, the biggest challenge in data collection is privacy. Though
this type of data is sensitive data as it completely discloses the identity of an indi-
vidual. By medical data we know the disease that person is suffering. By location
data, there is no privacy of person. There will be a close eye on the govt. or hacker
on a person. Countries like Korea, Taiwan, and China collect that data but still the
privacy the fundamental rights of a person. How person will be protected is still a
blank. Democratic countries need a better solution to concur this challenge. One
solution for that is an individual can voluntarily share its data and authorities will
assure him that its identity will be secured [5]. And after using your data is destroyed.
But the problem here is how can one know its identity is not being compromised and
its data is being destroyed or not. In recent years, many companies said that they will
destroy the data. But they did not. Also, if there is an agreement and a person has
full trust in authorities. There is another big challenge for participation.

3.1 Big Data Approach to Handling These Challenges

Before stepping forward let us knowwhat the difference betweenPrivacy and security
is.

Privacy refers to control over how personal information is being collected or used.
It is the power of an individual to stop information about themselves disclose to the
public or using it for personal use.

Security refers to defend the information of an individual by using technology,
process and by using training data generation is categorized into twoways i.e., Active
Data Generation, Passive Data Generation. In Active data Generation data owner will
give its data to the third party while in passive data generation data is generated by
data ownerwhile online activity and data owner do not know its data is being collected
by the third party. Both risks are minimized by access restriction or by falsifying the
data.

Access Restriction—In Access restriction, if data is collected by active data
generation user cannot give its data if it discloses its sensitive information. If it
is passive data generation data is restricted by using an anti- tracking extension or
adblocker and encryption tools.
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Falsifying Data—Sometimes it is not possible to neutralize access to the data. For
that time data owners can distort the data before data gotten by a third party. Once
the data is distorted it is not easy to reveal the true information. Socket Puppet is one
of the falsifying tools that do its work by deception. Multiple Socket puppet the data
about an individual is regarded as having a place with multiple people by the data
collector.

4 Big Data Privacy When Data is Being Stored

Storing information is not hard in big data due to advancements in technology.But it is
high-risk work. Because once a big data database is being compro- mised the privacy
of an individual is disclosed. Moreover, Big data follows distributed approach data
is placed in several datasets are several locations so privacy is a priority for this. The
conventional security mechanism is divided into four categories Application- level
security, Database level Security, file- level security, and media level security [6].
3 V’s of big data depicts its storage mechanism to be scalable.

4.1 Privacy-Preserving Techniques in Big Data

Privacy is being a major issue not only now but also, in the past. So, some techniques
were used earlier.

De-Identification—It is a traditional technique for privacy- preserving, for
persevering individual privacy. first, we need to generalize the data then suppres-
sion we must give the data for data mining, following up de- Identification comes
with the concepts of K-anonymity, l-diversity, t- closeness to increase the privacy
of information [7]. Migrating de-identification in bigdata is a great deal for privacy
preserving. Thus, big data also offer many methods of re-identification so using
de-identification is not a great idea for privacy protection. For a description of
K-anonymity, l- diversity, t-closeness let us first discuss some important terms.

Privacy-Preserving Aggregation—It is a homographic encryp- tion technique
used for data collection. This works as follows given a homo- graphic public key
source can convert their data into cipher texts. Different sources can use the same
public key then the whole result is aggregated and recovered by using a specific
private key. But this technique is purpose spe- cific. We can only use this technique
for storing and collecting data. For data exploitation and mining, this technique has
no use. So, it does not help in big data analytics.
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5 Recent Techniques in Privacy-Preserving

Differential Privacy Differential privacy is one of the recent technologies which is
used widely. This technique helps the analyst to provide useful information without
revealing the identity of the user. It generally works by adding some distraction in
data. This distraction is large enough to de- identified someone’s privacy and small
enough to perform analytics to data at the same time. So, both ways it is a useful
technique. As we have seen in deidentification by hiding some data it pretends like
data is de- identified and privacy is obtained but it is not following example support
above statement. In the mid-’90 s when the Commonwealth of Massachusetts Group
Insurance Commission (GIC) released the anonymous dataset by hiding the name,
age of the people. One Ph.D. Student by taking publicly available voters dataset
matches with the GIC dataset easily re- identified people and it destroys the privacy.
WhileDPdoes notwork thatway there is an intermediate software present in between
database and analyst. Only the information needed by the analyst is provided by the
database through the software. This intermediate software is also called a privacy
guard. It works as follows:

Step 1: Analyst makes the query to the database through the intermediate privacy
guard.
Step 2: Privacy guard evaluated the query and the previously evaluated queries
and evaluates privacy risk.
Step 3: Then the privacy guard will get the desired information from the database
by adding some distraction in it.

The level of distraction is proportional to the evaluated privacy risk. If the privacy
risk is high the distortion is high and vice versa.

Database

Query

Privacy Guard Analyst

1

43

2

Query Data

As Discussed earlier many algorithmic approaches of adding noise to the data but
the fact is chances of reidentification is still in a method. Meanwhile, this algorithm
also adds noise to the data, or we can say data to the noise, so it is quite hard. For the
hackers to find the original data as the same way of finding a needle in the haystack
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concept or we can say finding salt in sugar. This will surely create a more cost of
computation for making a haystack (noisy data) to hide the needle. In Fig bellow, the
white circles are noisy data while the black circles are the original data. The service
provider adds a dummy as noisy data as original transactional data collected by the
data provider. Likewise, a unique code is assigned both dummies as well as original
data. This code is maintained by the service provider so that during the extraction of
data dummy data and original data got to separate [8].

6 Privacy-Preserving in the Healthcare System

The way in which medical records are being digitized gives a new face to the health-
care system. Thus, doingthis medical industry experiencing a heavy load of data. By
heavy lead of data then big data comes into the play. Due to the real-time availability
of records and more accurate test result helps doctors to take more constructive deci-
sions in treatment. The real-time monitoring of embedded sensors attached to the
patient gives the warning whenever there is an anomaly. Healthcare digitization with
integrated analytics is one of the next big waves in healthcare information technology
with electronic health records (EHR) being a crucial building block for this vision. By
this healthcare organization came to result that with the EHR incentive programs the
results are more accurate and thus eventually lead to improved healthcare of patients.
But with great power comes great responsibility. Like that the ever- changing risks
and vulnerabilities, security exploitations are expected to grow in the coming years.
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Big data offers a comprehensive survey of different tools and techniques used in
pervasive healthcare in a disease-specific manner [9]. It provides a quick result by
finding major diseases and disorders to give a quick treatment. The adoption of big
data in healthcare significantly increases the security risks and patient privacy risks
[10]. As we have seen traditional techniques were not directly applied to the large
and inherently diverse datasets. In today’s world, we have seen there is a demand for
cloud-stored.

6.1 Real-Time Security Analytics

Today’s requirement in real-time analytics is predicting threat sources in real- time is
of utmost need in the healthcare industry. The most common attack in the healthcare
industry is distributed denial of service (DOS) attack to steal important information
and in real-time analytics, the delay is not accepted [11].

6.2 Data Quality

Health data is usually located from different sources, and with different databases,
this leads to anomalies in the data lot of missing values are there. These things should
be handled because dirty data leads to incomplete analysis [12].

6.3 Data Sharing and Privacy

Health data contains personal information. Their privacy of an individual is always
at risk. Healthcare information would be masked by de-identification techniques and
later that data is provided to the data analytics based on legal data sharing agreement.
But due to this, the quality of data I decreased that is not usable for analytics. So,
to take care of privacy, there is always a balance between privacy and providing
meaningful data [13].

7 Conclusion

In this paper, we discussed how big data is helpful in Fighting against COVID- 19 all
we need to take care of challenges that come with big data. We have seen different
techniques to secure the privacy of an individual. Big data leads to knowledge that
provide better analytics. Yet a small amount of data is being used for analytics
due to privacy issues. Privacy techniques with its advantages and disadvantages are
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described in this paper. Concepts of differential privacy and other comprehensive
techniques are being used. MapReduce framework is used for anonymizing tech-
niques and it easily is scaled up using adding more mappers and reducers. As for
future more effective solutions need to be presented. In the field of healthcare as well
more scalable technique that can handle the true power of big data is needed. IoT is
a future integrating big data with IoT is gamechanger in every field. Forms of data
itself whether it is semi-structured or unstructured come with many challenges. As
such, there is a lot more to do in privacy-preserving in big data. For a time being to
fight against COVID-19 discussed techniques will improve big data analytics.
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Smart Traffic Monitoring System

V. Radhika, V. Madhan Babu, and S. Jayaprakash

Abstract In the modern era, traffic congestion is one of the major issues in smart
cities. The existing traffic management is unable to handle the growing number
vehicles. The main aim of this work is to automate the traffic signal by monitoring
the entire system and allowing vehicles to pass through lanes based on the traffic
density. The existing method consists of a signal with fixed timing and also human
intervention for managing traffic. In this proposed work, a system is designed to
program the traffic signal timing and reassign the green signal glowing time based
on traffic density. The lane with higher traffic density will have maximum timing to
pass through and the lane with less traffic density will have minimum timing to pass
through. A system that gives highest priority to emergency vehicles is also developed.

Keywords Smart city · Traffic management · Traffic density

1 Introduction

Automation in traffic signals can be an effective transportation management system
utilized in smart cities. It uses the advancement in Internet of Things (IoT), sensor
technology and data analytic techniques tomanage the traffic effectively and enhance
the trafficmanagement system. The fourmajor components in the trafficmanagement
system are data collection, data transmission system, data analysis system and finally
the collected information is sent to the end user. The aim of the intelligent traffic
management is to create interactive transport system, manage the traffic and provide
the real time information about the traffic to the common users [1]. IoT can change
the transport system effectively and integrates the embedded sensors, actuators and
other gadgets to collect and provide the information about the real time traffic activity.
Traffic signals are generally used to ensure the safe and systematic movement of
vehicles. These signals ensures the pedestrians or the vehicles to cross the intersection
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roads without any conflicts. But if a particular traffic signal fails it leads to increase
in accidents, waiting time, increase in greenhouse emissions also. If a traffic signal
in all the lanes have uniform timing it leads to more crowdie in a particular lane than
the other lanes. If the timing is allotted to lanes based on the density of vehicles and
also on any other specific criteria traffic jam can be avoided. So traffic signal timer
programmed based on the traffic density can reduce the traffic congestion problems.

Traffic light system consists of traffic lights and traffic light control system to
control the traffic signals. In the existing system the controllers used are based on
electro mechanical mechanism. These controllers are based on open loop mecha-
nism without any feedback mechanism and sensing network. So they lack in intel-
ligence to adapt to the change in traffic density and control the traffic signal effec-
tively. Traffic signal timer that works according to the traffic density by utilizing the
image processing technique is also proposed in earlier works. In those methods high
resolution cameras are used to sense the changing traffic density around the traffic
signal and programs the traffic signal timing accordingly. In these methods images
are captured on regular intervals, then the images are processed and given to the
controller. Controllers on receiving the input, compares it with predefined thresh-
olds and sends the required signal to traffic signal timer. But these methods need a
high resolution camera and images also to be captured continuously for predefined
time. So an alternative method to automate traffic signal that reduces the traffic jam
effectively and minimize the air pollution is needed for current busy scenario.

This paper proposes an intelligent traffic management utilizing IoT to handle
the different traffic situations. This proposed work reduces the flaws in the existing
system traffic system more effectively. This system utilizes the ultrasonic sensors to
detect the number of vehicles and the RFID tag placed in the emergency vehicles
like ambulance, VIP vehicles and fire brigades to detect and prioritize the emergency
vehicles. So this proposed system detect traffic congestion, provide predictable infor-
mation about the traffic condition can reduce the problems like traffic congestion,
accidents and parking issues.

In this paper Sect. 2 explains the related works, Sect. 3 elaborates the proposed
work, the results and discussion is explained in Sects. 4 and 5 gives the conclusion
and future scope.

2 Related works

This section presents an overview on the techniques and approaches used in the
related works considered for monitoring the traffic system.

For working with the traffic congestion issues, predictive type or real time knowl-
edge about the traffic is necessary. Traditional methods uses sensors like pneumatic
tube and automatic counter to obtain real time data on traffic signal data’s. These tech-
niques fail to detect the vehicle movement in multiple lanes. Video/image processing
techniques utilizing the number plate recognizing system to find the traffic density is
proposed. This technique fails due to non-uniformity in the number plates and visi-
bility problems in poor weather condition. Wireless Sensor Networks (WSN) and
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Vehicle to Vehicle network is utilized to measure the traffic density is also proposed.
Also various relatedworks using fuzzy logic and neural networks learning algorithms
are also utilized for controlling the traffic light is found in literature.

Combinational Interaction Testing (CIT) and Combinational interaction testing
with constraint approaches supports the prioritized based test generation for traffic
signal generation. Optimization algorithmswere proposed for scheduling traffic light
conditions. Simulated annealing applied to CIT technique is proposed for computing
the test case generation for traffic signal conditions. Traffic analysis toolbox volume
IV: guidelines for applying corsim micro simulation modeling software and Direct
signal timing optimization: strategy development and results works uses Genetic
Algorithm (GA) for optimizing the programming cycle for traffic lights [2–4]. In
Intelligent Testing of Traffic Light Program approach a PFGM algorithm is proposed
to generate the prioritize test suite for a given a traffic feature model. In this work
an expert system with reduced set of scenarios with similar fault detection capacity
is developed with minimum cost. Developed expert system numerically quantify
and qualify the traffic cycle program for different traffic conditions. In the Isolation
niches particle swarm optimization applied to traffic lights controlling work, particle
swarm optimization algorithm is used for scheduling traffic lights. In this approach
one way road with two intersections was proposed. A multimodal traffic responsive
strategy using Particle Swarm Optimization (PSO) algorithm is proposed in this
approach multi-objective PSO was used. This work uses predictive control model
and simulations were carried out with private, and public vehicle model were carried
out on a virtual urban road network.

3 Proposed Work

Existing traffic signal management system consists of traffic signal that are
programmed such that the yellow, green and red signals glow for fixed interval
of time. The system proposed here identify the traffic density on different lanes and
adjust the traffic signal timing. But traffic jams happening in today scenario signs
that traffic signal must be programmed based on the density of road. So the proposed
system aims to reprogram the traffic signal based on the traffic density. This traffic
monitoring system has two modules such as hardware and software module. The
hardware module has ultrasonic sensor, RFID sensor, RF Module, LEDs, Arduino
UNO microcontroller and relay module [5, 6]. The software module uses Arduino
microcontroller programmed with Ardiuno IDE.

The primary element of this system is the ultrasonic sensor and RFID sensor.
The ultrasonic sensor is used to detect the density of vehicles in a lane and feed
the response to the centralized controller. Centralized controller make decisions to
regulate the traffic signal based on the data given by the ultrasonic sensor about the
traffic density. LEDs are used as traffic signal in this work. RFID Tag is fixed to
special vehicles like Ambulance, fire brigades and VIP vehicles. RFID is a technique
that automatically identifies the object through radio frequency waves. Various types
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of RFID tags are available but majorly used tags are active and passive RFID tags in
this traffic management system. Passive tags don’t contain internal power source but
the life time of it is more than active tag. Active tags have internal battery as power
source and range of coverage is more than passive tags. Passive type tag is used in
this work. RFID tag has an integrated circuit for processing the data, modulating
and demodulating the RF signal and an antenna for transmitting and receiving the
data. The RFID reader module is fixed to the particular traffic signal and RFID tag
is placed to the emergency or special vehicles.

Arduino is an ATMega based microcontroller is used as a centralized traffic
controller and receives the ultrasonic sensor data andmanages the timing of switching
of traffic light between red, green and yellow. The ultrasonic sensors fixed at four
sides of road in a four way lane that detects the vehicle density in a particular lane.
Ultrasonic sensor is generally used as a distance measuring sensor with a transmitter
and a receiver [7, 8]. Ultrasonic sensors are placed at regular interval of distance
across the lane. First ultrasonic sensor placed in the lane sends the ultrasonic wave
that hits the target surface and it reflects the wave back reaches the sensor and the
second sensor placed after 10 m of distance sends the ultrasonic wave get reflected
back to the sensor. The microcontroller counts the number of vehicle in a lane based
on the distance and timing for reflection of waves between sensors. RF module is
used for the communication between Arduino and the sensor. Figure 1 shows the
ultrasonic sensor placed in four lanes.

Fig. 1 Smart traffic management system with ultrasonic sensors
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Fig. 2 Flow diagram for detecting vehicle density

The flow diagram for the count of the vehicles with ultrasonic sensor and
microcontroller is shown in Fig. 2.

Data from ultrasonic sensor is processed by the Arduino microcontroller and
programs the LEDs in traffic signal according to the density of vehicles. The
maximum time for tracking 5 min and minimum time for tracking the density is
1 min. Based on the tracking data received from the ultrasonic sensor the micro-
controller gives the priority to the lane with large vehicle density else the priority is
programmed based on Round- Robin method.

This system can consider the density of traffic of road by utilizing the ultrasonic
sensor and can also consider the priority of different types of vehicles [9, 10]. For
this to happen a RFID tag is fixed to the special vehicles or emergency vehicles.
RFID reader reads the RFID tag fixed to the special vehicles. If a special vehicle
enters the road with heavy traffic RFID reader gets the signal from RFID tag and
sends the signal to the microcontroller. Green signal is enabled in the particular lane
till the emergency or special vehicle passes away and traffic get sequenced. The
use of RFID tag differentiates the emergency and special vehicles from the other
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Special Vehicles
RFID Tag

RFID Reader Arduino Uno 

    Traffic 

Fig. 3 Block diagram for detecting emergency vehicle

vehicles and avoids traffic congestion. The block diagram for the proposed work for
identifying the special vehicles is shown in Fig. 3.

TheArduinoUNO is used as themicrocontroller communicates with RFID reader
and the traffic signal. It establishes the communication between differentmodules and
generates the control signal for controlling the traffic light and different peripherals.
So the Microcontroller using RFID tag can alter the time of glowing of traffic lights
upon the arrival of the emergency signals and reduce the waiting time of those
vehicles.

4 Results and Discussion

Proposed work insights for controlling and managing the traffic by dynamically
changing the timing of traffic light. This proposed work reduces the congestion,
accident, waiting time and pollution. Results presented below shows the effective-
ness of proposed smart traffic monitoring system. The ultrasonic sensors along with
RF modules are placed at a regular intervals of distance in the road. The system is
placed near road as a stand-alone device. Microcontroller detects the number of vehi-
cles whenever the vehicle passes between the ultrasonic sensors in a particular lane.
Themicrocontroller control the timing of glowing of traffic light based on the vehicle
count and reduce the congestion at road intersections. Delays of traffic light are clas-
sified as LOW, MEDIUM and HIGH range. These ranges can be predefined based
on the vehicle count. Emergency vehicles are equipped with RFID tags and these
RFID tags are read by RFID reader placed at the traffic junction. If the emergency
vehicles are detected by the RFID reader it is given as an interrupt to the microcon-
troller. Microcontroller on receiving the interrupt changes the glowing conditions of
LEDs in the traffic signal. It makes the green LED in the particular lane to glow till
the emergency crosses the junction and after that system returns to normal working
based on the density of vehicles in each lane. The proposed system works effectively
in managing traffic at junctions of road and also gives priority based on the type of
vehicle. A prototype has been made to evaluate and show the arrangement of our
entire system.
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Fig. 4 Placement of sensors

The Arduino UNO used as a microcontroller and programmed with C language.
Arduino is connected to different ultrasonic sensors and RFID reader. RF module
used for serial communication between microcontroller and sensors.

Placement of sensors is shown in Fig. 4 and traffic light setup is shown in Fig. 5.
Figure 6 shows the green signal for lane with more vehicles, Fig. 7 shows the red

signal for lane with less vehicles and Fig. 8 shows the green signal for an emergency
vehicle in a lane.

Fig. 5 Traffic light setup
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Fig. 6 Green signal for vehicles

Fig. 7 Red signal for vehicles

5 Conclusion and Future Scope

In this work the traffic is managed based on the priority and the density of road
in different lanes of junction. The vehicle density is calculated as a first step in
this work and control the signal timing accordingly. The time of glowing for green
signal is reassigned. The lane withmaximum density of traffic will receivemaximum
timing for the vehicles to pass through. The lane with less traffic density will receive



Smart Traffic Monitoring System 295

Fig. 8 Green signal for emergency vehicle

minimum timing for the vehicles to pass through. Ultrasonic sensors and microcon-
troller plays a key role in this work to automate the traffic management system. This
work also gives preference to the emergency vehicles such as ambulance, fire vehicle,
and police cars by allowing traffic signal in the particular lane to glow to green till
the vehicle crosses the signal. RFID tag fixed to emergency vehicle and the RFID
reader at the traffic junction allows the emergency or special vehicle to pass through
with the help of microcontroller.

This work can be combined to a single system for detecting emergency vehicle
and density of vehicle in a particular lane without using separate system.
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Ramakrishna Engineering College for providing facilities and support to carry out this work.
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Harvesting Electrical Energy from Body
Heat to Power Bio Medical Wearables

M. Preethika, Mohamad Radzi Bin Ahmad, K. Porkumaran, S. Prabakar,
and R. Sundar

Abstract Energy harvesting has become a key factor in Biomedical applications.
Research on energy scavenging from body motion has been investigated to evaluate
the feasibility of powering a wearable or implantable systems. Energy from walking
has been previously extracted using generators placed on shoes, backpacks, and
knee braces while producing power levels ranging from milliwatts to watts. The
research presented in this paper examines the available power from body locations.
The finger, wrist, and palm were the chosen target localizations. There are many
untapped renewable energy resources such as wireless charging, thermal energy, and
vibration energy that can be used as an alternative to the conventional sources such as
solar, wind, and hydro. As we are moving towards Industry 4.0, new advancements
in technology has been introduced. Therefore, with a great advancement comes a
greater need for powering up devices by thermal technique. Implantable biomedical
equipment such as pacemaker and battery using biomedical wearables such as the
blood pressure monitor consumes low power and provides greater consistency. In
order to provide continuous supply to devices, a new approach of extracting power
from the heat of the human body is implemented thus avoiding unnecessary invasive
surgeries for implant.

Keywords Energy scavenging · Body motion · Power levels · Thermal technique ·
Implantable biomedical equipment · Body heat · Wearables
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1 Introduction

A fast-growing class of such devices is wearable, where sensor nodes are tightly
coupled with the human body, low power consumption is crucial in wearable systems
due to the light weight and size constraints for batteries, which severely limits
the energy that can be stored in the device. Wearables are; however, very tightly
constrained in termsof the size andweight andmust also be compatablewith the body.
Therefore, the possibilities for EH systems are more restricted than for other applica-
tions. Energy can be harvested fromvarious environmental sources [1] including light
using photovoltaics [2], movement of the wearer [3], from radio frequency energy
(RF), or from temperature differences using thermoelectric generators (TEG). The
human body in contrast is a constant heat source. Typically, a temperature difference
exists between body core and the environment. Because of the voltages produced by
thermal harvesting are typically too low to power wearable electronics, a conversion
stage (DC-DC)with high conversion efficiency needs to be included into thewearable
system. A complete system analysis from the body heat to the application is required
to maximize both the output power and wearability. Thermal energy harvesting is
an another method of reducing the dependability on non-renewable sources. There
are various energy harvesting available, among them are electromagnetic, electro-
static, solar, and thermal methods. However, these mechanisms only produce a very
limited power. To meet the power necessity for most biomedical devices, we use
a boost converter to obtain the required output in order to satisfy the biomedical
wearable’s power requirement. The chosen target locations for power generation
here are the finger, palm, and wrist.

1.1 Problem Statement

Thermal energy from human body is rarely used to generate energy. The existing
thermal energy harvester isminimally used for Biomedical applications. Hence, there
is a need to develop an alternative charging method using thermal energy harvesting
to prolong the life of the battery.

1.2 Objectives

The objectives of this harvesting techniques are:

i. To explore the concept of thermal energy harvesting method for specific type
of Biomedical wearable devices.

ii. To model the thermal energy harvesting method and charge the Biomedical
device.
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iii. To boost the minimial output using a boost converter for required power to
charge the biomedical device.

iv. A study of thermal energy harvesting method along the Electrical and
Electronical Engineering to produce a successful Energy Harvesting device.

2 Literature Review

2.1 Energy Generation from Human Body

Research on energy scavenging from body motion has been investigated to eval-
uate the feasibility of powering a wearable or implantable systems. Energy from
walking has been previously extracted using generators placed on shoes, backpacks,
and knee braces while producing power levels ranging from milliwatts to watts.
Thermal energy harvesting is an another method of reducing the dependability on
non-renewable sources. The energy harvested from heat uses Thermoelectric Gener-
ators (TEG), which is based on the principle of Seebeck effect [4]. According to [5],
it is a certain type of thermoelectric effect in which the temperature difference is
converted to electrical energy which can be represented by this equation:

Eemf = Se�T

or

V =∝ (TH − TC) (1)

• Se / ∝ : Seebeck coefficient
• �T: Temperature difference
• TH: Hot side temperature
• TC: Cold side temperature

A TEG comprises of two thermoelectric semiconductors n-type and p-type. These
semi-conductors are series-connected at the top and bottom of the junctions and are
subjected to two temperature difference which are hot and cold. The representation
is shown in Fig. 1.

Because of the different temperature at the top and bottom of the semiconductors,
the electrons and holes mobilize towards the opposite side, which gives rise to the
electric field between the cold and hot sides. As a result, an open circuit voltage is
produced at the terminals. Togenerate anoutput power, a load resisterRL is connected
across the bottom of the cold side, i.e., the output terminal. Output power, PL can be
calculated from the voltage and current across the load resistor of theTEG.According
to [6], the electric power that is generated from the TEG is directly proportional to
the temperature difference between the surfaces of the TEG. Therefore, the internal
resistor, Rin = RL, a maximum power, Pmax is produced and can be expressed in
the equation as follows:
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Fig. 1 Semi-conductor
thermocouple seebeck effect

PL max = ∝2 �T 2

4Rin
(2)

However, in [1], it is also known that the open-cicuit output voltage, Voc of a TEG
module is also directly proportional to the temperature difference between the two
surfaces. The equation for that can be expressed below:

VOC =∝ m�T

Thermal energy harvesting is in DC. Thus, only a DC-DC converter is needed.
This is used to scale the voltage from the input to the output load. To develop an
efficient DC-DC voltage conversion, it is recommended to use an inductor-based
converter which stores the energy using an external inductor and then releasing it to
the load. However, since the voltage and current needs to be stepped up, usually a
boost convertor is introduced as a step-up transformer to overcome the drawbacks
of MOSFET switching; however, it is unable to sustain very low voltages (under
50 mV), which is the case with the thermoelectric generation.

2.2 Human-Based Energy Harvesters

According to [7], the typical self-powered wearable device technology’s power
requirement is in the range of 0.01–10 mW and is dependent on its applications.
It is found that the power levels from the thermal energy, generated by the human
body is greater than the power generated by the photovoltaic cells (Fig. 2).

Figure shows the heat transfer of a thermal generator for a TEG on the human
skin.

T = Temperature of the body core, skin, radiator, ambient air.
R = Thermal resistances.
W = Heat flow.
It is found statistically from the research that at the usual location of awatch, wrist,

thermal resistance at an ambient temperature of 22.7 °C is 440 cm2 K\W, while under
the watchstrap, which is the radial artery, it decreases to 120–150 cm2K\W. Thus,
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Fig. 2 Thermal circuit
equivalent of a TEG

Fig. 3 (a) Off-the-shelf
thermopile

the thermal resistance in a normally clothed person changes a little or not at all in the
trunk if the ambient temperature decreases as the average body’s thermal resistance
is 140 cm2K\W.

Figures shows the miniaturized thermopile attached to the skin [2] (Fig. 3).

From Figure (a):
The miniaturized thermopile attached to the skin is shown in the figure provided

with 1. Ceramic plates which is a metal that acts as an outer covering for the ther-
mopile holding the 2. Thermocouple legswhich are interconnected along the 3.Metal
interconnects altogether attached to the ceramic plate (Fig. 4).

From Figure (b):
4. The human skin is kept in contact with the 5. hot plate which is placed parallel

to the 6. cold plate from where the temperature difference �T is noted between the
two plates. The 7. holding, encapsulating, and anti-shock elements are provided for
holding, covering, and providing resistance to the shock, respectively. Primarily the



302 M. Preethika et al.

Fig. 4 (b) Simulated TEG
on the human body

Fig. 5 (c) Simulated TEG
on the human body

temperature difference is recorded only with the placement of a 8. piece of clothing
between the skin and the two plates (Fig. 5).

From Figure (c):
Secondly, along with the arrangements of figure (b) 9, watchstrap is kept in

contact with the 5. hot plate instead of 8. a piece of clothing, and the tempera-
ture difference �T is recorded. 10. Pins of radiator are the heat exchangers used to
transfer the thermal energy between [2] the human skin and two plates. Finally, the
11- Shock protection grid which is an integral component of electrical safety from
which the normal voltage will be identified and will provide the information needed
to determine the shock prevention method.
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3 Proposed Work

Primarily, after understanding the concept behind the thermal energy harvesting,
I have decided to use a method for heat generation from the human body and to
construct a mathematical model for the thermal energy harvesting.

Secondly, based on the constructed mathematical model, a simulation was done
using MATLAB Simulink and that was to test whether it is feasible or not for the
required output, in order to charge the battery of Biomedical wearables. In order to
obtain the output in volts, I used a boost converter to boost the output obtained from
the thermal energyharvester and is then fed to the battery of the biomedicalwearables.

3.1 Mathematical Equation

Thermal Energy Harvesting:

Voc = α × �T (1)

where Voc is the output voltage, α is the Seebeck coefficient, and�T is the difference
in temperature between the hot and cold surfaces.

P = η (2)

where P is power, η is the thermal efficiency, and Q is the heat generated.
From another equation,

P = VOC2

4Re
(3)

where Rel is the electric resistance
Substituting Eqs. (2) in (3) we get,

Q = VOC2

4ηRel
(4)

Substituting Eqs. (1) in (4) we get,

Q = α × (�T )2

4ηR
(5)

Thus Eq. (5) is the equation we simulate in MATLAB Simulink.
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Fig. 6 MATLAB Simulink Block Diagram

3.2 Simulink Block

Thermal Energy Harvesting (Fig. 6).

3.3 Thermal Energy Harvesting

The output voltage of thermal energy harvesting is shown in figure based on the
simulation done using MATLAB Simulink.
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According to the theoritical calculatuons of Eq. (1) of the output voltage, VOC, it
is found that VOC = 0.98 V. However, the experimental value based on the simulation
done shows that the output voltage, VOC = 0.976 V, which is close to the theoritical
value. Figure representing the output power, P of the thermal energy harvester.
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According to the theoritical calculations of Eq. (2) of the output power, P, it is
found that P = 22.56 mW. However, the experimental value based on the simulation
done shows that the output voltage, P = 24.4 mW, which is much similar to the
theoritical value.

3.4 Thermocouple

The thermoelectric generator used as the thermal energy harvester is an off-the-shelf
20 mm × 20 mm thermocouple with a 10-cent coin as scale. The datasheet of the
thermocouple given by the supplier, where the parameters for the hot side temperature
is 200 °C and cold side temperature is 30 °C.

Thermocouple Output

The thermocouple is tested to see how much voltage it can produce by using a
voltmeter. As this will be used to power up a wearable device, multiple points on
the hand on two separate surfaces is tested to determine which will produce more
voltage. In addition to the obtained output. the boost converter circuit is attached to
increase the output voltage to power the biomedical wearable devices. Table 1 states
the maximum voltages obtained from the test.
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Table 1 Output voltage results from multiple points in hand on two surfaces

Plastic lid output in V Counter top output in V

Part of hand Thermal
output in V

Boosted
output in V

Part of hand Thermal
output in V

Boosted
output in V

Finger

10.8 mV 4.95 V

Finger

17.8 mV 8.0 V

Wrist

17.88 mV 8.4 V

Wrist

22.5 mV 9.94 V

Palm

20.79 mV 9.7 V

Palm

22.45 mV 9.93 V

3.5 Boost Converter Multisim

Considering the belowboost converter circuit as a sample for the generation of output.
The values from the TEG are fed to the boost converter circuit for output appraisal
and then, it is fed to the biomedical wearables (Fig. 7).

4 Problem Solution

Based on the results in Table 1, it is found that when the thermocouple is on a counter-
top, the voltage produced is higher than the plastic lid. However, it is difficult for the
thermocouple to maintain its stability and temperature. Thus, the voltage fluctuates
and does not give a stable reading.



308 M. Preethika et al.

Fig. 7 Boost converter multisim

4.1 Boost Converter Output

Provided with the output of the finger, palm, and wrist readings by Multisim, the
given input is boosted to obtain the required output in order to charge the biomedical
wearables. The output will be generated by using the boost converter Multisim and
fed to biomedical wearable devices such as the blood pressuremonitor, pulsoximeter,
heart rate sensor, temperature sensor, and pulse sensor.

5 Conclusions

In conclusion, it is found that the thermal energy harvesting simulation from
MATLAB Simulink produced an output voltage Voc of 0.98 V, which is very
much similar to the theoretical value 0.95 V. However, when conducting an experi-
ment at 3 points on the hand; fingers, wrist, and palm from the purchased TEG, it is
found that the output voltage produced a significantly lower power due to external
factors such as thermal equilibrium and fluctuating atmospheric temperature. The
maximum output voltage obtained from the fingers, wrist, and palm are 13.6 mV,
22.4mV, and 17.2mV, respectively. Therefore, the boost converter is used to increase
the voltage output from the TEG. Thus, the appraisal values are 4.95 V, 8.4 V, and
9.7 V, which is in volts. Thus, the obtained output is very much supportive and
effective to charge a Biomedical Wearable’s Battery.
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Abstract Each government is looking for to provide the best services to estab-
lish efficiency and quality of performance. This goal could be accomplished by
improving the service performance of entire sectors in society. The government of
Syria has realized the importance of moving in the direction of information tech-
nology. Therefore, E-governance initiatives were launched in Syria as a part of
overall country information technology in 20 s century. Each government sector has
since upgraded the performance by having its websites and e-services application.
However, there are gaps and loose connections exist among the sectors, which has
accordingly tarnished the image of Syrian E-governance. This has led to significant
questions about the requirement of modification and enhancement of such service.
Hence, the purpose of this research is to investigate and explore the factors that drive
the E-governance implementation and affect government performance as well as the
government-citizen relationship in Syria.
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1 Introduction

In recent years, new technologies and concepts have therefore altered government
contact with relation aspect such as organizations and citizens [1–3] by launching
original service styles, similar to e-learning, e-banking, e-health, e-commerce, e-
business, e-voting and others, the electronic government has been popularized with
the term E-governance.

This refers to the services supplied by governmental to citizens via providing new
information and communication technology technologies that may allow creating
provision faster and easier. It had been first presented at the ‘90 s, it is regarded as an
innovation introduced by using high-tech development from information technology
increase [4].

Most scholars have divided E-governance into three main categories which are:
Government to Government (G2G), Government to Citizens (G2C) and Government
to Business (G2B). According to Fang (2002) and a few scholars have invented a
fourth category which is Government to Employee (G2E) [5, 6], however, none of
the scholars has explored the interaction between the opposite categories beyond
the government. Category as they consider them to be the e-commerce a part of
the E-governance. For instance, Business to Citizen (B2C), Business to Employee
(B2E) and Employee to Citizen (E2C), don’t seem to be yet identified within the
E-governance system.

Moving closer to E-governance would provide several benefits to a republic’s
kind of services, collectively with finances procedure and control. Certainly, it would
enhance the processing of the government in various components for the improve-
ment of Government Operation Excellence (GOE). A range of these benefits is
decreasing expenses and growing activity thanks to the discount of printed paper
and acquisition of documents and area for storage [7–9].

Reducing the workload on employees is some other advantage to the work envi-
ronment due to the fact employees are concernedwith theminimal quantity of citizens
and this can create an increased and serene environment. E-governance will advan-
tage country areas together with large cities since citizens can practice for services
lengthy as they’re a part of the republic and in some instances and services, citizens
may additionally practice for and request a service whilst they’re overseas. Further
advantages to the environment, knowledge, etc., should even be counted for the
improvement of the country [10]. Additionally, E-governance has some challenges
and downsides, and these should not be forgotten or ignored. Just to name a few of
these difficulties are illustrated underneath cost, unreachability, hyper-surveillance,
loss of transparency and accountability [11, 12].



The Significant Relationship Between E-Governance System … 313

2 The Proposed Method

The present research will use a quantitative approach to research given that it will
examine the relationship between several independent variables as well as the accep-
tance of E-governance system by users in Syria. The dependent variables of the
study are the Government Operation Excellence (GOE), while the independent vari-
ables are Citizens-centricity, facilitating conditions, performance expectancy, effort
expectancy, flexibility system. And the mediation variable are behavioral intention.

Given the quantitative leanings of the research, the study will thereby focus on
existing statistical data, facts and figures. The accompanying data collection tools
have been identified as questionnaires. Questionnaires were particularly effective in
collecting quantitative data, particularly if researchers are aware of how the variables
are to be tested [13]. In addition to this, questionnaires are also effectivewhen it comes
to collecting data from a wide sample of respondents, dispersed across a number of
locations. Using a questionnaire also allows researchers to ensure that respondents
are presented with a uniform set of questions, this will later result in uniform sets of
data which are not challenging as far as analysis is concerned.

Questionnaires, if designed effectively are unlikely to be time-consuming, there-
fore allowing data to be collected in a relatively short space of time [13–15]. Given the
fact that the research sample is geographically dispersed across Syria, the researcher
relied on a questionnaire approach to investigate.

3 Research Method

According to [16], the method is a set of principles that in any particular situation has
to be reducing to a method uniquely suited to a given situation. The research method-
ology for this research, it presents a systematic and organized procedure that enables
the investigation of the relationship between the different variables attached, namely
E-governance, behavioral intention to use and government operation excellence.

In achieving the objectives, the research methodology deals with procedures
involved in this research. Questionnaire targeting to survey the adoption information
technology for promoting E-governance system among citizens in Republic of Syria
are including in the instrument.

Series of tests such as Structural Equation Model (SEM), and reliability analysis
were conducted to confirm that the instruments were valid (Reliability and Conver-
gent Validity). Also, the research methodology that was followed and adopted by
this research was detailed out. Includes all the procedures, process, and guidelines
that according to research literature is suitable for this kind of the investigation.

The main aim of this research is to study and investigate the mediation effect of
behavioral acceptance on the relationship between E-governance and government
operation excellence in Syria.
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3.1 Research Framework

The review of the information system relevant literature indicates that the acceptance
of information systems, especially E-governance systems are influenced by three
factors, namely: (1) individual factors (2) system factors (3) environmental factors
[17–22].

Concerning theoretical contributions, the principal theories that are used in this
study are the Implications of DeLone and McLean model, Technology Acceptance
Model (TAM), the Task-Technology Fit (TTF) and Unified Theory of Acceptance
and Usage Technology (UTAUT). In this research we combining thus theories into
a new framework in order to achieve the optimum GOE for the Syrian citizens.

Hence, the evaluation of GOE will be supported by the equal common criterion
as is stipulated within the SERVQUAL approach. It will be classified into assurance,
tangibles, reliability, responsiveness and empathy [23].

The focus of this study is to examine the effect of E-governance on GOE.

H1: There is a significant relationship between an E-governance system and
Government Operation Excellence.

Conceptualization of Factors.
Information and communication technology review of the literature has shown

that a number of studies have been conducted to investigate users’ acceptance of
E-governance systems [24–26].

The majority of previous studies have focused on employees and citizens envi-
ronments within economically developed nations. While developing countries have
much to gain from utilising information technology, they usually receive little to no
attention in regards to research [24–30]. To do so, they need to improve upon three
aspects: the implementation environment, individual factor, and system factor. In
that respect, the current study will aim to develop an understanding of the various
factors which influence the acceptance of E-governance system by Syrian citizens.

Behavioral intention.
Behavioral intention to use: Citizens get motivated to use a certain system or

application if it was used or marketed by social groups, friends or family or any
matter that touches the person’s behavior or feeling [31]. A number of authors [31–
34] have attested to the fact that BI has been employed and utilized as a dependent
variable in the examination of E-government acceptance.

Compeau and Higgins [34] Argues that intention is the determinant of the theoret-
ical foundation in information system research in the sense that individual behavior
dictates whether or not to use or not use the technology. Also, BI refers to specific
prompts that cause individuals to act in certain ways or perform certain behav-
iors [35]. This study adding three related determinants of behavioral intent to use
E-governance. They are as follows: system flexibility, citizens-centricity, and facil-
itating conditions. They are added to reflect the individual factor because they have
a significant influence on the intention to use of E-governance.
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H2: Behavioral Intention to Use moderates the relationship between an E-
governance system and Government Operation Excellence.

Performance Expectancy (PE).
A number of authors including [36, 37] outline PE as an individual’s expectations

of improvement, when using a specific system which could enhance their work
performance. A host of the literature suggests that performance expectancy is a key
variable in predicting user intention in information and communication technology
contexts [32, 37–40].

Adapting this construct (PE) to E-governance system suggests that Syrian citizens
think that using E-governance system will enhance their learning and consequently
will be reflected on their efficiency. Within an E-governance context, there are many
studies which suggest that PE directly influences user intent to use an E-governance
system [21, 41, 42].

H2: Performance expectancy will have a positive influence on behavioral intentions
to use E-governance services.

Effort Expectancy (EE).
Effort expectancy, as described by both [36, 37], is the level of ease felt by individ-

uals when using information systems. Several studies have demonstrated that effort
expectancy has a powerful effect on behavioral intention. That is to say, the intent to
use information system technology [36, 38, 43]. In that sense, then, effort expectancy
theory suggests that individuals, in this case, will usually accept a system if they feel
that said the system is easy to use. This study will aim to determine the degree to
which independent factors such as effort expectancy correlate with the intent to use
E-governance system.

H3: Effort expectancy will have a positive influence on behavioral intentions to
use E-governance services.

Citizens-Centricity (CC).
A citizen centric involves the availability of services from the top user’s point of

view instead of the attitude of the government department [44, 45]. E-governance
project should have a citizen centric perception. However, citizen-centric service
delivery is additionally an elaborate issue with many perspectives that require to be
considered at the very beginning of a change project. His provision of citizen centric
service has been identified by some researchers as a critical success factor [46].

The citizen-centric delivery E-governance services determinants in developing
countrieswould allow for better understanding of the citizens’ needs, desires, require-
ments and priorities that must be taken into consideration by governments to ensure
the success of services [47].

H4: Citizens-Centricity will have a positive influence on behavioral intentions to
use E-governance services.

System Flexibility (SF).
Systemflexibilitywithin the context of E-governance refers to the level of freedom

that citizens’ feel E-governance permits them, in terms of time and place [48].
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[49] Study concluded that flexibility greatly impacts behavioral intent. Moreover,
[50] explored the differing variables which influenced user satisfaction in regards
to online courses. [50] Concluded that, in most cases, perceived flexibility is vital
regarding user satisfaction. System Flexibility, which is the ability to implement
different processes and apply different facilities to achieve the same goals. It consists
of items such as: product volume flexibility, people flexibility, etc.; [51].

E-governance literature has also provided us with many studies that indicate the
predictive ability of flexibility of E- governance system in determining behavioral
intention [21]. In this research, Syrian citizens will adopt the E-governance system
if they perceive that they can use the system at any time from any place.

H5: System Flexibility will have a positive influence on behavioral intentions to
use E-governance services.

Facilitating Conditions (FC).
Facilitating conditions, as defined by Venkatesh (2003) are the factors which

lead users to believe that the technical and organizational infrastructure of Syria
governance can support E-governance application system. In that respect, facilitating
conditions can result in the rejection of information technology systems due to lack
of faith in the respective organizations and their systems themselves [37]. [39] Also
stated that facilitating conditions resources, such as money and time would motivate
a person to use a particular system. Several studies in the information technology
context have indicated that the facilitating conditions construct has a significant direct
influence on user behavior [52–54].

Adapting this construct to E-governance system suggests that Syrian citizens
perceive that technology infrastructure, and governance infrastructure will enable
them to use the E-governance systemwithout any problem, and to interact with other
users [55].

H6: Facilitating conditions will have a positive influence on behavioral intentions
to use E-governance services.

SERVQUAL.
Jong and Wang [56] Refined their previous service quality evaluation model [57]

and created the SERVQUAL. In short, the authors suggest that a practical service
quality perception stems from the chasm between consumer expectations and there-
fore the performance of the service that’s actually delivered. Thus, finishing up new
studies, with new data collections and analysis, they were able to improve their
scale, reducing the initial ten dimensions to seven: (1) Tangibles; (2) Reliability; (3)
Responsiveness; (4) Communication, Credibility, Safety, Competence; 5) Courtesy;
6) Knowing the customer; and (7) Access.

During a second stage, which entailed another improvement of the study,
SERVQUAL was reduced to 5 dimensions (Table 1). According to [57], in spite
of the kind of service, consumers basically use an equivalent criterion to assess
quality. Service quality could be a general opinion the client forms regarding its
delivery, which is constituted by a series of successful or unsuccessful experiences.

It is difficult to live the standard of service operations because they need the
characteristic intangibility. Geared toward solving this problem, [57] developed a
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Table 1 SERVQUAL dimensions

dimensions Definition

Tangibles The physical appearance of equipment and staff involved in the provision
of services

Reliability The ability to deliver the offered service in the scheduled date and time,
independently of any problems that may arise

Responsiveness The ability to help every client in an unhesitating way and to effectively
and positively promote the service

Assurance The ability to inspire trust, security and technical quality on the part of the
staff when delivering a service

Empathy The available and unhesitating assistance provided to the client,
individualized and focused on his main interests

Fig. 1 Research framework

strategy within which there’s a comparison between several orders of expectations
and perceptions of service quality by the patron (Fig. 1).

4 Results and Discussion

The measurement framework in this study was made up of 42 items to measure 11
constructs, namely: Citizens-Centricity (CC), Facilitating Conditions (FC) System
Flexibility (SF), Effort Expectancy (EE), and Performance Expectancy (PE).
Empathy (EMP), Responsiveness (RES), Reliability (REL), Assurance (ASSU),
Tangibles (TAN), and Behavioral Intentions (BI).
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Table 2 Table type styles Fit index Modified model Recommended
values

Source

Df 1013

CMIN (χ2) 1238.809

p-value 0.000 > 0.05 [58, 59]

χ2/df 1.223 ≤ 5.00 [58]

GFI 0.881 ≥ 0.90 [59]

AGFI 0.867 ≥ 0.80 [60]

CFI 0.976 ≥ 0.90 [58, 61]

TLI 0.974 ≥ 0.90 [62, 63]

IFI 0.976 ≥ 0.90 [62, 63]

RMSEA 0.020 ≤ 0.10 [64]

4.1 Reliability and Convergent Validity

Once the uni-dimensionality of the constructs was achieved, each of the constructs
was assessed for their reliability and validity. Reliability is assessed usingCronbach’s
alpha, construct reliability (CR) and average variance extracted (AVE), while for
validity using construct, including convergent and discriminant Table 2. Represents
the result of Cronbach alpha and convergent validity for the modified measurement
model with 42 reminder items.

As shown in Table 2, the remaining indicators have high factor loadings ranging
from 0.863 to 0.915 indicating that these indicators have preserved the meaning of
the factors.

Table 2 also shows that the AVE, which reflects the overall amount of variance in
the indicators accounted for by the latent construct, was above the cut-off 0.5 for all
constructs as suggested by [65], ranged from 0.531 to 0.684.

The composite reliability values, which depict the degree to which the construct
indicators indicate the latent construct, exceeded the recommended value of 0.6 for
all constructs as recommended by [66], ranging from 0.797 to 0.915.

The Cronbach’s Alpha values, which describes the degree to which a measure
is error-free, range from 0.795 to 0.914 which were above the threshold of 0.7 as
suggested by [58]. Therefore, the achieved Cronbach’s Alpha for all constructs was
considered as sufficiently error-free.

4.2 Goodness of Fit Indices

Based on the current GOF results, the chi-square is substantial at the 0.010 level. The
normed fit index of lowest difference chi-square can be removed if the sample size
for the research is more than 200 [82, 83]. After correcting for degrees of freedom
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Table 3 Type styles

Construct Internal reliability
cronbach alpha

Convergent validity

Average variance extracted
(AVE)a

Composite reliability
(CR)b

CC 0.795 0.567 0.797

EMP 0.843 0.531 0.819

RES 0.856 0.599 0.857

FC 0.854 0.576 0.844

REL 0.896 0.684 0.896

TAN 0.858 0.632 0.872

ASSU 0.809 0.597 0.815

BI 0.862 0.557 0.863

SF 0.862 0.611 0.863

EE 0.914 0.641 0.915

PE 0.892 0.577 0.891

in based on the number of variables, the adjusted GFI (AGFI) was 0.881, which was
greater than the recommended cut-off value of according to [84, 85]. The model
predicted 86 percent of the variances and covariance in the survey results, according
to the report. The model showed a satisfactory fit of collected data on the CFI, TLI,
and IFI indices with values more than the cutoff value of 0.9 (i.e., 0.976, 0.973, and
0.975, respectively) [86, 87]. In addition, the root-mean square error of approximation
(RMSEA) was 0.020, and that was lower than the suggested threshold of 0.1 [88, 89,
90]. Furthermore, the fact that the Comparative CMIN/df (1.224) has been less than
5 revealed the good fit of the model [89, 90]. See Table 3.

5 Conclusion

The study has distributed 600 questionnaires to Syrian citizens. From the total, only
423 questionnaireswere returned, with only 393 questionnaireswere usable (65.5%).
16 respondents returned the questionnaire with missing data of more than 30% for
each questionnaire. According to [67–70] the questionnaires that have missing data
of more than 25% should be omitted. Additionally, 14 of the respondents returned
the empty questionnaire. Therefore, only 385 cases have been used for the study
analysis.

A total of six hypotheses has been tested in achieving the objectives of the research.
From the total, five direct relationships have been found to be statistically significant
to users’ intention to use framework of E-governance system, since the study indi-
cates that the first significant relationship is between Performance Expectancy and
Behavioral Intention (0.000). The second significant relationship is between Effort
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Expectancy and Behavioral Intention (0.000). The third significant relationship is
between Citizens-Centricity and Behavioral Intention (0.026). The fourth significant
relationship is between SystemFlexibility andBehavioral Intention (0.002). The fifth
significant relationship is between Facilitating Conditions and Behavioral Intention
(0.000).

When taking into consideration the indirect relationship, two relationships were
proposed to statistically affect between E-governance systems (EGOV) and Govern-
ment Operation Excellence (GOE). The coefficient parameters estimate of the struc-
tural model are examined to determine whether E-governance (EGOV) as indepen-
dent variables have positive indirect effects on Government Operation Excellence
(GOE). Through Behavioral Intention (BI).

The first important indirect relationship was proposed between E-governance
(EGOV) and Government Operation Excellence (GOE) with a total effect of (0.119).
The second important indirect relationship was proposed between E-governance
(EGOV) and Government Operation Excellence (GOE) with Satisfaction Services
with a total effect of (0.096). The third important indirect relationship was proposed
between E-governance (EGOV) and Government Operation Excellence (GOE)
through Satisfaction Services with a total effect of (0.184). The fourth important
indirect relationship was proposed between E-governance (EGOV) and Government
OperationExcellence (GOE)with a total effect of (0.119). Thefifth important indirect
relationship was proposed between E-governance (EGOV) and Government Opera-
tion Excellence (GOE) with Behavioral Intention (BI) with a total effect of (0.088).
The sixth important indirect relationship was proposed between E-governance
(EGOV) andGovernmentOperation Excellence (GOE) throughBehavioral Intention
(BI) with a total effect of (0.031).
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Trajectory Tracking Control
of Industrial Robot Manipulator Using
VS Control System with STHWS Method

S. Nandhakumar , B. Shreeram , R. Thirumalai , K. Sakthisudhan ,
and P. Sivaprakash

Abstract In this paper, an experimental investigation has been made to evaluate the
effectiveness of proposed integration of single term haar wavelet series method with
a variable structure control system. The proposed method is applied to non linear
system to obtain solution for trajectory tracking problem by considering dynamics
of the robot as singular system time varying model. The aim is control the variation
or error occurs when the robot is working. In order to minimize the error, integration
of STHWS method with VS control has been designed and implemented in two dof
industrial robot. The experiment has been conducted with various time intervals and
results are analyzed. The obtained results reveals that the proposed integration of
STHWSmethod with VS control system works well and robust with singular system
time varying model for control of positions.

Keywords Trajectory tracking ·Manipulator dynamics · Single term haar wavelet
series (STHWS) · Position control · Singular and non-singular systems · Time
varying and invariant · Variable structure control (VS)

1 Introduction

In today’s competitive world, it is very clear that the product manufactured should
satisfy the needs of the customer. This scenario increases demand of quality in manu-
facturing and it tends to improve the infrastructure to automation and robotics. This
demand increases the considerable research in robot dynamics and control. The
correct robot manipulator dynamic model plays a vital in control mechanisms. The
formulation of the dynamic model involves various internal and external factors. As
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it operates, certain physical parameters like load and speed controls these forces [1–
4]. In order to achieve the proper control the exact dynamic model is very important.
In this proposed research, the dynamic model is formulated based on the Euler–
Lagrange principle [5]. To attain the required response and performance laws and
strategies are to be determined within the dynamic model.

Many literatures are available and the performance of robots has been studied
using differential equations. These differential equations are easy to solve and
provides a simple analytical solutions without non linearity’s [6–8]. For representing
any robot configurations where constraints causes rise in contact forces, differential
equations with singular systems are more suitable ([9] McClamroch 1986). Robots
that are applied for advancedmanufacturing jobs, the complexity involved in building
a mathematical model is a direct indication. Hence, it is necessary to study the
behavior of proposed model robot arm and its performance for designing robustness
arm for industrial use. Moreover, it is essential to study various control techniques
to analysis problem and issues pertaining to control robot.

Due to various control issues and limitations of traditional controllers, the VS
control is highly desirable which has numerous interesting and significant properties
such as exact knowledge of the manipulator’s model is not needed and under certain
conditions, the system performance is insensitive to bounded external disturbances.
These properties are unique and cannot be easily obtained by other controllers which
makes VS control a perfect model for manipulator controls [10–14].

The objective of proposed work is to investigate the effectiveness of the proposed
integration of STHWS method with VS control by analyzing trajectories of each
joint of 2 DOF industrial pick and place robot. The analyses involves the tracing the
positions and velocities of each joint for find out the experimental results follows the
desired trajectories which is obtained by using cubic polynomial method with zero
speed at end point. During continuous operations, the trajectories has been traced and
plotted. Based on the task, the control system calculates the torque if a trajectory goes
beyond limits, the mathematical block programmed in the controller calculates the
new torque and controls the variations in position by varying input torque. The time
taken for completing one cycle is 48 s. The results are plotted and compared with the
reported values. From the results it has been observed that STHWS toVS control non
singular system time model and supports in attaining preferred trajectories within
the accuracy range expected.

2 Singular System Time-Varying Case Robot Arm Model

The dynamics of a robot arm can be represented in terms of system of non linear
equations by Nandhakumar et al. [15]

T = P(Q)Q̈ + R
(
Q, Q̇

) + S(Q) (1)
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where:
P(Q) Is the Coupled inertia matrix,
R
(
Q, Q̇

)
Is the matrix of coriolis and centrifugal force

S(Q) Is the Gravity matrix,
T Is the Input torques applied at various joints.
For amanipulator with 2 DOF, under the assumption of lumped equivalent masses

and massless- links, the dynamic equations is indicated below

T1 = K11K12q1 + K122(q2)
2 + K112(q1q2)+ K1

T2 = K21K22q2 + K211(q1)
2 + K2 (2)

where
K11 : (W1 +W2) d12 +W2d22 + 2W2d1d2 cos(q2)
K12 : W2d22 +W2d1d2 cos(q2)
K21 : W12

K22 : W2d22

K112 : −2W2d1d2sin(q2)
K122 : −W2d1d2sin(q2)
K211 : W122

K1 : [(W1 +W2)d1sin(q1) +W2d2sin(q1 + q2)]g
K2 : [W2d2sin(q1 + q2)]g
A linear time-varying singular system discussed by Nandhakumar et al. [15],

which is in the following form

M(t) ẋ(t) = C(t)x(t)+ D(t)u(t) (3)

with initial condition x(0) = x0.

where x(t) is a n-state vector and
u(t) Is the p-input control vector and
M(t) Is a n × n singular matrix,
C(t) and D(t) are n × n and n × p matrices respectively.
The said algorithm has been reported to be used for solving position and velocity

errors in robot arm during operation [16–18].

3 Implementation on an Industrial Robot

The experiment is conducted using 2 dof industrial robot manipulator. The config-
uration and hardware details are discussed by Nandhakumar et al. [5] as shown in
the Fig. 1. In the experiment has carried out in four stages which include two rota-
tions and two linear movements. Initially the arm is in home position i.e. in the top
position. So it has to move to some degree in rotation (2 radians) followed by linear
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Fig. 1 Industrial Robot
Manipulator

downmovement (0–10 cm) to pick the component. After picking up the object, it has
to move upward from (10–5 cm) and reaching the third position, it rotate and place
the object. During operations, each joint trajectory is traced. Whenever new position
is out of control, the proposed model evaluates the desired torque and compares it
with the existing one. If it goes out of control, the proposed integration estimates the
torque based on the varying positions, and compares with existing torque. Finally,
the exact trajectories have been achieved and results of velocity errors and positions
errors have been plotted and shown in Figs. 2, 3, 4, 5, 6, 7, 8 and 9. From these
figures, it has been observed that the proposed integration controls the errors and
provides the projected range of accuracy.

4 Results and Discussion

Figures 2, 4, 6 and 8 shows the positions and velocity profiles of Joint 1 and 2
respectively arising out of the proposed algorithm. From these profiles, it has been
observed that trajectories very closely follow exact trajectories which are obtained by
cubic polynomial method. The position errors and velocity errors are as shown in the
Figs. 3, 5, 7 and 9. The errors obtained are large than the numerical simulations [15].
The obtained level of accuracy is comparatively good with steady errors. A detailed
comparison of the results with [5] shows that the position and velocity error for joint
1 and joint 2 is less. From Fig. 3, at joint 1—Position error—4.0× 10–3 rad,Velocity
error—3 × 10–2 and at joint 2—Position error 5.0 × 10–2 rad and Joint velocity
error 4 × 10–2 rad/s which is approximately 20% less than the model reported by
Nandhakumar el al 2013.



Trajectory Tracking Control of Industrial Robot Manipulator … 329

Fig. 2 Joint 1 position and velocity

Fig. 3 Joint 1 position and velocity errors
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Fig. 4 Joint 2 position and velocity

Fig. 5 Joint 2 position and velocity errors
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Fig. 6 Joint 2 position and velocity

Fig. 7 Joint 2 position and velocity error
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Fig. 8 Joint 1 position and velocity

5 Conclusions

In this paper, an experimental investigation is made to analyze the effectiveness
proposed integration of STHWS with VS Control method. An appropriate law for
controlling the manipulator has been designed for integration and implemented in
two link robot arm. An experiment was carried out by taking into consideration
time varying model as singular system time. The objective was to exhibit the ability
of proposed integration of STHWS method with VS control system for practical
use with diverse arm dynamics. The results are compared with previous studies in
the yields good results and the performance of the manipulator good and fall within
estimated range of accuracy. The healthiness of proposed integration with VS control
system also justified from the results.
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Fig. 9 Joint 1 position and velocity errors
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Medical Fitness Device for Driving
Assessment

K. Chamundeswari, R. Saranya, M. Smitha, S. Prabakar,
and K. Porkumaran

Abstract This project is to check Medical Fitness for accidental Drivers and paral-
ysed patients health condition using pressure and heart beat sensor with RTC unit.
This can be helpful to analyze the accident person’s health improvement condition
or periodic monitoring of that person. In hospitals, accidental patients’ body condi-
tions (Leg and Hand) must be monitored constantly, which is typically done by
doctors or other paramedical staff. And when the conditions go abnormal then we
sense those values by Displaying in LCD and buzzer sound. The suitable parameters
which should be monitored are first determined and also the respective sensors are
connected to the patient‘s body and periodically checked by a PIC microcontroller.
And these parameters have fixed threshold levels which are monitored and also the
parameters are transmitted to a LCD for continues monitoring purpose.

Keywords Accidental drivers · Analyze · Parameters · PIC microcontroller

1 Introduction

An accident is knock or miss event that at times has convenient or more undesir-
able consequences, other times being inconsequential. The term implies that such
an incident might not be preventable since, their leads to circumstances go unrecog-
nized and unaddressed. Accident may lead to injuries which can affect the nervous
system. This may also lead to paralysis, trauma, stroke etc. Paralysis may be a loss
of muscle function partly of our body which may be temporary or permanent. This

K. Chamundeswari (B) · R. Saranya · M. Smitha
Dr.N.G.P Institute of Technology, Coimbatore, Tamil Nadu, India
e-mail: chamundeswaribme@ngpit.ac.in

S. Prabakar
Sona College of Technology, Salem, India
e-mail: srisornaprabu@gmail.com

K. Porkumaran
Sri Sairam Engineering College, Chennai, India
e-mail: porkumaran@gmail.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
R. Ibrahim et al. (eds.), International Conference on Artificial Intelligence
for Smart Community, Lecture Notes in Electrical Engineering 758,
https://doi.org/10.1007/978-981-16-2183-3_32

335

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-2183-3_32&domain=pdf
mailto:chamundeswaribme@ngpit.ac.in
mailto:srisornaprabu@gmail.com
mailto:porkumaran@gmail.com
https://doi.org/10.1007/978-981-16-2183-3_32


336 K. Chamundeswari et al.

could flow from to attack within the nerves of the peripheral systema nervosum by
the body’s system which may eventually result in temporary paralysis of arms and
legs [Guillain –Barre syndrome]. The patients with such disabilities don’t seem to
be ready to perform their everyday actions like feeding, toilette usage, movement
through space and driving. After recovery, to assess their driving ability this project
are going to be helpful by measuring the parameters like pressure with which they
apply the break and therefore the time with which they react and heart beat. Since,
till now only the software and scans like MRI, CT, X-RAY are present to assess
the anatomical functions and therefore the overall fitness. Occupational therapists,
as well as certified driver rehabilitation specialist are required to create important
recommendation concerning the fitness to the drive of their clients on daily. To help in
formulating these recommendations they’re going for scanning technologies. Hence
the goal of our project is to assess the fitness without scanning. This project will have
high accuracy than the prevailing ones. This device are going to be helpful for simple
observation of patients exact health condition and improvement. it’s easy to control
and handle. It may be of great use thanks to it’s compactness and price effectiveness.

2 Related Works

A wireless and reliable health monitoring and warning system was proposed by
Khemapech [1] in that the vital signals has been recorded using the wearable device
and further analyzed for providing real time warnings. The heart rate and blood pres-
sure and pulse rate are the measured as the vital signals for depicting the patient’s
cardiovascular symptoms by comparing ranges with the standard values given by the
doctors. One of the key drawback they faced is the, range between wearable device
and the software of the system is the not in the limited communication aspects. Omer
Al-Salihi [2] described about an android mobile application which was successfully
built and consequently the data transmission using internet (WiFi) to both the appli-
cation and to the remote server by was done perfectly,. In addition to the current, the
next objective of this was achieved by examining the vital parameters remotely and
predicts the consequences. Although the results were far considerable there still exist
a problem in both hardware and software interface. Appelboom et al. [3] proposed a
project by implementing smart wearable sensors into the practice patient care could
improve the relationship between doctor and patient which increased the indepen-
dence and involvement of patients regarding to the healthcare aspects and remote
monitoring provides the most effective way of monitoring which brings a drastic
change in the healthcare organization.

Kumara et al. [4] designed a device to assist these patients fingers of the hand
that play a major role in this system. The system ensures the patient to precise his
needs by converting the finger bending into auditory speech. If the identical action
is repeated thrice, then there is an efficiency of the system to send a text message
to the concerned caretaker with the assistance of GSM module. In future more flex
sensors can be accustomated to perform multiple tasks and more health Parameter
may be included. Aminian and Naji [5] proposed a system which implements all
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sufficient aspects of monitoring to measure the vital parameter for the multiple users
or the patient. In this work a coordinator node is assigned which is attached to the
body of the patient which in turn it collects all the vital information’s by the wireless
sensors and it transmits to the base station for future analysis. The placed sensors
on the body of the patient act as a wireless body sensor network (WBSN) and are
capable of sensing the vital parameters. In case any abnormalities in the measured
parameters the system indicates an alarm to the patient and message also has been
passed to the doctor’s end by an Email or SMS.

While comparingwith the pervious findings there is a large amount of reduction in
the energy consumption and also there is a speed in the network lifetimewhich in turn
improves the communication coverage to extent the comfortness and independence
for ensuring the quality of life, these are considered as a most advantageous of the
proposed system. Deepasri et al. [15] proposed a monitoring system, for indicating
the patients health aspects. In this work the most efficient biosensors are used to
observe or record the physiological parameters such as blood pressure, pulse rate,
heart rate and measured data are continuously sent to the nurse through by using
GSM. Future it been processed in Microcontroller (MSP430). Roshdy et al. [14]
proposed a design for the paralyzed hand people a easy portable device with light
weight and low cost. Based on all these consideration we proposed a device for
monitoring the parameters after recovery of the paralyzed patient in the aspects of
driving.

3 Methodology

The project uses Pressure and heart beat sensor for transferring data to a micro-
controller unit fitted in doctors monitoring area. The pressure sensor value and
reaction time take by patient is displayed through LCD screen. Respective sensors
are connected to the patient‘s body whenever medical test is carried out and peri-
odically values are checked by a PIC Microcontroller. All these parameters have
fixed threshold levels which are monitored. And the parameters are transmitted to a
LCD for continues monitoring purpose. Depending upon the value treatment maybe
carryout further.

The project uses Pressure sensor for transferring data to a microcontroller unit
fitted in doctors monitoring area. The pressure sensor value and latent period take
by patient is displayed through LCD screen. Depending upon the worth treatment
maybe carryout further.

4 System Implementation

The proposed systemmakes use of two sensors namely flexi force or pressure sensor
and heart beat sensor to measure the appropriate parameters (Fig. 1).
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Fig. 1 Block diagram

4.1 PIC Micro Controller

In this system we use the PIC 16F877A microcontroller for the conversion of the
parameters. The pin of the this microcontroller is shown in the Fig. 2.

4.2 Pressure Sensor

FSR are used to continuously monitoring the pressure of the patients especially the
pressure applied to the peddle of accelerator and brake at the time of driving. The
Fig. 3 shows the FSR used in the proposed work.

4.3 Heartbeat Sensor

The heart sensor is placed on the patient’s body to continuously measure the heart
rate of the patient while driving. This is value is send to the physicians at the other
end. This is a digital value.
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Fig. 2 Pin diagram of 16F877A

Fig. 3 Flexi force sensor

4.4 LCD Display

LCD (Liquid Crystal Display) is used to display the values of the pressure and the
heart rate. Here in this work we use a 16 × 2 LCD display is very basic module and
is very commonly used in various devices and circuits. The LCD display used in our
work is shown in the Fig. 4.
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Fig. 4 LCD display

4.5 Power Supply Description

The power supply we use in this work is ac voltage, typically 220V rms, is connected
to a transformer, which steps that ac voltage down to the level of the desired dc output.

4.6 Software Required

• Embedded C.
• PIC Boot loader.
• CCS C Complier.
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5 Results and Discussion

The working modules of the proposed system are shown in Fig. 5 and Fig. 6 which
are very helpful for the paralytic patients and accidental people.

The system continuously monitors heart beat rate and blood pressure of patient.
The system also has the feature to check the physical fitnesss of the patient for

driving with a high accuracy. Patients exact health condition can be easily observed.
Due to its compactness and low cost this product can be used easily in all healthcare
centers, even in home. Also it is easy to operate and handle.

Fig. 5 Working module of
the proposed work

Fig. 6 Working module of
the proposed work
determining the heart rate
and BP
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6 Conclusion

This project presents the design and implementation of accidental health monitoring
system by using flexi force sensor module. The proposed system will be a helping
hand for accidental and paralytic patients. It is concluded that Programmable Inter-
face Controller (PIC) has been the low cost implementation used for recording and
transmitting the bio-medical signals and very useful to the patients. This system was
developed to minimize the device’s size and allow for daily life usage.
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Abstract There are many relevant and interesting contributions using Artificial
Intelligence (AI) based techniques, with different purposes. It has been used as an
effective way for estimating the forecasted data of reservoir daily storage value. The
efficiency of variousAImethodswas explored in this article and later the best method
is selected for reservoir storage level prediction. In estimating reservoir storage levels
several regression algorithms and artificial neural network (ANN) approaches have
been evaluated. There is better agreement between the ANN model compared to
regression algorithms. The findings were demonstrated by significant correlation
coefficient (R2) rate among the expected and calculated training outcome variables
up to 0.91 and the highest validity outcome of Root Mean Square Error (RMSE)
was 5.1989. Consequently, this method is therefore adequate for robustness and
generalizability abilities and is ideal for forecasts.
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LM Levenberg marquardt
ML Machine learning
MSE Mean square error
R Correlation coefficient
RMSE Root mean square error

1 Introduction

A reservoir is a physical (artificial and natural) system used to preserve water for the
storage, management and regulation of the flow of water [1]. Reservoir level control-
ling parameters are inflows, water storage, water release, evaporation, and infiltration
from reservoir. These parameters are unpredictable and must be considered in the
operation of water supplies. The higher results can be achieved if the dam reservoir
level is calculated correctly [2]. Unfortunately, if a reservoir is full on the maximum
storage level due to excessive inflow, the water level rises and the discharge rate over
the drainage line rise. This event will lead to downstream flooding [3]. Therefore,
reservoir water level forecasting is important for flood caution, flood management,
river water potential assessment, hydroelectric power generation, domestic manage-
ment and for river water potential assessment [4]. Also, the significance ofwater level
forecasting would give the operator the advantage of optimum water level drawing
and a sustainable hydropower generation strategy [5].

There have been several methods used in the forecasting of hydrological activities
in recent years. Previously, the reservoir water level forecasting software used a tradi-
tional linear mathematical relationship approach focused on operator knowledge,
mathematical curves and instructions [6]. Overestimation of features in data andwide
missed variables, however, causes low performance and undermines computational
models becauseof difficulty and shortageof explosion to the data.With regard to these
problems, the use of Machine Learning (ML) techniques has been adopted, provided
that nonlinear process modelling and forecasting effects are better than conventional
models, such asmoving average processes [7–9].Machine Learning (ML) focuses on
allowing systems through a provided data to forecast, clustered, absorb classification
models, or render choices. The main importance of this modelling is the software’s
ability to visualize scenarios of data without the above-mentioned understanding
fromvariables influencing the projection variables [10, 11]. Studies have continued to
implement thisML to forecast a range of modelingmethods and variables to increase
efficiency andmodel’s durability prediction description [12]. Regression Algorithms
is considered an alternative approach to ANN for implementing nonlinear predic-
tion. It has been increasingly used in hydrological prediction over the years [13]. In
graphical ormathematical equations, predictivemethods are typically provided using
computed historical data and statistical analysis [14]. This research hence emphasizes
on predicting improvements to the amount of storage water through ML algorithms.
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Key objective in this research to come upwith reservoir operant by reliable storage
level predicting method and to investigate the simulation methodology of Regres-
sion Algorithms likely linear regression (LR)models, decision trees (DTs), Gaussian
process regression (GPR) models, support vector machines (SVMs), as well as Arti-
ficial Neural Network (ANN) and ensembles of tree models the models were trained.
Secondly, the efficacy of the best method will be used in studying the water level
parameter pattern. Lastly, the selected method will be used for industrial operations
and development and increases the reliability of forecasting for water level storage.
It will help to establish better river operating strategies, leading to better condi-
tions for water users, including agricultural operations, manufacturing practices,
and hydropower production. As a consequence, the exact prediction for the level
of stored water would have a positive effect on improved planning for all relevant
industrial and commercial operations. In a summary, the purpose over this analysis
is to predict volume of stored reservoir water thus it is an essential consideration for
decision-making or the reservoir operator to manage the planning of water supplies.

2 Materials and Methods

2.1 Study Area and Dataset

Mangla Dam is located on the Jhelum River in the Mirpur District in Pakistan.
Coordinates are latitude: 33.142083 °N and longitude: 73.645015 °E with Height
147m (482 ft) and Length 3140m (10,302 ft). The total capacity 9.12 km3 (7,390,000
acre ft) with catchment area 33,334 km2. Turbine numbers are 10 MW × 100 MW,
installed capacity 1150 MW (15% overload) 1500 MW (max. planned). Figure 1
illustrate the Dam location.

Data for this study were 10 years Meteorological Historical data points, collected
for average monthly temperature, rainfall, wind speed, humidity, sun hours and UV
index from January 2009 to October 2020. Hydrological average monthly data of
inflow, irrigation demand and reservoir storage for 2014–2020 was collected. The
average monthly data was used for the study purpose (Fig. 2a, b).

2.2 Methodology

In this study, the dataset was split into training and test dataset, to avoid over-fitting
of the method. Using the dataset of the training section for various statistical models
and Neural Network Regression (NNR).
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Fig. 1 Location of Mangla Dam

Regression Learner App (RLA)

TheRLA is a feasible framework available withMATLABonline and latest versions.
RLA models were developed for all the training, using influential hydrological
(inflow, irrigation demand) and meteorological variables (temperature, rainfall, wind
speed, humidity, sun hours, uv index), variables as independent variables, and the
reservoir storage water level of these sites as dependent variables.

Artificial Neural Network (ANN)

Three-layer ANN, consisting of one input layer, one hidden layer, and one output
layer, is widely preferred in practical engineering implementations because it can
approximate virtually any kind of complex relationships to excellent accuracy
between the inputs and target outputs. The sketch map of a standard three-layer
ANN is shown in Fig. 3.

Evaluation Criteria

The performance of the Regression Models and the ANN was evaluated using the
coefficient of determination (R2), mean–squared error (MSE) mean absolute error
(MAE) and Root Mean Square Error (RMSE). The value of R2 closer to 1 shows
good correlation between the data sets. Following equations are used to measure the
errors:
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Fig. 2 a Meteorological data. b Hydrological data

Fig. 3 Structure of the ANN
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where, respectively, ypred and yexp are the predicted and experimental values. In
the data, N denotes the total number of values. The mean answer value is denoted
by ym.

3 Result and Discussions

3.1 RLA and ANN Modeling

The RLA enables system to instantly train several standard regression techniques
simultaneously time analyze their findings and thus choose the most appropriate one.
The RMSE, quadratic regression (R-square) parameter, mean absolute error (MAE),
mean squared error (MSE), predicted speed, and time of training of Regression
models andArtificialNeuralNetwork are shown inTable 1.The table shows thatANN
had better accuracy in terms of errors evaluation than regression linear algorithms.
Therefore, ANN is selected for further study purpose.

The efficacy of the ANN model at various training protocols is listed in Table 2
here. The most efficient learning strategies for ANN training was back propagation
(BP) algorithm. This algorithm can be quickly applied and incorporated in functional
forecasting systems as given in early research works. It is possible to split back
propagation into two phases: A process of feed-forward and a backward step. In
current study feed forward BP algorithm had been used based on its minimum value
of MSE. The input information was delivered to the input layer, the hidden layer and
the output layer in order to the feed-forward stage, to receive the output information.
ANN was trained and tested further to reach the near-optimal relationship between
the input data set and the output data set.

It must be remembered, though, that the participation of several neurons in the
hidden layer may induce the over-adaptation, resulting in the lack of network gener-
alizability, and that a limited number of hidden neurons may also fall short of the
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Table 1 Performance values of regression algorithms

Prediction model Results

RMSE R2 MSE MAE Prediction
Speed (obs/s)

Training
Time (s)

Linear
Regression
Models

Linear 7.34 0.8 53.89 5.71 ~800 1.835

Interaction
Linear

169.39 9.72 28,691 65.876 ~1100 0.4768

Robust
Linear

7.3077 0.82 53.402 5.6857 ~2100 0.57047

Stepwise
linear

7.7387 0.80 59.887 6.2356 ~2200 6.8793

Regression
Trees

Fine Tree 15.216 0.21 231.53 11.273 ~3400 1.137

Medium
Tree

14.753 0.26 217.65 11.439 ~6200 0.1182

Coarse Tree 17.135 -0.00 293.62 14.898 ~6000 0.1274

Ensembles
of Trees

Boosted
Trees

18.269 0.14 333.75 16.436 ~1100 1.5164

Bagged
Trees

12.015 0.51 144.35 10.185 ~1400 1.0856

Support
Vector
Machines

Linear SVM 8.0991 0.78 65.595 6.6522 ~2700 0.61451

Quadratic
SVM

8.6011 0.75 73.98 7.019 ~5500 0.17838

Cubic SVM 12.47 0.47 155.5 8.74 ~4900 0.13694

Fine
Gaussian
SVM

15.918 0.14 253.38 13.677 ~5100 0.17306

Medium
Gaussian
SVM

8.0131 0.78 64.209 6.4718 ~5100 0.13812

Coarse
Gaussian
SVM

11.814 0.52 139.58 9.5742 ~5300 0.13056

Gaussian
Process
Regression
Models

Squared
Exponential

8.5007 0.75 72.262 6.8081 ~3000 1.1217

Matern 5/2
GPR

7.8666 0.79 61.883 6.3482 ~4100 0.25802

Exponential
GPR

7.5524 0.81 57.038 6.085 ~4100 0.2701

Rational
Quadratic
GPR

7.7866 0.79 60.632 8.0132 ~4100 0.33501

ANN 5.1989 0.91 27.0289 9.1293 ~4900 5.6785
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Table 2 Trial-and-error results for development of reservoir efficiency ANN model

Algorithm Function Transfer function in
hidden layer

Transfer function in
output layer

Correlation
coefficient

Conjugate gradient
backpropagation
with
Polak–Ribiere
updates

traincgp Tansig
satlin
purelin

Purelin 0.7217

Levenberg
Marquardt
backpropagation

trainlm Tansig
satlin
purelin

Purelin 0.912

Gradient descent
with momentum and
cascade-forward
backpropagation

traingdx Tansig
satlin
poslin

Purelin 0.164

elman
backpropagation

trainrp Tansig
satlin
poslin

Purelin 0.427

Feed-forward
backpropagation

trainbfg Tansig
satlin
poslin

Purelin 0.419

Layer recurrent trainscg Tansig
satlin
poslin

Purelin 0.539

Bayesian
Regularization

trainbfg Tansig
satlin
purelin

Purelin 0.812

data and that the network will not then remember. Therefore, if the structure fails to
meet the experimental outcomes, thewater treatment plant production value becomes
disorganized and the plant management challenging. The trial and error approach
were used to identify the most effective network model, the ideal number of cached
layers and the maximum possible number of neurons in the cached layer. There
were two maximum number of hidden layers. The addition of more hidden layers
increases the system’s complexity and thus simulator time and expense. Authors have
shown that a framework with a hidden layer will estimate any continuous function
if adequate freedom is given.

The required design generated both training and testing data with the minimum
of errors. Table 3 tests the output of each network model by evaluating the MSE for
each test performed to find the required architecture. Backpropagation network and
14–20 neurons have been shown to achieve minimumMSE levels, so that all models
are limited to 20 neurons and evaluated.

Simulated data was analyzed for the testing and validating ofmodel networkswith
only one low, one medium, one in high-value storage datasets. The findings for the
predictive process modelling in Table 3 show the number of neurons in hidden layer.
Several experiments for each group have been performed to achieve the required
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Table 3 Number of neurons in hidden layer for modeling of prediction

Number of neurons MSE train MSE test R2 train R2 test

1 1132.40885e−0 1131.82874e−0 3.86626e−1 3.39020e−1

2 1130.51469e−0 1110.32990e−0 3.22761e−1 4.94977e−1

3 1221.4858e−0 825.41410e−0 2.89077e−1 3.77285e−1

4 719.83942e−0 871.38243e−0 6.81527e−1 6.18165e−1

5 585.61699e−0 714.74720e−0 7.27652e−1 6.59739e−1

6 663.92940e−0 858.15404e−0 7.00667e−1 5.64750e−1

7 608.52763e−0 910.74590e−0 7.17946e−1 6.12950e−1

8 625.97087e−0 845.29416e−0 7.22004e−1 6.03408e−1

9 512.81392e−0 439.05576e−0 7.71174e−1 7.44953e−1

10 568.93684e−0 410.62168e−0 7.36236e−1 8.17789e−1

11 589.04647e−0 617.56938e−0 7.30761e−1 7.43482e−1

12 581.47511e−0 691.45059e−0 7.55153e−1 6.71959e−1

13 447.71431e−0 823.96620e−0 8.05743e−1 5.85416e−1

14 403.09447e−0 651.54030e−0 8.33410e−1 7.23248e−1

15 636.77776e−0 561.76090e−0 7.23871e−1 7.49778e−1

16 635.03722e−0 576.82133e−0 6.97208e−1 7.53079e−1

17 541.03630e−0 976.30986e−0 7.49574e−1 6.13714e−1

18 488.40561e−0 784.90172e−0 7.85160e−1 6.83428e−1

19 409.98544e−0 703.54441e−0 8.29223e−1 6.46347e−1

20 187.03860e−1 740.59603e−1 9.22101e−1 6.57288e−1

network layout, before the appropriate learning rate, the number of hidden layers
and the number of neurons per hidden layer have been achieved.

If a model ANNs can precisely define the highest standards in the Correlation
coefficient (R2) and minimum standards in the Root Mean Square of Error (RMSE)
it can simply be the accurate and superior ANN model. The number is noticeable in
Fig. 4 that the result directions for training (R-value = 0.9221), validation (R value
= 0.82371) and testing (R value = 0.65729) are aimed very strongly. These values
may equate to a total R value of = 0.86872. In this scenario, the network reaction
has so far been optimistic, and simulation can be used to reach new inputs.

The Regression (R) plot highlights the assessment between the target that is
believed to be the optimal output and the ANN output that is known to be the actual
output, which indicates that the ANN output is exactly the same as the target output.
Notably, the Regression (R) value indicates the significance of outputs and priorities.
In fact, since R can exceed 1, this means an accurate linear relevance between goals
and outputs. The validation and the performance checked display values of (R) are
both greater than 0.90. It shows high performance of the model.
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Fig. 4 Regression plot by ANN

3.2 Prediction of Storage Data

The trained model was used for the prediction of storage data for water level of
January–November 2020. Figure 5 shows that the data was well predicted using the
trained ANNmodel. The prediction accuracy was 92% and RMSE value 5.1989. The
lower value of error shows that ANN is a reliable ML tool for prediction of reservoir
storage data provided with suitable meteorological and hydrological data.

4 Conclusion

The networks used to train and forecastwater storage levels using theMatlab software
in this study. The learning algorithm, such as Levenberg–Marquardt, was qualified in
training to train the model. The results were shown by a high value of the correlation
coefficient (R2) between the expected and observed training variables of up to 0.91
and the highest validity efficiency value of the RMSE was 5.1989. Consequently, it
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Fig. 5 Prediction by ANN

is concluded that for accuracy and generalization capability, this developed model
has been satisfactory and is suitable for prediction purpose.
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Fabrication of Parallel Mechanism
Actuated by Pneumatic Artificial Muscle
for Rehabilitation Therapy

S. Krishnan, A. M. A. Rani, Laxamanan G. Kurappa,
and Sivajothi Paramasivam

Abstract Ankle–Foot injuries are amongst the most common injuries of the lower
limb and almost 25,000 people experience ankle injuries each day due to vigorous
activities. Traditionally, ankle injuries are rehabilitated via physiotherapy using
simple equipment like elastic bands and rollers, requiring intensive efforts of ther-
apists and patients. Currently, Stewart platform rehabilitation devices are actuated
by various methods including double acting pneumatic cylinder, hydraulic, electric
motor and shape memory alloy. The limitation of using these actuation methods is
that it provides lower range of motions and requires higher maintenances. A less
known type is Pneumatic Artificial Muscles (PAMs). PAMs are operated by pneu-
matic pressure and are contractible naturally upon inflation. The objective of this
study is to fabricate Stewart platform using Pneumatic Artificial Muscle, to analyze
the range ofmotion produce by various diameter of the PAMs. The diameters of PAM
used were 8, 10 and 12 mm. It was observed that Stewart Platform actuated by PAM
of diameter of 12 mm produced maximum platform angle of 31.73°, whereas PAM
with the diameter of 10 and 8 mm produced maximum platform angle of 28.62° and
25.31°, respectively.
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1 Introduction

1.1 Background of Foot and Ankle

Ankle joint is one of the significant joints in human body which helps maintain body
balance during ambulation. In a human skeleton, human ankle joint is a very complex
bony structure. Ankle sprain is a common injury and the number of injuries is rising
day by day due to vigorous activities carried out by people and this can happen
to athletes and non-athletes, children and adults. Beside vigorous activities, it can
also happen when you simply step on an uneven surface, or step down at an angle.
Ligament play important role in human ankle where it holds the ankle bones and joint
in position. For all the abnormal movements-especially twisting, turning, and rolling
of the foot, the ligament provides protection to the ankle joint. Since ligament is an
elastic structure it has the ability go back to their normal positions after it stretches
within its limits. Sprain occurs when ligament is forced to stretch beyond its limit.
Actual tearing of the elastic fibers caused by the severe sprain. Apart from ankle
sprain, stroke is one of the most typical impairment which causes the patient difficult
to lift their foot due to weakness in the dorsiflexionmuscles. Figure 1 shows anatomy
of human ankle.

Physical therapies method which rehabilitates patient one-to-one is known as
traditional rehabilitation. Obtaining desired results from this traditional rehabilita-
tion method solely depends on the therapist skills. This traditional method affects the
therapists in a negative way since the rehabilitation process contains repetitive and
intensive exercises and it takes longer period of time to cure. Hence, there will be
difficulties in delivering the same rehabilitation process by the therapist. Therefore,
from the viewpoint of patients, therapists and rehabilitation process by studies, the

Fig. 1 a Rotation and b joints of the ankle [1]
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Fig. 2 Movement of human ankle [2]

importance and requirements of robotic-based rehabilitation has been emphasized.
One of the advantages of using ankle rehabilitation robots is that it provides a precise
measurement of data to the therapists to records and observes every details of the reha-
bilitation process and makes changes of the diagnosis, prognosis, and customization
of conceivable treatment. Patient’s recovery can be accelerated by delivering more
accurate, repetitive and intensive therapies through this rehabilitation process using
ankle rehabilitation robots. Flexibility of the ankle joints can be increased by using
these rehabilitation robots and allow patient’s ankle undergo all four movement:
dorsiflexion, plantar-flexion, inversion and eversion. Figure 2 depicts movement of
human ankle.

2 Literature Review

2.1 Pneumatic Artificial Muscles

The braided pneumatics actuators were invented byMcKibben to help the movement
of polio patients 1950. They are also called aMcKibbenMuscle or PneumaticMuscle
which is actuated by compressed air. Pneumatic muscle was used as the original
applications such as, door opening arrangement and on industrial robot [3]. The
displacement movement performed by pneumatic muscle is shown in Fig. 3.

The main element of PAM is thin membrane which makes it lightweight and it
is an advantage during replacement of a defective muscle. There are different types
of braided sleeves discovered in the past literature such as latex and silk pneumatic
Muscle [5–7]. Another advantage of PAM in their inherent complaint behavior is
when force is exerted on the PAM, which gives in without increasing the force in the
actuation.
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Fig. 3 The displacement
movement carried out by
pneumatic muscle [4]

2.2 Application in Robotics

Wickramatunge and Leephakreeda [8] reported that the low assemble weight and
high power to ratio of PAMs is most desirable to be considered for use in mobile
robotics. In certain situation, the impotency of the PAMs is higher than the conven-
tional pneumatic cylinder. The development of a model gives effective description
to understand the mechanical behavior of the PAMs. The stiffness parameter of the
muscle denotes as K and it is considered a function of the actuated air pressure, P
and total length, LS. The elastic force is denoted by Felastic and the expression given
in Eq. 1.

Felastic = K (P, Ls)Ls (1)

In this study, the stiffness parameter K is taken as a second order polynominal
function of LS and P and it is expressed in Eq. 2. However, a universal approximation
method with fuzzy logic or neural network can be used as alternative choice for
accuracy viewpoint [9].

K = aoP
2 + a1PLs + a2L

2
s + a3 (2)

where ao, a1, a2 are constant cerfficient, which can obtained from experiment data.
Typical values of coefficient in K for operating on construction mode under low
pressure:

a0 = −2.977, a1 = −5.890, a2 = 3.203 and a3 = 104.824
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Double acting 
pneumatics cylinder

Upper platform

Lower platform

Dorsi flexion movement

Fig. 4 The “Rutgers Angle”: the system view [10]

2.3 Parallel Mechanism

Recently there has been great interest in some research center around the world to
propose and develop automated system for ankle rehabilitation. Much of the work
focuses on the limitation of existing commercial rehabilitation devices, i.e. obtaining
combinations of basic ankle movement. Figure 4 shows the Rutgers ankle platform.
Rutgers ankle platform is a Stewart platform that generates displacement to the
ankle–foot of the patients during rehabilitation process by actuating six pneumatic
cylinders. The Stewart platform was designed to control the displacement of the
cylinder in six degrees of freedom movement of the foot–ankle.

The electro pneumatic controller is used to actuate the Stewart platform. The
electro pneumatic controller modulates the air pressure in the platform. The Rutgers
actuation is based on pneumatic system, and this has disadvantages in terms of
portability due to the heaviness of the device and sounds that is unsuitable formedical
rehabilitation environment.

3 Methodology

The schematic of Stewart platform is shown in Fig. 5 consisting of upper platform,
lower platform and Delrin panel. Basically, one end of the Pneumatic Artificial
Muscle is connected to upper platform and the other end is connected to pneumatic
fitting. When the Pneumatic Artificial Muscle is pressurized, the muscle will expand
and shorten leading to thedisplacement of the upper platform.Theupper platformwill
be deformed to the downward positionwhich creates dorsi/plantar flexionmovement.
The gyroscope is fixed in between the upper platform to measure the top angle and
force sensitive resistor (FSR-402) is fixed on top of the upper platform to measure
the force applied on the platform. Figure 5 shows the position of upper platform
before and after it is pressurized in 3D modeling.
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(a) 0° (b) 31.73°

Fig. 5 Stewart platform actuated by PAM a 0° and b 31.73°

The Pneumatic Artificial Muscle used in this experiment is enclosed with nylon
braided sleeves. The PAM is pressurized from 1 bar up to 5 bars and diameter of PAM
used is 12 mm. The gyroscope is fixed in between the upper platform to measure the
top angle and force sensitive resistor (FSR-402) is fixed on top of the upper platform
to measure the force applied on the platform. The developed Stewart platform is
depicted in Fig. 6.

Delrin panel
Lower platform

Gyroscope

Upper platform
Force Sensitive 

PAM

Fig. 6 Developed Stewart platform actuated by PAMs
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Fig. 7 Force produced by
various diameters of PAM
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4 Results and Discussion

4.1 Force Produced by PAMs

Preliminary experiment was conducted with different diameters of 8, 10 and 12 mm
to identify the force produced by the pneumatic artificial Muscle. Figure 7 shows the
comparison force produced by different diameters of Pneumatic Artificial Muscle.
It is observed that the PAM with the diameter of 12 mm produced maximum pulling
force of 3.5 N when PAM is pressurized maximum to 5 bars. The PAM with the
diameter of 10 mm has a pulling force of 3.0 N and 8 mm have a pulling force of
2.5 N when PAM is pressurized to 5 bars. According to PAM with the diameter of
12 mm the difference between maximum force and minimum force is 2.5 N followed
by PAM with the diameter of 10 mm and 8 mm which is 2 N and 1.5 N respectively.

4.2 Range of Motion Produced by the PAMs

Figure 8 presents the comparative study of Range of Motion produced by Pneumatic
Artificial Muscle with different diameters of 8, 10 and 12 mm. It was observed that
Pneumatic Artificial Muscle with the diameter of 8 mm produced minimum range

Fig. 8 Range of motion
produced by various
diameter PAMs
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of motion of 2.21° and the maximum range of motion of 25.31°. The difference
betweenminimum andmaximum range ofmotion of the platform is 23.1°. PAMwith
the diameter of 10 mm obtained minimum range of motion of 2.43° and maximum
range of motion of 25.31°. The difference between maximum and minimum range
of motion is 22.88°. There is a slight increase in range of motion when the diameter
increases. The maximum and minimum range of motion obtained for 12 mm PAM
is 31.73° and it was 24.8° ROM actuated by SMA [11, 12].

5 Conclusion

In this study, it is established that the use of Stewart platform actuated by Pneumatic
Artificial Muscle improves the range of motion (ROM) for patient’s ankle–foot reha-
bilitation in biomedical applications. As the PAM is pressurized, the muscle gets
expand and shorten in length pulling the upper platform downwards. Hence, dorsi-
flexion and plantar flexion movement is achieved. Pneumatic Artificial Muscle with
the diameter of 12 mm was fabricated in the Stewart platform. The Stewart platform
actuated by Ø 12mm diameter of PAMproducedmaximum platform angle and force
of 31.73° and 3.5 N, respectively. The developed Stewart platform actuated by Pneu-
matic Artificial Muscle produced range of motion up to 31.73° which is acceptable
to promote dorsi/plantar flexion.
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Abstract Concentrating photovoltaic/thermal (CPV/T) technology is regarded as
the most auspicious part of renewable energy capable of reducing reliance on fossil
fuels due to its superior performance and hybrid output nature. CPV/T technology
aims to reduce the cost of the renewable systems by replacing the costly solar cell
material with relatively cheap optical devices that concentrate the light collected
from the sun to a small solar PV cell and simultaneously generating useful heat
energy for process heat applications. However, the electrical and thermal perfor-
mances of systems utilizing the methodology mentioned above get strongly affected
by atmospheric parameters like solar radiation, ambient temperature, and the solar
spectrum. In recent years, due to the advantages tendered by Artificial Intelligence
tools to solve ambiguous and non-linear problems, many authors have used intelli-
gent system-based techniques for the prediction of the above-mentioned atmospheric
parameters. This paper presents a review of artificial intelligence-based techniques,
including Artificial Neural Network, Genetic Algorithm, and their composite models
for the estimation of atmospheric parameters that significantly influence the working
of hybrid concentrating PV/thermal systems. The review demonstrates the feasi-
bility and accuracy of artificial intelligence-based tools for precise solar insolation
and ambient air temperature prediction.
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1 Introduction

Owing to the rapid population growth and the fantastic advancement of the indus-
trial sector, energy consumption is rising globally at a much faster pace. Renewable
energy resources have emerged as a promising alternative to conventional energy
generation systems due to their abundance and free availability. They have gained
significant importance in overcoming the energy crisis [1]. Among all renewable
energy resources, solar energy has particularly drawn enormous consideration in
various engineering and industrial applications. Solar energy can be harnessed either
by employing solar photovoltaic panels, which directly convert sunlight into elec-
tricity, or by utilizing solar thermal collectors, which extract heat energy from the
solar radiation and transfer it to a working fluid, usually air or water, for further
use in thermal applications [2, 3]. The combination of photovoltaic panels, solar
thermal collectors, and reflective or refractive optical concentrators, also collectively
called concentrating photovoltaic thermal collectors, has attracted the attention of
researchers and developers in the field of solar energy due to their hybrid nature and
tremendous performance as compared to their constituent elements operating alone
[4]. The optics attached to the PV module also called the CPV system, is used to
concentrate sunlight on PV cells to generate the same amount of power with the rela-
tively lesser solar cell material, thus replacing costly solar cells with cheap optical
concentrators. In contrast, the purpose of solar thermal collector appended to the
back of PV cells, called photovoltaic/thermal system, is to remove heat from solar
cells for enhancing their efficiency on the one hand and producing thermal energy on
the other hand [5]. A CPV/T collector generates an output of hybrid nature consisting
of both electrical and thermal forms.

The CPV/T systems are usually classified on the basis of the concentration ratio of
the incident sun rays over the receiver [6]. The concentration ratio demonstrates the
extent towhich sunlight is concentrated on the target. The concentration is sometimes
expressed in the form of ‘suns,’ which indicates the level up to which the solar power
is aggregated. Based on concentration ratio (CR), the CPV/T systems are grouped
into low (1 < CR < 10), medium (10 < CR < 100) and high concentration (CR > 100)
photovoltaic/thermal systems [7].

In a CPV/T system, the prediction of electrical and thermal attributes ismandatory
for the detailed assessment of operational constraints and the economic viability of
these systems to promote their market proliferation [8]. However, the modeling of
CPV/T systems is entirely dissimilar and more complicated than CPV and PVT
systems operating alone in real operating conditions due to diverse factors like their
dependence on spectral distribution, difficulty in measuring cell temperatures, and
solar flux distribution on the receiver surface [9].
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Artificial intelligence-based techniques are incredibly beneficial in resolving
multifaceted problems and modeling complex systems [10]. For example, Artifi-
cial neural networks (ANN) have been extensively used in the field of photovoltaics
to estimate and forecast solar radiation and for modeling and simulation of both
standalone and grid-connected photovoltaic systems [10, 11]. Due to the superior
performance shown by ANNs for modeling of non-linear systems together with the
complicacy associated with the optical, electrical, and thermal modeling of CPV/T
systems, many researchers have applied ANNs for modeling, simulation, characteri-
zation, and performance estimation of both low concentration and high concentration
photovoltaic/thermal systems [10, 12]. The utilization of AI tools offers an alter-
nate solution to the problems that are still complicated from a fundamental physical
perspective due to the complexity of multi-physics phenomena associated with the
operation of these systems [13]. Suchmethods no longer require particularized infor-
mation regarding the materials needed for the fabrication of a given system. Besides,
advanced knowledge of optics, semiconductor physics, and thermal sciences is no
longer required as compared with most of the modern modeling techniques available
in the literature [14].However,ANNs also exhibit somedisadvantages as compared to
conventional analytical methods. For example, the inter-relationship between desired
input and output variables is sometimes unknown, and the historical data required
for modeling purposes must have high accuracy [15].

In this paper, a review of AI-based techniques to address the diverse issues related
to the estimation of atmospheric parameters affecting CPV/T systems is presented.
The primary aspiration is to prepare a summary of the published research papers
about the applications of AI tools like Artificial Neural Network (ANN), Genetic
Algorithms (GA), and their derivatives for the estimation of solar radiation as well
as ambient air temperature.

2 Application of ANNs for the Estimation of Solar
Radiation

The HCPV/T systems usually employ refractive optical elements to concentrate the
sunlight over solar cells. Such systems respond only to direct normal irradiance
abbreviated as DNI. Hence, this segment of sunlight is compulsory for the perfor-
mance prediction and characterization of HCPV/T structures. On the other hand, the
performance of LCPV/T systems depends on both direct and diffuse parts of solar
radiation due to their wide acceptance angles. The prediction of direct and diffuse
components of solar radiation is difficult when using analytical methods. Therefore,
many authors have employed ANNs for their prediction.

Lopez et al. [16] proposed an artificial neural network based on Bayesian function
for modeling of direct normal irradiance. The authors demonstrated that clearance
index and air mass are major parameters pertinent to the operation of the system.
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Alam et al. [17] used an ANNmodel to estimate beam solar radiation using a param-
eter called reference clearance index. The root-mean-square error for the model
fluctuates in the range of 1.66–2.78% for different states in India. In reference [18],
the authors established two ANN models for the prediction of DNI indirectly from
the clearance index. A close agreement between predicted and measured values was
observed for the Indian region. An adaptive alpha model for forecasting the hourly
global, diffuse, and direct irradiances was developed by Millet et al. [19]. However,
the results were found to be inferior compared to a feed-forward neural network.
Premalatha and Naveen [20] developed six models based on ANN using the training
algorithm, TRAINLM, and a transfer function, log-sigmoidal, to predict global solar
radiation. The authors used 32 combinations of different input parameters for predic-
tion purposes. Renno et al. [21] developed a multi-layer perceptron model for the
prediction of global radiation and DNI. Two ANN models were developed using
different parameters like climatic, astronomic, and radiometric variables. For hourly
DNI estimation, the root-mean-square error value was found to be 3.15%. Hameed
et al. [22] proposed a low-cost methodology for predicting solar insolation, a so-
called substitute to a pyranometer, based on ANN. The authors used the open-circuit
voltage and short circuit current of a solar PV module and then used these values
as input parameters to ANN to estimate the irradiance. The authors concluded that
the proposed method could produce solar irradiance values with fair approxima-
tion. Table 1 summarizes the AI base techniques used for the prediction of both
components of insolation, i.e., direct, and diffuse.

From the literature survey, it was observed that most authors employed a partic-
ular type of ANNs called feed-forward back-propagation artificial neural networks
to estimate the constituents of solar radiation like direct and diffuse components
and global irradiance. Most techniques were found to be dependent on atmospheric
parameters like temperature and humidity. Astronomic and radiometric parameters
like longitude, latitude, and zenith angle were also used as input variables. The value
of root-mean-square error for the selected papers ranges from 0.20 to 24.5%. Few
authors used a combination of ANN and GA for the prediction of solar insolation.
Rodriguez et al. [23] used the ANN model and GA to predict global solar radiation
for Spain. The predicted values had an accuracy of 99% and a root-mean-square error
of 6.74%. In another study, Rodriguez et al. [24] used a combination of ANN and
GA models to predict DNI. The improvement in estimation performance was found
to be 35%, whereas the root-mean-square error was found to be 24.29%.

3 Application of ANNs for the Estimation of the Ambient
Air Temperature

Another atmospheric parameter that strongly affects the performance of CPV/T
systems is the ambient temperature. AnANNmodel was used to predict, twenty-four
hours in advance, the average hourly value of ambient temperature for Saudi Arabia
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Table 1 Summary of AI models for prediction of solar radiation

S. No Authors Type of AI tool Inputs Outputs Error

1 Lopez et al Bayesian
Neural
Network

clearance index,
air mass

DNI –

2 Alam et al Feed-Forward
Neural
Network

Latitude,
longitude,
altitude, month
number

Ref
clearance
index

RMSE = 2.7%,
MBE = 0.07%

3 Mishra et al. Feed-Forward
Neural
Network,
Radial Basis
Function
Network

Latitude,
longitude,
altitude, month
number, mean
sunshine,
rainfall, relative
humidity

Clearance
index

RMSE = 5.4%
RMSE = 12%

4 Millet et al. Feed-Forward
Neural
Network

Temperature,
humidity,
sunshine,
advance hour
insolation

Direct and
diffuse
radiation

R2 = 98.34%
R2 = 98.2%

5 Premalatha and
Naveen

Feed-Forward
Neural
Network

Sunshine hours,
extraterrestrial
radiation, daily
max, and min
temperatures

Global
solar
radiation

RMSE = 3.97%

6 Renno et al. Feed-Forward
Neural
Network

clearance index,
declination
angle, hour angle

DNI RMSE = 3.15%
R2 = 0.992%

7 Hameed et al. Feed-Forward
Neural
Network

Open circuit
voltage, short
circuit current,
Irradiance

DNI RMSE = 2.5%

by Tasadduq et al. [25]. The percent difference between forecasted and measured
temperatures was 3.17, 4.18, and 2.84 for three years. For hourly temperature predic-
tion, Abdel-Al [26] developed an alternative machine learning model. The authors
used measured hourly temperature values for a period of seven years as input to the
model. The model was used to estimate hourly temperature for the following day
and the next hour temperature having a mean absolute error of 2.01 °F and 1.05 °F
respectively. In another study, Smith et al. [27] developed an ANN model for the
prediction of ambient air temperature for the entire year by using the actual weather
data set measured by an organization, namely the Georgia Automated Environmental
Monitoring Network. The present magnitudes of ambient air temperature together
with 24 h of advance values, solar insolation, relative humidity, wind speed, and rain-
fall were used as model inputs. The model was able to predict the values showing a
mean absolute error of only 0.516 °C for a one-hour horizon. To predict the average
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ambient air temperature in Denizli, Turkey, Dombayci, andGolcu [28] established an
ANN model. The authors used three years of temperature data noted by the Turkish
state metrological service to train the network. The average previous day tempera-
ture, the day, and the month were used as input to the model. The root-mean-square
value was found to be 1.96 for the testing data set. To estimate temporal and spatial
air temperature, Deligiorgi et al. [29] developed various ANNmodels. For one hour,
two hours, and three hours advance temporal air temperature prediction, the authors
trained different ANN models using Levenberg-Marquadrt back propagation algo-
rithm. The proposed ANN model performance was found to decrease with rising
forecasting lag. The mean absolute error was less than 1.4 °C in all cases. The radial
basis function network and themulti-layer perceptron non-linear feed forward neural
networks were compared for spatial forecasting. It was concluded that both models
produced accurate results for the air temperature.

An ANN model was developed by Almonacid et al. [30] for the prediction of
air temperature on an hourly basis. The daily maximum, minimum, and average air
temperature, latitude, and longitude of a site in Spainwere used as inputs to themodel.
The results were compared with those produced by conventional techniques. The
root-mean-square error value lies from 0.53 to 1.98 °C. Cobaner et al. [31] suggested
applying ANN together with Multiple linear regression models and adaptive neuro-
fuzzy inference system (ANFIS) for the prediction of the largest, smallest, and mean
temperatures for awholemonth, taking into account the geographical coordinates and
the month number for a given site in Turkey. The input variables include longitude,
latitude and altitude, and the month number. When compared, the results obtained
by the ANFIS model were found to be the best, with a mean absolute error of
1.25% for the mean temperature. The value of R2 was found to be 0.966 for the
average temperature. The comparison of ANN models with ANFIS for predicting
air temperatures on amonthly basiswas conducted byKisi and Shiri [32]. For training
the network, data obtained from twenty different metrological stations located in Iran
were utilized. The longitude, latitude, altitude of the site, and the time span were used
as input parameters. The performance of the ANN model was found to be superior
to the ANFIS model in the test duration.

Venkadesh et al. [33] used a GA-based approach to adjudge the duration and
resolution of prior input data for an ANN model to predict air temperature. The
GA classified contributive roles of different input variables for the estimation of air
temperature for one to twelve hours prediction horizons. The authors concluded that
ANN models established based on the GA approach produced more accurate results
as compared to the usual ANN. The mean absolute error showed an improvement
with the proposed technique.

4 Conclusions

The atmospheric parameters like solar irradiance, ambient air temperature, and solar
spectrum strongly influence the performance of CPV/T systems. A comprehensive
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review of artificial intelligence-based tools for predicting these atmospheric param-
eters was presented in this paper. From the review of published research articles,
it was found that most authors developed ANN-based models for the prediction of
solar radiation and ambient temperature. A few authors employed a combination
of ANN and GA for a more accurate prediction of irradiance and temperature. In
contrast, characterization of the solar spectrum for CPV/T systems using AI-based
models is still unexplored. Moreover, AI-based models were found to be robust
and accurate tools for the prediction of atmospheric parameters. Due to their wide
acceptance angles, low concentration systems possess the ability to collect direct
and diffuse components of solar radiation. In contrast, most research studies focused
on the prediction of direct solar irradiance only, so more accurate hybrid models
are required to be developed for the prediction of diffuse radiation and the solar
spectrum, particularly for LCPV/T systems.
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On the Performance of MIMO-UVLC
System over Turbulence-induced Fading
Channels

Sajid Mumtaz, Azrina Abd Aziz, and Komal Masroor

Abstract Visible light communication in underwater environments is replacing the
RF and the acoustic signals due to its high bandwidth, low latency, and small atten-
uations. One of the performance degrading factors in underwater channels is the
turbulence which is caused by a continuous change in refractive index of water.
Spatial diversity can overcome the optical scintillations as well as the pointing errors.
This paper evaluates the ergodic capacity and the BER performance of MIMO as
well as SSK-MIMO UVLC system in presence of underwater turbulence, modelled
by Lognormal, Gamma, and Weibull distributions. The capacity analysis is based
upon varying number of transceivers and the water filling algorithm. Impact of
spatial correlation is also considered for the capacity analysis. The results find their
validation via Monte Carlo simulations.

Keywords Underwater visible light communication (UVLC) · Multiple input
multiple output (MIMO) · Optical turbulence · Ergodic capacity · Distribution
models · Space shift keying (SSK)

1 Introduction

Optical signals are currently in target stream of researchers due to their bandwidth
and power efficiency, least latency, and reliability compared to traditional RF and
acoustic signals. However, the transmission of optical signals underwater faces many
challenges, such as absorption, scattering, turbulence, noise and pointing errors, that
need to be resolved. Absorption and scattering of optical signals have been widely
studied and modelled. Moreover, the blue and green window of optical spectrum
offers minimal absorption and scattering [1], making it to be an optimized option
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for wireless communication, hence called underwater visible light communication
(UVLC).

Underwater turbulence, caused by rapid variations in temperature, salinity, air-
bubbles and pressure, severely degrades the optical signals [2–4] and it is still an open
challenge. Various statistical distributions, such as Lognormal, Gamma, Weibull,
Generalized Gamma, Gamma-Gamma (GG), and some mixture distributions have
been developed to characterize the scintillations due to optical turbulence underwater.
For weak turbulence-induced fading with scintillation index σ 2

i < 0.1, Lognormal
distribution is themost widely used because of theweighted sum approximation of its
random variables (RVs) [5–8]. For very low fading due to temperature gradients with
scintillation indexσ 2

i < 0.001,Gammadistribution fitswellwith the optical intensity
fluctuations [9], and its mathematical simplicity provides tractable solutions. For
salinity-induced turbulence fading with scintillation index 0.1 < σ 2

i < 1, Weibull
distribution model is the most appropriate one [10].

The channel capacity for underwaterVLCchannels has been studied and analyzed.
Zhang [11] studied the ergodic capacity and the BER performance of UVLC system
with pointing errors (PEs) under different water types, and observed that water
turbidity and long travelling distance of photons affect both the capacity and the
BER performance. Li [12] an analytic and capacity model based upon the PEs vari-
ance for turbulence-induced UVLC links. Xu [13] analyzed the scintillation index
of plane wave propagation in anisotropic water turbulence under moderate-to-strong
turbulent conditions, and noticed the large receiving apertures and wavelengths to
improve significantly the UVLC quality and capacity.

The scintillations due to the optical turbulence are reduced using the methods,
like Adaptive optics [14], Rytov method [15], aperture averaging [16], and higher-
mode flat topped lasers [17]. MIMO is a proven technology to overcome fading, the
misalignments, and the possible blockage due to the obstructions in free space optical
(FSO) communications. Like RF, the capacity of MIMO Optical Wireless Commu-
nication (OWC) systems is also investigated rigorously. The ergodic capacity and
probability outage for MIMO-FSO links under Lognormal, Rayleigh and Gamma-
Gamma channels under different power constraints and modulation techniques have
been investigated and analyzed [18–20], and the benefits of MIMO are proved in
optical domain as well.

However, the performance of UVLC systems under spatial diversity techniques
received lack of attention. Jamali [5, 8] analyzed the performance of UVLC system
under MIMO technique, and proved that the spatial diversity remarkably improved
the system’s performance in weak underwater turbulence regimes. Abdallah and
Khalighi [21] modeled UVLC channel based upon angular MIMO scheme, and
found that compared to conventional MIMO, it withstood against the misalignment
conditions for the channel capacity. Li [22] analyzed the effect of spatial corre-
lation on imaging MIMO, and verified the fact that the correlation degraded the
UVLC system performance. Jiang [23] evaluated the performance of MIMO-UVLC
systems in combination with OFDM technique, and proved its worth to cope with
the underwater turbulence-induced fading.
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Moreover, for increased spectrum efficiencies, MIMO space shift keying (SSK)
technique has been widely applied to OWC systems; where instead of signal
constellations, the data bits are transmitted via antenna indices providing reduced
system complexities. Abaza [24] assessed the performance of optical SSK-MIMO
under atmospheric turbulence and observed an increase in spectral efficiency of 3
bits/s/Hz. Normally the existence of correlated signals in MIMO always reduced the
system’s performance. But Priyadarshani and Jaiswal [25] reported that the usage
of SSK-MIMO over correlated FSO channel provided a significant increased BER
performance up to 13 dB.

This paper evaluates the ergodic capacity for MIMO UVLC systems under
Lognormal, Gamma and Weibull distributed channels based upon their achieved
SNR. These models characterize the optical scintillations for a particular range of
underwater turbulence conditions. Sections 2 and 3 cast light over the employed
system and the channel models, respectively. Section 4 explains about the ergodic
capacity with MIMO technology with some light over the correlated cannels. For
enhanced MIMO spectrum efficiency, an overview about Space Shift Keying (SSK)
is provided in Sect. 5. Section 6 presents result and discussion, and Sect. 7 gives the
conclusion and the future work.

2 System Model

Consider anUVLC linkwithMnumber of transmitters (LEDs/LDs) pointing towards
N number of receivers (PDs). We assume that this link utilizes intensity modulation
direct detection (IMDD) with OOK modulation. We assume the performance of the
given system is affected by background radiations, thermal noise, shot noise, which
are normally modelled as independent and identically distributed (iid) additive white
Gaussian noise (AWGN). To obtain the uncorrelated optical signals at the receiver,
we assume that the separation between the receivers is greater than the irradiance
spatial coherence distance, and the receiver’s aperture diameter is less than the spatial
correlation width. If the scattering is not too high, then the correlated signals will be
received at the receiver, and that results in the reduced capacity and low data rates.
The received signal at the nth receiver aperture is

r(t) = ηsRPt Hs(t) + n(t) (1)

where s ∈ {0, 1} denotes the transmitted signal, and Pt is the transmitted power. η
represents the optical-to-electrical conversion coefficient, R is the receiver’s respon-
sivity, n(t) ∈ R

M×N is the AWGN with zero mean, and N0/2 noise power spectral
density (PSD). Moreover, H is the MIMO channel matrix comprising of row and
column vectors, and s(t) is the transmitted intensity OOK modulated optical beam.
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3 Channel Model

For the analysis, we considered Lognormal, Gamma andWeibull distributionmodels
that can characterize the optical scintillations due to weak, temperature-as well as
salinity-induced turbulence, respectively.

3.1 Lognormal Distribution Channel

The intensity fluctuations caused by underwaterweak turbulence are characterized by
the fading coefficient I , which can bemodelled by the PDFof Lognormal distribution
given by

f I (I ;μx , σ
2
x ) = 1

2I
√
2πσ 2

x

exp

(
(ln(I ) − 2μx )

2

8σ 2
x

)
(2)

where μx = ln(I0)/2 and σ 2 = [
E
{
I 2

}
/E2{I }] − 1 is the logscale parameter (first

moment) and the scintillation index (second moment) of normal distributed log-
amplitude factor respectively, with I0 as the received irradiance in absence of the
considered channel.

3.2 Gamma Distribution Channel

The PDF for Gamma distribution is

f I (I ; a, b) = 1

�(a)ba
I (a−1) exp

(
− I

b

)
(3)

with a and b as shape and scale parameters. �(.) is the Gamma function which
is related to the S.I by the relation b = 1/a = σ 2

I . For UVLC links with very
low temperature-gradients, i.e., σ 2

I ≤ 0.001, this simple distribution can be used to
characterize the fluctuations of received optical beam.

3.3 Weibull Distribution Channel

The PDF for Weibull distribution is given by
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Fig. 1 Lognormal, Gamma andWeibull distributions with zeromean and unit variance for intensity
fluctuations

f I (I ; a, b) = a

b

(
I

b

)(a−1)

exp

(
−

(
I

b

)a)
(4)

with a and b as shape and scale parameters, respectively. I , a and b are all
positive valued. The parameter b is related to the S.I by the relation σ 2

I =
b2{�[1 + (2/λ)] − �[1 + (1/λ)]}. It is noted that for a = 1, this distribution yields
f (I ; 1, b) = (1/b) exp(−(I/b)) which is negative exponential distribution, and
for a = 2, this distribution is converted to the Rayleigh distribution. The Weibull
distribution fits well for salinity-induced turbulence fading in underwater channels.

The graph between the probability of irradiance because of the turbulence and the
optical power per unit solid angle for the considered distribution models is shown in
Fig. 1.

4 Ergodic Capacity

The utmost mutual information that can be attained by changing the PDF of transmit
signal vector is called the capacity, which is an important parameter in characterizing
the performance of a wireless communication system. The instantaneous channel
capacity is defined as

Cinst = E
{
log2(1 + cI )

}
(5)
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where c is a constant term, with c = 1 and c = e/2π for heterodyne detection as
well as intensity modulation and direct detection (IMDD) respectively [26].

We assume that the optical channel is memoryless, stationary, and perfect channel
state information (CSI) is available at both transmitter and receiver of the system. In
terms of MIMO channel, the capacity relation can be written as

C = E
{
log

[
det

(
I

′
M + (1/M)HH H

)]}
(6)

where I ′
M denotes M × M identity matrix, and H is an M × N channel matrix with

elements being Imn . Since the instantaneous SNR is a random variable (RV) with a
given PDF, so we assume the channel capacity as a RV. The average of this RV is the
ergodic capacity, and can be written as

C =
∞∫

0

B log2(1 + I ) f I (I )d I (7)

where B denotes the transmission bandwidth. By substituting the values of f I (I )
from Eqs. (2), (3), and (4) into Eq. (7), the ergodic capacity closed-form expressions
can be obtained.

The expression for ergodic capacity under MIMO-UVLC Lognormal distribution
channel is

CLN =
∞∫

0

B log2(1 + I )
1

2I
√
2πσ 2

x

exp

(
(ln(I ) − 2μx )

2

8σ 2
x

)
d I (8)

The ergodic capacity for MIMO-UVLC Gamma distribution channel will be

CGam =
∞∫

0

B log2(1 + I )
1

�(a)ba
I (a−1) exp

(
− I

b

)
d I (9)

Similarly, the ergodic capacity expression for MIMO-UVLC for Weibull distri-
bution channel can be expressed as

CWb =
∞∫

0

B log2(1 + I )
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b
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−

(
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b

)a)
d I (10)
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5 Space Shift Keying MIMO

Underwater communication severely needs the wireless systems to be power as
well as bandwidth efficient. Although MIMO technique can provide reduced signal
fading [8], yet it could not provide high spectrum efficiencies. Opting higher order
modulations can be a viable way out to attain spectrum efficient (SE) systems, but
they result in higher peak to average power ratios (PAPR) which is another problem.
There is an emergingmethod for achieving high SE in presence of PAPR is the spatial
modulation (SM) MIMO [27] which utilizes both signal constellations as well as
antenna indices at once. Some of the incoming bits are transmitted via signal space,
while the remaining are transmitted through the transmitter index, thus increasing
the SE. Being one antenna active at a time, power efficiencies are also achieved.
SSK is a special case of SM which uses only the antenna indices for data transfer.
SSK provides zero inter channel interference (ICI) and least detection complexities,
making the system simpler compared to SM [28, 29]. These features make SSK-
MIMO a good candidate for UVLC systems. This paper also analyzes the BER
performance of optical SSK-MIMO UVLC system under Lognormal, Gamma and
Weibull distribution models.

6 Results and Discussion

This section discusses the simulation-based results. As spatial diversity mitigates
with the fading and increase the data rates, so with increasing number of transmitters
and receivers, we increase the data rate, and obviously the capacity for the given
channel. Figure 2a, b depict the channel capacity under different values of SNR
with increasing number of transmitters and receivers. More receivers will receiver
different SNR values that can be combined by maximal ratio combining (MRC) and
equal gain combining (EGC) techniques, yielding net higher SNR, and offering huge

Fig. 2 a Channel capacity with varying number of receivers when number of transmitters is fixed,
b Channel capacity with varying number of transmitters when number of receivers is fixed
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Fig. 3 a Channel capacity versus received SNR based on water filling algorithm, b compar-
ison between iid and correlated MIMO UVLC channel under lognormal, Gamma, and Weibull
distributions

channel capacity. For lower SNR values less than a specific threshold, an increment
in the number of receivers does not help in providing the higher capacity and the
data rates.

Figure 3a shows the channel capacity based on water-filling algorithm, where the
optical receivers adapt themselves according to the channel conditions to attain the
desired power points. When the channel state information (CSI) is not known at the
transmitter, then the transmitter throws the power isotopically towards the receivers.
Due to path losses, some of the power goes wasted, and the channel capacity is
affected. However, in presence of CSI known to the transmitter, the transmitted
power is then optimized, and it acts as a beamforming MIMO. For known CSI,
with increase of transmitters and receivers, the channel capacity increases and thus
offers high data rate transmission. Compared to SISO systems, MIMO provides an
increased capacity of up to 11 dB, that can further be increased employing a greater
number of transceivers, but at the cost of increased system complexities.

Much of the study is done for analyzing the capacity of MIMO channels when
all the optical signals are independent and identically distributed (iid). In a scat-
tering environment, the channel impulse response (CIR) has independent fingerprints
helping the receivers to identify and differentiate among the signals. On the receiver
side, this condition can be achieved by making separation between the receivers
more than the channel correlation length. However, in some practical scenarios, the
realization of this condition is not possible, and this makes the analysis of correlated
channels more crucial and important. In less scattering environments, there exists
the correlation among the signals, and hence the performance of the link is degraded.
Figure 3b shows the ergodic capacity of Lognormal, Gamma and Weibull distribu-
tion channels with varying SNR values. The results show that Gamma channel yields
higher capacity and data rates compared to Lognormal and Weibull channels. The
results also show that in presence of correlation among signals, the capacity as well
as the data rate under all channels reduce significantly.
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Fig. 4 BER versus SNR for optical SSK-MIMO UVLC system under Lognormal, Gamma and
Weibull distributions

The BER performance of optical SSKMIMO system under Lognormal, Gamma,
and Weibull distribution channels is manifested in Fig. 4. As SSK uses only the
antenna indices for data transfer, so the system and detection complexity are reduced,
and spectrum efficiency is achieved. BER versus SNR plot shows that OSSK-MIMO
under Gamma distribution channel outperforms Lognormal and Weibull channels.
However, its performance under Lognormal channel is much better than that of
Weibull distribution.

7 Conclusion and Future Work

This paper evaluates the ergodic capacity and BER performance of MIMO
underwater visible light communication (UVLC) under Lognormal, Gamma, and
Weibull distributions which can characterize the optical scintillations due to weak,
temperature-induced, and salinity-induced turbulence fading, respectively. More
transceivers can transmit and receive more power, and that can be combined using
MRC and EGC techniques to produce high SNR value, and hence that of the channel
capacity. Tooptimize the transmit power,CSI is required at the transmitter, because an
unknown CSI yields a reduced amount of channel capacity. Moreover, it is observed
that in presence of correlation among optical signals at the receivers, the ergodic
capacity for all channels reduces. The results also show thatGamma channel provides
higher capacity and data rates; however, it can model only low temperature gradient
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turbulence induced underwater fading. The results also show that the performance
of SSK-MIMO under Gamma distribution channels is much better than those of
Lognormal and Weibull channels.

The mixture distribution models, named Exponential and Lognormal, Exponen-
tial and Gamma, Exponential and Weibull, Exponential and Generalized Gamma
(EGG), are also found to fit well with the experimental data for different under-
water turbulence conditions. The performance and capacity analysis of MIMO as
well as MIMO-OFDM UVLC systems under such channels with suitable coding
and modulation techniques are still open research issues in such regimes.
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Fabrication of One Degree of Freedom
Knee Exoskeleton for Nervous Disorder

J. Duwaraka, N. Sudharsana, S. Prabakar, K. Porkumaran,
Iraivan Ilamvaluthi, and Ramani Kannan

Abstract Instrumented Cane is a wearable sensory system for patient’s motion
intention estimation in order to control the trajectory of knee exoskeleton. This
Instrumented Cane will be a helpful assistive device in term of balance and motion
for those who suffering neurological disorder, in specific Paralysis and spinal cord
injury. This report describes the study on method utilizing Instrumented Cane as
a attainable intermediate between the patient and exoskeleton to enhance in terms
of movement in their day-to-day activities. The structure is designed with inertial
measurement unit integrated with wireless communication module in order to assist
real-time control of exoskeleton. This report aims the purpose of an Instrumented
Cane that able to contribute to the assisted locomotion technology as well as upgrade
the mobility of physically challenged people.

Keywords Knee ·Wireless · One DOF · Paralysis · Serial communication ·
Instrumented cane and control trajectory

1 Introduction

Paralysis is a common term used to define the defective sensation due to following
damage to the nervous system. In medical terms accurate level of injuries are used
which is supportive in determining the parts of body that affected by paralysis and also
loss of function.Generally, this disease canbewithin a temporaryperiodor evenworst
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to be permanent. In common cases, paralysis affects half side of human body, called
as unilateral. Under classification of paralysis, there is a particular medical condition
defined as Paraplegia [4]. Paraplegia is defect affecting the lower extremities of
human body. This term describe the paralysis that affects both legs and partially the
trunk, but not the arms. Contracting the study of Paraplegia, there is another form
of paralysis that affects just one limb known as Monoplegia. Crucial Monoplegia is
scientific term for paralysis affecting the single lower limb [5]. Patients with these
disabilities have trouble in walking as well as reflecting their muscle. Conversely,
rapid development of technology has formed a solution with a design mechanism of
exoskeleton in conjunction of instrumented cane for the control.

Development in this field creates an enthusiasm towards patients to experience the
transaction from undergoing rehabilitation therapy to a “real world” walking prac-
tice. Human motion intention depends on certain bioelectrical signal of neurology
system. Because of variation on their bioelectrical difficulties in mobility. Research
community developed several wearable gait, exoskeleton, instrumented cane that
will compute and estimate the motion intention by disable. Nevertheless, there are
several constrains on the design mechanism and followings are:

1. Modelling with variable electronic hardware modules are composite.
2. In data transmission power supply for wireless is ineffectual.
3. Immense design and additional weight restrain, uncomfortable cane.

Movement transparency is critical when wearing a robot for gait rehabilitation.
In other words: When wearing the exoskeleton, its movement should be synchro-
nized and consistent with a patient’s natural movement. “If not, it exerts extra forces
on the human joint “And this extra force causes patient discomfort and unnatural
movements.”

1.1 Limitation in Current Design

Humanmotion intention depends on certain bioelectrical signal of neurology system.
Because of variation on their bioelectrical difficulties in mobility. Research commu-
nity developed several wearable gait, exoskeleton, instrumented cane that will
compute and estimate themotion intention by disable. Nevertheless, there are several
constraints on the design mechanism and followings are:

• Modeling with variable electronic hardware modules is composite.
• In data transmission power supply for wireless is ineffectual.
• Immense design and additional weight restrain uncomfortable cane.

Movement transparency is critical when wearing a robot for gait rehabilitation.
In other words: When wearing the exoskeleton, its movement should be synchro-
nized and consistent with a patient’s natural movement. “If not, it exerts extra forces
on the human joint” And this extra force causes patient discomfort and unnatural
movements.
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1.2 Objectives

• The hardware connection is simple with wireless transmission of information.
• The design is light weight to control the knee exoskeleton.
• The battery can be replaced easily and used for long duration.

2 Scope of Proposed System

The expected result of this project is to develop an instrumented cane that able
to communicate and control a lower limb knee exoskeleton together with control
algorithm that able to notice human motion trajectory. This work is to contribute in
the use of rehabilitation for remote assessments as well as for the disable with their
day-to-day activities. Throughout this project, research will be performed on the
required balance in motion, ability, upper body strength, and the use of arm strength
with the instrumented cane. Besides, the scope of this project is also to concentrate
on the wireless communication system to assist in real-time control of exoskeleton
via a standard I2C serial communication protocol.

2.1 Proposed Work

IMU sensor was attached to the instrumented cane to detect the movement trajectory
that is discharged. The output signal obtained from the sensor will be illuminated
using a microcontroller that is compatible with the sensor and wireless communi-
cation module. The data will then be mediate to the microcontroller used at the
exoskeleton in order to control the trajectory based on, the information is carried
via Bluetooth communication sensor. Instrumented cane and exoskeleton enhance
the compatibility using Bluetooth communication protocol as the best option. As the
information is conveyed to the exoskeleton at real-time, it begins to initiate the motor
to act as actuator in order to make motion. Fundamentally, humans target in motion
triggers first, in sequence to command the robotic structure make motion. The push
button will be assigned as a safety circumstance if there is any sudden detach or drop
of cane from the arm, it will not send any trajectory control data to the Exoskeleton.
This prevents the exoskeleton to make any false motion trajectory which could cause
weakness. In related parts for Exoskeleton section, the Microcontroller, Controller,
and Motor subsystem will be continuation from previous project.
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Fig. 1 One degree of
freedom knee exoskeleton

3 Methodology

After a thorough study on several research papers, there are several different types
of instrumented cane with different design mechanism in order to control the trajec-
tory of exoskeleton. Two major factors is considered in this project, first the sensor
for angle reflective properties and second on the communication medium. Real-
time assessments on the motion intension can be establish using rotational attributes
computing sensing technology integrated with radio-communication technology in
order to control the trajectory of exoskeleton.Wireless communicationmediumplays
an important role as exoskeleton response based on acquired real-time data signal
that receive from the cane (Fig. 1).

4 Hardware Implementation

The development of exoskeleton design comprise of instrumented canewhich control
the knee trajectoryof onedegreeof freedommotionusing the exoskeleton.Thedegree
of freedom that the exoskeleton can perform is flexion and extension. The instru-
mented cane consists of IMU (inertia measurement unit) sensor which is unavoidable
and provides best information about body motion. It detects the movement trajectory
of push button. It consists of twomajor specialities, compatible withArduino and low
power consumption. Sensor consist of a single chip embedded with accelerometer,
gyroscope and provide information with high accuracy.
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The chip uses I2C (inter integrated circuit) protocol for serial communication to
function according to various body condition. The weight of sensor is 5 g which is
helpful in reducing the weight of the prototype. Arduino nano,interpret information
from MPU6050 and sends through I2C protocol to Bluetooth HC05.The board is
user friendly and smaller in size. The power requirement is 5 V. The Bluetooth
module HC05 act as the transmitter and has the capacity to act as both master and
slave according to the preference. In this work it performs as master and can be
paired with any slave device automatically. The consumption of power is low and
the average current fluctuation range of 25 mA.

The communication range of distance required is 1–3 m and it is applicable for
HC05 module. The HC06 bluetooth module in exoskeleton executes as the receiver
and performs as slave. It weighs 0.9 g and suitable for wireless communication. The
exoskeleton consist of controller boards Arduino UNO and MEGA. UNO act as the
intermediate and act as middle device and information from Bluetooth receiver and
convert into digital signals and relay it to ArduinoMEGA. The coded program in the
mega rotates the servo/cylindrical motor. The controller circuit controls the torque
and provides the flexion and extension of the exoskeleton.

The design and development of electromechanical system for instrumented cane
was done by modifying the mechanical design of a regular cane and instrumented
with respecting sensor and microcontroller boards. The main objective is to able to
modify an off-the-shelf cane such that it can house position, orientation and force
sensor together with wireless microcontrollers to interpret and send data in order
to control the exoskeleton trajectory. Based on the design of instrumented cane as
illustrates in Fig. 2, additional weight factor on the cane was took into consideration
in order to achieve one of the targeted objective. Execution on this project believed
to deliverable an instrumented cane that able to sense the motion trajectory either
forward or backward by the user and sends the real-time data in order to initiate
trajectory of exoskeleton. This instrumented cane will be developing strong spirit to
experience “real world walking” especially for those who suffering in Cerebrovas-
cular Accidents (CVA) and Spinal Cord Injury (SPI). Critical consideration on the
design specification whereby the instrument cane should be wireless, portable, light
in weight as well as meets clinical requirements so that this cane is use comfortably.
In conclusion, this instrument cane technology target to assist disability patients as
all of the objectives is achievable.

5 Conclusion

IMU sensor was attached to the instrumented cane to detect the movement trajectory
that is discharged. The output signal obtained from the sensor will be illuminated
using a microcontroller that is compatible with the sensor and wireless communi-
cation module. The data will then be mediate to the microcontroller used at the
exoskeleton in order to control the trajectory based on, the information is carried via
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Fig. 2 Block diagram of
instrumentation system

Bluetooth communication sensor. Instrumented cane and exoskeleton enhance the
compatibility using Bluetooth communication protocol as the best option (Fig. 3).

Fig. 3 Fabricated of one
degree of freedom knee
exoskeleton
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As the information is conveyed to the exoskeleton at real-time, it begins to initiate
the motor to act as actuator in order to make motion. Fundamentally, humans target
in motion triggers first, in sequence to command the robotic structure make motion.
The push button will be assigned as a safety circumstance if there is any sudden
detach or drop of cane from the arm, it will not send any trajectory control data to the
Exoskeleton. This prevents the exoskeleton tomake any falsemotion trajectorywhich
could cause weakness. In related parts for Exoskeleton section, the Microcontroller,
Controller, andMotor subsystemwill be continuation from previous project. Consid-
eration is made on the microcontroller that been used on exoskeleton, is the same
microcontroller that will be used for instrumented cane. This is important feature,
since to establish successful communication and suitable between two device in
terms of control.
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Semi-Automatic Detection
and Measurement of Fetal Parameters
from Ultrasound Images and the Scope
Automatic System Using LabVIEW

S. Prabakar, K. Porkumaran, J. Samson Isaac, R. Karthikeyan, G. Gopu,
and Ramani Kannan

Abstract The idea of developing an automated fetal parameter detection and
measurement system using image processing techniques available in LabVIEW is
proposed in this research work. The six fetal parameters to be measured from the
ultrasound images are crown rump length, biparietal diameter, femur length, head
circumference, abdominal circumference and humerus length. We propose the semi-
automatic and automatic process using the vision assistant tool in LabVIEW. The
semi-automatic process is wherein the parameters are segregated in to six SUB VI’s
and are programmed into one single MAIN VI. This is then followed by manually
dragging the region of interest ROIwhich could be either circle or line annotation and
the values of the result is obtained. The automatic process is being performed only
for four parameters namely AC, HC, HL and FL. The trimester fetal scan image is
loaded and by applying certain threshold levels and performing convolution as well
as morphological operations using different icons such as contour extract, the search
direction and the contour selection are used to locate the images from left to right,
top to bottom, maximum length, etc., for automation. Here, it selects the appropriate
ROI and the values of the result are obtained. The main advantage of this work is that
all the conventional methods of fetal anatomical parameter detections are improved
with customized LabVIEW and the vision assistant tool. The conventional procedure
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consumes 20–30 min for a single subject scanning whereas in case of these proposed
techniques the time taken for automatic detection is less than 5 min based on the
system used and the manual intervention also be reduced in diagnostic procedures.

Keywords Fetal parameters · Crown rump length · Biparietal diameter · Femur
length · Head circumference · Abdominal circumference · Humerus length

1 Introduction

Accurate fetal ultrasound measurements are one of the most important factors for
high quality obstetrics health care. Common fetal ultrasound measurements include
Biparietal diameter (BPD), Head circumference (HC), Abdominal circumference
(AC), Crown rump length (CRL), Femur length (FL), Humerus length (HL). These
measures are used to estimate the getational age(GA) of the fetus and are considered
as vital parameters in an important diagnostic tool to identify the viability of the
fetus.

In clinical settings, the manual measurement by specialists of BPD, HC, AC,
CRL, FL, HL present the following issues such as the quality of measurements are
user dependent, the exam can take more than 30 min and specialists can suffer from
Repetitive Stress Injury (RSI) due to these lengthy exams. Therefore, the automatic
system of these ultrasound measures has the potential of improving productivity
and patient throughput, enhancing accuracy and consistency of measurements, and
reducing the risk of RSI to specialists.

1.1 Existing Fetal Parameter Measurement

Automatic delineation and robust measurement of fetal anatomical structure in ultra-
sound images are a challenging task due to the complexity of the object appearance,
noise, shadow and quantity of information to be processed. The previous solu-
tions rely on explicit encoding of prior knowledge and formulate the problem as
a perceptual grouping task solved through clustering or variational approaches.

These methods are known to be limited in the validity of the underlying assump-
tions and cannot capture complex structure appearances. Approaches have been
used to distinguish between the appearance of the object of interest and background
by training a discriminative constrained probabilistic boosting tree classifier. This
system is able to perform effective segmentation of fetal abdomens.

A new class of nonlinear filter, the Combinational Non-Linear Mean Median
filter (CNLMM) filter as well as image detection using Ada Boost, TheMH boosting
algorithm and probabilistic boosting tree were also proven efficient.
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Table 1 Details of
parameters for all trimesters

S. No Trimester scans Fetal parameters

1 First trimester Crown Rump Length

2 Second trimester BPD, HC, AC, HL and FL

3 Third trimester BPD, HC, AC, FL an HL

The detailed study of literature in the area of fetal parameters measurement and
medical image processing techniques and algorithms, especially the problem asso-
ciated with the automatic segmentation and feature extraction for clear visualization
issues.

The points inferred from results of literature review are:

• Loss of traits and application in outcomes of the measurement systems
• Fetal anatomy measurement requires manual intervention
• Long computing time for various parameter measurements.

This procedure is followed for all the six parameters and the parameters measured
during each trimester are enlisted below (Table 1).

2 Proposed Research Work

The proposed system for the measurement of fetal parameters such as BPD, AC, HL,
FL, HC and CRL is based on two processes namely semi-automatic and automatic
process which is performed with the help of the Image processing criterion in the
LabVIEW software known as VISION ASSISTANT.

The semi-automatic process is wherein the parameters are segregated into six
SUB VI’s and are programmed into one single MAIN VI. The trimester fetal scan
image is loaded and is converted into 1000× 1000 resolution. This is then followed
by manually dragging the region of interest ROI which could be either circle or line
annotation or the values of the result is obtained.

The automatic process is being dealt only for four parameters namely AC, HC,
HL and FL. The trimester fetal scan image is loaded and by applying certain
threshold levels and performing convolution as well as morphological operations
using different icons such as contour extract, the search direction and the contour
selection are used to locate the images from left to right, top to bottom, maximum
length, etc. for automatic process. Here, it selects the appropriate ROI and the values
of the result are obtained.
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3 Semi-Automatic Fetal Parameter Measurement System

3.1 Process Involved in Semi-Automatic System

The functional blocks of semi-automatic fetal parameter measurement system is
shown in Fig. 1. The six parameters are divided into six different SUB-VI’s which
runs only when that particular parameter is selected. All these SUB-VI’s are together
linked into a single MAIN-VI. The three trimesters were studied to know which
parameter is measured during each trimester. The data is usually an ultrasound image
which is in the PNG form and is read and displayed using the IMAQ tool.

Thewhile loop is programmed and allows the user to wait for drawing the ROI and
the invoke node is given to the input which stops the loop once the user uses the ROI.
It is because the code is done only for the ‘DRAW’ event. Once them ROI is drawn,
the ROI’s coordinates (pixel indices) will be sent out through the ‘COORDINATE’
terminal as an array. If the ROI is not drawn, it will return an array without any
elements. Once the ROI is drawn, the array with the coordinates of the ROI will be
sent. This stops the loop, if the coordinates array is not empty, which means the ROI
is drawn.

The property node is used for the processed input to read and write the properties
of reference. This is used to set the properties based on the applications. The ROI is

Fig. 1 Block diagram for semi-automatic system
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converted into a mask. A mask is nothing but a group of pixels with the programmer
specified value in it. Here the value is 255. The image is converted into an array with
the array elements corresponding to the pixel’s colour value/intensity. The output
will be a 2-D array of rows and columns pixel colour values of the input image.
Here, it is in the mask or other words, number of pixels in the ROI drawn by the user.

A function called unbundle by name is used. We use the element of global rect-
angle. The output from the global rectangle will be an array of 4 numeric elements
namely; ROI’s left, right, top and bottom coordinates respectively. Certain expres-
sions like negation, addition, subtraction, division, etc. are used. The DBL converts
a double-precision number to floating point number. The linear fit VI is used This
VI uses the iterative general Least Square method and the Levenberg–Marquardt
method to fit experimental data to a straight line of the general form described by
the following equation:

f = ax + b (1)

where x is the input sequence X, a is slope, and b is intercept. The expression node is
used to calculate the expressions that contain a single variable such as acosh, etc. The
calibration factor of 1000 × 1000 is done and multiplied, the sine of the expression
node is then divided to get the result. This is then linked with the main VI.

4 Scope for Automatic Fetal Parameter Measurement
System

The trimester fetal scan image is loaded and by applying certain threshold levels and
performing convolution as well as morphological operations are used to locate the
images from left to right, top to bottom, maximum length, etc., for automatic system.
Here, it selects the appropriate ROI and the values of the result are obtained.

4.1 Process Involved in the Automatic System

The image is created using IMAQCREATE and IMAQREADand a specificmemory
is given to the image. This is then converted into an array to work with each pixel.
This is enclosed in a nested for loop, in which the outer loop runs according to the
number of rows in the pixels of the array and the inner loop runs for the number
of columns. A threshold is set inside the loop to convert grayscale image to binary
image.

Then the particles are removed from the image for proper segmentation of the
appropriate region from the surrounding particles. If there are large numbers of
particles it would be difficult to draw the region of interest ROI. The number of
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particles or pixels which has been removed from the image is identified with the help
of IMAQ PARTICLE ANALYSIS report. A filter of the nth order is used in which
the X axis coordinate is−1 and Y axis coordinate is 5. For every value in the X axis,
it is multiplied with 5 to define the organ of measurement as they are stronger in
densities. This filtering operation is done only for giving intensity for the appropriate
region.

Morphological operations such as dilation, erosion, opening and closing are
performed in the vision assistant tool of LabVIEW. Dilation is a transformation
that produces an image that is as the same shape as the original, but of different
size. Dilation stretches or shrinks the original figure. It increases the valleys and
enlarges the width of the maximum regions. Erosion is used to reduce the objects
in the image and known that erosion reduces the peaks and enlarges the widths of
minimum regions. Opening of an image is erosion followed by dilation with the same
structuring element and closing operation is the reverse of opening operation.

The forthcoming operation is performed to select the ROI automatically. Hence,
we use the IMAQ Extract Contour icon which extracts a single, best contour from an
image. If the input image is calibrated, the contour will be learned with calibration.

5 Result of Proposed Semi-Automatic Fetal Measurement
System

The main VI is the composition of all the six SUB-VI’s. The user or the sonographer
can select the type of trimester and perform the semi-automatic measurement. On
selecting the appropriate trimester, the parameters that are measured only remains
enabled while the other parameters are disabled. The main VI is displayed in Fig. 2.

The ultrasound scan image is loaded in the file path and the window shows two
sets of images. The first image shows the original image and the second image shows
the conversion of the original image to 1000 × 1000 resolution as shown in Fig. 3.
This is set as the standard resolution for all parameters for greater throughput and
accuracy.

In this semi-automatic process, the region of interest is drawn manually either
by using circular annotation or line annotation. The region of interest ROI of BPD,
HC and AC are drawn using circular annotation while the ROI for CRL, HL and
FL are drawn using line annotation. This ROI depends on the calibration factor. The
calibration factor for 1 pixel in the 1000 × 1000 resolution image is calculated as
0.016129 cm. The image is then converted back to array using Build array icon. This
is followed by the important mode where the values are then converted from degrees
to radians which are followed by other mathematical operations and the required
value for the result is obtained. The output of the ROI drawn manually is shown in
Fig. 4.
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Fig. 2 Main VI for semi-automatic system

Fig. 3 Conversion of resolution to 1000 × 1000

6 Conclusion

Thus, the fetal parameters are measured manually and are similar to the process
carried out by the sonographers and also LabVIEW being highly effective software
with very minimal time duration of 5 min per parameter. The manual intervention
drawbacks in this work is analyzed and hence to overcome these we proceed with
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Fig. 4 Semi-automatic ROI
estimation and measurement
of CRL

the automatic measurement system. The characteristics of different technologies
have been reviewed. This proposed method is an efficient process of measuring the
fetal parameters by semi-automatic system and further automating the measurement
system. The work contains 50 different individuals 120 ultrasound images per person
that cover various weeks of the trimester scans. The subjective appearance of the
output images are found good and the performance of the proposed technique are
good since they marginally overcome the drawbacks and inferences of the existing
ultrasound fetal parameter measurement systems and algorithms.
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A Framework for Enhancing Network
Lifetime in Internet of Things
Environment Using Clustering
Formation

Abdulrahman Aminu Ghali, Rohiza Ahmad, and Hitham Alhussian

Abstract Internet of Things (IoT) is one of the current technology that gains the
highest acceptance from various industries and academia nowadays. The growth
of this technology has streamlined the day-to-day activities of individuals. It can
be stated that day-to-day activities in the industries without the aid of the IoT is
becoming harder and harder due to the manual process. This study investigates the
issues of energy consumption in the IoT environment due to denial of service (DoS)
attack in the IoT environment. Besides, a solution that remedies the issues is proposed
in this study. The contributions of this study are categorized into two aspects. Firstly,
the study described the components of the IoT, which includes the sensor nodes.
Secondly, the study emphasizes in improving the energy of the nodes to enhance
the network lifetime in the IoT environment. To achieve the milestone the study was
implemented usingMATLAB, and thereby considering the enabling technology such
as wireless sensor network (WSN) and the RFID in the perception layer of IoT. The
results reveal that the network lifetime has improved significantly with about 6%
improvements as compared with security-based modified LEACH (MS-LEACH).

Keywords IoT · Nodes · Network ·WSN · Sensors · RFID and DoS

1 Introduction

Internet of things (IoT) is a collection of various objects (devices) that are intercon-
nected to perform a specific task without human endeavor. The connected devices
share data and information in order to achieve the intended goals in IoT application
areas [1]. Besides, IoT has been implemented in many application areas such as oil
and gas, transportation, health care, homes, education, and sports with the aim to
transform the industries and individual’s activities [2].

The widespread of using various technologies such as wireless sensor networks
(WSN) and smart devices that are equipped with several sensors, such as radio
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frequency identification (RFID) and near field communications (NFCs) have
contributed immensely in developing the new concept of IoT technology [3].

To understand the concept of IoT technology, sensors are tiny devices that are
connected wirelessly and coordinate to perform a specific task. Their small and their
ability to support a wide range of applications has rendered the IoT to be one of
the emerging wireless networking technology with extensive deployment across the
globe [4].

A sensor device consists of batteries, a radio antenna, and a board to accommodate
the aforementioned features. The sensor network consists of the ability to identify,
process, communicate, in IoT environment [5]. Therefore, users can communicate
in the environment using this network. Hence, it is easy to communicate with the
physical phenomenawith the aid of connected devices and the sensor nodes unlike the
traditional ways. The wireless sensor network consists of tens to thousands of nodes.
These nodes captured information, process, and forward the information collected to
the cluster head (CH) and the CH will aggregate the data and sent to the base station
(BS). Additionally, the nodes have specific features such as short duty cycle, power
limitations, and battery life.

With all the advantages of IoT, on the other hand, it suffers a setback from DoS
attack. Addressing the aforementioned problem and setting up the proper opera-
tion of WSN to increase the lifespan of the network and thereby minimize energy
consumption is one of the main challenges. In the existing literatures varieties of
improvements have been made to minimize the energy consumption in the WSN,
andmost of these approaches focusing only on the energy consumption improvement
and left the DoS attacks un attended which allowed the attacks to be escalated in
the IoT perception layer [6]. Therefore, solving the DoS attacks and placing the CH
over the grid and to find how many CHs are there in the cluster will improve the
efficiency of the network and thereby reduces the energy consumption. To present
the method in order to solve the challenges the study proposed a framework using
clustering formation to withstands with the challenges.

The study is organized as follows: Sect. 2 describes the application areas of the
IoT. Section 3 consists of the methodology. Section 4 discusses the results. Section 5
concluded the paper.

2 Application Area of IoT

The following sections will highlight the application area of IoT and its challenges.
These applications areas include transportation, health care, education, homes, sports,
and automobile. Table 1 summarizes the security challenges in the IoT environment
[6, 7].

Based on Table 1 the security challenges of the IoT application areas are summa-
rized with their security challenges and proposed recommendations. Thus, the secu-
rity challenges may caused the degradation of the network performance and commu-
nication denial between the sensor nodes and CHs. Hence, the study provides
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Table 1 Summary of the security challenges in the IoT application area of IoT and their solutions

Application area of IoT Security challenges Proposed solutions

Transportation DoS attack Authentication mechanism

Health care DoS and Zingbox Confidentiality and
authentication mechanism

Education DoS attack Authentication and
availability mechanism

Homes DoS and Replay attack Integrity and confidentiality
mechanism

Sports DoS and Snipping attack Communication security

Automobile Man in the middle and DoS attack Mutual authentication and
authorization technique

Fig. 1 Clustering formation arrangement

a framework that will improve the efficiency of the network lifetime in the IoT
environment.

3 Methodology

In this section the study presents the method on how clustering formation is formed.
Therefore, Fig. 1 displays the clustering formation method.

Initially the function name and number of the nodes are required to compute
the clustering formation arrangement. Next, the nodes are distributed based on the
number of scale design. After the nodes distribution, the CH is assigned. The calcu-
lation of the clustering rate is obtained to provide the adequate distribution between
the cluster and the CH (For further details see Sect. 5). The output of the formation
along with the CHs are displayed.

4 Results and Discussion

Based on the method presented, the result of the proposed method for enhancing the
network lifetime in the IoT environment is shown in Table 2. The illustration of the
figures and tables are displayed. Table 2 and Fig. 2 shows the nodes distributions.
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Table 2 Nodes distributions No Items Description parameter

1 Simulation area 350 ✕ 500

2 No. of points 350

3 Radius meters 50 by 50

4 Field area X by Y in meters

Fig. 2 Nodes distributions

As shown in Fig. 2, the initial field distributions of the nodes are distributed based
on 50 m ✕ 50 m. The nodes are randomly distributed in the clusters, before the CHs
are selected, the nodes are randomly installed into the scales waiting for the CHs
selection. The CHs can be placed at the center or the edge of the field scale but it
depends on the nodes selected to be the CH. The insertion of the CH in the center or
the edge is convenient to assist the node to finds its transmission range to CH. Table
3 and Fig. 3 shows the advertisement phase.

In Fig. 3 the nodes with the red colors are the two CHs. The CH sent an adver-
tising message to the BS for communication after a few rounds. The nodes usually
transfer their energy to CH in the initial data transmission rounds. Thus, the data are
aggregated and sent to the BS. Most importantly, the CHs uses their energy faster
than non-CH for data transmission. Table 4 and Fig. 4 display clustering formation.

Table 3 Advertisement
phase

No Items Description parameter

1 Simulation area 350 ✕ 500

2 No. of points 350

3 Radius meters 50 by 50

4 Field area X by Y in meters

5 Estimated no. of clusters 2
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Fig. 3 Advertisement phase

Table 4 Clustering
formation

No Items Description parameter

1 Simulation area 350 ✕ 500

2 No. of points 350

3 Radius meters 50 by 50

4 Field area X by Y in meters

5 Estimated no. of clusters 2

Cluster Head 9  

Cluster Head 3  

Fig. 4 Clustering formation arrangement

Figure 4 indicates the clustering formation for the nodes in the cluster. In this
figure, the formation are divided into twowhich are brown and blue. The brown color
indicates the clustering formation with a circle node representing its cluster group
as the CH. Therefore, having the formation in the cluster will reduce the number
of energy consumption from the nodes significantly. The more energy consump-
tion is reduce the more network lifetime increased. Figure 5 indicates the energy
consumption per nodes in the cluster.
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Fig. 5 Energy consumption per node in the cluster

From Fig. 5, it is evident that the energy dissipation by the nodes in the cluster
is minimal. Among all the nodes, node nine (9), which served as the CH consumed
the highest amount of energy since all the remaining nodes in the cluster transmit
their data to the cluster head. The next highest node is (3), which is also the CH. This
signifies that the other nodes transmit their data to the CHs and this allow them to
have a rest in order to save their energy and by reserving their energy the network
performance increase significantly.

5 Conclusion and Future Work

This study investigated the issues of energy consumption in the IoT environment
and further provides solutions that remedy the challenges. Besides, the IoT security
challenges specifically the DoS attacks can be addressed from the early stage of
the IoT implementation. The contributions of this study are categorized into two
aspects. Firstly, the study described the initial components of the IoT, which includes
the sensor nodes. Secondly, the study provides a solution that improve the network
lifetime in the IoT environment using a method clustering formation. The simulation
results revealed that network lifetime is increase with 6% improvement as compared
MS-LEACH.
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An Empirical Analysis on Big Analytics
for e-Healthcare and Agriculture

N. Purandhar and S. Ayyasamy

Abstract There is a lot being said and done in the field of data analytics. Using large
amounts of data for analytics has become one of the rising trends in the business
world but, implementing this business intelligence into different sectors of govern-
ment hasn’t still progressed well. We have discussed two major applications of data
analytics in government sectors where the government and eventually the citizens
could benefit from all the available big data. The applications include (i) Agriculture,
where the big data analytics could result into better crop planning, yield analysis,
improved soil health and irrigation aswell as reduce the support cost incurred. (ii) The
section on data analytics in healthcare mainly points out the importance of predic-
tive analytics in improving personalized healthcare and healthcare infrastructure as a
whole. It also talks about how the government can unlock value through big data and
machine learning to provide better health insurance than the existing ones and how
data analytics is helping with fraud detection while providing the health insurances.

Keywords Big data · Data analytics · Recommendation engine · Predictive
analytics

1 Introduction

Executive Vice President of Gartner, which is considered to be the world’s important
organization in Computer science and Technology Research and Advisory stated,
“Information is the oil of the 21st century and analytics is the combustion engine”
[1]. We need data analytics in e-governance in order to optimize performance in all
the fields that come under the roof of governance. Data analytics uses historical data
for providing intelligent solutions in order to make better decisions and strategies for
the betterment of the society. Therefore, the field of data analytics is not just relevant
but also very important for e-governance. The complete process of Data Analytics
insinuates the data collection, extractionof information from that data, transformation
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of data, analyzing and interpretation of the data and reporting. Monetizing this data,
i.e. creation of data to wealth is a challenge as well as an opportunity for the future.
For different objectives different types of analytics is to be carried out. For which we
need to classify data analytics.

The IBM organization in 2013 categorized analytics into three important ways
like descriptive, predictive and prescriptive analytics. To which in 2015 diagnostic
analytics was added.

A. Descriptive Analytics: Data mining techniques are used along with business
intelligence to inquire “What has happened?” That means it analyses the histor-
ical data for insights and uses that data to determine the future [2]. Though it
provides insights into historical data and trends, this technique is most time-
intensive and produces the least value of all the types. Therefore, descriptive
analytics alone is not used very often. But, combining it with any other form
of analytics can be practical and productive.

B. Diagnostic Analytics: It is a form of sophisticated analytics which examines
data or information to give solutions for the question “Why did it happen?”. It
uses historical data with other data to identify patterns and find dependencies
[3]. Diagnostic analytics is used for root cause analysis of a problem.

C. Predictive Analytics: Statistical models are used to forecast “What could
happen?” [2]. It uses the results of descriptive and diagnostic analytics to find
out patterns, clusters and outliers to estimate future trends. Predictive analytics
is widely used because of its numerous advantages but, it still depends largely
on the data quality and therefore it requires continuous optimization.

D. Prescriptive Analytics: Methods for optimization and simulations are used
to ponder “What should we do?” [2]. This is the action-oriented type and
focuses on taking any endeavors possible to deal with the problem at hand.
This advanced type of data analytics needs historical data coupled with infor-
mation fromexternal sources for applying statistical algorithms.Other than that,
prescriptive analytics uses machine learning as well as business intelligence,
which makes it expensive to implement and manage [4].

2 Big Data and e-Governance

On Feb 1st 2018, while delivering his speech on the Union Budget, the Finance
Minister told the parliament that the government’s think tank—Niti Aayog, would
initiate a national program helping the government to focus on the development of
cutting edge technologies in digital space namely Big Data, Artificial Intelligence
(AI), Machine Learning, Internet of Things (IoT), 3D printing and others. Further
accentuating to invest in research, training and skill development in robotics, AI,
manufacturing, big data analysis and IoT, he announced to double the budget for
Digital India Programme to 3073 crores in 2018–19 [5]. This shows that the govern-
ment of India is keen on using the technological advancements in different fields for
good.
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2.1 Big Data in Agriculture

Farming is the cornerstone of India’s wealth and this agriculture is responsible for
18% of India’s gross domestic product (GDP) and facilitates employment to more
than 50% of the countries’ manpower but, because of rapid development of the
industrial and service sectors the agricultural industry has declined to a great extent.
For improving the yield of small farmers, the government of India had an agreement
with IBM to develop an Artificial Intelligence based model for crop yield prediction
[6]. When IBM will employ Artificial Intelligence for developing the technological
model for improvement of agricultural output and productivity of various types of
crops and soil species for the specified districts, NITI will use this data insights
generated through these AI models to help farmers and other stakeholders [7]. Also,
by providing soil health cards the government has empowered the farmers to better
analyze the requirements of the water for irrigation and the crop to be sown.

To add value chain and increase profitability of the agricultural industry the
government is keen on employing technology. Also, for creating opportunities in
the field, the Ministry of Agriculture and Farmers ”Welfare had a deal signed with
the Indian Space Research organization (ISRO) to use satellites for geotagging the
agricultural assets [8]. The big data acquired through such agricultural infrastructure
will help develop vigorous responses for the issues pertaining to climate change, pest
and disease outbreaks, and land degradation. Applying these “big data” approaches
by the government for agriculture guarantees to search out new ways to build a
food-secure society.

Big data is seen as a prospective technology for selection of appropriate agri-
cultural inputs but, acquiring data is the biggest challenge. For any agribusiness
increasing the profitability means increased yield and decreased support costs. Big
data aids in enhanced yield analysis. Increased yield and decreased support costs
play principal role to gaining profitability and enhanced customer experience for
any small or large agribusiness. Big data analytics can enable improved analysis of
crop yield and other crucial methods for a profitable and in-depth root-cause analysis
resulting in actions for enhanced crop quality and reduced overall cost [9]. The data
associated with turnover, utilization of available resources and the effectiveness of
equipment, can be combined with further analysis for improved quality.

Predictive analytics may be used to foresee the demand for seeds, requirement of
fertilizers and animal feed needs, for empowering the agribusiness supplier to take
appropriate steps to match production to demand. Table 1 shows different fields of
agriculture and how big data is used for their management.
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Table 1 Big data approaches in agriculture

Focus area Ref Proposed
techniques/solutions

Possible improvements

Soil health [10] Geocoded soil data is
generated using soil genome
sequencing and this data is
characterized based on
microbial diversity, further
it is combined with AI to
estimate the soil health
combining the ground level
and above ground features
to describe soil microbial
diversity

Soil health cards are provided
by the government of India to
all the farmers. They provide
a comprehensive report of the
soil health [11]. The data
collected through the soil
health cards could be
modeled with a ML
algorithm to identify steps to
improve soil quality

[12] The soil data is compiled
based on different attributes
such as fertility, pH,
Nitrogen, phosphorous,
potassium contents and
others. Chi-square Map
Reduce method is used for
feature selection. An
Advanced Decision Tree
classifier is suggested for
pruning methods to build a
tree

[13] Information gain, Gain
Ratio and Chi Square are
calculated for feature
selection of the soil contents
using Map Reduce

Crop planning [14] Parameters like year and
crop type are used in the
clustering algorithms along
with special attributes such
as time or crop type to
identify which crop is to be
sown

Farmers will be provided with
soil health records, they can
study the soil management
techniques and accordingly,
plan the upcoming crops [11]

The state of Andhra Pradesh
is using the satellite data for
predictive analytics to
forecast water-stressed
farms and based on the crop
type use rain guns as a
productive irrigation
technique

This model could be
implemented at various
places in India where the
crops are needed to be rain-
fed. Also, innovative methods
for irrigation are needed to be
developed

Productive irrigation

(continued)
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Table 1 (continued)

Focus area Ref Proposed
techniques/solutions

Possible improvements

Reduced support cost Many small and marginal
farmers are utilizing
M-trading platforms to sell
their farm produces right
away to businesses across
the country through smart
phones

To reduce cost of entire
agriculture value-chain the
farmers should be enabled
with data centric methods for
improving the efficiency of
supply-chain and the
marketplace of agrarian items

Yield analysis [15] Different data mining
techniques like linear and
multiple regression,
clustering, decision tree and
k-nearest neighbors have
been used with the big
datasets for finding the yield
of the crop

With the soil health card, the
farmers can know the nutrient
contents of the soil better and
hence, get an idea of which
crops to invest in and what
kind of fertilizers they need
ultimately, increasing the
crop yield [11]. IBM”s AI
based model for crop yield
prediction is also in use by
small farmers

[16]

[17]

Crop protection and weed
control

[18] Big data as well as machine
learning approaches have
been suggested for
modeling and prediction of
herbicide/pesticide
resistance, detection of
non-native species plants
and flowers, decision
support system for crop
protection and using AI
based systems for plant and
flower control

There are no crop protection
initiatives by the government
available as yet

2.2 Big Data in Healthcare

A real-time alerting system for instant care through wearable devices is fast growing
trend in the first world countries [19]. The world is rapidly moving from tradi-
tional medical practices to wearable medical devices but, India is still struggling for
providing primary healthcare to majority of population. Despite of the government
recommendations for standards of Electronic Medical Records (EMR), there are
no concrete steps taken for centralizing EMRs. The Ministry of Health and Family
Welfare suggests a standard for structured recordfields to be inserted into the database
viz., Name of the patient, DoB, Residential addresses, Doctor’s name, Hospital name
and addresses, and medical treatment reimbursement codes for easier management
through a database system but, the lack of acceptance to field-code the data and
use of EMRs by the medical practitioners and caregivers is a major barrier [20].
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Moreover, the traditional databases are inadequate to handle the large chunks of data
being produced every day. There are three dimensions to the role of government in
Healthcare in India.

2.3 Using Big Data and Predictive Analytics to Improve
Health Care by Selecting the Best Treatment Plans
and Improving Diagnostics for Personalized Healthcare

The major shortcoming of the government is its lack of insight for providing devel-
opment in personalized healthcare sector. Themain focus needs to be on research and
development models for epidemiology research clubbed with big data. Big data can
help to identify problem areas where there is a need for improvement in personalized
healthcare. It can also be useful for statistically analyzing the course of treatment
employing the historical data. Whether it be biomedical sciences or pharmaceutical
researches data is everywhere. One-way Predictive analytics can help hospitals is
anticipate the number of incoming patients at different times during the day, week,
month and year. This can solve the difficulty caused by over-staffing or under-staffing
in hospitals because in the first scenario the cost of labor increases and in the latter the
patient servicesmight be hampered. The other areawhere the predictive analytics can
help is by using data for identifying the cause of different diseases through available
data.

2.4 Using Big Data and Predictive Analytics to Improve
Health Care Infrastructure

The annual National Health Profile document; a publication of Ministry of Health
and Family welfare has six indicators for measuring the fundamental health informa-
tion. They areDemographic, Socio-Economic, Health Status, Health Finance, Health
Infrastructure and Human Resources [21]. Furthermore, the measures for Health
Infrastructure are categorized as educational infrastructure and service infrastructure.
The educational infrastructure lists out number ofmedical colleges, students enrolled
for diploma, undergraduate and postgraduate medical courses, as well as students
enrolled for dental schools, AYUSH Institutes, nursing courses and paramedical
courses. Health information indicators for Service infrastructure include details of
allopathic hospitals, number of beds in a hospital, Ayurvedic andHomeopathy hospi-
tals, sub centers, primary and community health centers, blood banks, mental health-
care hospitals and eye banks [21]. According to CRISIL”s opinion report, one sub-
centre for the population of 5000 in plain areas and for 3000 population in desert,
tribal and hilly areas is a norm. But, there is still a gap between the planned structure
and the present structure of the health and wellness sub-centers. Big data is central
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to achieve this goal, by statistically measuring the population density, understanding
the demographics and thus making a predictive analysis about where a sub-centre
can be setup in a cost effective, efficient and impactful manner. The analysis will
also need to focus on the density of public and private hospitals in urban, sub-urban
and rural areas.

2.5 Using Big Data for Provisioning Health Insurances

Providing healthcare at affordable prices is one of the main objectives of the govern-
ment in India. Under the initiative of Ayushman Bharat, the government of India
is firm on contributing to better healthcare for all. The Pradhan Mantri Jan Arogya
Yojana under Ayushman Bharat aims to cater to more than 50 crore beneficiaries.
It covers not less than 10.74 crore underprivileged families from rural areas and
workers’ families from urban and suburban parts of the country as per 2011 Socio-
Economic Caste Census (SECC) data [23]. It has a provision of health cover of
rupees 5 lakhs for secondary and tertiary healthcare services. This scheme has a lot
to offer to private hospitals, insurance companies as well as the main stakeholders—
the beneficiaries. According to media reports of 13th Feb, 2019, there have been
discrepancies in some of the procedures, and a few hospitals receiving a greater
number of patients than the other. Therefore, the government has employed analytics
methods to ensure Ayushman Bharat remains without any scams. The analytics is
also necessary for detecting fraudulent behavior as the Aadhar card—the 12-digit
unique identity number were not mandatory for availing the services and any identity
cards were accepted in the initial stages. Utilizing the research evidence Recommen-
dation engines can be built based on collaborative filtering for creating healthcare
plans for patients with similar symptoms. These recommendation engines use best-fit
classification algorithms to classify patients based on different parameters like, age,
disease type, symptoms and seasonal changes among many. This would help to build
a better predictionmodel for precisionmedicine. Themost commonly used strategies
for predictive analytics include Bayesian networks, Decision Tree learning, Markov
and Monte Carlo Simulations [24]. In the paper [25], the authors suggested a combi-
nation of Principal Component Analysis and Neural Network for sentiment analysis.
They had promising results when checked with different performance parameters.
A feedback mechanism can be developed, where the patient or the caregivers can
provide feedback on different parameters relating to the overall experience at the
hospital. A mechanism can be implemented by applying sentiment analysis on the
feedbacks, where (1) this analysis can be provided to the recommender systems for
personalized healthcare plans, (2) the hospital can utilize the data to improve the
infrastructure and (3) it can help to improve the efficiency of the nursing team by
providing useful insights.
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3 Conclusion

The applications discussed in this paper specify the potential of data analytics in their
respective fields and the possible solutions using different methods of data analytics.
It presents the sources from which the data is acquired for various applications, and
how this data can help to improve the citizen services provided by the government.
In Agriculture domain the government does the soil analysis of each farm and gives
suggestions to the farmers for crop planning, soil health and yield analysis. But this is
not enough for entire growth of the agrarianmarket and therefore, the paper discusses
different big data analytics methods andmachine learning algorithms for an inclusive
agri-business setup. Healthcare is the sector where data analytics could do wonders
with personalized medical plans, for infrastructure development and patient service
improvement. Recommendation engines could be built for personalized medicine
based onEMR’s. But, first there is a need to develop and deploy centralized electronic
health records systems. Once these systems are in place the data analysis could be
done to increase efficiency and save lives.
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Enhanced Approach in VANETs
for Avoidance of Collision
with Reinforcement Learning Strategy

A. Ganesh and S. Ayyasamy

Abstract VANET (Vehicular Ad Hoc Network) is the most prominent technology
that helps in the enhancement of performance and safety of the transportation system.
The ad hoc network established between the moving vehicles on the road defines
the VANET. VANET is distinguished by the mobility and self-organization of nodes,
vehicles are considered as nodes here. V2V (Vehicle-to-Vehicle), V2I (Vehicle-to-
Infrastructure) communications use VANET to warn vehicles nearby about emer-
gencies (i.e., traffic jams, accidents), usually of the order of a few meters. Latency,
secure transmission of messages, high-reliability criteria are the key challenges that
one faces when implementing VANET. The primary goal of this paper is to predict
the collision from the sensor readings and prevent the happening of collision and
V2V communication using ESP-NOW protocol. ESP-NOW helps in the transmis-
sion of wireless messages between the vehicle nodes which are controlled by ESP32
microcontroller. Reinforcement Learning (RL) with deep policy gradient networks
is chosen here. Policy gradient (PG) methods are widely used algorithms for RL.
Using Deep Reinforcement Learning (DRL) on the ESP32, the car node maintains
a safe distance from the nearest obstacle. ESP-NOW protocol helps in exchanging
the information between vehicle nodes, by finding all the MAC addresses of vehicle
nodes that are present in its range and communicates the information. The focus of
the proposed system is on taking the appropriate action using the DRL algorithm to
avoid the collision risk and enables V2V communication which helps to broadcast
the vehicle’s information to the other vehicles that are present in the V2V protocol
range to maintain collision-free environment.

Keywords MANET · VANET · Human machine interface · Deep reinforcement
learning · ESP32 microcontroller
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1 Introduction

VANET is essentially a subset of the Mobile Ad Hoc Network (MANET) [1–3]
established to create a wireless communication system for vehicles. Vehicles now-
a-days are equipped with intelligent and automated systems to work on real-time
safety requirements. VANET’s comprises of V2V, V2I, Vehicle-to-Grid (V2G) and
Vehicle-to-Anything (V2X) modes of communication. Vehicles in VANET are inte-
grated with OBU (On-Board-Unit), RSU (Road-side-Unit). OBU and RSU share
information through the wireless channel. OBU deals with the data transmission
fromvehicle to vehicle,whereasRSUcommunicates the information fromvehicles to
road-side network.TheOBUtalks toRSUandwith otherOBUviaDSRC(Dedicated-
Short-Communication-Range). DSRC enables high speed, low latencyV2V, andV2I
communications, using the IEEE 802.11p and WAVE (Wireless Access in Vehic-
ular Environment) standards. ITS (Intelligent Transportation system) is achieved by
employing VANET. ITS facilitates creative traffic management capabilities through
the use of various smart modes of communication and networks. Safe and secure
message transmission is the main challenge VANET face to have a smooth and safe
transportation system [4–6]. High vehicle mobility causes a wide range of prob-
lems, such as the disruption of the interaction between vehicles, in which vehicles
fail to establish safe communication between them. It makes difficult to transmit a
warning message to other devices in prior time before the deadline. Latency plays
a key role in the communication link in sharing alert messages or various physical
parameters. Minimum latency is the crucial requirement in providing the collision-
free environment in VANETs. Different sensors are integrated into the vehicle to
measure various physical parameters like acceleration, speed, and distance from the
nearby vehicle. These parameters are displayed on the Human Machine Interface
(HMI) device which is already connected with the vehicle [13]. Communication of
alert/warning messages, certain physical parameters helps to avoid wrong actions of
the driver which in turn prevents the occurrence of collisions.

The primary objective of VANET is to provide safety applications. In this paper,
V2V communication is shown between the vehicle nodes which are equipped with
ultrasonic sensor and LM393 speed sensor which gives two physical parameters
i.e. distance and speed. The wireless communication is done by employing ESP-
NOW protocol. Two-way communication is chosen here with the help of ESP-NOW
protocol. Training of the DRL model on the ESP32 microcontroller is done here to
avoid the nearest obstacle in the traveling path of a vehicle node [7, 8]. DRL involves
developing a deep learning model that enables function comparison between input
features and expected discounted reward values often referred to as Q values. Q-
learning is amodel-free reinforcement learning algorithm to practice policy by asking
an agent what actions to take in what situations. The PG algorithm is used, which is
one of the RL family. PG network typically uses a neural network. The network here
consists of 1 input layer, it carries the distance to the nearest obstacle measured by
the ultrasonic sensor, the output layer corresponds to 5 possible directions at which
the car node can travel.
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Numerous vehicle applications include efficient traffic control, active road safety,
etc. The main goal is to eliminate car accidents and to provide a collision-free,
driver-safe environment by sharing information on the danger of collisions and obsta-
cles. To extend the driver’s perception by allowing him/her to respond much more
quickly is the fundamental idea. This is possible through the wireless communica-
tion of alert/warning messages. And also, the traffic jam situations are avoided by
maximizing the movement of vehicles. Discovering the nearby vehicles and sharing
the obstacle/hazard information at low latency is the best technique to maintain a
collision-risk free environment.

2 Sensor Modules Used

2.1 Ultrasonic Sensor

An Ultrasonic sensor measures the distance between sensor and object. It has trans-
mitter and receiver, in which transmitter sends an ultrasonic wave, if the wave comes
in to contact with any object, the wave gets reflected back to the sensor receiver. It’s
measuring range is 2–400 cmwith the accuracy of 3 mm. Distance is measured using
the formula:

Distance (cm) = Speed * Time Speed = ultrasonic wave speed (0.034 cm/µs)
Time = time traveled by the wave to and from the object (consider half of the
time, time (μs)/2)

2.2 LM393 Speed Sensor

Figure 1 is the IR (Infrared) based LM393 speed measuring sensor. This is used to
measure the wheel rotation speed of a vehicle, the two vertical columns consist of IR

Fig. 1 LM393 Speed
Measuring Sensor
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LED on one side and phototransistor on the other side. The speed is determined by
wheel encoder which passes in between the two vertical columns. RPM (Revolutions
perMinute) defines the completion of all the 20 slots passage between the two vertical
column slots. This gives the RPM.

From RPM, the speed (cm/s) is measured by: (2/r * rpm)/60, where r (cm) =
Radius of the wheel.

3 ESP-NOW Protocol

ESP-NOW protocol provides a fast, connectionless Wi-Fi communication involving
short packet transmission. ESP-NOW is perfect for remote control systems, sensors,
andother applications. There is a vendor-specific action frame inwhich themessage is
embodied and gets transmitted from one device to another device, the transmission
is connectionless. For the information exchange between devices and to deliver a
broadcast message, adding a peer with the broadcast address is done. Local device
and peer device details are preserved in the low-level layer of ESP-NOW. Sending
and receiving call back functions informs us about the success/failure of packet
transmissions in broadcast/multicast communication.

4 Reinforcement Learning

RLconsists of an agent, environment, action, reward, state [9, 10]. The agent performs
the action in an environment which results in the state transition from s to s´. s, s´
is the current state and next state respectively. Interaction of the agent with the
environment with certain actions leads to maximum reward. The combination of
artificial neural networks and RL architecture enables defined agents to determine
the best possible actions in a simulated environment to achieve their goals defines the
DRL. In other words, it combines function approximation and target optimization,
mapping state-action pairs to the predicted rewards.

Figure 2 shows the overview of the RL architecture for this application. The main
task of the agent here is to perform an action, so that vehicle is prevented from
the collision. The sensor readings are observed by the agent to get an idea about the
environment state. After observations from the environment, the agent has to generate
correct actions like moving forward/backward, left/right directions, or stopping the
vehicle, this prevents the vehicle involving in a collision/accident. The agent learns
a policy, which helps in the generation of correct actions from the observations. The
repeated attempts of the agent to have the collision-free environment maximize the
reward. Depending on the observations, actions, and rewards received, the training
algorithm adjusts the policy of the agent. After training, the vehicle will be able to
travel without involving in any collisions using tuned policy and sensor readings.
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Fig. 2 Depiction of reinforcement learning

4.1 Q-Learning

Q inQ-learning indicates quality. Quality here defines how effectively an action helps
in gaining some reward in the future.Mapping of state-action pairs to rewards is done
by Q. For each state-action pair, a Q-value is present in Q-table. Q-learning employs
Temporal Differences (TD) to determine the value of Qπ(s, a). π is the policy, it
maps the states to actions, where the actions guarantee the maximized reward. s and
a represents the state and action respectively.

Figure 3 depicts the Q-learning algorithm. Q-table has state-action pairs in which
each action is chosen corresponding to the current state. The reward is calculated for
each action and Q-table is updated until the maximum reward is attained.

4.2 Policy Gradient

PGmethods are based on the principle “Observe and act” [11, 12]. A policy is trained
here, trainingmakes actions with high rewardsmore probable or vice versa. PG holds
what is working and dumps what is not. It focuses on optimizing the parameterized
policies with respect to the anticipated cumulative reward by gradient descent. In
this, the agent analyzes the scenario, and instinctively understands what to do with
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Fig. 3 Q-learning flow chart

it. The more time of training enables the policy to maximize the rewards. PG aims
to effectively optimize policy space. The neural network is used in PG to model the
probability of action directly. When the agent interacts with the environment, we
fine-tune the neural network parameters so that “good” actions are more likely to be
sampled in the future. This process is repeated until the policy network converges
towards an optimum policy.

5 Proposed Collision Avoidance Framework

The collision avoidancewith andwithoutDRL is conveyed here. The implementation
starts with the collection of sensor readings from the chosen ultrasonic sensor and
LM393 speed sensor. The sensors are mounted on the two-wheeler chassis which
has 2 DC motors got fixed for the movement of chassis. L298N motor driver is used
which enables to control speed and direction of 2DC motors. All these components
are connected to the ESP32 microcontroller and this setup is taken as a vehicle node
which is shown in Fig. 4, it is controlled by the code written into microcontroller
using the Arduino IDE platform.
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Fig. 4 Vehicle node setup for collision avoidance

First, let’s see how the simple collision avoidance code performswithout any deep
learning technique. For this method, we use a servo motor on which the ultrasonic
sensor is mounted to rotate the ultrasonic sensor in the left and right directions from
the center. A threshold distance value is set for the ultrasonic sensor, if ultrasonic
measured distance > threshold value (i.e. obstacle is at safe distance from the sensor)
vehicle nodemoves in forward direction. Otherwise (i.e., measured value≤ threshold
value) vehicle moves backward and checks the distance between sensor and obstacle
in the left and right directions. The sensor compares the distance in both left and
right directions and then the vehicle moves in the left or right direction which has
more space to move.

Collision avoidance with DRL starts with designing of Q-learning framework by
having state-action pairs, discrete states represent the distance range varying from 0
to 400 cms, actions are forward, backward, turn right and left, halting the vehicle.
In this DRL method, servo motor is not used, the ultrasonic sensor is set to a fixed
direction. Training is done in episodes. The PG network consists of an input layer of
dimension 1 × 1. Distance to the nearest obstacle is taken as input, the hidden layer
of 3 × 1 dimension with RELU (Rectified Linear Unit) activation, and the output
layer of dimension 5 × 1, with soft max activation, corresponding to 5 possible
directions at which the vehicle node can travel. PG network samples the 5 actions,
performs them, stores, and updates the gained reward. This sampling process is
encapsulated as the policy π, which is responsible for the implementation of action
dependent on past environmental states {s}. PG agent here specifically determines
an optimal strategy that enhances long-term rewards. By using both Q-learning and
policy gradient, Q-values are determined from the policy preferred actions to which
we apply Q-learning updates.
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One can see the episode number, the number of actions sampled in the serial
monitor of a particular vehicle node and this Deep reinforcement algorithm helps
in maintaining the safe distance from the nearest obstacle. The vehicle node takes
appropriate action based on the training when it finds an obstacle. In both with and
without DRL algorithm methods, V2V communication is the same. It includes the
transmission of vehicle’s distance from the obstacle, speed of the vehicle which
is sensed by the LM393 speed sensor and, also MAC address of the transmitted
vehicle. These parameters are displayed on the serial monitor of all peer devices
which are present in the ESP-NOW protocol range. ESP-NOW is responsible for
V2V communication.

6 Results and Discussions

Figures 5 and 6 show the vehicle nodes V1 an V2 information display on arduino
serial monitor which depicts the V2V communication. COM3 and COM10 show the
display of V1 and V2 nodes respectively. COM3 showing the MAC address of the
vehicle, the distance, and speed of Vehicle V1, the parameters of Vehicle V2 which
are getting received from the Vehicle node V2 and vice-versa with the COM10. We
chose to broadcast the vehicle’s distance from the obstacle and speed to other vehicles
that are present in the protocol range. With an open field range of up to 220 m, the
exchange of sensor readings happens between two ESP32 boards. ESP-NOW holds
its peers MAC addresses to broadcast the message. Every ESP32 has its own unique
MAC address so that one can recognize every board from which the data is sent and
received using ESP-NOW. Two-way communication is seen in our results, i.e., the

Fig. 5 Vehicle V1 displaying it’s parameters and Receivingv2 parameters through ESP-NOW
protocol
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Fig. 6 Vehicle V2 displaying it’s parameters and receiving V1 parameters through ESP-NOW
protocol

vehicle V1 information is sent to the vehicle V2, and V2 information is received to
the serial port COM3, vice-versa with the COM10.

The sampling of actions, reward, and episode counter are the terms of the DRL
algorithm. As the training process is achieved in episodes. The episode counter is set,
it increments until it reaches the maximum training value, after that counter resets
to zero. Once the vehicle starts sensing the surrounding environment, if an obstacle
is detected, the algorithm samples all the actions (i.e. forward, backward, stop, turn
left, turn right), and optimized action which gets the highest reward is performed.
The goal is to find an effective action that maximizes the total cumulative reward
(sum of all the rewards received up to this point) of the agent that gets after execution
in every episode.

The chosen algorithm makes the vehicle nodes to travel by having minimum
distance from the obstacle. AndESP-NOWprotocol enables in sending and receiving
the information of vehicle nodes which tells the V2V communication. V2V commu-
nication and chosen algorithm allow the vehicle to maintain a safe distance from the
obstacle and also to keep an eye on other vehicle movements that are present in the
protocol range, which enables the driver to drive carefully to ensure collision-free
environment.

7 Conclusion and Future Scope

VANETs are considered to be a significant research area and drawing the attention of
a noticeable number of researches. It is a vast area where there are many challenges
that are to be addressed. The training of ESP32 microcontroller with a deep learning
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model is accomplished here using DRL. The proposed work is carried out with two
sensors and two vehicle nodes, but V2V communication can be extended by adding
GPS (Global Positioning System) module to the vehicle node setup which gives the
location information of a vehicle and number of vehicle nodes can be increased to
show the broadcasting of information effectively.
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VBlock—Blockchain-Based Traceability
in Medical Products Supply Chain
Management: A Case Study in VietNam

Tuan Khoi Nguyen Huynh, Tuan Anh Dao, Trong Nhan Van Pham,
Khang Hy Vuong Nguyen, Nghi Cong Tran, and Hoang Huong Luong

Abstract The COVID-19 is putting tremendous pressure on the medical facilities
supply, as the demand for facilities has significantly outweighed the production capa-
bility. Several rogue traders have taken advantage of this issue to distribute counterfeit
products. Moreover, some sellers advertise genuine products with unreasonably high
prices. Our team believes that fake or overpriced facilities will significantly compli-
cate the battle against COVID, thereby posing millions of lives to risk. That is why
our team is developing V-Block. V-Block is a supply chain management system that
harnesses the power of Blockchain. Its primary goals are to assist the government
in tracking the product’s distribution process and help customers avoid questionable
deals.

Keywords COVID-19 · V-Block · Blockchain · Supply chain

1 Introduction

The world has been witnessing a tremendous shortage of Personal Protective
Equipment (PPE) and other medical facilities since the beginning of the COVID
pandemic.
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WHO estimated that the world needs up to 89 million medical face masks each
month. Having acknowledged the scarcity of medical facilities, many rogue traders,
and sellers distributed counterfeit products to the community and even hospitals
to gain money. These facilities, as their quality is not guaranteed [1, 2], can pose
significant threats to patients. Also, some stores advertise genuine products at unrea-
sonably unreasonable prices. Our team believes that these illegal activities impede
the progress in dealing with COVID. Therefore, they need to be eliminated.

Our team believes that the solution to rogue business is to use a proper supply-
chain management platform.We define a proper supply-chain management platform
as a platform that is: fast, immutable, and decentralized. As for speed, if the whole
distributing process of a particular product is retrieved quickly, we can save much
time. If the government detects a facility’s problem, all entities related to that facility
can be traced within seconds. About immutability, all sensitive data needs to be
tamper-proof, meaning that rogue traders cannot alter what they have uploaded, and
hackers cannot break havoc. We define sensitive data as business related information
such as supply chain information, or companies’ credentials. Such data is critical for
the government to check business legality and products’ origin. Decentralization is
the last characteristic to mention. A decentralized platform does not store data in a
central place, but copies and distributes it across the network. This ensures that all
entities have a copy of the whole database, limiting the impact of a data loss at a
node [3].

Many researchers have suggested the use of Blockchain to develop such a plat-
form. Blockchain is a database system, commonly known as a distributed ledger. It
includes traceable records or blocks that are linked via cryptography. Blockchain is
intrinsically immutable and transparent [4]. Our team agrees with the researchers’
perspective, so wewant to develop amedical supply chainmanagement system using
Blockchain, which we name “V-Block”.

In this paper, we will introduce V-Block and explain how it can stop fake and
overpriced products.Wewill begin by describing some previouswork and documents
on implementing Blockchain for the medical supply chain. We will discuss their
strengths as well as their shortcomings. From that analysis, we can suggest our ideas
on improving the implementations. After pointing out our ideas, we will present
our system. There are three main identities in our system: customers, members,
and agencies. Each identity will have distinct functions that suit their needs and
help enforce data safety. Our paper is expected to have three main benefits. First of
all, current Blockchain implementations are analyzed, and their shortcomings are
identified. Additionally, we propose our own system, which includes improvements.
Finally, our system can be used to assist the medical industry in the battle against
COVID-19.

The rest of the paper is organized as follows. Section 2 contains previous
Blockchain applications in various areas, especially in the supply chain. Then, in
Sect. 3, we briefly explain our Blockchain system. We will also get insight into
the system’s functions in Sect. 4 before describing experiments in Sect. 5. We will
summarize our working Sect. 6.
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2 Related Research

Today Blockchain is applied in many areas such as mobile payments [5] introduce a
device that was made up of an Arduino ATMEGA256 board, A TFT-LCD touch
screen, a smartcard socket, and a Bluetooth Low Energy (BLE) module named
Bluetooth Blockchain payment terminal (PBT). PBT is a new generation of open
payment terminals dedicated toBlockchain transactions.A removable secure element
is attached to the BPT to keep the card safe from the internet-connected device. They
inserted a smartcard with a level of security up to EAL5+ to store private keys and
compute signatures to the PBT to make transactions via BLE. Medical [6] this study
mentions some of the benefits of Blockchain in the medical field such as: Firstly,
smart healthcare management. It used a continuously updated decentralized database
to give all medical professionals and doctors access to a patient’s treatment history
with previous doctors as well as disease health information to get more informa-
tion and to have the right treatment for that patient. In addition, the decentralized
database helps to solve problems such as information that is not being updated,
which causes time to verify when needed. Secondly, collect medical information for
research purposes: Build a Blockchain system to help users update their health infor-
mation (heart rate, blood pressure, weight, sleep, used medicine, …). Researchers
can buy that information from users to research and find ways to cure new diseases.
Finally, Blockchain prevents counterfeit medicine: The drug is not in the correct dose
as provided, or the drug is produced in an impure way that can be dangerous to the
patient. Blockchain can be used to provide accurate information about the medicine.
Blockchain can be used to store transaction records in dental care [7] so that partici-
pants can access and control authority. It has the transaction id number generated by
the hash number mechanism provided by the Hyperledger editor. This application
creates a relationship of trust to establish the set of participants in an ecosystem
to share information and interact between clinics so that it can save time and a
variety of costs for the patients. Another application of Blockchain in security is the
recommended Blockchain-based framework (B2MDF) [8] For detecting malicious
apps in the App Store before being downloaded by a user. They proposed using two
private Blockchains inside and outside to form a double private Blockchain to make
the correct decision. Internal Blockchains store feature blocks that are analyzed by
static and dynamic analysis programs to increase malware detection rates. External
Blockchains store detected results as blocks for current versions of the application.
B2MDF shares informationwith third parties to help security companies deliver anti-
malware. B2MDF does not limit implementation to any particular machine learning
algorithm.

Blockchain plays an important role in the supply chain [9]. We have referenced
research onBlockchain applications in the supply chain “ABlockchain-based Supply
ChainQualityManagement Framework” [10]. In this paper,we study theBlockchain-
based SCQI framework for improving supply chain quality management. It consists
of 4 layers as follows: The first layer is the IoT Layer. It uses IoT sensors to collect
Logistics Process Selling Process Manufacture and Quality Inspection Process data.
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The information collected is captured using RFID technology or a bar code. The
second layer is the Data Layer. Blockchains and secure distributed ledgers are in
this layer. The distributed ledger contains the information Quality Data, Logistics
Data, Transaction, Data, Assets Data. The third layer is the Contract Layer. This
layer contains the data to be protected. So, this layer’s data needs to be protected
by means of digital identity access control. The last layer is the Business Layer.
This layer contains the business operations of the enterprise. With Blockchain,
businesses manage product quality in their supply chains more efficiently. “Supply
Chain Management using Blockchain” [11] from this paper, we study how to apply
Blockchain to product tracking from the raw material until it reaches the consumer,
and how to solve problems such as inaccuracies in profile, fraud problem, payment
problem. This study also shows that using Blockchain in product tracking can reduce
the cost, time, and manpower in monitoring and controlling raw materials and prod-
ucts. Besides, this study also suggests the use of smart contracts to handle product
quality problems such as handling compensation when factors are affecting product
quality such as temperature, humidity, not in accordance with smart contract require-
ments. We also looked at the case of Blockchain use in the agricultural supply chain,
“Blockchain-based Traceability in Agri-Food Supply Chain Management: A Prac-
tical Implementation” [12]. This article is about AgriBlockIoT, a fully decentralized
application used to monitor agricultural and food products from seeding to consump-
tionwith the desire tomonitor to improve food safety andmaintain trust and reliability
throughout the supply chain. After reviewing the feasibility study for application in
Vietnam, we realized that AgriBlockIoT has some disadvantages when it comes to an
application as follows: farmers must be trained to store information into the system,
causing feeling constrained for farmers when being monitored by IoT sensors; Only
some common values, such as weight, were measured, but special indicators such as
the number of pesticides that were applied to agricultural products were measured.
To measure the plant protection drug index, specialized sensors are required with a
high cost and not suitable for practical implementation; IoT sensors cannot be widely
equipped because of the high cost of setting and maintaining. That causes false data
when farmers can affect agricultural products in areas without sensors. Assuming
the case of sensors being placed throughout the garden, the farmer can still cheat by
masking the sensors when using a pesticide so that the system recognizes “clean”
and high yielding produce.; The last problem, the sensor fails to measure correctly,
but the data is still within the allowable range and will not be detected and cause an
incorrect data supply.We have looked at the challenges of applying Blockchain to the
supply chain [13]. This article outlines the opinion that supply chain management
(SCM) is the key factor in achieving financial, environmental, and social benefits
in the supply chain industry. But the traditional SCM mechanisms are outdated and
havemanyweaknesses in information sharing, data retrieval, and reliability in finding
products. These problems can be solved by Blockchain due to Blockchain features
such as immutability, transparency, and decentralization.What have we learned from
this article? These are the requirements of supply chain management when adopting
Blockchain, the technical challenges of applying Blockchain to the supply chain,
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potential opportunities, and principles of supply chain management system design
based on Blockchain.

3 System Overview

V-Block is a system used to store and retrieve information about medical products’
supply chain. It differs from traditional systems in terms of data storage, as it uses
Blockchain technology. This storage implementation is expected to improve data
security, thereby assisting violation detection, and increasing business transparency.

In general, there are three main entities, including customers, manufac-
turers/distributors, and agencies.Manufacturers or distributorswill upload data about
the origin and prices of products. Agencies and customers, when in need, can query
data and analyze it for anything questionable. Agencies have the right to view data
without restrictions.

The variety of users, along with different levels of rights and permissions, means
that V-Block requires a layer of security over data access and performed activi-
ties. For this reason, our team develops V-Block to be a permissioned Blockchain.
Permissioned Blockchain is a well-known model, acknowledged by enterprises and
researchers worldwide [14, 15]. The system has three main parts: users, access
control, and data storage.

3.1 Users

There are three kinds of users, namely: customers,members, and agencies.Customers
are the least-privileged identities in the system. They are hospitals or any other
institutions that purchase a medical product and want to check for its authenticity.
Customers are only able to query information about a particular product. Members
are manufacturers and distributors of a product. They are allowed to submit data to
the system and also view their uploaded data. Agencies refer to medical institutions
from the government. They are granted the most rights and permissions. They are
permitted to view any information as well as new changes made to the system. This
enables them to check the validity of a particular item or a manufacturer.

3.2 Access and Data Control

We acknowledge the importance of keeping uploaded data safe and private in supply
chain management [16]. That is why we implement different controls to ensure that
only allowed individuals can access private data. Normal customers do not have to
login or sign up to use our system, as they only want to query information about a
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specific product. However,membersmust prove their identity before proceedingwith
any operations. Upon registration, they first need to fill a form, in which they include
some personal details and business licenses. After this step, they will have to wait to
be checked and approved by agencies. What users can query is also controlled. For
example, only agencies can view all information about the system, while members
can only ask for information about their own products. This is done by implementing
smart contracts for searching and querying data [17]. Additionally, agencies can
create full nodes, but members only have light nodes. Having full nodes means that
a user can save everything on the system into their machines, as opposed to light
nodes, which only stores limited information.

3.3 Data Storage

Any data created will be stored on Blockchain. New data, after verified by peers,
will be kept in a block, which then is broadcasted via multiple network protocols [4].
Data input and output will be handled by different consensus algorithms [18] and
smart contracts. This serves the system’s functions and ensures the validity of data
being stored and submitted.

4 System Functions

The functions of our system can be summarized as below (Fig. 1).
Members (manufacturers and product distributors) first need to register with

the system before interacting with the database. Interaction with the data will be
controlled by smart contracts. When manufacturers produce a product, they will
upload the information about that product to the system. When they sell it to a
distributor or a reseller, that transaction is also uploaded to the Blockchain. By doing
this, the whole supply chain of a facility will be recorded (Fig. 2).

Customers can directly query information about the origin of a product from
our system. If they find some questionable trades, they can report to the agencies.
Agencies are in charge of verifying new members and handling reports from the
customers. They are able to retrieve any necessary information from the system.

Our system is expected to deal with illegal activities using the following methods.

Counterfeit Facilities

The V-Block system aims to combat this issue in two ways: assisting customers in
considering wisely before purchasing and supporting agencies to detect and punish
rogue traders.

Customers, before purchasing, can access our system and have a quick analysis
of the validity of the product. They can submit the code to the website by scanning
the QR code and then receive the distribution process of that product. Therefore,
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Fig. 1 System functions overview

Fig. 2 Chain formation

customers are able to know who the manufacturers are and where the facilities are
produced within a limited amount of time. If they find something suspicious about
the supply chain of any facility, they can report it to the agency. The report includes:
the name of the business, the name and the code of the product. Reports will be kept
away from companies, which means companies cannot know the reporters.
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Fig. 3 Counterfeit facilities

If the agencies are reported about a potentially fake medical facility, they can
use our system as a great tool. The agencies can quickly get all information about
individuals and groups involved in the supply chain thanks to the origin-tracing
feature of V-Block. All they need to do is to submit the reported product’s code and
wait for the result. This will greatly speed up the investigation. Additionally, as all
data stored on our system is tamper-proof, agencies can use it as evidence against
any illegal trades (Fig. 3).

Overpriced facilities

V-Block allows users to analyze fluctuations in products’ prices. Manufacturers and
distributors will upload the product’s new cost after each stage in the supply chain. As
a result, price changes can be recorded and retrieved whenever needed. Agencies and
consumers can query the data and check if a distributor or a seller has unreasonably
increased the cost.

Furthermore, our system attempts to block suspicious cost-related data upload.
If a facility’s cost is raised 20% after only one stage in the supply chain, it will be
flagged, and the upload will be stopped (Fig. 4).
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Fig. 4 Overpriced facilities

5 Experiment

5.1 Introduction

We developed our Blockchain system using Ganache. We tested it on a device using
Ubuntu 16.04LTS, 4-core CPU, 8 GB RAM, and 50 GB HDD. The system was
analyzed in three scenarios: a user checking a product’s information, an agency
checking a product’s information, and a seller trying to upload an unreasonable price
for a product.

In order to start the test, we uploaded data about a product whose name was
‘product1’. It was manufactured by Tank Group. All data about individuals and
organizations involved were unreal and for testing purposes only. We also generated
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one account for a customer, another for an agency, and the remaining one for a seller
(member).

5.2 Tested Scenarios

A user checks a product

In the first scenario, a user considered whether to buy a product. He scanned the QR
code to seewho themanufacturer is andwhen the product wasmade. Our system then
processed the QR code to return data about the desired product. Besides displaying
basic information, V-Block also showed if the product was verified by the agency.
Other detailed data is hidden because the system knew that the person was just a
customer (he did not sign in) (Figs. 5 and 6).

An agency checks a product

In the second scenario, V-Block processed a query from the agency. In order to
receive the information, the agency needed to log in and then, like customers, had
to scan the QR code. The system returned detailed information about the facility
(Fig. 7).

Fig. 5 Example of QR
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Fig. 6 Example of product which was verified

Fig. 7 Example of showing a product’s information

A seller upload unreasonable price

The last scenario was a special case, as our system had to deal with an illegal attempt.
A sellerwants to sell a product at a hefty price (whichwas 20%higher than permitted).
This will put a great financial strain on consumers, so it should be stopped promptly.
When our system processed such upload, the smart contract detected the violation
and showed a notification. V-Block successfully took the necessary action. The 20%
rate can be modified if required by the agencies (Fig. 8).

6 Conclusion

In this paper, we explained the issue of counterfeit and overpriced medical facilities.
We also described our solution to that issue, which is to develop a supply chain
management system using Blockchain, which we call ‘V-Block.’
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Fig. 8 Example of reject because of the fault price

V-Block system will be the pioneering system for Blockchain application to
support the battle against the COVID pandemic. It helps users ensure medical
integrity, authenticity and provides an easy way to search for essential medical
information of medical manufacturers.
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Development of Real-Time Internet
of Things (IoT) Based Water Quality
Monitoring System

Huzein Fahmi bin Hawari, Mohamad Nor Syahid bin Mokhtar,
and Sohail Sarang

Abstract This research involves discovering on real-time Internet of Things (IoT)
based water quality monitoring system using three sensor parameters which are
temperature, turbidity and pH. Using this, people can monitor the water quality,
collect all relevant data and information, decide and perform suitable water treatment
immediately. By performing comprehensive data analysis, people can measure water
pollution level referring to Water Quality Index (WQI). Other than that, this project
also involves cloud computing storing all data transferred remotely from the device
at anytime and anywhere. Furthermore, this project applies good power management
method to reduce power consumption and extend the battery life of the device within
a single charge for up to 31 days. The system also able to be deployed at 7 different
location in UTP and able to clarify monitoring data based on WQI. On the other
hand, mobile application is developed to monitor relevant data. Lastly, this project
has high reliability and practicality as it is applied with comprehensive techniques for
every step used and good response time to transmit data for water quality monitoring
in real-time.

Keywords Internet of Things ·Water quality index · Pollution index

1 Introduction

The water quality status of rivers and lakes in Malaysia has always been a reason
of concern for various local authorities, government agencies and the public at large
scale. Water quality monitoring system is important for various applications that
requires a real time monitoring to determine the contents and substances present
inside the water. According to Departmental of Environmental (DOE)Malaysia, it is
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stated that two main parameters are most likely to affect the river water quality that
are urbanization and development [1]. WQI is a method or a tool used to measure
the pollution level of water using SI calculation whereas National Water Quality
Standard (NWQS) is the national standards used to indicate the level of pollution
after measuring the water quality using WQI [2, 3].

IoT is defined as internetworking physical objects embedded with electronics,
sensors, network connectivity and actuators which can be used to collect and
exchange the data [4–6]. IoT can connect billions of devices over the network which
will eventually create much more need for data storage and much larger traffic to
control the connectivity of those devices usingTCP/IP protocol stack to communicate
between network hosts for today’s Internet [7].

In this proposed IoT system, users can monitor the quality of water parameters
in real time using mobile application developed using suitable software and alert the
user for water quality alarm system. This alert system is important for the user to
alert them when the value of certain parameters exceed the threshold set. According
to UN Water, it is stated that around 780 million of people did not manage to get
safe and clean water while around 2.5 billion of people do not have suitable adequate
clean drinking water provided by UN-Water [8].

The problem with existing technology is water quality monitoring involves the
manual intervention of collectingwater sample in different locations. This is followed
by further laboratory analytical techniques to characterizes the water quality based
on measurement parameters of WQI. This manual approach takes longer time and
is considered as less efficient for water quality monitoring. It is also not considered
as real-time as the person responsible must take samples from particular locations
from time to time.

Therefore, this project is implemented to develop and implement a real-time appli-
cation based on IoT for water quality monitoring system, to integrate water quality
sensors together with IoT communication platform for an efficient real-time water
quality monitoring system and to develop mobile application suitable in analysing
the water quality conveniently.

2 System Design and Architecture

2.1 Central Processing Unit

Arduino Nano is an open-source compact development board contains embedded
electronics parts such as micro-controller, voltage regulator, LED indicators and
power controller. This board is powered up using 7.4 V lithium-polymer battery,
operates at 5 V with 32 KB of flash memory, 16 MHz of clock speed and 19 mA of
current consumption (during active).
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2.2 Sensor Unit

A sensor unit consists of several sensors integrated together in a single system to
detect the predetermined water quality parameters to indicate water quality level. In
this project, three water quality parameters were selected as sensors unit which are
temperature, turbidity and pH to measure the water quality. Figure 1 shows the block
diagram of sensor unit constructed.

In marine ecosystems, climate changes will eventually affect the aquatic organ-
isms and its surrounding that lead to the quality ofwater for temperature [9]. Turbidity
is defined as the water cloudiness caused by many types of particles and suitable key
parameter in drinking water analysis and the presence of any suspended particles
that can cloud the water [10, 11]. pH is the measurement to describe the acidity and
alkalinity of the water. A microbial facilitated process called denitrification in which
the nitrate is reduced and produces molecular nitrogen through intermediate series
of gaseous nitrogen oxide products [12].

All the sensors and micro-controller use battery for their operation. The data of
water quality are being sensed by each sensor accordingly. Then, the sensor data are
processed in micro-controller by managing the real data that is understandable by
human. Table 1 shows the sensor response time and power consumption for each
sensor used and microcontroller (Arduino Nano).

Fig. 1 Block diagram of
sensor unit

Table 1 Current consumption and response time for sensors and Arduino Nano

Components/Sensors Current consumption (mA) Response time (ms)

Arduino Nano 19 0.9

Temperature 10 0.8

Turbidity 14 0.3

pH 30 0.4
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Fig. 2 Wireless communication architecture

2.3 Wireless Communication

The data from sensors are transferred over the network using Wi-Fi connection. A
Wi-Fi module (EP8266) is integrated with Arduino Nano as controller to provide
the connectivity of sensor device with cloud computing by connection to a Wi-Fi
gateway to connect to Internet. It supports 802.11 b/g/n/e/i of network protocol with
Wi-Fi Direct (P2P). It is advantageous of using this module as it supports standard
network protocol, has antenna diversity and selection (to extend wireless range) and
relatively low power consumption which is about 170 mA during Transmit Mode
(Tx Mode). Figure 2 shows wireless communication architecture for this project.

2.4 Cloud Computing and Mobile Application

In the cloud, all data collected in themicrocontroller are stored in the database through
cloud computing system. The cloud used for this project is Ubidots which provide
simple IoT implementation in cloud computing system. This cloud can provide suffi-
cient features needed to implement this project successfully. To enhance the porta-
bility and mobility of data monitoring system, mobile application for tablets and
smartphones is designed to capture those data stored in the cloud and visualized in
charts and gauges representation for water quality monitoring purposes. Real time
data will be measured and saved in the cloud to produce historical data for certain
period.

2.5 Power Management

This prototype uses two lithium-polymer batteries as the power sources to all elec-
tronic components involved. To manage the power consumption, 1st battery will
provide power to ESP8266 to set up the module and network. Once finished, 1st
battery is turned-off while 2nd battery is switched on providing power to sensors to
get measured sensor data from water. After all sensors data have been achieved, 2nd
battery is switched off while turning on 1st battery to send sensors data to cloud via
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Fig. 3 Process flow on device operation

standard wireless communication protocol. The power consumption estimated for
overall system is 159 mA.

2.6 Operation of Real-Time Water Quality Monitoring

Figure 3 shows the operation of prototype in water quality monitoring.
Sensors measure water quality from lakes and send to Nano. The sensor data will

then be processed by Nano and transmit them to cloud via Wi-Fi connectivity. Then,
data sent will be stored in cloud storage and will be used by mobile application in
iOS to display all data in several representations for water quality monitoring.

2.7 Overall System Architecture

Figure 4 shows the system architecture of the system starting with sensors getting all
the data from lakes and transmit to cloud via wireless connectivity and monitored in
mobile application.
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Fig. 4 System architecture

2.8 Prototype Deployment in UTP Lake

The prototype is placed on top of water supported by three pillars anchored in the
water attached with stretchable strings. This is to prevent the device to flow away
from desired location. Figures 5 and 6 shows the location of prototype development
in UTP lakes and deployment technique of the device in UTP lake respectively:

Fig. 5 Prototype
deployment in UTP lake
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Fig. 6 Deployment location
in UTP lake

3 Results and Discussion

Data for water quality parameters include turbidity, pH value and temperature were
taken in two different locations in UTP. The duration for each data measurement is
1 h with 14 h of total data measurement per day for 7 days in a week.

3.1 Water Pollution Index

An equation is used to calculate water pollution index:

Pollution index = (0.152× Temperature+ 0.002× Turbidity+ 0.714× pH)/3
(1)

The sensor data are inserted into the formula to get water pollution index value.
Table 2 shows the pollution index value for each pollution level.

The value of water pollution index in UTP lake is calculated based on formula
constructed with the value of temperature, pH and turbidity measured. Data for WPI
is calculated for overall 4 weeks of data collection to indicate the level of pollution
of UTP lake. From Fig. 7, we can observe that the trend of WPI is stable during 1st

Table 2 Pollution index table Pollution level Water pollution index value

Polluted 0.00–1.40

Slightly polluted 1.41–2.70

Clean/Normal 2.71–5.90

Slightly polluted 5.91–7.30

Polluted 7.31–10
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Fig. 7 Pollution index of
UTP lake in location A and B

week until 3rd week, but there is slight drop in WPI value in 4th week. This is due
to lower value of turbidity which contributes to lower WPI value in the calculation.
WPI increases during 5th week to 6th week because it has been measured in location
C where the water quality is found to be slightly polluted.

3.2 Temperature

Figure 8 shows the data for water temperature in UTP lakes for 6 weeks of data
collection:

The average of temperature value for location A is 29.50 °C, for location B is
29.10 °C and for location C is 29.45 °C. During 1st week until 6th week of data
collection, water temperature of location A, B and C shows nearly the same value
except for 4th week. During 1st week to 3rd week, the mean average water tempera-
ture is higher than during 4th week due to warmer ambient condition. This increases

Fig. 8 Water temperature in UTP lakes for 6 weeks
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the solubility and toxicity of certain compounds in the water. These compounds
include heavy metals elements such as zinc, lead, cadmium and ammonia. With
higher water temperature (more than 30 °C), oxygen consumption, metabolic rate
and tissue of aquatic organism permeability increases. This will reduce the survival
rate of aquatic organisms in the water as the lethal concentration 50 (LC50) drops for
a long period. The lower the value of LC50, the lower the concentration of chemical
inside the water, causing lower life time for aquatic organisms.

3.3 PH

Figure 9 shows the data for water pH in UTP lakes for 6 weeks of data collection:
The average pH value for location A is 6.84, for location B is 6.83 and for location

C is 8.65. Based on WQI, the permissible range of value for normal lake water pH
is 6.01–8. As the average of pH value for each week and total average of pH value
for 1st week until 4th week falls in between the permissible range of value, the water
pH measured contributes normal value of water pollution index of UTP lake.

Unlike water pH in location C where the average pH value is 8.65, it is included
in slightly polluted range. This value has possibility to contribute slightly polluted
water condition for water pollution index. When the pH value is below or higher
than the optimal value or permissible range of value, aquatic life become susceptible
to fungal infections and other physical damages thus it is not suitable for aquatic
organisms to stay in water that has non-optimal pH value.

This can harm those organisms and reducewater quality. Related to spectrum, high
pH levels can damage the gills and skin of aquatic organisms and can cause death at
pH level higher than 10.0. While the mean pH value of location C is still below that
pH level, the aquatic organisms are safe, but it also can harm those organisms inside
the water.

Fig. 9 Water pH in UTP lakes for 6 weeks
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3.4 Turbidity

Figure 10 shows the data for water turbidity in UTP lakes for 6 weeks of data
collection. The average of turbidity value for location A and B contributes to normal
water pollution index while the average of turbidity value for location C contributes
to slightly polluted water pollution index. The lower the value of turbidity, the higher
the water quality based on water pollution index. This can be achieved by reducing
the Total Suspended Solids (TSS) present in the water which higher total suspended
solids causes thewater to be turbid. TSS are particles that are larger than 2µ, therefore
any particles in the water that are smaller than 2 µ are considered as Total Dissolved
Solids (TDS). TSS is contributed by algae and bacteria inside the water that can
cause water to be more turbid.

Usually, clear water is considered as clean water. Excessive value of turbidity
can impair the water quality for aquatic and human life. Other than that, higher
water turbidity will increase water temperature and reduce Dissolved Oxygen (DO).
Warmer water cannot hold DO more than cold water. Based on the data from those
locations, location C is showing least DO quantity compared to the other 2 locations
as it has highest water turbidity and included in slightly polluted range based on
WQI. This lead to higher heat absorption from solar radiation and transferred to
surrounding water by conduction. Therefore, location C is considered as slightly
polluted and not suitable for aquatic life and human usage.

On the other hand, pollutants are most likely to be found in high water turbidity.
The contaminants include bacteria, mercury, lead and other material that encourage
the development of harmful substances inside the water. Since those 3 locations are
used for recreational use, as turbidity reduces visibility of underwater structure, it
negatively affects the body’s recreational use for users in UTP.

Fig. 10 Water turbidity in UTP lakes for 6 weeks
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Fig. 11 Overall current
consumption for device

3.5 Power Consumption

Figure 11 shows the overall current consumption for device used in water quality
monitoring:

Analysis is made to calculate the battery life for both batteries (battery A and B)
using the formula shown below:

Capacity of battery A : 2200mAh

Capacity of battery 2B 1200mAh

Battery 1 = 2.2Ah/[(122/3600× 73)+ (3478/3600× 0.004)]
= 37.05 days

Battery 2 = 1.2Ah/[(2/3600× 75)+ (2/3600× 84)+ (3596/3600× 1.5)]
= 31.53 days

From the calculation made, the battery life for the prototype is estimated up to
30 days.

4 Conclusion

In conclusion, Internet of Things (IoT) assist and help people in deciding the best
solution for any problems faced in daily life especially water quality because water
is the main element required by human beings for their life every day. Without good
quality of water, people tend to have problems with their healthcare and welfare
because everyone need water to survive in any situation. Development of innovative
technology help them to monitor the water quality especially in the river as it is the
main source of water supply for users in entire world. Once water quality can be
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monitored in real time, it is easy for the department responsible in maintaining the
water quality to get all required data of water quality, visualize them inmost effective
representation and decide the best solution for water treatment. The performance of
this system is comprehensive with good techniques and methods used for every
scope included. The system has good response time sending all data successfully to
cloud with minimum communication error. This is a good practice as it increases
reliability and practicality of this project. Without this technology, people are forced
usemanual intervention continuously by taking samples from site locations regularly
and analyse them in the laboratory using effective laboratory analysis methods. This
is time consuming and not considered as efficient water quality monitoring.
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Edge Computing Technology:
State-of-the-Art and Challenges
in an Internet of Things

Deepa Raghunathan and M. Krishnamoorthi

Abstract The Internet of Things (IoT) is a network of expedients that can intuiting,
collecting, managing and communicating data over the Internet without human inter-
vention. It is a concept that connects to nearby objectswithout user intervention, using
a wired or wireless network. In IoT, objects interact and share information to provide
the user or users with advanced, intelligent services. In the field of edge computing,
data engendered by IoT devices can be processed closer to where it was created,
and as an alternative to sending data to data centers or data centers in more ways.
New research and customer support in selecting seemly edge computing structures
for particular solicitations. This paper gives a complete overview of the methods of
introduced power adding structures, comparing Open Source devices through their
survival method. Finally, this work sheds light on smart home application tools using
EdgeComputingSystems and also explores the challenges posed byEdgeComputing
Systems.

Keywords IoT · Edge computing ·WAN · Fog · Cloudlets

1 Introduction

Kevin Ashton first coined the term Internet of Things in the presentation tile, which
introduced sensor tagging for large consumer companyproducts in 1999 to strengthen
supply chain management. Things to the Internet describe the ecosystem, where
sensors and actuators are connected to the Internet.All objects in the IoT systemspeak
the same language and understand and operate without human intervention. The
Internet of Things has been labeled too late, the concept of connected networks is not
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Fig. 1 Taxonomy of IoT

new and there aremany developments like this in progress [1]. In the 1980s, theCoca-
Cola machine was connected to the Internet and monitored for availability, which
reduced unnecessary visits to vending machines. Sethi et al. The following statistics
review basic IoT systems, architectures, available protocols, and applications of IoT.

The Edge Computing model has gained a significant reputation in the academic
and industrial sectors over the past few years. It serves as the key to many future
technologies, such as vehicle-to-vehicle communication using 5G, IoT and cloud
computing services for future customers. It gives low-slung invisibility versatility
and arrangement mindfulness bolster for delay-sensitive solicitations. In the context
of the latest developments in cloud computing, mist computing, and versatile edge
computing, basic investigation within the space of edge computing, pioneered by
providing additional solutions to researchers in existing solutions and future appli-
cations [2]. Due to the characteristics and features of IoT services, smart home
applications have also become a major problem in the IoT application areas (Fig. 1).

Edge Computing speaks to an unused concept within the computing extract that
fetches the administrations and practicalities of cloud calculating closer to the conclu-
sion patron. It is characterized by twovariables, such as quicker handling and speedier
application reaction time. Right now created Internet-facilitated applications such
as observing, cybernetic authenticity and instantaneous activity observing involve
quicker administration, speedier reaction times [3]. Conclusion clients ordinarily run
these applications on their portable gadgets whereas performing center administra-
tions and preparing on cloud servers. Cloud administrations are influenced by versa-
tile gadgets, coming about in tall idleness and versatility issues [4]. Gives an edge
computing application as per the prerequisites by moving the handling to the arrange
edge. Mist computing concerns can be illuminated by three distinctive authority
figuring simulations, such as cloudlets [5], mist computing [6] and versatile edge
computing [7].

This paper describes Edge Computing methods and models. Section 2 describes
the literature review of an IoT edge computing, fog computing, and mist computing.
Section 3 gives a brief computing model. Sections 4 and 5 provides conclusions
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about the availability of equipment and, finally, Sect. 6 grants the supposition on this
work.

2 Literature Review

According to statista, Edge computing may be a fast-growing showcase, with the
figure worldwide income set to reach nine billion U.S. dollars by 2024. The capital
use on edge computing gadgets and framework is anticipated to sum to an amazing
146 billion U.S. dollars by 2028. A few businesses such as budgetary administrations
and fabricating have as of nowmade broad utilize of edge computing in their day-to-
day businesses, and nations like China are full-heartedly grasping the potential that
the modern innovation holds for them.

Granjal et al. [8] demonstrate a complete analysis of security andprivacy according
to the protocols in each layer of the OSI model, and their results for the common IoT
domains. Batalla et al. [9] The Smart Home Domain focuses on this topic and gives
a detailed report on the most common threats to using the cloud platform in smart
home systems, and key concepts such as protocol analysis and security implications.
Jose has been introduced as an algorithm to get every location in a smart home and
tested in a factual environment with successful results. We often look at smooth
homegrown solutions for security issues, followed by instability, the costs we have
limited, which is an important aspect for consumers [10].

Tiwari et al. [11] asserted that there is greater clarity in IoT, enabling Artifi-
cial Intelligence, the IoT features to build more LinkedIn systems, and the Active
Engagement System customer interaction, technology optimization, waste reduction
and improved data collection. In addition, he noted that security, privacy, complexity,
flexibility and compliance are the main disadvantages of the Internet of Things.

Sharma et al. [12], Improved Security and Surveillance, Disability Assistance,
Automated Industrial Control, Smart Agriculture, Home and Building Automation
are important applications of the Internet of Things. However, it is not limited and
is currently the smart city for all IoT applications and has become an important area
of study.

The detailed review on challenges and issues of the Internet of things and catego-
rize the problems in global use, standards and protocols, operational and technical
and data and software. Privacy and security were the most significant challenges
when IoT enabled for universal use. Data integrity, Data Authentication, Data Confi-
dentiality, and Trust and Governance affects the global use of the Internet of things.
Also, detailed how interoperability, mobility, scaling, human–machine interaction,
and dependability are the significant operational and technical challenges of IoT
presented by Sarhan [13].

A periodical of the applications and remunerations of authority adding in a variety
of fields and also challenges such as service management, programmability, security,
naming, data capture, optimization metrics, and privacy presented by Zhang [14].
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Assuncao et al. [15] describes emerging technologies for distributed data stream
processing, as well as cloud resource management techniques for elasticity manage-
ment. But it is difficult to develop and implement stream processing applications
under different distribution structures.

Bilal et al. [16] offered an outline of edge computing motivation and edge tech-
nology. Concerns in this paper include resourcemanagement and allocation, resource
scalability, methods, data capture, fault tolerance, and privacy in service quality,
conservation and edge computing. Table 1 shows some of the detailed reviews about
edge computing in different application domains, also with future directions.

This review commends of an Edge Computing worldview is silent at a primary
organize, and the logical communal requirements additional period to get it in what
way to utilize its preferences to provide the administrations accessible to end-user
clients. In expansion, the study centers as it were on the focal points of a superiority
computing deprived of tending to great contests, such as the determination of the
finest procedures that IoT operators got to take after in arrange to attain great benefit.
Edge registering brings information handling power at the edge of the system, closer
to the wellspring of the information.

3 Edge Computing Models Enabling IOT

Edge computing is one way to improve data processing in cloud-based computing
systems at the network edge, which is closer to the source of the data. There are
many advantages to using sophisticated computing technology to help with latency
issues and bring bandwidth-intensive content closer to the user, as well as support
future network infrastructure. Let’s first look at the various state-of-the-art computing
technologies that have been implemented to help promote and monitor growth in the
use of IoT and 5G.

3.1 Portable Edge Computing

Portable edge computing may be an arrange design that empowers computing and
capacity assets to convey substance over the radio get to organize, and to conclu-
sion clients to make strides the viability of the network [25]. To do this, the MEC
adjusts the load on the radio connection to increase network performance and reduce
the need for long-range backhauling. It is hoped that network requirements will
further spread to IoT and 5G compliant technologies and devices. Mobile Edge
Computing enables operators to more efficiently meet traffic and resource demands
while laying the foundation for the future smart, next-generation networks. Mobile
Edge Computing supports services such as augmented reality, augmented reality,
and the Internet of Things, to give startups and startups the opportunity to adapt to
emerging technologies.
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Table 1 Summary of edge computing reviews

Author Methodology Result and discussion Future scope

Alonso et al. [17] Developed a new edge
computing
engineering dwell in
safekeeping and
secrecy by utilizing
block chain innovation

The place engineering
is tried with IoT stage
in keen agro industry
to decrease transfer
speed taken a toll
between edge and
cloud

To implement RA in
different scenarios
like IoT records in
immense platform
plus smart cities and
brainy supervision
also in healthcare
system

Luo et al. [18] Computation
offloading method
(COM)

The COM approach
proposed was effective
in solving multi
objective optimization
problems

Discover an
offloading procedure
to realize most
extreme vitality
utilization sparing in
versatile gadget

Alamgir Hossian et al.
[19]

Layered approach A few quantitative and
subjective thinks
about are executed to
preparing crude IoT
information, which is
successful in terms of
inactivity and giving
circumstance
mindfulness choice to
clients

Executing
circumstance
mindfulness (SA)
framework in an IoT
based shrewd city
environment

Ray et al. [20] Novel edge IoT based
architecture

Created the novel
edgent empowered
edge IoT framework
for e-healthcare and
illustrated with test
bed. The test was
performed on two
situation like client
with fever and client
without fever

To overcome the
taking after issues like
edge-IoT engineering
usefulness and
operational issues,
prerequisite capability
and determination
criteria

Dhavijay et al. [21] Wireless body area
network (WBAN)

Gives the survey
almost WBAN based
IoT healthcare
framework and
different advances of
IoT arrange
frameworks

WBAN is the
effective patient
session technology so
it will be used in the
IoT and delivering
home health also
monitoring

(continued)
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Table 1 (continued)

Author Methodology Result and discussion Future scope

Zamora et al. [22] Precision agriculture
(PA) with three tier
platform

Developed an open
source three tier
platform like local
plane (cyber physical
system) to gather data,
edge plane is for
monitoring and
managing PA tasks,
finally cloud plane
will collect the current
and past data records.
The system was
implemented for
tomato plants to
monitoring growth of
the crop

Experience the lack of
modularity and
delocalization. For
this reason future
work aims to use
modular turnkey
system to falling
industrial time
in situation active and
conservation

Sha et al. [23] Review based on IoT
security at edge layer

Checked on almost
edge centric IoT, edge
based security plans
and inquire about
issues

The virtual machine
and hypervisors are
basic for the security
in entirety edge layer.
So these virtual
machine to be
lightweight conjointly
require secure
working framework
like SeL4

Khan et al. [24] Review edge
computing techniques

Categorized the
up-to-date in edge
computing based on
the application domain
like cloudlet, mist and
portable edge
computing

Tended restriction of
edge computing
worldview. The
restrictions are
energetic charging
component, genuine
time application
bolster, security, joint
trade show, repetition,
adaptable design,
come up short over
capabilities and asset
administration

3.2 Fog Computing

Fog networking, or “fogging” directly, is a term used to describe a decentralized
computing system. Mist computing takes an edge of the system, retaining data,
handling, loading and submissions in a highly consistent and productive position
concerning the cloud network and the source of data [26]. Fog Intelligent aims
to expand mist computing and amenities on the control of the web and seek to
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reduce the transmission, analysis and storage of data transmitted to the cloud. Data
collected from IoT sensors and other devices is conveyed to the mist for review and
dispensation. However, these sensors and devices are far from responsive, and cloud
calculations allow short-term analytics and processes at the arrange edge to shrinkage
the sum of information shown to the cloud [27].

3.3 Cloudlets

Cloudlets represent small-scale mist data hubs on the authority of the system and
the second tier of the three-tiered hierarchy: cloud-to-cloud phone or smart device.
Cloudlets aims to development resource-intensive and intelligently versatile appli-
cations by giving versatile gadgets with less idleness and more proficient computing
assets in geographical proximity [28]. This reduces the latency delay usually asso-
ciated with cloud computing in the WAN. While the 5G network is moving up on
the horizon, cloudlets have evolved to support resource-intensive applications such
as machine learning, speech recognition, and language processing applications. Due
to the increased demand, they provide the necessary support for the 5G network that
comes with them. Cloudlets need to be decentralized and spread widely to provide
the greatest amount of network coverage possible. It helps to get power from nearby
mobile computers.

3.4 Micro Data Centers

Microdata centers are small, access-level systems that provide all the necessary
components of a traditional data center. Microdata centers are more suitable for some
edge computing applications than traditional data centers because they are usually
smaller in size and can be deployed indoors and outdoors in harsh conditions. This
makes them an ideal solution for edge computing because they can be used locally
in a data source to suit the needs of those who choose to implement them [29].
Microdata centers may be more attractive to small and medium-sized ones—they
may not have data centers because large companies have more resources and do not
need such a clarification. While the growth of the Internet of Effects is driving the
expansion of new shrewd policies and IoT sensors, the souk for the micro data center
is estimated to be worth $32 billion over the next two-and-a-half years.

Some of the edge computing techniques discussed in the next generation network
infrastructure are discussed above. The Internet of Things and the continued advance-
ment of the 5G wireless networking network are viable when changes in other areas,
such as versatile edge and haze computing, are ready and provide a secure platform
for innovation. MEC, Fog Computing, Cloudlets andMicro Data Center play impor-
tant roles when it comes to the future of network computing, but their first test is
when 5G is ready for roll-out.
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In this segment we review a series of contemporary developments in edge
computing systems and design, programming models and applications [30]. Five
different application scenarios are discussed: general usage, vehicle information
analytics, shrewd domestic, video stream analytics and fundamental realism. In this
work, widespread use and smart home edge computing systems and equipment are
described below.

4 General Utility Applications

In general, the application landscape consists of ten different edge computing systems
with different end devices such as IoT devices, mobile devices, firewall nodes and
edge, as well as cloudlets, mobile devices, local servers, PCs, home gateway, router,
server, local cluster, FOG, MEC and seaport.

4.1 Cloudlet

Cloudlet could be a trusted, clever computer or computer cluster that iswell connected
to the Web and is accessible for versatile gadgets within the encompassing region
[31]. It upgrades “Cloud toMobileDevice” from “Cloud toMobileDevice”, the basic
two-stage architecture of Mobile Cloud Computing. Cloudlet can support users as
a stand-alone cloud, which is currently becoming a “minor server” or “statistics
focus in the case”. However, cloudlet has not been developed under the name Edge
Computing, and its design and concept of edge computing are due to three key
features, such as softness, great resources, and proximity to customers. As an edge
computing system.

4.2 CloudPath

Cloudpath reduced the difficulty of designing and implementing Path Computing, in
order to maintain the most popular RESTful development model of the cloud appli-
cation. Cloudpath is based on the first observation that decomposition of RESTful
stateless properties is possible by the existence of a specific storage layer. Cloudpath
has facilitated the creation and deployment of computing applications by extending
traditional storage abstractions to the Data Center hierarchy embedded within the
geographic range of networked storage [32].
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4.3 PCloud

PCloud [33] coordinating edge computing and capacity assets to bolster consistent
portable administrations. Basically, these assets are virtualized through the primary
virtualization layer called STRATUS [34]. Making a bunch of distributed resources
that can hunt for modern assets to memorize almost changes in assets. The runtime
method is capable for asset determination and allotment through the asset choice
interface; the runtime instrument chooses and interfaces fitting resources based on
diverse choice prerequisites. Beneath the Asset Get to Control Arrangement, the
reserves will be combined to supply comparative administrations for outside applica-
tions andmake amodern worldview. In expansion, the PCLoud frameworkmoreover
gives basic administration administrations such as authorization administration and
client information accumulation to control access to assets for other clients.

4.4 ParaDrop

The University of Wisconsin—MadisonWiNGS Laboratory developed a computing
system called Paradrop [35]. It makes computing and capacity assets closer
to portable gadgets and makes information assets accessible to third-gathering
designers. The objective is to carry insights to the superiority of the network. Paradrop
Edge replaces the actual entry point for a computer network, which supports standard
server separation devices and utilities such as a multi-tenancy device. In addition,
Paradrop leverages lightweight container virtualization technology.

4.5 SpanEdge

SpanEdge [36] may be a investigate venture of an Institute in Sweden. It interfaces
central mist hub with the dominant edge hub to decrease arrange inactivity in WAN
associations and the programming environment. This permits the framework to run
close the source of the information. Designers ought to center on building gushing
applications without considering the area and dispersion of information sources.
The information midpoint in Span Advantage is made up of two planes: the mist
information center to begin with equal, and the edge information center moment
level. Fractional gushing preparing errands run on the internal edge to diminish
latency and increment execution.

Spilling handling is one of the foremost vital sorts of applications in edge
computing, where information from distinctive topographical sources are produced
by diverse information sources and persistently transmitted in stream shape. All
crude information is ordinarily transmitted to the WAN’s information middle waiter,
and brook handling frameworks such as Apache Stimulus and Flink are made and
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arranged for a consolidated information center. In any case, this strategy does not
switch enormous information created by numerous gadgets on the edge of orga-
nize impacts, and when the application requires less idleness and forecast, the
circumstance gets to be more awful.

4.6 Cloud-Sea Computing Systems

The Chinese Academy of Sciences is launching the Cloud-Sea Computing System
[37] in 2012. In cloud-sea figuring schemes, the term “cloud” denotes to data centers
and “sea”mentions to the fatal. The plan of this venture is spoken to at three stages: the
global framework design equal, the information center server and the capacity frame-
work near, and the computer chip-near [38]. The architecture of cloud computing in
the ocean has four distinctive structures, such as ternary computing by sea equip-
ment, cooperation with locality, scalability for ZB and trillion devices, and minimal
deployment to existing ecosystems.

4.7 Smart Home Applications

Another scenario that plays an imperative character in edge reckoning is the manage-
ment of IoT strategies in insolent home environments. One common factor is the
privacy issue of a variety of home appliances. There are two different edge computing
systems, Vigilia and HomePad.

Vigilia

In [39], Vigilia proposed tightening the smart home system by limiting network
access to system devices. An authentication framework has been introduced for
applications that reject default access rules and implement authentication at the
network level for API-granularity. Only check the time spent on the router for those
communications, thereby helping customers secure their home appliances.

HomePad

The HomePad system in [40] also proposed setting IoT applications and presenting
privacy-aware centers to diminish security issues. Home Pad permits clients to char-
acterize protection approaches for how apps get to and handle their information. By
requiring applications to utilize clear data streams, they can utilize Preamble rules to
confirm that they have the potential to damage the security approach indicated amid
establishment.
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5 Open Challenges in Edge Computing

The complication of these edge computing frameworks has driven to numerous
specialized issues such as versatility administration, security and security, benefit
revelation, benefit conveyance andversatility, scalability, versatility, low-cost tolerant
deployment model reliability and resource management. Still, some important
challenges need to be addressed.

Xiao et al. [41] described an edge computing applications are affected by the
security attacks named asDistributedDenial of service (DDos) attacks, Cross Station
attacks, Malware inoculation attacks, Confirmation and Authorization attacks, Man
in the central bouts, Bad data inoculation attacks are pointing edge computing
substructures in real world. The idea behind this is that the author proposed direc-
tion to secure the Edge Computing System with an integrated outline. It consists
of 3 layers, designated as External Fine Granular Access Control Layer, Middle
Sanctuary Functional Sheet and Internal Hardware Discrete OS Layer.

Liu et al. [42] reviewed an EdgeComputing security attacks targeting autonomous
vehicles that pose a threat to personal and public safety. Autonomous vehicle protec-
tion includes sensor protection, functioning scheme safety, and controller scheme
safety and communiqué security. This Autonomous Driving Edge covers various
layers of computing stack.

5.1 IOT and Edge Computing Challenges

IoT and Edge devices are used by lightweight Operating Systems and limited storage
capabilities projected for narrow, special tasks. For exampleAWSLambda at the edge
platform the content delivery network (CDN) feature within Amazon Cloud Front
with benefits in the form of speed and the cost by pushing code closer the users
through limited edge compute executions.

Cost and Connectivity

IoT sensors and devices services are managed locally compared to the edge devices.
The edge devices are handled large services inside the infrastructure because of more
number of transactions are processed locally so that less number of data traverses to
and from of the cloud. The connectivity is a main problem while reaching out to an
on-premises data to the cloud.

Security

In distributed data processing, edge computing is the major challenge. The security
in edge computing usable for one edge computing application it’s not applicable
directly migratable to another situation because of variety of reasons for example
heterogeneity of edge devices and communication protocols. In this section, illustrate
that the Edge computing Challenges and Security issues in Table 2 [2].
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Table 2 Challenges and security issues

Challenges Security issues

Confidentiality and integrity Achieving confidentiality and integrity of data in transit to and
from the cloud-edge-device provider

Power consumption Mist usage added knobs
Power ingesting is higher than central cloud

Data security Data producing knobs are spread
Provided that confirmation and sanction scheme for the total
nodes is not an informal task

Fault tolerance Failure of a node should be immediately fixed

Architecture Programming architecture

6 Conclusion and Future Work

Edge Computing is a new model that gives users the ability to network and store
from remote cloud to IoT and 5G context. The Superiority Computing principle is
auspicious in providing a better user experience for better services and applications.
Newly developed edge computing systems and technologies normally decrease over-
head records dispensation and storage and increase the reliability and effectiveness of
transportable data analytics. This paper also discusses the basic concepts and systems
and tools related to edge computing and classifies them as advanced computing such
as cloudlets, mist, and portable edge computing and micro-data center application
domains. This work gives future researchers an excellent idea to understand the
superiority computing pattern and advance investigation to solve unexpected prob-
lems. Future research should explore investigation tendencies in edge-fog computing
systems.
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Comparison of Rectangular Tunnel
with Shield Jacking Support and Pipe
Roof Support in Finite Element Method

M. Y. M. Nasir, H. Mohamad, and H. Alarifi

Abstract Methods of the Gaussian distribution curve and Finite Element Method
(FEM) were applied in predicting ground settlement however, those equations are
still incomplete with a trough width parameter, K of soil condition that has evolved
from the developing of Kenny Hills tunnel in Malaysia. Therefore, this paper of
research analyses pipe roofing and shield support of rectangular tunnel using FEM
by PLAXIS 2D software to estimate in occurrences of ground deformations. Charts
of maximum ground surface settlement and trough width parameter are developed to
show the difference between both lining supports through parametric study comprises
variation of soil properties. Results show that pipe roofing support is suitable to be
adopted in weak soil condition while shield support is suitable in soil condition
with higher stiffness value. K can be concluded with value equal to 0.6 for the
rectangular pipe roofing support and 0.7 for rectangular shield support in Kenny
Hills soil formation.

Keywords Rectangular · Tunnel · Shield · Pipe · Support

1 Introduction

Rectangular tunnel is becoming popular and has been used in constructions especially
by developed country. Hence, for the past few decades improvements have been
done on its support systems in order to prevent deformation of ground especially on
a weak ground condition. Generally, shield and pipe roofing support were used for
constructing rectangular shaped tunnel.

Fang et al. [1] have go through on shield support and Koyama [2] has discussed
further on the benefits of the shield support. Koyama [2] found shield support can
be applied in different type of soil condition [2] due to rigid structure of shield while
pipe roofing support can prevent the settlement of ground above the tunnel using a
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Fig. 1 Settlement trough of Gaussian form

series of steel pipe by consolidate the ground stress and disperse the ground stress
to reduce the excavation stress during the tunnel excavation work [3]. The design
of the pipe roof support may vary between the project because it solely based on
experience [4].

Ground deformation is a major problem that crucial to be solved prior to develop
the underground systems which is not able to be seen directly through underground
layout. Furthermore, different properties and different characteristics of underground
soil at different coordinate makes prediction on ground deformation hardly to be
calculated manually. Therefore, simulation will be done to predict amount of risk
and to identify the affected surrounding and structure constructed in underground
space.

In order to determine the settlement above the tunnel, Peck [5] proposed an equa-
tion to develop transverse settlement above the tunnel known asGaussian distribution
curve as shows in Fig. 1.

Equation 1 give a settlement at various point of the trough,

Sx = Smaxe
− x2

2i x2 (1)

where:

Sx the settlement profile at the surface
Smax the maximum vertical settlement
ix the trough width parameter which, physically, is the distance from the tunnel

axis to the point of inflection of the curve.

Volume of the surface settlement profile is given by,

Vs = √
2π ix Smax (2)
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ix = Kz0 (3)

where

K constant value
z0 depth of the tunnel axis.

The width through parameter, K, varies with the type of soil. Kimura and Mair
[6] suggested that K values must be equal to 0.5 for clay soil. Meanwhile, O’Reilly
and New [7] recommend that K values must be between 0.2 and 0.3 for granular
soil with condition of tunnel depth less than 10 m, 0.4–0.5 for stiff fissured clay,
0.5–0.6 for Glacial deposits and 0.6–0.7 for silty clay deposits. O’Reilly and New
[8] also had suggested K values must be 0.4 for stiff clays, 0.7 for soft silty clays. In
contrast, Mair and Taylor [9] suggested differently in K values where K values that
they emphasized were 0.5 for all clay soil and 0.35 for granular soils. Khoo et al. [10]
stated that an appropriate K to be used was 0.5 for soil type encountered in Klang
Valley of Malaysia. On the other hand, Yeates [11] suggested that K value should
be from 0.2 to 0.3 for granular material above the water table. Moreover, Rankin
[12] had proposed K value which were 0.4–0.5 for stiff fissured clay, 0.5–0.6 for
glacial deposits, 0.6–0.7 for silty clay. Overall K is depending on soil properties that
significant to consider even though K value does not include in the Gaussian curve
distribution that mostly used by researchers, due to none of the research had found
K value that specifically use for rectangular or box tunnel. In addition, all trough
width parameter is produced by analyze the circular tunnel cross-section. Hence,
this research study aims at producing charts for the tunnel designer in estimating the
maximum settlement and searching tough width parameter value for the rectangular
tunnel with either shield support or pipe roof support located at Kenny Hill soil
condition.

2 Kenny Hills Soil Formation

Mostly, Kuala Lumpur, Malaysia covers Kenny Hill soil formation. This type of
soil consisting of interbedded shales, mudstone, siltstone, and sandstones. Kenny
Hills soil has undergone some metamorphic events resulting in changes of sand-
stone/siltstone to quartzite and schist/phyllite respectively. As stated by Ooi [13], the
depth of Kenny Hills soil layer will be more than 10 m below the existing ground
level and the soil formation becomes very hard with SPT greater than N = 50.

The investigation of the Kenny Hills engineering properties has been done by
Refs. [14, 15]. From their study, the measured bulk unit weight mostly ranged from
15.8 to 21.9 kN/m3 for residual soil and for highly weathered rock (Grade IV) is
24.0 kN/m3.

For the effective shear strength parameters, [15] has stated that for the residual
soil with SPT ≤ 100, the range for cohesion, c′ is from 5 to 10 kN/m2 and for angle
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of friction, ϕ′ is 28° while for the soil which has SPT greater than 100, the cohesion,
c′ is 15 kN/m2 and angle of friction, ϕ′ is 29°. For highly weathered rock (Grade
IV), the equivalent Mohr–Coulomb strength parameters are 30 kN/m2 for cohesion,
c′ and 34° for an angle of friction, ϕ′ [16].

3 Method of Analyses

The simulation is based on greenfield model with setting as follows:

Model Dimension = 40 m × 40 m
Surcharge Load = 0 kPa
Soil Layer = Homogenous Soil
Tunnel Depth = 15 m.

The boundary condition is fixed by standard fixities, where the side vertical bound-
aries are fixed in horizontal x-direction but free to move vertically, while the bottom
boundary is restrained from any movement in all directions.

For lining support, the steel pipewill be used in the simulation of pipe roof support
with an outer diameter of 813 mmwith 16 mm thickness. The steel pipe will be used
as a pipe roof with grade S275. The tunnel shield support specification will set as in
Table 1.

3.1 Parametric Study

Each simulation in PLAXIS 2D software will have one variable parameter and
constants for other parameters by Hardening Soil method in as in Table 2.

Table 1 Shield support
properties

Parameter Value

Behavior type Elastic

Thickness (m) 0.35

Stiffness (MPa) 21,000

Specific weight (kN/m3) 38

Poisson’s ratio 0.3
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Table 2 A typical range of Kenny Hill soil for simulation

Soil parameters Study case Constant value Variable value

General properties yunsat (kN/m3) ysat = 20 kN/m3

c′ = 5 kPa
ϕ′ = 28
E = 25 MPa
v = 0.3

yunsat = 15, 15.5, 16, 16.5, 17, 17.5,
18

ysat (kN/m3) yunsat = 19 kN/m3

c′ = 5 kPa
ϕ′ = 28
E = 25 MPa
v = 0.3

ysat = 20, 20.5, 21, 21.5, 22

Strength parameter c′ (kPa) ysat = 20 kN/m3

yunsat = 19 kN/m3

ϕ′ = 28
E = 25 MPa
v = 0.3

c′ = 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 15,
20, 25

ϕ′ (o) ysat = 20 kN/m3

yunsat = 19 kN/m3

c′ = 5 kPa
E = 25 MPa
v = 0.3

ϕ′ = 20, 22, 23, 25, 27, 28, 29, 30, 31,
32, 33, 34, 35, 36, 38, 40

Stiffness E (MPa) ysat = 20 kN/m3

yunsat = 19 kN/m3

c′ = 5 kPa
ϕ′ = 28
v = 0.3

E = 20, 30, 50, 75, 100, 150, 200, 250

v ysat = 20 kN/m3

yunsat = 19 kN/m3

c′ = 5 kPa
ϕ′ = 28
E = 25 MPa

v = 0.1, 0.15, 0.2, 0.25, 0.3

4 Result

4.1 Relationship Between Maximum Settlement and Soil
Parameter

The amount of soil settlements affects the degree damage of the ground surface.
Therefore, factors of settlement need to be identified at first in order to ensure least
ground deformation.Water content within the soil is one of the factors that determine
the level of settlement. Figure 2 proven a higher level of water in soil properties that
cause greater settlement from applying for rectangular shield supports. However,
rectangular pipe roof supports show a striking effect of constant settlement although
water content level is increasing. This condition occurs because pipe roof support
provide advance protection for soil deformation caused by tunnel excavation work
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Fig. 2 Relationship between maximum settlement and general properties

while shield support provide soil protection just before the excavation.Next, cohesion
and angle of friction as illustrated in Fig. 3 also affecting soil interaction when the
pattern of settlement is decreasing inversely to cohesion and angle of friction of
the soil with rectangular shield support. On the other side, rectangular pipe roofing
support will be maintaining a constant settlement with increasing value of cohesion
and angle of friction. Hence, constructing a rectangular pipe roofing support can

Fig. 3 Relationship between maximum settlement and shear strength properties
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Fig. 4 Relationship between maximum settlement and stiffness properties

minimize the soil interaction thus reduce soil deformation at any degree of cohesion
and angle of friction. Figure 4 illustrated a comparison between Young’s modulus
and Poisson’s ratio towards soil settlement and results show reducing settlement with
increasing Young’sModulus value on rectangular pipe roofing support which similar
to the result of rectangular shield support. However, pipe roof supports produce less
settlement reduction compared to shield support because of steel pipe installation
for pipe roof support has disturbed the soil stiffness around the support’s perimeter.
Poison’s ratio shows no effect toward the ground surface settlement for both supports.

4.2 Relationship Between Trough Width Parameter and Soil
Parameter

By fitting the Gaussian distribution curve graph into the FEM graph, the value of the
trough width parameter can be produced as a reference to estimate ground surface
settlement in constructing any rectangular tunnel project which has approximate
similar soil condition. Hence, investigations to determine a trough width parameter,
K were done and mostly K value for rectangular pipe roofing support is 0.6 and K
value for rectangular shield support is 0.7. In this study, the range of the trough width
parameters are between0.4 and0.7 effected by saturated unitweight, angle of friction,
cohesion and Young’s modulus values used. Figure 5 illustrated the increment of
water level within soil due to lesser in K value for rectangular shield support, while
Fig. 6 resulted in inconsistent K value which between 0.6 and 0.7 for both angle of
friction and cohesion properties. Hence, it is significant to further study in angle of
friction and cohesion properties of soil that affected the K value inn understanding
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Fig. 5 Relationship between trough width parameter and general properties

Fig. 6 Relationship between trough width parameter and shear strength properties

the stress of soil. Meanwhile, Fig. 7 illustrated reduction on K value from 0.7 to
0.4 when the value of Young’s modulus increases for both types of supports with
approximately constant K value on Possion’s ratio properties. It can be concluded
that unsaturated unit weight and Poisson’s ratio properties give no effect to K value
for rectangular tunnel with shield of pipe roof support.
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Fig. 7 Relationship between trough width parameter and stiffness properties

5 Conclusion

Previous literatures are yet discovering the troughwidth parameter use in constructing
a rectangular tunnel cross-section. Hence, this simulation and analyses were done to
investigate on the maximum settlement and trough width parameter for rectangular
pipe roofing and shield support using Kenny Hill soil condition. The outcome of
applying rectangular pipe roofing resulted in the suitability of constructing this type
of support within the soil with properties of high-water content can still ensure the
reduction of ground surface settlement. Furthermore, the result obtains also shows
that by constructing a rectangular tunnel with pipe roof support, it is only suitable
to be applied for low soil stiffness because the affected area by the pipe excavation
in higher soil stiffness will increase soil plasticity area, hence reduction of ground
surface settlement is lower.Meanwhile, a rectangular tunnelwith shield support gives
better respond in reducing the ground surface settlement in soil with high stiffness
as shield support only involves with jacking process. Besides that, stiffness of soil
is important to be considered prior to all construction works because it will affect
the soil deformation during the excavation either rectangular pipe roofing or shield
support. Finally, the trough width parameter value can be concluded with K equal to
0.6 for the rectangular pipe roofing support and 0.7 for rectangular shield support in
Kenny Hills soil formation.
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The Effect of Skill Type on Skill-Gap
in the Nigerian Construction Industry

M. S. Aminu, S. U. Kunya, I. Y. Mohammed, and S. A. Bustani

Abstract Skills gap and its effects has become a serious problem requiring urgent
attention in the Nigeria construction industry. Basic literatures on construction prac-
tice left no doubts that the successful realization of construction projects requires
the committed action of professionals and vocational trade operatives. The objective
was to identify effects of skills-type on skills-gap related to Building projects in
Abuja, Nigeria. Field survey of some building projects sites in Abuja compliment
the secondary information on the existence of skill gap. The sample comprises both
public and private projects, using both criterion-based and stratified random sampling
techniques. 254 questionnaire was administered, 215 were returned, resulting to a
response rate of 85%.The result shows thatmore than80%of theNigeria construction
professionals are all male with years of experience ranges between 16 and 20 years,
with academic qualification ranges frombachelor degree toDoctorateDegree respec-
tively. Number of employees ranges within 10–50 people in most of the construction
sites. From the result it shows that stake holders participation on training and devel-
opment was not encouraging resulting to Poor workmanship, Construction waste,
Rework as some of the major effects of skills-gap. The study therefore recommend
that policymakers should develop skill acquisition programmedwhich include public
private partnership, developmental training, on the job training. Government should
come up with special scheme for the improvement of skills through the vocational
and certification program to assist and encourage younger generation to various
apprenticeships to reduce occupational segregation, provide the necessary require-
ment and standard training for both young men and women. The national direc-
torate of employment (NDE), the national skills qualification framework (NSQF),
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the industrial training fund (ITF) and national board for technical education (NBTE)
should ready to face the challenges of the recent skills-gap economy as we enter the
third decade of the millennium for sustainability and productivity.

Keywords Construction industry · Effects · Nigeria · Skills-gap · Types

1 Introduction

The poor quality of project delivery can be attributed to the gradually diminishing in
size of competent skilled construction workers and the influx of unskilled, inefficient
and dissatisfied workers who see the sector as a last resort. There are indeed a few
that see construction crafts as career worth coming to. This scenario will inevitably
result in skill-gap, an issue of major concern in view of its invariable impact to the
construction industry, citizens and national economy [12]. There are no exact data
statistics of trade skill-gap in the construction industry, however, Medugu et al. [13]
established that, there is skilled craftsmen shortage that needed urgent attention in
the Nigerian construction industry.

Odediran and Babalola [15] observed that, the most needed large quantity
manpower for building construction in Nigeria and globally are artisans and
labourers. Okuntade [16] also observed that, despite the importance of craftsmen
to the construction industry, many of them still remain untrained, even though the
construction industry, all over the world have been implementing skills acquisition
programmed to meet the demand of occasional change in technologies. Bilau et al.
[3] suggested that, construction craftsmen are operatives who contribute skillfully
with their hands in the practical realization of projects in a construction industry.

Siboe [18] stated that, training in the construction industry has a specific purpose,
it should provide experience which develop the labor of employees in the area of
skills, knowledge and attitude. Overtime, training has been a precursor to human
resource planning which is a process for determining and ensuring that an organi-
zation will have enough number of skilled and experience persons available at the
right time, quantity/quality and place, carrying out jobs that can meet the desires of
the organization, which provide satisfaction for workers involved [18].

2 Statement of the Research Problem

Skill shortage is the major problem due to the rapid urbanisation in developing
nations as a result to substantial increase in construction activities. This has tremen-
dous consequences resulting to poor workmanship [10]. Lack of adequate training
centers and training programmed in Nigeria, dominantly utilizing unskilled labour to
maximize profit, resulting to constant rework leading to time and cost overruns, and



The Effect of Skill Type on Skill-Gap … 481

construction waste. Ameh and Itodo [2] assert that, most managers of the construc-
tion industry put little emphasis on the effects of construction waste contributed by
unskilled labour to construction projects.

The shortage of skilled craftsmen in Nigeria has also been attributed to boom in
the agricultural sector in recent times.Most craftsmen engage themselves on farming
being a lucrative business, living closer to their families, making them happier than
working for a long period of hours with ameager amount of pay. The quality shortage
was as a result of lack of passion for the job, seeing the sector as a last resort that
doesn’t get promoted, eager of finishing work on time irrespective of its quality.
This has drastic consequences on productivity in Nigeria. Construction waste sent
to landfills has a drastic effects of polluting the environment, reducing the quality of
construction, delay in construction activities leading to time and cost overruns in the
study area.

In spite of the contributions of skilled craftsmen to the development of the
construction industry, little efforts is being put on the issues that relate to the types
of skill-gap and skill-gap effects in the industry. As a result, this is rarely been
addressed and is little understood. There is need to address this problem by providing
a clear theoretical and conceptual framework to understands of the basics and related
concepts of skills-gap and its effects in the construction industry in Abuja Nigeria.

3 Research Aim and Objective

The aim of this research was to investigate the effects of skills-gap on types of
skills-gap in the construction industry in Abuja Nigeria.

To achieve the above aim, the objective was:

(i) To study the effects of skill-gap on types of skills-gap in the Nigerian
construction industry.

4 Skills-Gap and Its Effects in the Nigerian Construction
Industry

According toKurushi [12], skills is what an individual possesses whichmay be learnt
informally and/or on-the-job. Skill-Gap is the difference in the skills required to do
the job and the actual skills possessed by the employees. A “Skill-Gap” arises when
a worker does not have all the skills necessary to do the job effectively. Therefore,
skill-gap refer to the situation where a company has employees but they are not
skilled enough to meet the organization’s objectives.
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4.1 Types of Skill-Gap in the Construction Industry

The types of skill-gap in an organization can be attributed to Skills shortages
of masonry, Skills shortages of carpentry, Skills shortages of iron-bending, Skills
shortage of plumbing, Skills shortage of electrician, Skills shortages of tiling, Skills
shortages of painting, skills short-age of mixing/batching skills shortage of finishes,
and skills shortage of scaffolding [12].

4.2 Effects of Skills-Gap

Skills-gap has a drastic effects on construction resulting to: poor workmanship,
construction waste, rework, and client dissatisfaction, decrease in profitability of
projects, and so on.

4.2.1 Construction Waste

Most construction projects has frequent changes in design often result in construction
waste, time delays, cost overruns, quality defects and other negative impacts on
construction. In recent years, many researchers investigated the effects of design
change and more importantly the common causes behind the changes from different
perspectives. Reviewing the existing literature on design changes, causes and effects,
developing two taxonomies for change causes and change effects; and illustrating
how the taxonomies can be used during the design change management process to
reduce construction waste [20].

4.2.2 Rework

One of the most disturbing issues facing organizations in the construction industry
is their inability to become quality focused. As a result sub-standard products and
services often emanate, which inadvertently result in rework. Typically, rework is
caused by errors made during the design and construction process. These errors
appear downstream in the design process and therefore have a negative impact on
a project’s performance [17]. The lack of attention to quality, especially during the
design and construction process, has meant that rework has become an inevitable
feature of the construction work, and the costs have been found to be as high as
12.4% of total project costs. Such costs could be even higher because they do not
represent schedule delays, and other intangible costs of poor quality. To reduce the
cost and effect of rework, an understanding of its causal structure is needed so that
effective prevention strategies can be identified and the effects of rework reduced or
eliminated [17].
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4.2.3 Client Dissatisfaction

The rate of client dissatisfaction is adversely affecting the timely delivery of construc-
tion projects. This assesses construction stakeholders’ perception of the causes of
client dissatisfaction and its effects on project delivery in a bid to proffer solution in
minimizing its occurrences. This suggest that client’s dissatisfaction related problems
are the main causes of delays while time and cost overruns are the major identifiable
effects of dissatisfaction in construction projects [1].

4.2.4 Decrease in Profitability of Projects

Change of design or nature of the work is one of the most significant causes of vari-
ation in construction projects, the client financial status can affect project progress,
and this status often leads to change in work schedules, causing delay, affecting
the quality of the project. Hindrance to prompt decision-making process leading to
decrease in productivity and profitability [22].

4.3 Conceptual Framework of the Study

A concept is a plan, vision, or a symbolic representation of an abstract idea. A
conceptual framework in research shows the researcher’s position on the research
problem, which gives direction to the study, and further shows the relationships that
exist between different constructs which the study investigate. It may be an adoption
of amodel used in a previous studywithmodifications to suit the present investigation
[10] (Fig. 1).

5 Sample Size

Using the yiros formula of sample size calculation

S = z2 × P2

E2

where

Z is the z-score having a constant value of 1.96 at 95% confidence level [21].
P is the standard deviation ranges from 20 to 100 distributions (my P = 56).
E is the margin of error having a value of 4.

From the equation above
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Causes of 
Skills-gap

Effect of 
skills-gap 

Current 
measures of 

bridging the gap

Types of 
Skills-gap 

Challenges in 
bridging the gap

Fig. 1 Conceptual framework of the study

S = 1.962 × 562

42
= 3.84 × 3136

16
= 12, 042

16
= 752

Sample size is 752 [11]; which was translated to 254 respondents and sampling
technique was simple random sampling method.

Therefore according to Krejcie and Morgan [11] the sample of this population is
254. The sample comprises both public and private projects, using both criterion-
based and stratified random sampling techniques. The choice of targeting building
construction sites and professionals in this area is done for the following reasons: The
proximity of the researcher’s state of residence to the study area (FCT, Abuja), Abuja
has the highest population of built environment professionals in the country, and it
has many on-going building construction projects, The location of the construction
activities in the same area makes the study more accurate in terms of cost and time.

Knowing the number of score and Ranking then in order from lowest to highest
the formula

R = P

100(N + 1)

to calculate the percentile Rank [21].

6 Result and Discussions

Table 1 represent the respondents educational qualification, respondent with first
degree constitute the highest percentage (46.5%) while (20.9%) has master’s degree
and the least are those with PhD having (4.7%). Table 5 provides the results of
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Table 1 Percentage of educational qualification of respondents

Qualification Number of respondents Percentage

National diploma 60 27.9

First degree 100 46.5

Master’s degree 45 20.9

PhD 10 4.7

Educational specialization Number of respondents Percentage

Builders000 85 39.5

Architects 40 18.6

Quantity surveyors 20 9.3

Civil engineers 60 37.2

Others 10 4.6

Years of experience No of respondents Percentage

1–5 years 25 11.6

6–10 years 30 13.9

11–15 years 70 32.5

16–20 years 70 32.5

Above 20 years 20 9.3

Organizational position No of respondents Percentage

CEO/owner 15 6.9%

Projects manager 90 41.8%

Site engineer 80 37.2%

Others 30 13.9%

Number of employee No of respondents Percentage

Less than 10 0 0.0

10–50 140 65.1

50–200 50 23.3

Above 200 25 11.6

the professionals that participated in the survey. Where Builders has the highest
percentage (39.5%), Architect (18.6%), Civil engineers (37.2%), Quantity surveyors
(9.3%) and other Professionals (4.6%).This indicates that the respondents that partic-
ipated in the survey are all professionals. Table 1 identify the working experience of
respondents are within the range of 11–15 years has the highest percentage (32.5%),
and those within (16–20) year’s also. and above 20 years (9.3%). Despite the highest
percentage goes to the group of 11–15 and 16–20 years of experience, therefore,
the perception of the experienced Expertise is respected in this research. Table 5
further represent the organizational position of respondents in their various compa-
nies, projects manager has (41.8%), (37.2%) for site engineer, and other positions has
13.9%. Table 5 further shows the number of employees in their various organization,
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with (65.1%) between 10 and 50 workers, (23.3%) between 50 and 200 workers and
(11.6%) above 200 workers.

6.1 Research Objective: To Study the Effect of Skills-Gap
on Types of Skills-Gap in the Nigerian Construction
Industry

The objective was achieved by evaluating the measurement and structural models
using the Partial Least Squares Structural Equation Modeling (PLS-SEM) analysis.
The PLS-SEM approach involves a two-staged process of framework evaluation that
involved test of convergent validity, discriminant validity, collinearity diagnostic,
determining R2 and path coefficients [9]. The output of these criteria were gauged
against the recommended benchmarks provided in the extant literature. Table 2 shows
the recommended bench- marks for decision on the parameters.

6.2 Measurement Model Assessment

Figure 2 shows themeasurementmodel for effects of skills-gap on types of skills-gap.
The model consist of five constructs measured in reflective mode [8]. The constructs
are linked with one-headed arrows which indicate causal effect between them. Being
a reflective model, the assessment of the measurement model involves testing the
validity of the model, the indicator loadings, Average Variance Extracted (AVE),
composite reliability and discriminant validity needs to be computed [8]. The main
purpose of assessing measurement model is to test for construct validity. According
to Hair et al. [9] construct validity is the degree to which the indicators of a latent
construct represent the underlying latent construct.

Construct validity is measured by testing the convergent and discriminant validity.
The convergent validity indicates the extent of correlation among the indicators of a
latent construct. On the other hand, discriminant validity test the degree of uniqueness
of a construct relative to other constructs in the research model [19].

6.3 Construct Validity/Convergent Validity

According to Hair et al. [9] convergent validity is the extent of correlation among
the indicators of a latent construct. Hair et al. [8] recommended the use of indicator
loading and AVE as criteria for judging convergent validity.
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Table 2 PLS-SEM model evaluation criteria

Criteria Description Acceptable/Recommended
thresholdMeasurement model assessment

criteria

Convergent
validity

Indicator reliability Measures the variance
explained by the observed
variable towards underlying
latent construct

Value ≥ 0.708 [9]

Cronbach’s alpha Measures the indicators
uni-dimensionality (inter-
correlation) with their latent
construct

α ≥ 0.70 [8, 14]

Composite reliability It is a measure of internal
consistency

ρc > 0.70 [8, 14]

Average variance
extracted (AVE)

Average percentage of
variation explained among
the items of a construct

AVE > 0.50 [6]

Discriminant
valid

Fornell-Larcker
criterion

Measures the degree to
which two conceptually
similar concepts are distinct
(in such a way that each
latent variable shares more
variance with its own block
of indicators than with
another latent variable)

√
AVE > latent variables

correlations [6]

Cross-loadings A situation where a variable
has two or more factor
loadings exceeding the
threshold value deemed
necessary for inclusion in
the factor interpretation
process

Variable loading on any
two or more factors at >
0.40

Heterotrait-mono-trait
(HTMT) ratio of
correlations

Measures the degree to
which two conceptually
similar concepts are distinct
(in such a way that each
latent variable shares more
variance with its own block
of indicators than with
another latent variable)

Correlation between any
pair of construct should be
< HTMT. [19]

Structural model evaluation criteria

Collinearity Measures the relationship
between two or more
independent variables

VIF < 5 is considered mild
case of collinearity

(continued)
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Table 2 (continued)

Criteria Description Acceptable/Recommended
thresholdMeasurement model assessment

criteria

R2 (Coefficient of Determination) Amount of variance
explained in endogenous
latent variable by all
exogenous latent variable in
structural model

R2 = 0.20 is considered
high in consumer
behaviour studies [9]
R2 = 0.25, 0.50, 0.75 are
considered weak,
moderate and substantial
respectively in [8]
R2 = 0.19, 0.33, 0.67 are
considered weak,
moderate and substantial
[5]

β coefficient Standardized regression
coefficient that allows for a
direct comparison between
coefficients as to their
relative explanatory power
of independent variable

Higher magnitude
indicates more explanatory
power [7, 9]

Source Sinkovic et al. [19]

Fig. 2 Measurement model for effects of skills-gap on types of skills-gap
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6.3.1 Indicator Reliability

Indicator reliability measures the absolute importance of individual measurement
items in defining the latent construct. It shows the relationship between the latent
construct and the measurement items [9]. A factor loading of 0.70 is considered
sufficient [4] although [9] pointed that values less than 0.70 are also acceptable
provided that the AVE is achieved.

6.3.2 Average Variance Extracted (Ave)

The second condition for ensuring convergent validity is the AVE. It is defined as
the overall mean value of the squared loadings of the indicators of a latent construct
[9]. The AVE measures the amount of variance a latent construct explained the
measurement items with respect to the amount explained by measurement error [6].
Hair et al. [9] recommended 0.50 and above as suitable to ensure that at least two-third
(2/3) of the variance in the indicator is explained by the construct.

Composite reliability (CR) measures the internal consistency of the measurement
model. Hair et al. [9] described it as the degree of inter-correlations among indicators
of a latent construct. The recommended value is 0.70. In an exploratory research,
however, Hair et al. [8] pointed that 0.60 is equally acceptable.

Table 3 shows the outer loading of the indicators, AVE and composite reliability
of the measurement model. As shown in the Table 3, the outer loadings, the AVE
and CR for the two constructs all fall within the recommended thresholds of the
respective parameter desired for convergent validity. The AVEs reported 0.884 while
the CR reported 0.991 for causes of Skill Gap. The AVEs reported 0.881 while
the CR reported 0.991 for challenges in bridging the gap. The AVEs reported 0.887
while the CR reported 0.992 for effects of skills-gap. The AVEs reported 0.895 while
the CR reported 0.989 for measures of bridging the gap. The AVEs reported 0.886
while the CR reported 0.987 for types of skills-gap. The values were well above the
recommended minimum of 0.50 and 0.70 for AVE and CR respectively. Similarly,
all outer loadings of the indicators measuring the constructs reported values above
0.70 which further indicate the achievement of convergent validity.

6.4 Discriminant Validity

Discriminant validity measures the uniqueness of latent construct with respect to
other constructs in the model. Discriminant validity is assessed using the Hetrotrait-
Monotrait (HTMT) criterion. According to Henseler et al. (2015) the HTMT is the
most conservative measure of discriminant validity when compared with the Fornell-
Larcker or cross loading criteria. The criterion is to compare the calculated result
with a value of 0.85 and 0.90 in such a way that any value in the table above the
recommended threshold implies that discriminant validity is not achieved. Table 4
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Table 3 Outer loadings construct validity and average variance explained

Construct Measurement
items

Outer loading T statistics P Values CR AVE

Causes
of_Skill_G ap

CSGI 0.970 0.991 0.884

CSGII 0.969

CSGIII 0.935

CSGIV 0.974

CSGIX 0.955

CSGV 0.928

CSGVI 0.957

CSGVII 0.961

CSGVIII 0.914

CSGX 0.876

CSGXI 0.913

CSGXII 0.967

CSGXIII 0.944

CSGXIV 0.894

Challenges
in_Bridging
the_Gap

CBGA 0.936 0.991 0.881

CBGB 0.965

CBGC 0.959

CBGD 0.943

CBGE 0.913

CBGF 0.913

CBGG 0.939

CBGH 0.951

CBGI 0.970

CBGJ 0.975

CBGK 0.936

CBGL 0.962

CBGM 0.969

CBGN 0.814

CBGO 0.923

Effect of_Skill
Gap

ESGA 0.965 0.992 0.887

ESGB 0.953

Q8C 0.896

ESGD 0.956

ESGE 0.878

ESGF 0.953

(continued)
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Table 3 (continued)

Construct Measurement
items

Outer loading T statistics P Values CR AVE

ESGG 0.959

ESGH 0.935

ESGI 0.911

ESGJ 0.948

ESGK 0.962

ESGL 0.938

ESGM 0.969

ESGN 0.958

ESGO 0.930

ESGP 0.956

Measures of
_Bridging
the_Gap

MBGA 0.949 0.989 0.895

MBGB 0.918

MBGC 0.934

MBGE 0.971

MBGF 0.956

MBGG 0.926

MBGH 0.962

MBGJ 0.934

MBGK 0.935

MBGL 0.959

MBGM 0.959

Type
of_Skill_Gap

TSGI 0.945 0.987 0.886

TSGII 0.916

TSGIII 0.947

TSGIV 0.922

TSGIX 0.952

TSGV 0.930

TSGVI 0.959

TSGVII 0.958

TSGVIII 0.921

TSGX 0.961

shows the result of the HTMT test as effects of skills-gap. The correlation matrix
indicates that the HTMT value reported is below 0.90 that is (0.889 and 0.892) which
implies that discriminant validity was achieved.
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Fig. 3 Structural model extracted from the PLS software

6.5 Structural Model Evaluation

After assessing the measurement model, next stage is to evaluate the effects of skills-
gap on types of skills-gap. The structuralmodel is evaluated using collinearity assess-
ment, test of significance of path coefficients determination of R2 and effect sizes
[9]. Figure 3 shows the structural model extracted from the PLS software .

6.6 Path Coefficient and R2

The path coefficient measured the relative significance of the independent variables
in a model. According to Hair et al. [8], path coefficient ranges from+1 to−1 where
values tending towards 1 indicate stronger relationship. Apart frommagnitude of the
path coefficient, it is equally important for the estimates to be statistically significant.

On the other hand,R2 is considered the overallmeasure ofmodel performance. It is
an indicator of the combined effects of all the independent variables in explaining the
variation in the dependent variable in a model. Hair et al. [9] provided a threshold
for interpreting the R2 value where R2 of 0.75, 0.50 and 0.25 are considered to
be of substantial, moderate and weak effect respectively. However, in behavioural
research, consumer satisfaction studies and other related areas in management and
social science fields, R2 value of 0.20 are considered of high effect [9]. Table 5
presents the path coefficients for the relationships among the two constructs in the
model. The reported path coefficients showed a very strong positive and statistically
significant effect of the independent variable (Effects of skills-gap) on the types of
skills-gap (β = 0.765, t = 13.781, p = 0.000). As shown in the Table 5 explained
about 97% variation in Measures of bridging the skills-gap.
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6.7 Effect Size

Indicator reliability measures the absolute importance of individual measurement
items in defining the latent construct. It shows the relationship between the latent
construct and the measurement items [9]. A factor loading of 0.70 is considered
sufficient [4]. This shows that the relationship between the latent independent variable
(effects of skills-gap) and the measurement item (types of skills-gap) was considered
sufficient having a factor loading of 0.95 and the result was successfully achieved
(Table 6).

7 Conclusions and Recommendations

The findings from the research indicated that the skills shortage has directs effects
on all the types of skills-gap. Major effects of these skill-shortage were poor work-
manship, construction waste, rework which has definitely affects the productivity
and profitability of projects in the study area. Some current measures of bridging the
skills-gap include Establishing industry base skills acquisition centers, good wages
and remuneration to skilled artisans. The introduction of apprenticeship training
under the new national skills qualification framework (NSQF) across the country for
the informal skills sector should be upgraded, polytechnic should lead this National
Skills Qualification Framework intervention as trainers.

Poor workmanship apparent in buildings across the country make up skilling
existing Artisans and craftsmen imperative. On the job training, developmental
training will help to improve the situation. However, appropriate framework for
setting up vocational training, building trade schools/centers devoted to skill training
development no doubt will enhance workforce development.

Performance Enhancement: Employers should develop standard for improving
productivity of workforce with appropriate incentives. In addition, they need to have
in place clear and definite strategies, goals and performance metrics.

The Nigerian construction industry should diversify its awareness by establishing
a special link with their foreign counterparts in creating the best ways of handling
sustainable skills development internationally.

The federal government should formulate a regulation mandating all construction
project stake-holders to attend a compulsory workshop on the issues leading to skills
development, as well as their management principles.

The national directorate of employment (NDE), the national skills qualification
framework (NSQF), the industrial training fund (ITF) and national board for tech-
nical education (NBTE) should ready to face the challenges of the recent skills-
gap economy as we enter the third decade of the millennium for sustainability and
productivity.
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Propagation Model of Molecular
Communication Based Targeted Drug
Delivery for Atherosclerosis Disease
Therapy

Pradeep Murugesan, S. Prabakar, K. Porkumaran, and R. Karthikeyan

Abstract Atherosclerosis is one of the major cardiovascular disorder which causes
severe health issues in human body. It also ends with patient death, when improper
therapy takes place. Conventional therapy measures includes oral statin therapy, skin
mode application, Inhalation mode of therapy etc., has their own advantages. But
they cannot fully exploit the inflammation because of lower systemic bioavailability.
Nowadays, Nanomolecular communication provides numerous solutions in the field
of targeted drug delivery system. The aim of this article is to propose a new analytical
model for the propagation process of molecules based on Brownian motion mecha-
nism by formulating the probability density of the Latency in blood medium. This
model is analyzed based on crucial parameters such as radius of the propagating
molecules, blood viscosity, drift velocity, distance between Nano-Tx and Nano-Rx,
temperature of the fluid medium with respect to various blood shear rates. Based
on simulation results, the latency is highly affected with molecular radius, distance
temperature, shear rate and drift velocity. Our future work is to apply this model for
various drug carrying molecules used in the treatment of the cardiovascular diseases
and to assess its propagation capacity under various conditions of blood medium.
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1 Introduction

The research and development of Body Area Networks (BAN) has gained maturity
in recent years. Hence the researchers are now working for the In body networks
using Nano machines [1]. The first useful applications of Nano machines are in
medical technology, where they could be used to identify pathogens and toxins from
the samples of body fluid. The reduced size of Nano machines translates into higher
operational speed. They are designed according to their applications. Specialized
Nano machines called nanobots might be designed not only to diagnose, but to treat
the disease conditions, perhaps by seeking out invading bacteria and viruses and
destroying them. In the field of biomedicine, drug delivery and health monitoring
systems are achieved by biological Nano machines. Targeted Drug Delivery System
(TDDS) is an emerging technology that plays a major role in specialized thera-
peutic purposes. It promises to tackle the conventional hurdles in order to achieve a
controlled rate of drug release with precise location [2]. A new network Paradigm
called IoNT is developed for providing solutions in the drug delivery system. There
are four different types of communication in IoNT. The first type is Electromagnetic
communication. It enables Nano machines to communicate over electromagnetic
waves. The second type is Acoustic, where Acoustic energy is used for communi-
cation. The last type is called as Molecular communication. Here, the molecules are
used for communication between each other. This MC plays a major role in Nano
networks. In this article, focus is put forward on analysis of Diffusion based molec-
ular communication, its propagation model and finally numerical analysis is carried
out for MC-TDDS for Atherosclerotic disease therapy.

2 Methodology

2.1 General Propagation Model

Molecular communication takes place between Nano-transmitters and Nano-
receivers. The information molecule is propagated in the blood medium via different
process namely walkway-based, flow-based, and diffusion-based [3]. In walkway
based, there are pre-defined paths transmitting molecules to the communicating
transmitter and receiver. In flow-based and diffusion-based techniques, molecules
propagate over diffusion in a fluid medium. Most of the studies in the field of molec-
ular communication has been carried out by the diffusion propagation model based
on Brownian motion or Brownian motion with drift [4]. The diffusion process is
explained by Fick’s equations [5]. In the propagation process, propagation medium
is a fluid medium (blood) and the propagation path is from sender bio-nanomachine
to receiver bio-Nano machine. The propagation of messenger molecules is random,
that is to say, in all directions in the fluid medium. These random movements of
propagating molecules are modeled by the Brownian motion. The Brownian motion
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is an important physical process that undergoes random movement of particles in
the fluid medium resulting from their collision with the fast moving molecules in
the fluid. This motion is generally approximated as a Gaussian model in accordance
with the probability theory [5].

2.2 Mathematical Modeling of Propagation Process
in MC-TDDS

Mathematical models are developed in order to compare the quality of the molec-
ular communication. Propagation period is calculated on the probability basis using
Gaussian distribution [5].

For Brownian motion in the blood medium, we apply the Gaussian distribution
as follows,

f (t) = 1/2
√
4πDt exp

(−d2

4Dt

)
(1)

This is known as the PDF of first hitting time (i.e., time when the molecule first
hit the Nano-receiver or absorption time).

Where D is the diffusion coefficient of the propagatingmolecules during the prop-
agation process and d is the distance between the Nano-transmitter and Nanoreceiver
in a one dimensional interval (−∞, d]. Diffusion coefficient represents the inclina-
tion of the propagating molecules during the propagation process through the fluid
medium and it can be obtained by the following formula [6]

D = Kb ∗ T

b
(2)

where Kb is a fixed value called the Boltzmann constant, T is the temperature of
the blood medium, and b is also a fixed value representing the drag constant of the
molecule in the fluid medium. The drag constant b is derived for two conditions
based on the size of the drug carrier molecule Scm and the size of the propagating
molecule Sfluid in the fluid (blood) medium [6],

When Scm = Sfluid

b = 4πηrnm (3)

When Scm > Sfluid

b = 6πηrnm (4)

η represents the viscosity of the fluid medium and rnm is the radius of the propa-
gatingmolecule in the fluidmedium. According to author [7], liposomes play amajor
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role in drug delivery systems. At the systemic level, drug bioavailability is increased
due to the high relative surface area of nano particles and it has been shown that
liposomes around 150–200 nm in diameter remains in the blood stream larger than
those with diameters less than 70 nm. Liposomes exhibit Brownian motion which is
directly proportional to temperature and inversely to the liposome size.

Since the diseased vessel has a blood flow with increased velocity, i.e., fluid
medium has a medium drift velocity, we go with Inverse Gaussian model [8] as
follows,

f (t) = d/2
√
4πDt3 exp−

(
νt − d2

4Dt

)
(5)

3 Numerical Analysis and Results

This part deals with the numerical analysis for the following conditions,
PDF of latency for different distances in blood,

• PDF of Latency for different shear rates with different Drift velocity
• Comparison of different shear rates.

3.1 PDF of Latency for Different Distances in Blood

Condition 1: In our scenario, we consider three different distances i.e., distance
between Nano-Tx and Nano-Rx as {2, 6, 10} in µmwith drift velocity to be approx-
imately 1µm for three different cases.We have some constant values in the PDF. The
Boltzmann constant (Kb) is equal to 1.3807 * 10ˆ−23. The radius of the liposome
molecule is considered into two different cases 75 nm and 100 nm respectively. The
temperature T reveals two different values 277 K as minimum human body temper-
ature and 310 K as maximum human body temperature. The blood viscosity for two
different shear rates 1sˆ−1 and 1000sˆ−1 have also been defined in the table.

Case 1: PDF of Latency for different distances {2, 6, 10}µm, constant drift
velocity 1 µm/s and rnm = 75 nm.
Case 2: PDF of Latency for different distances {2, 6, 10}µm, constant drift
velocity 1 µm/s and rnm = 100 nm (Figs. 1 and 2).

From the above graphs, it is very clear that when the distance between the nano-
Tx and Nano-Rx increases, the PDF decreases accordingly. This increase in distance
leads to the time delay in both the cases. i.e., the nano receiver should await for a
longer duration for the molecules in a blood medium. The temperature and blood
shear rate will also plays a major role in the propagation process. Bloodmediumwith
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decreasing temperature andminimum shear rate has a greater chance for propagating
the molecule with very less time delay.

3.2 PDF of Latency for Different Shear Rates with Different
Drift Velocity

Condition 2: Minimum Distance:
The drift velocity inside the blood medium plays a major role in the propagation

process. Increase in the drift velocity has a greater efficiency in Propagation of the
drug carrying molecule. In this case, we have considered the latency in a blood
medium with drift velocity {1, 2, 2.5, 3} and the minimum distance 2 µm.

Case 1: PDF of latency for different drift velocity {1, 2, 2.5, 3}µm/s, minimum
distance −2 µm and rnm = 75 nm.
Case 2: PDF of latency for different drift velocity {1, 2, 2.5, 3}µm/s, minimum
distance −2 µm and rnm = 100 nm (Figs. 3 and 4).

Condition 3: Maximum distance:
In this condition, we have considered the latency in a blood medium with drift

velocity {1, 2, 2.5, 3} and the maximum distance.

Case 1: PDF of latency for different drift velocity {1, 2, 2.5, 3}µm/s, maximum
distance −10 µm and rnm = 75 nm.
Case 2: PDF of latency for different drift velocity {1, 2, 2.5, 3}µm/s, maximum
distance −10 µm and rnm = 100 nm (Figs. 5 and 6).

From both the conditions, it is very clear that when the drift velocity increases, the
first hitting time decreases for the propagating molecules inside the blood medium
with the same distance. In this condition, temperature and blood shear rates along
with the drift velocity has a greater influence in the propagation process. Higher the
drift velocity and lower temperature with minimum shear rate has a greater tendency
for the molecule to travel without any time delay. From the distance point of view,
though with the increased drift velocity in both cases, the PDF is high only in the
case 1. This confirms that the minimum distance between Nano-Tx and Nano-Rx
will be an suitable condition for a better propagation.

3.3 Comparison of Different Shear Rates

In this part, we compare different shear rates in a blood medium for the PDF of the
latency. Here, we have considered the latency in the blood medium with different
shear rates {1sˆ−1, 10sˆ−1, 50sˆ−1, 100sˆ−1, 1000sˆ−1}.
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Condition 4: Minimum distance = 2 µm and Minimum drift velocity = 1 µm.
PDF of latency for different shear rates {1s−1, 10s−1, 50s−1, 100s−1, 1000s−1}.

Case 1:Minimum distance −2 µm, minimum drift velocity = 1 µm/s and rnm =
75 nm.
Case 2:Minimum distance −2 µm, minimum drift velocity = 1 µm/s and rnm =
100 nm (Fig. 7).

Condition 5: Minimum distance = 2 µm and Maximum drift velocity = 3 µm.
PDF of latency for different shear rates {1s−1, 10s−1, 50s−1, 100s−1, 1000s−1}.

Case 1: Minimum distance −2 µm, maximum drift velocity = 3 µm/s and rnm
= 75 nm.
Case 2: Minimum distance −2 µm, maximum drift velocity = 3 µm/s and rnm
= 100 nm (Fig. 8).

Condition 6: Maximum distance = 10 µm and Minimum drift velocity = 1 µm
PDF of latency for different shear rates {1s−1, 10s−1, 50s−1, 100s−1, 1000s−1}.

Case 1: Maximum distance −10 µm, minimum drift velocity = 1 µm/s and rnm
= 75 nm.
Case 2: Maximum distance −10 µm, minimum drift velocity = 1 µm/s and rnm
= 100 nm (Fig. 9).

Condition 7: Maximum distance = 10 µm and Maximum drift velocity = 3 µm.
PDF of latency for different shear rates {1s−1, 10s−1, 50s−1, 100s−1, 1000s−1}.

Case 1:Maximum distance −10 µm, Maximum drift velocity = 3 µm/s and rnm
= 75 nm.
Case 2:Maximum distance −10 µm, Maximum drift velocity = 3 µm/s and rnm
= 100 nm (Fig. 10).

The latency is strongly affected by the shear rate of the blood medium. When the
shear rate of the blood medium increases, propagation time is more for the propa-
gating molecules. After the distance between the Nano-Tx and Nano-Rx increases,
the propagation time is always more for each shear rate of the blood at the same
temperature. From the above cases, it is very clear that case 2 has a greater.

Probability to reach the receiver at very low time delay. Hence blood is an efficient
medium for propagation of molecules during lower temperature and minimum shear
rate.

3.4 Comparison of Higher PDF Rate

In this section, the higher PDF rate obtained from different conditions using Inverse
Gaussian distribution methodology is compared for two different Liposome radii.
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Table 1 Higher PDF rate comparison

Condition Temp (K) Shear rate PDF value for case1 PDF value for case 2

1 277 1sˆ−1 1.066 1.128

2 277 1sˆ−1 5.378 6.192

3 277 1sˆ−1 2.378 2.747

4 277 1sˆ−1 1.065 1.217

5 277 1sˆ−1 4.446 6.192

6 277 1sˆ−1 0.4608 0.531

7 277 1sˆ−1 2.377 2.747

This comparison predicts the role of molecular radius inside the propagation
medium. Let consider two different radius of the Liposome molecule 75 nm and
100 nm respectively.

From the Table 1, it is very clear that Liposome molecule with radius of 100 nm
has a greater efficiency to propagate inside the bloodmediumwith less time delay. By
comparing the higher probability values for both cases, the higher most probability
takes place in the case 2 for all the conditions. Hence, molecule with increasing
radius will play a major role in the propagation process in targeted drug delivery
system.

4 Conclusion

Molecular communication, in other words the use of molecules to deliver drugs
among Nano machines is new communication paradigm. The most important expec-
tation of molecular communication is to provide new solutions for the treatment
of cancer. This thesis provided a novelty by applying molecular communication
in Atherosclerosis disease therapy. The proposed mathematical model is evaluated
under various conditions and compared with two different radii of the liposome
molecules. The results shows that, the latency is highly dependent on parameters
such as distance,molecular radius, blood viscosity, blood shear rate and drift velocity.
Hence blood becomes an efficient medium at lower shear rates in decreased temper-
atures. Our future work is to apply this model for various drug carrying molecules
used in the treatment of the cardiovascular diseases such as Lipid nanoparticles,
polymeric nanoparticles Micelles, CNT etc., and to assess its propagation capacity
under various conditions of blood medium.
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Adaptation of Machine Learning
and Blockchain Technology
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A Concept Paper

Mujaheed Abdullahi, Hitham Alhussian, and Norshakirah Aziz

Abstract In recent years, Cyber-Physical Systems (CPS) have been adopted in
various sectors such as smart cities, smart industries etc. These types of systems
continuously generate a huge amount of data which increasingly attract cyber-
crimes. There are several existing approaches produced to overcome these issues
by using Blockchain Technology (BT) such as Public, Private, Construme, Hybrid
Blockchain-based on CPS applications andMachine Learning (ML) such as Support
Vector Machine (SVM), Linear Regression, and Decision Tree etc. With the rapid
increase in data size affix with cyber-crimes, such approaches become less effective
and therefore necessitate the invention of a more robust and self-trainable approach.
In this paper, we presented brief details on ML and BT and how they can be adopted
in CPS applications to solve security issues concerning cyber-crimes. The archi-
tecture was also presented to depict the proposed method. Moreover, technolo-
gies/techniques which can be implemented in CPS applications are discovered such
as industrial automation, smart buildings, medical systems, and vehicular systems.
We also have some future scope and conclusion.
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1 Introduction

From past few years, cybersecurity has become an increasing demand in computa-
tions devices, digital transformation in Cyber-Physical System (CPS) such as smart
manufacturing, smart homes, smart transportation and smart factory, where trust
has to be crucial aspect [1]. Those devices use wireless network as a means of
communication to broadcast their data, hence it is easy to be attacked during normal
network communication [2, 3]. Cybersecurity [4] was major concerned because the
technology moving is moving to industry 4.0 [5] where a large amount of data are
generated by CPS and others smart devices such as IoT [6] are usually used for
real-time monitoring and predictions failure [7, 8]. Many cyber attacked has been
accoutered in past few days which include Ukraine power plant in 2016 and Stuxnet
worm which target a nuclear power plant, also there is cyber-attacked on Australia’s
Maroochy water services in 2002 [9]. Also, those CPS applications are generating
a huge amount of data, storage this communications process is vulnerable against
attack. To overcome this problem Machine Learning and Blockchain can be used,
BT has a distributed database network with time series stamped of tamper-proof
record, while ML will analysis the data traffic through effective, efficient designing
of algorithms [10, 11].

Machine Learning (ML) in the field of Artificial Intelligence focus on building
applications that learn through experience and they make self-decision without
human interference such as Logistic Regression, Linear Regression, and Support
Vector Machine etc. ML was applied to various field of discipline such as statistics,
computational complexity [12, 13] smart devices [14] internet of things [15, 16] and
artificial intelligence to machines are getting smarter [17, 18]. While Blockchain
Technology (BT) are cryptography immutable set of records or distributed ledger
which is link together for auditing, by linking its valid blocks together the current
block contains the hash of the previous block. This process makes the Blockchain
traceable and resistant to change [10, 19].

Cyber-Physical System (CPS) was introduced by Helen Gill in 2006 at National
Science Foundation, they are integrated of both physical and cyber to enhance
the control and operation which include computational, communication, sensing
and actuation, in general, they are dynamics joint of computers, software, phys-
ical process, event processing [20] and networks. The CPS includes operating in
real-time, transactional services and secure communication between components
[21].

1.1 Adaptation of ML and BT in CPS

TheMLprocesses canbe applied toBT forCPSapplications to improve their security,
privacy, monitoring [22] and making them smarter. It also gives an opportunity with
improvement in developing good models by using the decentralized architecture of
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BT [23].We also proposed architecture forML adaptation inBT for CPS applications
as shown in fig, whereby after the data was given which was generated by the CPS.
The BT will be included as an integral of the applications. At this point, the ML will
be applied for data analytics and real-time predictions [24] to reduce error and detect
anomaly activities [25].

1.2 Research Contribution

There are several research works which address the importance of combining ML
and BT, in this paper, we investigate how ML can be adopted in BT based on CPS
applications. The research contribution for this paper include the followings:

• We find out that ML and BT can be adopted together and a brief discussion on
ML with BT can be used together in CPS applications.

• We also proposed architecture on how ML and BT can be adopted and
implemented together.

2 Core Concepts and Rationale

The core concept and rationale of ML algorithms with BT can be adopted and imple-
mented in CPS applications to improve their performance in terms of security, moni-
toring and detection activities such as improved security and privacy were ML and
BT covers CPS applications such as data protection, data encryption, instruction
detection system (IDS), intrusion protection system (IPS). They provide an impor-
tant role in the monitoring and detection of malware. Furthermore, BT increased
the privacy between users for both private and public Blockchain through secure
authentication of data accessibility.

Improved efficiency and scalability increasing ability in multiple of CPS appli-
cations from multiple devices that consist of huge datasets due to their multiple
transactions through providing decentralize self-authorization, detection from ML.
Scalability form BT also provides capable of increment between users.

Secure of data sharing in CPS Applications was the BT contains chains blocks of
all data transaction for CPS applications by providing accountability, transparency
within the data access. ML components were included with its algorithms to provide
decentralised platform and removal of fraud fewer datasets.

3 Research Question and Methodology

In this section research question and methodology has been discussed, the research
question was (Can Machine Learning and Blockchain Technology be adopted
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together in Cyber-Physical Systems Applications?). The question has been anal-
yses using a systematic literature review by using PRISMAmethod, we also provide
a comparison study from previous research.

3.1 Systematic Literature Review

PRISMAguidelinewas used to structure the systematic literature reviewby creating a
question to guide the review process (Can Machine Learning and Blockchain Tech-
nology be adopted together in Cyber-Physical Systems Application?). The search
strategy used for this systematic review, we developed a search strategy to identify
relevant literature. The search strategywas tailored by one database: Scope and search
terms used were the followings: “Machine Learning for Blockchain Applications”
and “Blockchain for Cyber-Physical Systems Application”. All search spanned from
the database inceptionwere until 2020, and included journals articleswith few review
papers published in English only.

The selection criteriaweremainly focused on themapping on existing literature on
Machine Learning for Blockchain Applications and Blockchain for Cyber-Physical
Systems Application in the field of computer science, Decision Science and math-
ematics. The search span was from 2020 to 2018. All articles before 2018 below
were excluded from the search. The also was mainly focused on the global search,
not a specific country or region. A total of 95 research articles were excluded at this
stage. There were 42 research article included and extracted at this stage. The quality
assessment is based on the original research and a few review papers. For maintain
the quality of the review, all duplicated were checked thoroughly.

3.2 Methodology

The methodology investigates process, steps to overcome this problem with rational
for CPS applications, by using a combination of two technologies which are ML and
BT with a proposed framework to support this research study (see Fig. 1).

4 Findings

Firstly, providing detection with prevention in CPS applications to handle data secu-
rity and cybersecurity issues within its application. Those methods are intrusion
detection system (IDS), intrusion prevention system (IPS) with ML classifiers. BT
also add additional support through linked blocks using cryptography for prevention
of datasets against attack.
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Fig. 1 Proposed architecture for ML and BT adaptation in CPS applications

Secondly, prediction with a response in CPS applications most methods used
for prediction of ML algorithms whereby providing security, improving the right
decision in datasets and data analysis. They also involve failures prediction of appli-
cations with taking security majors for necessary actions in terms of response. The
ML response through anomalies activities. Finally, they allow the CPS applications
to make self-decision to command and action using security policies.

Lastly, providing monitoring in CPS applications by using ML and BT through
verification of modelled datasets and external control. The CPS applications network
events is been analyzedwhich include input data.All records fromevents and datasets
are monitored in real-time control.

5 Conclusion and Future Scope

We conclude, that recent development of CPS application with their huge increasing
data generated this leads to the increase of cyber-attack. With the development of
ML and BT are helping to overcome these issues by adopting them together in
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various CPS applications such as power systems, medical systems, smart buildings
and industrials automation. The research paper also presents brief details on ML
and BT with how they can be adopted together in CPS applications using a proposed
architecture.A study comparison has beenmadewhich showsmethods, contributions
and limitation. We also have some suggestion for further scope.

The future scope on this topic is therefore recommended to provide in details on
how ML and BT can be adopted into specific CPS applications such as Industrial
Automation, Power Systems and Medical Systems or Internet of Things devices.

References

1. Kochovski P, Gec S, Stankovski V, Bajec M, Drobintsev PD (2019) Trust management in a
blockchain based fog computing platform with trustless smart oracles. Futur Gener Comput
Syst 101:747–759

2. Hasan M, Islam MM, Zarif MII, Hashem MMA (2019) Attack and anomaly detection in IoT
sensors in IoT sites using machine learning approaches. Internet Things 7:100059

3. LiD,DengL,LiuW,SuQ (2020) Improving communication precision of IoT throughbehavior-
based learning in smart city environment. Futur Gener Comput Syst 108:512–520

4. Sri Devi R, Mohan Kumar M (2019) Cyber security affairs in empowering technologies. Int J
Innov Technol Explor Eng 8(10):1–7

5. O’Donovan P, Gallagher C, Leahy K, O’Sullivan DTJ (2019) A comparison of fog and cloud
computing cyber-physical interfaces for Industry 4.0 real-time embedded machine learning
engineering applications. Comput Ind 110:12–35

6. Jia P,WangX,ZhengK (2020)Distributed clock synchronization based on intelligent clustering
in local area industrial IoT systems. IEEE Trans Ind Inform 16(6):3697–3707

7. Lv L, WangW, Zhang Z, Liu X (2020) A novel intrusion detection system based on an optimal
hybrid kernel extreme learning machine. Knowl-Based Syst 195:1–17

8. JunejoKN(2020)Predictive safety assessment for storage tanks ofwater cyber physical systems
using machine learning. Sadhana—Acad Proc Eng Sci 45(1):1–6

9. Goh J, Adepu S, Tan M, Shan LZ (2017) Anomaly detection in cyber physical systems using
recurrent neural networks. IEEE Comput Soc 36:1–7

10. Tanwar S, Bhatia Q, Patel P, Kumari A, Singh PK, HongWC (2020)Machine learning adoption
in blockchain-based smart applications: the challenges, and away forward. IEEEAccess 8:474–
488

11. Gupta S, Sabitha AS, Punhani R (2019) Cyber security threat intelligence using data mining
techniques and artificial intelligence. Int J Recent Technol Eng 8(3):6133–6140

12. Rahman M (2019) Cultural differences, strengths, weaknesses and challenges of Kentucky
fried chicken (KFC)—a comparison between United Kingdom (UK) and Malaysia. Double
Blind Peer Rev Int Res J Publ 19(1):7

13. Sharma R, Kamble SS, Gunasekaran A, Kumar V, Kumar A (2020) A systematic literature
review on machine learning applications for sustainable agriculture supply chain performance.
Comput Oper Res 119:104926

14. GuptaM,AbdelsalamM,KhorsandrooS,Mittal S (2020)Security andprivacy in smart farming:
challenges and opportunities. IEEE Access 8:34564–34584

15. Shafiq M, Tian Z, Sun Y, Du X, Guizani M (2020) Selection of effective machine learning
algorithm and Bot-IoT attacks traffic identification for internet of things in smart city. Futur
Gener Comput Syst 107:433–442

16. Viejo A, Sánchez D (2020) Secure monitoring in IoT-based services via fog orchestration.
Futur Gener Comput Syst 107:443–457



Adaptation of Machine Learning and Blockchain Technology … 523

17. Bello A, Mahadevan V (2019) A cloud based conceptual identity management model for
secured Internet of Things operation. J Cyber Secur Mobil 8(1):53–74

18. Al-Saud M, Eltamaly AM, Mohamed MA, Kavousi-Fard A (2020) An intelligent data-driven
model to secure intravehicle communications based on machine learning. IEEE Trans Ind
Electron 67(6):5112–5119

19. IslamA,Young Shin S (2020)Ablockchain-based secure healthcare schemewith the assistance
of unmanned aerial vehicle in Internet of Things. Comput Electr Eng 84:1–12

20. Roldán J, Boubeta-Puig J, LuisMartínez J,OrtizG (2020) Integrating complex event processing
and machine learning: an intelligent architecture for detecting IoT security attacks. Expert Syst
Appl 149:1–22

21. Al-Hadhrami Y, Hussain FK (2020) Real time dataset generation framework for intrusion
detection systems in IoT. Futur Gener Comput Syst 108:1–10

22. Zhong CL, le Li Y (2020) Internet of things sensors assisted physical activity recognition and
health monitoring of college students. Meas J Int Meas Confed 159:1–9

23. Lu Y, Huang X, Dai Y, Maharjan S, Zhang Y (2020) Blockchain and federated learning for
privacy-preserved data sharing in industrial IoT. IEEE Trans Ind Inform 16(6):4177–4186

24. Lima E, Vieira T, de Barros Costa E (2020) Evaluating deep models for absenteeism prediction
of public security agents. Appl Soft Comput J 91:106236

25. Lin X, Li J, Wu J, Liang H, Yang W (2019) Making knowledge tradable in edge-AI enabled
IoT: a consortium blockchain-based efficient and incentive approach. IEEE Trans Ind Inform
15(12):6367–6378



Application of Artificial Neural Network
(ANN) and Adaptive Neuro Fuzzy
(ANFIS) Techniques for the Modelling
and Optimization of COD Adsorption
Process

Hifsa Khurshid, Muhammad Raza Ul Mustafa, and Yeek-Chia Ho

Abstract Artificial neural network (ANN) and adaptive neuro fuzzy (ANFIS)
modelling techniques have been applied in this study tomodel and optimize the chem-
ical oxygen demand (COD) adsorptive removal in produced water. The models were
well trained and showed minimum error values for predicted data when compared
to experimental data. The error values were 0.4035 and 0.2886 for sum of squared
error (SSE), 0.1628 and 0.0832 for mean square error (MSE) and 0.13 and 0.23%
for average relative error (ARE) using ANN and ANFIS, respectively. Error anal-
ysis and coefficient of determination (R2) of the models determined that ANFIS was
better than ANN for the prediction of COD adsorption on the biochar. Also, ANFIS
required minimum run time as compared to ANN. Both artificial intelligence (AI)
based techniques well predicted the optimized values of adsorption process, when
compared with the experimental values. It is concluded that the use of AI tech-
niques can inevitably pave the way in the water treatment sector using adsorption for
improved efficiency and process automation.

Keywords Adsorption · Artificial intelligence · Optimization · Automation ·
Water treatment · Green technology

1 Introduction

Adsorption is an efficient and economical method of elimination of pollutants from
wastewater and can be further improved by automation. The automation of wastew-
ater treatment systems is necessary to making it easier to run, saving both manpower
and resources [1]. However, it is very difficult to build an automatic wastewater
treatment plant when the attributes of commercial wastewater change significantly,
resulting in a drastic shift in the performance of the treatment plant. In fact, its
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complex properties are very difficult to handle when it comes to the adsorption treat-
ment process [2]. Due to the interaction of several factors in adsorption process,
the resulting correlations are strongly non-linear [3]. This problem leads to inade-
quate understanding and false quantification of interactions between process inputs
and outputs, and it is thus difficult to explain by linear mathematical models. The
standard regression methods are also not sufficient for mimicking the experimental
adsorption data as the methodology does not grasp the physics [1]. For interrelating
the input and output parameters of adsorption process, advanced computer-simulated
models are therefore required [4].

Artificial intelligence (AI) methods e.g. fuzzy logic (FIS) [5], particle swarm opti-
mization (PSO) [6], genetic algorithm (GA) [7] and artificial neural networks (ANNs)
[8], have been applied recently in water treatment and adsorption optimization and
automation systems. ANNs are particularly well known for their high capacity to
research and arrange data [9]. Researchers have reported different studies using
ANN for modelling and optimization of adsorptive removal of various pollutants
e.g. chromium removal using cyanobacterial biomass [10], copper removal using
light expended clay aggregate [11], removal of various dyes using nanoparticles and
activated carbons [12, 13], removal of As (III) and various other metals [5]. Fuzzy
systems also have some advantages over traditional approaches, particularly where
ambiguous data or prior experience is involved [14]. Few studies have reported appli-
cation of ANFIS in adsorption studies for modeling and optimization of adsorption
process e.g. indium (III) [15], dyes and metals [5]. Meta-heuristic optimization algo-
rithms e.g. GA and PSO, are the products of social actions or natural phenomena
and used to optimize the various operations. The PSO is a well-known optimization
algorithmmotivated by the action of a flock of birds. It is nowwidely used in system’s
optimization because it is not conveniently stuck in a local minimum.

Most of the studies in literature are performed on synthetic waters or stock solu-
tions containing single pollutant as an objective. These solutions do not completely
represent the industrial effluents, which contain multiple types of pollutants together.
Hence, practical application of the adsorptive materials and automation of treat-
ment plants becomes limited considering single pollutant studies. Therefore, the
purpose of this research work was to present the design, implementation, compar-
ison and evaluation of the ANN andANFIS approaches to the adsorption of chemical
oxygen demand (COD) in produced water (PW). The wastewater obtained during
oil and gas exploration is known as PW. The COD in the water is caused by various
carcinogenic organic pollutants. Organic pollutants have been confirmed to be one
of the top priority pollutants to date including PAHs, dyes, and pharmaceuticals etc.
COD is an important parameter for interpreting the organic pollutants in wastewater
and has been used widely for effluents quality measurement [16]. Various studies
have reported efficient adsorption of COD in wastewater which also represents the
elimination of organic pollutants in the water [17, 18].

To the best of our knowledge, no study has been found in literature containing the
application of ANN and ANFIS for modelling and optimization of COD adsorption
process for predicting organic pollutants removal in PW. Tea waste (TW) had been
transformed into biochar for this purpose andwas applied under the control of various
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parameters (pH, dosage and contact time). To improve the automated adsorptive
removal of COD from the wastewater sample, adsorption process was optimized
using the ANN-PSO and ANFIS techniques. The detailed objectives of this study
are: to establish ANN and ANFISmodels capable of predicting adsorption efficiency
for the removal of COD from PW; Optimizing the COD adsorption process using
ANN-PSO and ANFIS; and to incorporate ANN and ANFIS models such that they
can be used effectively for PW treatment system automation. This study will help
the decision makers and wastewater treatment plant operators in decision making,
strategic designing of system, automation, and optimization of adsorption process.

2 Materials and Methods

2.1 Materials

Tea waste was obtained from the nearby restaurants in Malaysia. High range (HR)
CODvialswere obtained from the laboratory stock ofAvanti’sMalaysia. About 98%,
H3PO4 was purchased inMalaysia from local supplier Merck. The water sample was
obtained from an oil and gas company operating in South East Asia.

2.2 Preparation of Adsorbent

The biochar was produced using the chemical activation technique. For 12 h, tea
waste was immersed in 10% phosphoric acid solution and then left to dry at room
temperature. Biochar was developed by pyrolysis at 700 °C using the dried waste
in the tube furnace. Afterward, the prepared biochar was cleaned with filtered water
and kept in the oven to dry. In this study, the biochar was only used for exploring the
application of AI based techniques in automation of adsorption process and mecha-
nism evaluation was not the objective. Therefor the material was not characterized
and used only for the experimental purpose.

2.3 Adsorption Batch Experiments

In this analysis, the commonly documented adsorption process was used to observe
the elimination of COD [19]. A significant segment of AI configuration is the selec-
tion of input variables from a variety of parameters that influence the mechanism
[1]. To select different important factors affecting the adsorptive removal of COD
from PW, batch adsorption tests were performed. From the experiments and litera-
ture review, it was found that initial pH of water, dosage of adsorbent and contact
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time were most significant input parameters effecting the adsorption process. There-
fore, the biochar was applied in varying dosage (25–300 mg/L) for 100 mL of PW at
varying initial pH (3–12) and shook for various contact times (10–60 min) at temper-
ature 20± 5 °C. The percentage of COD removal was detected by the formula given
[20]:

Percentage removal (% ) = (Ci − Co)× 100

Ci
(1)

where, Ci and Co represent the initial and final concentrations of COD in mg/L,
respectively.

2.4 Artificial Neural Network (ANN)

A three-layer feed forward neural network was formed using the neural network
toolbox using programming codes written in MATLAB R2019b mathematical soft-
ware. The input layer was given three inputs i.e. pH, contact time and dosage of
biochar and one output e.g. removal efficiency of COD as shown in Fig. 1. Number
of neurons in hidden layer were selected based on hit and trial method using 1–10
neurons. Higher number of neurons were not tested to avoid the over fitting of model.
Cascade forward backpropagation (CFBP), Levenberg–Marquardt backpropagation
(LMBP), Bayesian Regularization (BR) and Scaled Conjugate Gradient (SCG) algo-
rithms were tested to find the best suitable algorithm. The most suitable algorithm

Fig. 1 Schematic diagram of ANN model



Application of Artificial Neural Network (ANN) … 529

was selected based on minimum value of mean square error (MSE). For all data sets
in ANN, the symmetric sigmoid transfer function (tansig) was used in the first layer
and the linear transfer function (purelin) was used at the output node for the simula-
tion and prediction of COD elimination. The backpropagation (BP-ANN) network
was selected for the tuning of parameters. It is a first-order gradient descent technique
to model experimental data [21]. Total 36 no. of data sets were taken through batch
experiments. 70% data was used for training of model and 30% data was used for
testing purpose. For validation of model and prediction of COD removal efficiency
13more data values were taken through lab experiments using Box–Behnken Design
(BBD) of experiments.

2.5 ANN-PSO Hybrid

ANN and PSO hybrid was used for the optimization of input variables using ANN
predicted data with 1000 no of population, C1 = 1.5, C2 = 2.5 and 1000 iteration
values. The schematic diagram of hybrid model is shown in Fig. 2. MSE was taken
as function to be minimized. Tolerance value was taken as 1. Boundary violations
were taken as 1.5 and −1.5. The algorithm was run for optimization further. The

Fig. 2 ANN-PSO hybrid
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Fig. 3 Schematic diagram of ANFIS model

purpose was to obtain the input variables causing the maximum removal of COD in
PW.

2.6 Adaptive Neuro-Fuzzy Interference Systems (ANFIS)

The fuzzy inference method (FIS) applied to ANFIS was developed in theMATLAB
using Neuro-Fuzzy designer. The developed ANFIS was of the Sugeno type, which
consist of four hidden layers [15]: (i) the fuzzification layer with two membership
functions; (ii) the inference layerwithweight rules; (iii) the de-fuzzification layer; and
(iv) the output layer (Fig. 3). Data was randomly divided into training (70%) and
testing data (30%). Three variables (pH, Dosage and contact time) were selected
as inputs and removal efficiency of COD was taken as target. Range of influence
was selected based on minimum MSE. To obtain the optimized results for COD
adsorption using ANFIS, surface plots were generated.

2.7 Error Analysis

The performance of theANNandANFIS techniques for predicted datawas evaluated
using statistical equations i.e. (i) the coefficient of determination (R2), (ii) the sum
of squared errors (SSE), (iii) mean–squared error (MSE) and (iv) average relative
error (ARE) [22]. Following equations were used to measure the errors [23]:
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where, ypred and yexp denote the predicted and experimental values, respectively. n
denotes the total number of values in data. Mean value of the response is denoted by
ym.

3 Results and Discussion

3.1 Modelling of ANN

The ANN structure was opted after analyzing the various parameters i.e. no. of
neurons and training algorithm. The algorithm and no. of neurons were selected
based on the best performance as shown in Fig. 4a, b. MSE was taken as perfor-
mance criteria. Total 10 no. of neurons and LMBP algorithm were selected based on
minimum MSE and simulation time. After selecting the structure of ANN, selected
model was trained by using trainlm training function. It was observed that, after
training, the output data had a correlation coefficient (R2) of 0.99 with the exper-
imental data (Fig. 4c). The MSE value was 0.0001 and training time was 400 s.
The lower value of error indicated efficient performance of selected ANN model for
the given dataset. For the validation and testing of model, correlation coefficients of
0.998 and 0.98 were obtained respectively (Fig. 4d).

Higher values of R2 showed that the model was well trained and could be used
effectively for the prediction of COD adsorption on biochar. Themodel was validated
further and a correlation coefficient of 0.99 was obtained for the predicted data when
compared with experimental data using 13 dataset points, as given in Table 1.
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Fig. 4 Modelling of ANN; a relationship between MSE and no. of neurons in hidden layer, b
relationship betweenCFBP, LMBP,BR and SCGalgorithms and their performance, cANN training,
d ANN testing

3.2 Optimization of COD Adsorption Process Using
ANN-PSO

The PSO technique was hybridized with the generated ANN model for optimizing
process parameters with the goal of maximizing the COD removal efficiency. The
performance of ANN-PSOmodel was analyzed on basis ofMSE i.e., 5.27.Minimum
value was obtained after 500 runs and it took time of 4000 s. The optimum conditions
for the COD removal process were: 11.79 pH, 300 mg/L concentration of biochar
and 60 min contact time. The COD removal efficiency obtained under optimum
conditions was 89.80%. The value was confirmed in the lab and obtained as 89.3%.
It indicated the good performance of ANN-PSO in predicting the COD adsorption
optimized process parameters.
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Table 1 Experimental and predicted results of COD removal efficiency using ANN and ANFIS

No pH Dosage Contact time COD removal efficiency (%)

mg/L min Actual Predicted ANN Predicted ANFIS

1 10 162.5 60 53.123 52.31 52.123

2 3 162.5 60 36.611 36.12 36.59

3 6.5 25 60 69.269 69.01 69.16

4 6.5 300 60 78.044 78.77 78.12

5 6.5 162.5 35 63.918 64.66 63.91

6 10 25 35 54.296 54.21 54.3

7 6.5 25 10 65.574 65.57 65.57

8 3 162.5 10 36.892 36.72 36.89

9 3 25 35 39.169 39.23 39.18

10 10 162.5 10 44.941 45.01 44.9

11 3 300 35 49.431 49.43 49.39

12 10 300 35 60.831 60.85 61.02

13 6.5 300 10 72.958 72.8 72.8

R2 0.9991 0.9995

SSE 0.4035 0.2886

MSE 0.1628 0.0832

ARE 0.13% 0.23%

3.3 Modelling of ANFIS

Sugeno type sub-clustering ANFIS was generated for three inputs and one output.
For all input variablesmembership functionswere taken as 35 in number and guassmf
type. Range of influence was selected as 0.00001 based on minimum MSE value,
when tested from 0–1 as shown in Fig. 5a. Whereas, squash factor, accept ratio and
rejection ratio were 1.25, 0.5 and 0.15, respectively. For training of generated FIS
structure hybrid optimization method was taken as method type due to lower MSE
(0.15721) as compared to backpropagation optimization method (2.32). Total 100 no
of epochs were taken for training of ANFISmodel using 70% dataset. Themodel was
well trained and minimum MSE of 0.15721 was obtained at epoch 2 (Fig. 5b). The
run time of ANFIS was only 10 s for 100 epochs which was much lesser than ANN.
The model was further tested and checked using the 30% data. The MSE of 0.00017
and 0.0008 was obtained for the test and checked data, respectively (Fig. 5c, d).
After training, the ANFIS model was used for prediction of COD removal efficiency
using 13 input datasets. The predicted outputs were compared with the experimental
data as given in Table 1. A higher correlation of 0.9995 and lower MSE of 0.0832
was obtained for the predicted data. It showed that generated ANFIS model could
be used effectively for the optimization of COD adsorption process and selecting
suitable input parameters.
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Fig. 5 Modelling and contour plots for COD adsorption on biochar using ANFIS; a error analysis,
b ANFIS training data, c ANFIS testing data, d ANFIS checked data, e impact of pH and dosage
on COD removal efficiency, f impact of pH and contact time on COD removal efficiency, g impact
of dosage and contact time on COD removal efficiency

3.4 Optimization of COD Adsorption Process Using ANFIS

For the prediction of optimized values of adsorption data through ANFIS surface
plots were generated for pH range 3–12, dosage 25–300 mg/L and contact time 10–
60min. Figure 5e–g shows that COD removal efficiencywas highly affected by all the
three variables. It also shows the correlation between each variable. Maximum value
of COD removal was obtained at pH value of 12, dosage of 300 mg/L and contact
time of 60 min. The COD removal efficiency achieved at the optimized parameters
was 90.8%. The experimental value for the optimized input parameters was 89.3%.
It showed that the model was able to predict the optimized values with significant
accuracy.

3.5 Comparison of ANN and ANFIS

Developed ANN and ANFIS models were well trained for predicting the COD
removal efficiency using pH, dosage of biochar and contact time as input variables.
Both models well fitted the experimental data and predicted values were near to
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Table 2 Optimized values
for COD adsorption

Parameters Experimental ANN-PSO ANFIS

pH 12 11.79 12

Dosage (mg/L) 300 300 300

Contact time (min) 60 60 60

COD removal efficiency
(%)

89.30 89.80 90.80

experimental data (Table 1). Whereas ANN-PSO and ANFIS models also performed
very well for the optimization of adsorption process (Table 2). Further performance
of the models was analyzed using Eqs. 2–5 for error analysis of predicted data. The
analysis is given in Table 1. The value of R2 should lie between 0–1. Value near
to 1 shows good correlation between the data sets. SSE has values range from 0–1,
while best value is closer to 0 [4]. MSE minimum value is taken as better value
[24], whereas ARE is %age error and minimum value is recommended [25]. Table
1 shows that ANN and ANFIS had R2 values of 0.9991 and 0.9995, error values
of 0.4035 and 0.2886 for SSE, 0.1628 and 0.0832 for MSE and 0.13% and 0.23%
for ARE, respectively. Error analysis and coefficient of determination of the models
determined that ANFIS >ANN in performance for the prediction of COD adsorption
on the biochar. Also, for both methods no specific design of experiments was needed.
It helped the models to analyze the correlation between inputs and outputs in broader
range.

4 Conclusion

Teawaste biocharwas synthesized and applied for treatment of producedwater.Batch
testswere performedusingpH, dosage, and contact time as input variables. The exper-
imental results were modelled and optimized using ANN and ANFIS models. ANN
model was modelled using 3 layered, feed forward Levenberg–Marquardt backprop-
agation algorithm and 10 no. of neurons. For optimization it was hybridized with
PSO. ANFIS was generated sugeno type using sub-clustering FIS type. The exper-
imental values were successfully optimized using surface plots correlations. Opti-
mization values were well matched with the experimental results. ANFIS required
minimum run time (10 s for 100 epoch) as compared to ANN model (400 s for
1000 epoch). Error analysis and coefficient of determination of three models deter-
mined that ANFIS was slightly better than ANN in performance for the prediction of
COD adsorption on the biochar. However, it can be stated that the ANN and ANFIS
methods are promising techniques and can be used effectively for the automation of
CODadsorption process for producedwater treatment. Bothmethods have high capa-
bility to predict the adsorption efficiency of pollutants considering multiple factors
and can be implemented for sustainable and automated water treatment systems.
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An Evolutionary Stream Clustering
Technique Outlier Detection in Medical
Data

Nadilah Ayu Supardi, Said Jadid Abdulkadir, and Norshakirah Aziz

Abstract Clustering data streams from data mining become evident as one of the
most well-liked studies among the researchers correspond to their evolutionary field.
Numerous threats addressed by data streams on clustering like limited time, memory
and single scan data. In generic terms, data streams are defining an infinite sequence
of the element data and evolve without prior knowledge number of the clusters.Many
factors such as noise (outliers) have appeared periodically have a negative impact
on data streams environment. The density-based technique has demonstrated to be
an astonishing method in clustering data streams. It is computationally competent to
generate arbitrary shape clusters and detect noise instantaneously. The number of the
clusters are not required in advance to set as a parameter during the assessment begin.
In contradictory, traditional density-based clustering is not relevant to conduct in data
streams due to its own characteristics. Mostly all traditional density-based clustering
can be extended to the updated version of algorithms to achieve the objective of data
streams research. The idea is emphasizing on the density-based technique in the clus-
tering process dominate the restrain from data streams nature. The objective of this
paper intends a preliminary result on a density-based algorithm, named evoStream to
explore outlier detection on medical data sets, heart failure clinical records and gene
expression cancer RNA-seq. In due course, extensive evoStream later to develop to
optimize the model to detect outlier in data streams.

Keywords Data streams · Outlier · Density-based · evoStream · Data sets ·
Evaluation metrices

1 Introduction

Due to the fact, advance applications are practically implemented in related to various
field such as medical research. Often, data streams relate with as an enormous,
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continuous and infinite data [1]. However, machine learning [2–4] address an issue
of interpretation data due to ambiguity from data streams. Data streams evolve with
time and complicate the stream processing. Data streams size increasing dispro-
portionately and leads to infinite data size [5]. Consequently, the transmission data
streams have influence memory space [6, 7]. Generally, the process to capture data
streams are extremely difficult to determine the number of the cluster and the shape
of the clusters where it considered unknown [8]. The outcome of clustering results
is changing consistently as the data arrives in streams [9–11]. The clustering process
and the shape of the clusters are mostly affected by outliers [11]. An outlier is defined
generally by [12, 13] which appears inaccurate information from the data.

This paperwork highlights the importance for clustering technique in outlier detec-
tion due to following factors [7, 14, 15]; (i) an outlier may distort data structures and
cluster result, (ii) the clustering methods can identify outlier detection as a small
cluster, (iii) the hybrid clustering algorithms are exemplifying the result for outlier
detection performs better than the existing algorithms.

In research studies, evoStream refers to data sets to conduct the clustering process
in the online step during idle periods and to optimize the outcome of the cluster
[16]. Thus, becomes a motivation to research problem. This research, however, was
primarily aimed at evaluating the outlier identification of evoStream implementation
with real datasets called clinical records as preliminary results.

The rest of this paper is arranged as follows: The related works is summarized in
Sect. 2. Methodology described in Sect. 3. The assessment is seen in Sect. 4, and the
result is outlined in Sect. 5.

2 Related Works

This section provides supplemental information literature review on density-based
clustering techniques.

2.1 Density-Based Clustering

Density-based clustering technique is one of the prominent applied by the researcher.
To identify density-based characteristics are between regions and density functions
[13]. Comprehensively, this technique takes place when data point calculates refer-
ring to density area. Otherwise stated further refines where data points are in a low-
density area perceives as outliers. Algorithms are mostly request parameter in order
to determine the radius from data point at a minimum number in a cluster [9]. In most
cases, the algorithms immediately tackle arbitrary-shaped clusters identification from
the data stream. Nearly the entire algorithms are highly able to scrutinize clusters
and form arbitrary shapes structure and detect outliers. Contrarily, this technique is
limited to a single scan from raw data [9, 17].
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According to the recent study [18] found in the survey has made with distinct
approaches where density-based technique enhanced by practicing an efficient
density-based clustering along with maintaining the evolving medical data clusters.

evoStream algorithm from density-based clustering technique [16, 19] is imple-
mented on the following methodology in Sect. 3 to present the preliminary study
on outlier detection. The term of evoStream comprises from evolutionary algo-
rithms (EA) and DBStream [16]. evoStream algorithm brought together on pros
and cons from [19]. The advantage of evoStream are; (i) the performance of the final
cluster during online phase with high processing speed, (ii) removes computational
overhead. On the contrary, the disadvantage of evoStrem; (i) the application is not
suitable for multi-objective data stream, (ii) high dimensional datasets are impos-
sibly executed in evoStream. The role of evoStream exclusively focusing on the best
optimization solution for an online phase in the idle time to improve the final clus-
ters. Hence, a new approach to the purpose of this algorithm is mainly focusing on
investigating outlier detection from an inconsistency data set.

3 Methodology

An initial method to discover outlier detection in real data sets are implementing by
an algorithmnamed evoStream [16]. The purpose of this algorithm ismainly focusing
on investigating outlier detection from an inconsistency data object to differentiate
from a categorical problem.

3.1 Proposed Methodology

Benchmarking data sets are retrieving collected from an open source UCI Machine
Learning Repository. The results yielded from evoStream are the preliminary result
for outlier detection. The process of evoStream is comprehensively scrutinizing
through preprocessing data, calculating centers and weight of clusters, profiling clus-
ters results, optimizing weight vector, develop as well as finalizing the validity of
optimizing evoStream model.

The beginning process is data collection and preprocessing. The data sets imported
into the R language and the data sets implemented in evoStream algorithm. The
radius, r has been set to r = 0.05 and k which represents as macro-cluster has been
fixed to k = 3 with incremental generations = 1 as well as re-cluster generations =
1000. Then, initialize evoStream package to insert observations, n= 1000 to process
with calculating centers and weight for micro-clusters and macro-clusters. The plot-
ting result is described according to the centers and weight of micro-clusters and
macro-clusters. Additional generations, n = 2000 examine to observe the different
to improve from the current plot result. The numbers assigned from micro clusters
to macro-clusters according to the nearest neighbor of data points to cluster.
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Weight vector optimization utilized to enhance the product of evoStreammodel by
integrating theGreyWolf Optimization (GWO) algorithm for an outcome which later
implemented in due course. Measures weight vector will produce the optimization
result. As a result, the data objects will be clusters accordingly in the respective
groups.

3.2 Evaluation Metrics

Evaluation metrics are applied to evaluate the quality of statistical machine learning
model,well-knownas cluster validationwith knownas internalmeasures and external
measures [8, 20]. The process cluster validation investigated under the measurement
of an algorithm to generate excellent results in data mining, particularly in clustering
techniques [20].

Seven (7) multitudes metrics SSQ and silhouette width are internal evaluation
metrics while purity, precision, recall, F-measure, NMI are external evaluation
metrics are selected to evaluate comparative analysis from [8, 10, 16]. Seven metrics
referring to Mathematically, the metrics are indicating with the following equations
except SSQ:
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4 Assessment

4.1 Experimental Setup

Programming language R used to evaluate the algorithm. All experiments are
performed on Windows Machine with intel i5-4200U CPU @ 1.60 GHz 2.30 GHz.
There are two real datasets utilize for this investigation.

The gene expression cancer RNA-Seq data set is a random extraction of gene
expressions of patients havingdifferent types of tumor:BRCA,KIRC,COAD,LUAD
andPRAD.This data set gathered from theUniversity ofGenoa. In addition, the heart
failure clinical records data set consist of themedical records of 299 patientswho had
heart failure, collected during their follow-up period, where each patient profile has
13 clinical features and originally collected from Government College University,
Faisalabad, Pakistan.

4.2 Result

In this section, Figs. 1 and 2 show the final improved result from the preliminary
studies of two different data sets. Each of these benchmarking data sets employed
evoStream algorithm to report the studies outlier detection. The initial observations
of the online component n = 1000 required to complete at an early stage of the
investigation. During the idle time, the algorithm generates a macro-cluster when
there is no observation arrives, and the data point will move into their pertinent
clusters. Note that the performance of evolutionary step will not slow down the
processing time.

In general, evoStream did not employ re-clustering approach but applying re-
clustering steps when macro-clusters are requested and not incrementally Evalu-
ating generations does not affect underlying micro-clusters but does affect minor
improvement when implementing with 2000 generations into re-clustering. Hence,

Fig. 1 Gene expression
cancer RNA-Seq data set
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Fig. 2 Heart failure clinical
records data set

Table 1 Internal and external
evaluation metrics:
micro-cluster

Data set/Quality
metrics

Gene expression
cancer RNA-Seq
data set

Heart failure
clinical records
data set

SSQ 0.11744971 0.1075193

Silhouette 0.20763806 0.2518121

Purity 0.97747748 0.9761905

Precision 0.98170732 0.9821429

Recall 0.09895513 0.1012891

F1-measure 0.17978783 0.1836394

NMI 0.55517022 0.5560689

re-clustering testified the slightest improvement because additional generations
evaluated.

Moving on to the Tables 1 and 2 shown results from quality metrics of internal and
external cluster validation with types micro-clusters and macro-clusters. The target
minimum of median SSQ of micro-cluster achieved better results in heart failure
clinical. Contradictory to the macro-cluster from internal metrics where the median
SSQ achieve better result in gene expression cancer RNA-Seq data set. On the other

Table 2 Internal and external
evaluation metrics:
macro-cluster

Data set/Quality
metrics

Gene expression
cancer RNA-Seq
data set

Heart failure
clinical records
data set

SSQ 1.2751618 1.7381368

Silhouette 0.5845640 0.5557643

Purity 0.9809140 0.9814815

Precision 0.9582071 0.9580764

Recall 0.9640463 0.9604450

F1-measure 0.9611179 0.9592593

NMI 0.9179111 0.9301648
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hand, external metrics yielded different numbers according to their performance of
data set.

The values reveal the measurement quality metrics from evoStream algorithm
into two sample data sets. The finish result will be contributed for later development
and validation of an optimize evoStream model.

5 Conclusion

The incoming data made stream processing is difficult to track down when data are
processed in real-time and brings the challenge of understanding the hidden patterns
from data. For that reason, the clustering technique introduced to unveil the nature
of data streams, especially outliers. Thereby, density-based clustering technique is
selected and has proven the most decent model in handling this investigation studies.
The proposed methodology will be introduced to optimize an evoStream model
to encounter the current problem. The purpose of initial investigation to analyze an
optimumweight vector by clustering the data according to their characteristics. Clus-
tering analysis outstandingly comes up with an accurate understanding of relevant
variables in the clusters. All in all, determine a clustering model is validating the
significance of the research question to achieve a valid result.
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Analysis of Intelligent Agent and Its
Components for the SLA Negotiation
Process in Cloud Computing

Rishi Kumar, Mohd Fadzil Hassan, and Muhamad Hariz M. Adnan

Abstract Cloud service providers (CSP) are facing a competitive environment in
the cloud-computing world and CSP is huge in demand with the growing field of IoT,
fog, and cloud services. Consumers are always looking forward to acquiring services
as per requirement. Due to the competitive field in the market of cloud computing,
consumers face issues during the delivery of services. Consumer and CSP need an
intelligent agent tomediatewhich performs the negotiations process on behalf of both
parties andmaintaining other responsibilities. An intelligent agent-based negotiation
system (IANS) is required to perform the negotiation process and measure the KPIs
during the process that helps to make quick decisions in minimum time. Researchers
suggested many learning algorithm-based agents that maximize the success rate and
speed of negotiation. IANSwith behavior analysis of consumers andCSP helps to opt
for more reliable and secure services. IANS uses negotiation metrics, performance
factors, and evaluation measures for decision. Due to the dynamic environment of
cloud services, IANS is recommended for the negotiation process.

Keywords Agent · SLA · Cloud services · Negotiation · Intelligent system ·
Cloud computing
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1 Introduction

Cloud computing services provide solutions to many ventures in form of infrastruc-
ture, software, and platform, and business process [1]. A cloud is a large group of
interconnected computers that provide the required services to any scale of the enter-
prise [2]. To obtain required services both consumers and providers must settle on
pre-established contracts called Service Level Agreements (SLA) [3]. The resources
assigned are based on SLA that contain Service Level Objectives (SLOs) for each
SLAparameter, like price, availability, response time, reliability, CPUutilization, etc.
[4]. Consumers and CSP have struggled over requirements; negotiation can provide
a solution to established deliverable SLA between them [5].

Negotiation is a process of settlement of SLA requirements between consumers
and CSP via the agent [6]. Consumer’s requirements are dynamic and change
according to time and demand, in this manner consumers cannot stick to one CSP [7].
To sustain those dynamic requirements with compound services, there is a necessity
of designing an intelligent agent-based negotiation system (IANS) [7, 8].

IANS can provide negotiation, decision-making, resource management, inter-
acting with other interconnected CSP also called inter-cloud, knowledge acquisition;
analyze behavior, monitoring, maximizing success rate in minimum time [9–11].
IANSmaintains the requirements for cloud services within minimum response time,
maximum availability, reliable server, and services at the minimum price [3, 4].

2 Background Study

SLA is legal documents that are defined and modeled on which CSP and consumers
must agree, approved, and signed after SLA negotiation [12]. SLA violations may
lead to monetary penalties, credibility, and reduced reliability for services. SLA
management describes complete assistance to configure SLA negotiation metrics
information, automatic negotiation, and monitoring, speedy recovery over issues,
and quick response over violation [2, 13].

Negotiation between CSP and a consumer based on metrics mainly price (P),
availability (Av), the response time (RT), reliability (R) [3]. Performance of cloud
services, negotiation strategy, and the process can be measure by a utility function
(UF), negotiation speed (NS), success rate (S) [14]. Factors to evaluate the strategy
of the negotiation process are the number of resources (NoR), Deadline (DL), degree
of satisfaction (DoS) [3, 6, 15, 16].

In the Negotiation process, consumers want to fulfill maximum requirements and
on the other hand, providers want to maximize sales of services. IANS focus on the
cycle of negotiation, negotiation matrices, and performance metrics [17].

Negotiation metrics: Cloud consumers must understand the key performance
indicators (KPI) for better negotiation. In Table 1, there are eight major high-level
cloud service attributes and under each level, some major KPIs to evaluate and
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Table 1 High-level cloud services attributes and KPIs [4]

S. No. Cloud service attributes Key performance indicators

1 Financial Price of service, free features, cost of security

2 Security and privacy Data center and location, encryption and decryption, privacy,
trust

3 Performance Response time, efficiency, latency, load balancing, network
quality, robustness, throughput, scaling latency

4 Agility Adaptability, elasticity, flexibility, portability

5 Usability Accessibility, compatibility, controllability, functionality,
maintainability, suitability, transparency, pooling

6 Accountability Auditability, integration support, sustainability

7 Assurance Reliability, availability, credibility, fault tolerance, service
stability

8 Management Data management, monitoring, value-added services

negotiate [4]. According to [3, 6, 11, 16], major negotiation metrics are price (P),
availability (Av), the response time (RT), reliability (R).

3 Framework and Workflow of Ians

The proposed IANSdesign in Fig. 1. Follow the life cycle of SLA. IANShelps to finds
out the suitable CSP concerning the consumer requirements [7]. Agent components
allow us to understand the behavior of CSP by learning algorithms like reinforcement
learning [15], which help to speed up the process of negotiation.

There are five steps for SLA satisfaction between CSP and consumer [2, 5].

1. SLA Definition: CSP provides SLA with available offers and resources. A
CONSUMER SLA covers the requirements of the resource. Both types of SLA
can customize later [2].

2. Published and Discovery: Consumer published requirement to IANS, which
translates and analyzes the SLA and discover suitable CSP from its database.
Discovery of CSP based on rank-based that depends upon security, trust, perfor-
mance, financial, etc. IANS analyzes behavior property based on the functioning
of KPIs [2, 4].

3. Negotiation: Negotiation process has five major steps, (i) assessment of SLA,
(ii) allowance computation, (iii) achievable solution development, (iv) produce
offer, and (v) negotiation termination [16].

(a) Assessment of SLA: IANS assess the SLA and analyze the requirements
of resources with price, response time, and availability. IANS computes
UF, if the value of UF maximum, the agent gives positive feedback
[16, 19].
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Fig. 1 The framework of intelligent agent-based negotiation system [18]

(b) Allowance Computation: IANS computes discounts over the prices
of different resources. IANS computes the difference between previous
offers and current offers and produces satisfaction value [16].

(c) Achievable Solution Development: IANS keep threshold value (TV) for
KPI. If there is a vast difference concerning TV, then IANS produce nega-
tive feedback, in case of negligible difference, gives positive feedback,
which reduces ‘Ti’ and ‘Nr’ and increases NS [11, 16].

(d) Produce Offer: While comparing and analyzing the latest offer by CSP,
IANS makes the final call to produce an SLA offer. Results will mainly
dependupon theDoSof consumers andCSP for SLAandUFof consumers
[11, 16].

(d) Negotiation Termination: The termination of the negotiation process
has two values success and failure. Successes, if the process meets with
requirements before the deadline (DL) with a minimum number of nego-
tiation rounds. Failure, when define deadline is over before settlement.
In case of failure, the consumer offered a new SLA or new CSP for the
further process [11, 16].

4. Operationalization: The decision support system (DSS) of IANS will finalize
the agreement and start operation. Operationalization of SLA means negotia-
tion completed successfully. Operationalization includes monitoring of secure
service delivery, accounting of SLA, execution of SLA [2].
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Fig. 2 Workflow diagram of negotiation process in IANS [16]

5. Termination: After the completion of the process, sharing of resources and all
activities ended [2].

In Fig. 2 [16],WorkflowDiagram ofNegotiation process showing communication
between consumer and CSP via IANS. IANS helps to make the process fast, secure,
and provide the best options for the consumer from a massive number of CSP [12].

4 Conclusion and Future Work

In this research study, IANS functioning explored dependency factors of SLA nego-
tiation process for cloud services. It is defined that cloud SLA negotiation process
with IANS for negotiation will understand the requirement of the client and produces
perfect match from the massive number of CSPs with maintaining KPIs price, avail-
ability, response time and reliable. The descriptive analysis of the agent, its key factor,
and functioning is to develop an intelligent intermediary for the negotiation process.
IANS can focus on the dynamic environment of the cloud market and consumers’
requirements. Management of SLA described understanding the roles and respon-
sibilities of SLA. The framework of IANS discussed the workflow diagram of the
negotiation process. In future aspects, IANS may explore various learning algo-
rithms todesign agents, decision-making algorithms for optimizing solution, security,
monitoring solution, and add more attributes for analysis.
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Early Detection of Myocardial Infarction
Using Machine Learning with Maximum
Accuracy

S. Abirami Manisa, B. J. Abarna, V. Geethanjali, G. V. Hari Venkat,
and R. Karthikeyan

Abstract This paper presents a technique for detecting Myocardial Infarction (MI)
using Machine Learning through the ECG data. In today’s scenario, MI is one of the
major causes of demise worldwide. MI occurs due to coronary heart disease and if
detection or treatment is not done at appropriate time, the untreated MI may present
with serious late complications. For treatingMI in earlier stage several methods have
been employed, but the parameters employed for those does not provide as much
accuracy. So, a system which detects the abnormality with maximum accuracy is
proposed. For that, Pan Tompkins algorithm is employed to filter and remove the
noise in the acquired ECG signal and S-T segment is extracted from it. The features
that are obtained from the extraction of S-T segment when given to the classifier
provided better results. Based on the application of theMachine Learning classifiers,
Naïve Bayes and Decision tree, the Decision tree classifier gave a higher accuracy
of 98.5% compared to Naïve Bayes of 93.9%.

Keywords Myocardial infarction · Pan Tompkins algorithm ·Machine learning ·
Decision tree classifier · Naïve Bayes classifier · S-T Segment · ECG

1 Introduction

An Electrocardiogram (ECG) records the heart’s electrical activity, over a period of
time, by placing the electrodes on the patient’s body. From the captured ECG signal,
cardiologists observe the rhythm and functioning of heart. They can also identify the
cardiac abnormalities from ECG recordings [1]. Manual classification and detection
have its own drawbacks, which paved a way for an automated ECG classification
and earlier detection techniques. This paper deals with the detection of most pivotal
cardiac abnormality known as myocardial infarction, or heart attack.

Today, major cause of increasing cardiac death is myocardial infarction. MI is the
first symptom of coronary artery disease. Nearly 17.9 million people died in 2016
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Fig. 1 ECG waveform

due to CVDs, which accounts for 31% of all global deaths. Out of these deaths, 85%
are due to heart attack and stroke [2].

It is observed that ECG has three main components: The atrial depolarization is
represented by P wave; the depolarization of the ventricles is represented by the QRS
complex; and the repolarization of the ventricles is represented by the T-wave. It is
shown in Fig. 1. In between the period of ventricular ion change, blood is supplied to
the heart muscles, via coronary arteries. When the blood flow decreases or stops to a
part of the heart, causes myocardial infarction. So, the salient point in early detection
of MI is the ST segment. The ST segment duration indicates the blood supply to the
heart. MI has three stages namely injury, ischemia and infarction [3]. An elevated
ST segment occurs at the stage of ischemia. For detecting more precisely, Machine
Learning is opted due to its less complexity and training time [4].

Previous methods [5–8], of MI detection are supervised learning approaches,
in which they took only the parameters like Age, BP etc., They did not provide
that much accuracy. Some methods [9–12] process the ECG recordings, but good
beneficial results are not yielded because only the difference between labels of the
entire ECG is taken. They did not take the difference between labels of heart beats
within the ECG. By using these methods, a large data cannot be classified and it is to
be overtrained. Even though these methodologies [13–15] gave good classification
results, it had less accuracy.

As this paper aims at detecting MI by extracting ECG from a noisy signal, it
requires accurate detection. For that, the filtering is done by Pan Tompkins algorithm
and the proper extraction of the S-T segment is done and, that is given to classifier
to detect the abnormality.
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2 Proposed Methodology

The structure of MI detection in our work consists of three main phases, namely:
Signal acquisition, ECG feature extraction and classification. The proposed method
is as shown in Fig. 2.

The noisy raw input is denoised using Pan Tompkins QRS Detection algorithms.
The extracted noiseless ECG signal is given to S-T segment detection and then the
features are extracted. The classification is done using naive bayes and decision tree
classifier and MI is detected.

2.1 ECG Signal Acquisition

The ECG signal is obtained using the ECG Sensor AD8232 and the Arduino Uno
Controller. The ECG sensor which senses the electrical activity of the human heart.
The three electrodes are attached to the left arm and right arm and right abdomen
to detect the heartbeat. The sensor is very small in size, portable and accurate to
measure the continuous heartbeat.

TheArduino controller gets the data from theECGsensor and transmits the signals
to the signal processing through the COM port.

ECG Signal 
Acquisi�on 

Pan-Tompkins 
QRS Detec�on 

Classifier 
Model 

S-T 
Segment 
Detec�on 

Feature 
Extrac�on

Fig. 2 Block diagram of proposed system
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Raw ECG
Signal BPF Differen�ator Squaring  

Moving 
window 

Integrator 

Adap�ve

Thresholding 

Decision 

Fig. 3 Block diagram of Pan Tompkins algorithm

2.2 Pan Tompkins Algorithm

For a remote ECGmonitoring, QRS detection is the preliminary step for detecting the
heartbeat for the subsequent rhythm classification [16]. It is the most significant part
of the ECG analysis algorithm. The Pan Tompkins algorithm uses the bandpass filter
having low pass filter and high pass filter which reduces the noises. It has derivative
function that highlights theRwave and then a quadratic function is applied to enhance
the high frequency features of the complexes (Fig. 3).

2.3 S-T Segment Detection

In ECG, initially the PQRST points are obtained by setting the threshold values and
from which the S-T segments are detected. This is the segment where the depression
or elevation of it distinguishes the normal and abnormal ECG. The isoelectric period
during which the ventricles are in between depolarization and the repolarization is
represented by the S-T segment.

2.4 Feature Extraction

The statistical features such as mean, standard deviation, skewness and kurtosis.,
are extracted from the MATLAB Tool Diagnostic Feature Designer [17] through the
data sets obtained from PTBDiagnostic Database, MIT-BHArrythmia Database and
over 330 data were collected and features were extracted and tabulated as shown in
Fig. 4.
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Fig. 4 Feature table

2.5 Classifier Model

The classifier model is built by using MATLAB classification learner app. The
extracted features are exported to the classifier model. Here, the classification is
done by using naive bayes and decision tree classification. The classifier is tested
and validated using the dataset obtained from the Physionet ATM database. Here the
hold out validation is given as 20% and then the dataset is trained.

3 Result and Discussion

3.1 ECG Signal Acquisition

The ECG Signal acquired through the sensor is plotted as shown in Fig. 5 using the
serial port, the system gets the analog value and plots that value using MATLAB.

3.2 Pan Tompkins Algorithm

The raw ECG signal after processed through the Pan Tompkins algorithm is found
as shown in Fig. 6 and the QRS peaks are detected as shown in Fig. 7.
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Fig. 5 Raw ECG signal

Fig. 6 Pan Tompkins algorithm implementation

3.3 S-T Segment Detection

The PQRST points detected are in the ECG Signal are shown in Fig. 8 and S-T
segment plotting from the detected PQRST points are shown in Fig. 9.

The deviation in the normal and abnormal ECG are shown in Fig.10 which serves
as deciding factor for theMyocardial Infarction. The abnormal ECGmay have either
elevated or depressed S-T segment.
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Fig. 7 QRS detection

Fig. 8 PQRST signal
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Fig. 9 ST Segment detection from filtered ECG signal

Fig. 10 Normal and abnormal ECG signal ST segment

3.4 Classifier Model

The features extracted from the data sets are given to the Classification Learner App
and the scatter plot obtained for the Naïve Bayes and Decision Tree are shown in
Figs. 11 and 12. From which the accuracy for Naïve Bayes obtained as 93.9% and
Decision Tree as 98.5%

The confusion matrix for the both classifiers are as shown in Fig. 13.
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Fig. 11 Scatter plot for Naïve Bayes

Fig. 12 Scatter plot for decision tree

4 Conclusion and Future Work

Myocardial Infarction needs an accurate and timely treatment for patients. So, in
machine learning, Naïve bayes and Decision Tree were used and compared, in which
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a) Naive Bayes b) Decision Tree 

Fig. 13 Confusion matrix

the Decision Tree gave higher accuracy of 98.5%. In near future, we are trying
to improve the accuracy level and planning to give an additional support through
emergency assistance and transmit real-time data using IoT.
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Design and Development of a Real Time
Mouse for Human Computer Interaction

U. Vinothkumar , D. Kavya, M. Abinesh, M. Kavin, and P. Aravind

Abstract In this paper there are two parts, Transmitter andReceiver. The transmitter
side is designed with Peripheral interface controller (PIC), Bluetooth, limit switches
and Micro electro mechanical systems (MEMS). In the receiver side there are Blue-
tooth and Personal Computer with Visual Basic 6.0. In the transmitter, the signals
sensed by the accelerometer and limit switches, then it is given input to the micro-
controller. The Analog to Digital Converter in the microcontroller converts these
sensor input to digital code and fed to Bluetooth module via Universal asynchronous
receiver/transmitter (UART) which triggers the module to transmit the signals to the
computer. At the computer, Bluetooth captures these signals. Thus, according to the
movement of hand, cursor is moved and according to limit switch press, functions
analogous to clicking the button is carried out in Personal Computer with the help
of Visual Basic 6.0.

Keywords MEMS · PIC · UART · Visual Basic 6.0 · ADC · Bluetooth

1 Introduction

1.1 Overview

Nowadays the human computer interaction is a need for survival. Most of industries,
military, medical and domestic application require this type of interaction. Mainly
interactions such as speech and gestures have been used for communication. But
speech recognition lacks accuracy and probable to make errors [1] . So we require
a wireless real time user friendly device which can avoid such incidents or a system
that is accessible to gestures. In this paper therefore we go with the hand glove
gesture recognizing system, which can perform all the function that a real time
mouse does like dragging, selecting, scrolling the pointer to 3600 etc. A wearable
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wireless electronic glove that transforms hand and finger movement to real time
data for different applications. This paper replaces the standard computer mouse for
controlling a computer mainly used for power point presentations etc. Project uses
Microchip’s microcontroller IC named Peripheral Interface Controller PIC16F877A
and Microchip’s ‘Integrated Development Environment’, MPLAB, to simulate and
assemble the written code. Why we call such system user friendly? Because these
are some methods that we require to implement in a world where physical inabilities
of humans are a cause of concern the normal condition like backache, half paralyzed,
deaf and dumb etc. So we call them user friendly.

1.2 Objectives

• The objective of this paper is to design the wearable, real time and user friendly
device for human computer interaction.

• To mimic all the gestures performed in the real world wearing the data glove in
real-time with high accuracy.

1.3 The Scope of the Paper

The scope of the paper in future deals with the gaming sector which shall be further
more improvised for virtual environment applications. Another field where this can
be used ismedical field, where paralyzed persons can be installedwith this equipment
for their communications.

This paper replaces the standard computer mouse for controlling a computer
mainly used for power point presentations through wireless connection.

2 Existing Methods

In 2004 a social anthropologists ’Edward T Hall’ claimed that over 60% of human
interaction that we today is nonverbal in nature i.e. most of the communication can
be possible by gestures [2]. In this paper we use gestures which function indepen-
dently on speech i.e. we use autonomous gestures for communication. For a accurate
interaction the clarity of gestures is also a case of concern so we must select compo-
nents which can be user friendly can be accessible and reduce cost. Considering
the case where magnetic induction coils are used as sensors [3]. Here we require
separate sensors for each of the fingers respectively to improve degree of freedom
but looking for economic consideration we could go for better. Therefore we go for
TRI-axis MEMS sensor which have all the ability that magnetic induction coils and
have reduced cost [4].
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2.1 Gesture Recognition

Here we use autonomous gestures for communication purpose where motion of
hand is selected as co-ordinate axis x, y, z axis respectively. Considering other kind
of gesture recognition system example as for robotic interaction, where gestures are
identified using the rule based approach and combination of three skin like regions
at a particular image frame for satisfy a particular defined condition respectively [5].

2.2 Tri Axis Control

The tri axis control can be obtained by usingMEMS sensors. It gives opportunity for
free arm rotation. For each x, y, z axis program is written and it is being executed by
PIC usingVB software. The tri axis control overcomes the disadvantages ofmagnetic
induction coil as it require less capital cost.

3 Methodology

Methodology section will served as a ‘technical blue print’ for this project to who
has an interest to upgrade or modify this project in the future. In this section, it is
important to know that all technical aspect regarding to this project will be included.
For this section, it will divided into two parts which consist of software and hardware.
For software sub-section, need MP-lab programming to program the programmable
integrated circuit and for interfacing the PIC module with pc visual basic 6.0 had
been used. In hardware sub-section, it will more on designing and developing the
circuit using strip board, fit in and solder the components on it and communicate
with microcontroller with the laptop through RS232 interface and Bluetooth. The
functional block diagram of Hand Data Glove: A NewGeneration Real-TimeMouse
for Human–Computer Interaction is shown in Fig. 1.

3.1 Data Glove

Here we uses a glove-type device which could detect hand position and movement.
In this approach user require to wear a glove like device, which uses sensors that
can sense the movements of hand and pass the information to the computer. These
approaches can easily provide exact coordinates of palm’s location and orientation,
and hand configurations. The main advantage of these approach are high accuracy
and fast reaction speed.
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Fig. 1 Top and bottom view of hand data glove

3.2 Bluetooth Module

The Bluetooth module are used for wireless transmission of data fromwearable hand
glove device to personal computers. Bluetooth used here have a range of 10 m with
an available frequency range of 2.4 GHz. As per requirement we can set variable
distance by using amplifiers up to 100 m and so on. The Bluetooth is selected so that
it is low cost, low power, wireless mesh network standard (Fig. 2).

Fig. 2 Bluetooth module
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Fig. 3 MEMS
accelerometer

3.3 Limit Switches

The limit switches used here to obtain different function done by mouse. Each
switches act for functions such as left button, right button and center click. In visual
basic 6.0 each of the functions are described as special character respectively. i.e.
for left button- dollar ($),right button-hash tag (#), center click-asterisk (*) char-
acters are used respectively. For each function when we click on limit switch the
following symbols are executed by PIC16F877A and the corresponding movements
are generated by windows application.

3.4 MEMS Accelerometer

The MEMS accelerometer (Fig. 3) is placed above the wearable data glove. The
accelerometer measures acceleration forces. These forces may be static, like the
constant force of gravity, or they could be dynamic—caused by moving or vibrating
the accelerometer. Here we use tri—axis MEMS which recognize the movement of
arm in the form of respective co-ordinates of x, y, z respectively. Here the moment
of palm is recognized.

For each positions the function generated in visual basic 6.0 i.e. for x, y, z different
coding is written through visual basic 6.0 and is been executed in PIC16F877A.

3.5 Proposed Method

See Fig. 4.
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Transmitter side: 

Receiver Side: 

Fig. 4 Functional block diagram

4 Results and Discussion

Thus the Hand data glove is able to perform all functions of optical mouse with more
degree of freedom (Fig. 5).

5 Conclusion

The hand data glove can nowmimic all the gestures performed by a real time mouse.
The added advantage given by degree of freedom of hand data glove is more than
that of mouse. The Bluetooth act as an interfacing device between the two hardware
sections. The detection of palm movement is sensed by using tri-axis accelerometer
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Fig. 5 Real time mouse
interaction with computer

MEMS. The results also indicates left, Right and Center click operations effectively
done by using accelerometer MEMS and limit switches.

6 Future Scope

The scope of the project in future deals with the gaming sector which shall be further
more improvised for virtual environment applications. Another field where this can
be used ismedical field, where paralyzed persons can be installedwith this equipment
for their communications.

This project replaces the standard computer mouse for controlling a computer
mainly used for power point presentations through wireless connection.
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Design and Implementation of Low Cost
Energy Meter Using MIT App Inventor

P. Gajendran, S. N. Deepa, and N. Rajasingam

Abstract Rapid development of low-cost sensors and smart sensors in this twentieth
centurymakes the electronic based industries to get into the plenty of new solutions in
all the sectors. In this line software tools also support in nice a way to implement the
task with less effort. This proposed work going to enable such kind of an industrial
need application, namely low cost smart energy measurement is the popular area
in many accepts like Data control, management, saving and so on. Producing the
one unit of electricity is equal to saving half unit is the common thumb rule in the
electricity sector. Such a wonderful area utilizes all the advanced technologies to
implement its requirement.

Keywords Low cost energy measurement · Sensors and smart devices · Open
source softwares

1 Introduction

An open source hardware and software platform triggers the smart devices imple-
mentation with less effort. Every designer now-days tasting the open source tools
to implement their needs with short span of time [1]. There are two main reasons
behind that one is cost of overall implementation and second one is very important
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Fig. 1 Block diagram of the proposed work

one in this past decade this method accelerate the development work in the electronic
industries that is online community support. This one accelerate everyone simulation
work into real hardware implementation work [2]. This paper going to focus such
tools like Arduino and MIT APP inventor these two open source tools enable our
ideas to function in the real world environment.

A block diagram shown in Fig. 1 contains only two components in it. That the
Bi-directional communications between the server and client. In conventional energy
measurement topologies are defined as sensing and monitoring unit. Now these two
terms are slightly modified into server and client model [3]. Server going to plays
the vital role in thus proposed work. The functions are listed as follows.

• Sensing unit
• Data Manipulation
• Communication between Server and Client (Fig. 2)

Now the sever portion is clearly illustrated in the above block diagram.The heart of
the server unit isArduinoUNO, powerful hardware implementation. In this decade its
growth is tremendous in the area of embedded systems. Arduino community provides
hardware and software support to implement any low-cost embedded solutions.

Other major components are P.T. (Potential Transformer), C.T. (Current Trans-
former), ZCD (Zero Crossing Detector) and Bluetooth module. Using P.T. and C.T.
the important quantities required for the energy measurement in sensed and fed into

Fig. 2 Block diagram of server unit
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Fig. 3 Block diagram of
client unit

the microcontroller unit (Arduino UNO). Then the same voltage and current signal
are tapped from the output of the P.T. and C.T. and gives as the input to zero crossing
detectors [4, 5].

By receiving these signal ZCD provides the output as theta, that is phase angle
difference between V and I. To compute P (real power), Q (reactive power), Power
factor and energy. Finally, the computed signals were transmitted via Bluetooth
module (Fig. 3).

Client Unit is simply a smart phone using Bluetooth protocol the message packets
transmitted from the Server unit is received in the smart phone. Client Unit imple-
mentation is going to carried out with the help of MIT App Inventor. Again, this
one is for the open source cloud-based software support for the App Inventor. The
android app development is the one role in the client design. The Implementation
is clearly illustrated in the Fig. 4.This app has access security feature; to access the
particular “App Fingerprint Authentication” is added as the gateway to enter into
their application. Once the authentication is verified, it allows the user to get into the
network. In this way, server and client talks to each other. The calculated parameters
are then transmitted from server unit to receiver. Then the same will be displayed in
the dashboard window in the mobile App.

2 Implementation of the Proposed Work

2.1 Hardware Selection

Hardware units are only present in the server client. They are,

1. P.T.
2. C.T.
3. ZCD
4. Bluetooth Module
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Fig. 4 Flow charts of server unit and client unit function

2.2 App Implementation

MIT App inventor tool is used to develop the android App required for this work. It
has two stages one is screen development and another one is the code blocks. There
are three screens used in this android app. First and second screen are used for user
verification using finger print sensor. Then third screen has main dashboard window
there user can take the readings of the energy meter.

Figure 5 clearly shows the components used in the screen-1 window. Here using
inbuilt fingerprint sensor in the smart phone is used to read the user input. Also the
Fig. 6 shows the code blocks required for finger print authentication.
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Fig. 5 Finger print gateway

Fig. 6 Code blocks used in the screen-1 and Screen-2, Screen-3 view
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Fig. 7 Outputs from Screen-1 and Screen-2 window

As shown in Fig. 6 Screen-2 will allow entering the next level once finger print
authentication is success. In screen-2 authentication confirmation is displayed then
provides the entry to reach the main dashboard window that is screen-3. Here in
screen-3 Bluetooth connectivity option is given to the user to pair with the server
Bluetoothmodule. Once it’s done it will start receive the transmitted parameters from
the server to display it.

3 Output from MIT App Windows

At first download the App and install it in android based smart phone. One important
condition the phone must have fingerprint sensor. Then open the App the first screen
will appear as shown in the Fig. 7. Here the user needs to click the Scan Fingerprint
button followed by scan the finger. Once it’s done, it allows the user to enter in to the
second screen. There it will give Authentication Succeeded message. Then user need
to click the Go To Meter Dashboard button, immediately screen three will appear as
in the Fig. 8.

Finally the screen-3 window will shows the actual dashboard window of the low
cost energy meter. Here using Click to connect button user can pair the mobile
Bluetooth with server Bluetooth module that is HC-05. Once its paired successfully,
the dashboard will shows the various the electrical quantities.

4 Conclusion

In this way the proposed work is designed and implemented using Arduino and MIT
App inverter tools. This one serves the requested functions as mentioned in the initial
chapters. At present this work focuses on only single phase AC domestic loads. In
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Fig. 8 Outputs from Screen-3 window

future work the same need to be extended to three phase and DCmeasurements. Also
online cloud storage needs to implement to get in to the internet world.
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Detection of Sybil Attack in Internet
of Things

C. Vinothini, J. Priya, P. Anitha, and T. S. Reshmi

Abstract The technology so called Internet of Things (IoT) has been knocking
around discussion circles since few years back. Internet of Things, the technology
behind the term is actually a simple idea, allowing the physical or dumb devices to
get communicate with one another via the internet. Although the Internet of Things
appears like it is just a concept at present, it will get to most of our lives very finely
and ever soon. Also various industries will be affected distinctly. Though massive
applications are there in IoT, data are getting transferred digitally in thismodernworld
every daywhich paves the way for hackers to steal our private information. Hence the
major grief is about digital security in todays’ existence. Enormous research in this
security area is in progresswhich includes privacy threats, vulnerabilities and secured
communication etc,. Among these issues the crucial aspect is security and privacy.
IoT network architecture get varies with respect to different applications which are
vulnerable to threats of different types used by the hackers to make use of the IoT
network. Sybil Attack is one of them which affect the communication module of the
whole network. In this paper, a speculation of detection and mitigation of the Sybil
attack has proposed. In contrast to other existing schemes, this proposed conception
will work better in each and every situation with less time consumption.

Keywords Sybil attack · Prevention · Security · Privacy · Internet of things

1 Introduction

Internet of Things (IoT) is one of the evolving technologies employed in enormous
applications in real time includes medical, agricultural, disaster management, envi-
ronmental monitoring, and goes on. IoT network comprises of number of actuators
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and sensor nodes to sense and monitor the environmental or physical conditions.
The characteristics of sensors are used to determine the performance in IoT network,
natch. Few characteristics are: i. Communication failures, if anyone of the node
in the network get fails while exchanging of information with others, which must
be informed without any retardation. ii. Utilization of sensors, the way the sensors
should produce themaximum performance. iii. Heterogeneity of sensor nodes means
the sensors of distinct varieties should work in a cooperative manner. iv. Scalability,
hundreds and thousands of sensors are getting employed in a network therefore the
IoT should be designed highly scalable.

In spite ofmanymore advantages, the conjugations of IoTdevices present a pivotal
challenge to industries in terms of intense security risks emerging from unmonitored
and unsecured devices connected to the IoT network. As applications of IoT network
grow continuously, data are getting transferred digitally in this modern world every
day which paves the way for hackers to steal our private information. Therefore, it
is understood that how IoT security is important in terms of security strategy and
protection schemes that significantly protect from the chances of security attacks
and even cyber-attacks on IoT devices that are interconnected to the network built
for specific applications and functionalities. Without strong and healthy security,
any connected physical device is vulnerable to getting compromised, breached and
controlled by an attacker.

Presently, though, there is not much cause for distress. Whereas very few people
are using IoT devices in a full-fledged manner, so there won’t be as many attackers
now to get access for them. This above-said statement is not to declare that this will
be the situation always. Soon, IoT will become a major part of our life in the near
future, and as days pass, it is essential to be monitored to the maximum extent and
protected even more carefully.

One of the crucial challenges faced with the evolving IoT applications is privacy
and security, and majority of the IoT smart devices are not structured to deal with
security and privacy issues [1]. Hence the increase in number of connected devices,
the chances for malicious attacks and other security threats is unavoidable.

Therefore themajor grief is about digital security in todays’ existence.Here comes
the remaining section of this paper, Sect. 2 briefs about Sybil attack and its causes.
Related works are done relevant to the proposed work given in Sect. 3. Whereas the
Proposed work and Conclusion explained in Sects. 4 and 5 are respectively.

2 Sybil Attack

Physical and Network attacks, Software attacks and Encryption attacks are few
attacks that are vulnerable to Internet of Things. It includes DoS (Denial of Service)
attack, Node tampering, Node injection or Malicious code, Physical damage, etc.,
Under physical and network attacks, Sybil Attack is the one [2]. Earlier, the peer-
to-peer network category experiences this type of attacks in the beginning in which
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a peer or node in the network directs multiple identities effectively simultaneously
and erodes the authority and power in legitimate systems.

The foremost intent of this Sybil attack is to obtain a greater influence in the
network to carry out illicit (w.r.to the instructions and protocols set to the network)
steps in the system. A single commodity (a host) has the potential to create and direct
multiple identities (like user credentials, IP address details). At the spectators from
outside, the multiple fake identities created because of the Sybil attack appear to be
the real and unique identities.

The hope and belief in most IoT networks are presumed in a tacit fashion. This
implicit assumption of hope and belief can be ill-treated by assailants to interrupt the
network and falsify the reputations of trusted devices. Spoofing devices’ identities
or forging new identities allow assailants to impersonate them as legitimate devices.
Devices with these sorts of illicit and forged identities are termed as Sybils [3].

As fundamental to Sybil attacks, harmful nodes try to interrupt and spoil the
network operations by creating several fake and manipulated identities. The Sybil
attack is a huge ruinous attack against the IoT network where numberless real iden-
tities with fabricated identities are used to get an illicit entry into the IoT network
[4–6].

3 Related Works

As above-noted point, for the first time, the Sybil attack was identified in the peer-
to-peer network [4]. In a research work related to Sybil attack, the author framed
taxonomy for different formations of Sybil attack which targets any of the networks
to interrupt or damage that classifies into i. Direct and Indirect Communication ii.
Fabricated and Stolen Identities. iii. Simultaneity [1]. In all of these classifications,
this Sybil attack intrudes in the network catches a legitimate node and makes it into
an illegal node or a legal node by “malicious node” and gives identity to itself and
then releasing several forged IDs or fabricated IDs from other true nodes.

The fake or fabricated Identities will look similar to the legitimate node identities
but that is forged for non-existing nodes. This process will happen in the network is
getting affected by the Sybil attack. As a result of the Sybil attack, the legal nodes in
the network will think they have many legitimate peers [7, 8]. Once after misleading
the legitimate node into believing malicious nodes as their neighbor nodes this attack
breaks the condition of mapping between the identity and host of nodes [9].

Numerous works has been done for detecting and mitigating Sybil attacks in the
network. Few methodologies and schemes discussed here for reference. They are:

Message Authentication and Passing, Random Password Comparison (RPS),
Channel-based detection, Compare and Match Approach and still the progress goes
on.

Though these many techniques are there in existing, some limitations also to be
considered where the attack gets compromised.
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For Example in the RPSmethod there is no repair mechanism for route if the route
failure is the case. In Channel- Based Detection and RADS UWB methods focuses
only on stationary networks and the indirect Sybil attacks are get detected whereas
in the approach of Compare and Match has to know about complete information
about all the existing nodes else it fails. And in the RFIDmethod the communication
overhead is high [10].

In a further Sybil attack detection mechanism proposed in [3] relies on the Ultra-
WideBand (UWB) ranging capabilities in the physical layer and the distance between
each node and its neighbors aremonitored periodically by every nodewhich is a time-
consuming process and also the mobility of the nodes were not considered [3]. Also,
come across an algorithm named USAS (Unpredictable Software-based Solution)
for detecting compromised nodes. Here the administers attest few selected nodes
randomly to reduce the computation time of checksum, therefore there is a chance to
miss nodes that are far from the control node for attesting [4]. Another work proposed
in [5] for WSN architecture. The lightweight proposed method similar to message
authentication and passing algorithm employs watchdog nodes that overhear Hello
Packets exchanges between nodes. Then in the form of state diagram every watchdog
nodes produce detected information partially and generates the final Sybil nodes list
by using a detection rule defined already.

By using other personal nodes identities the Sybil activity can be created is well-
known to everyone and now almost 70% of research methods in existing for Sybil
attack detection are deals with Message authentication and passing method [3] that
requires some modification for time consumption and cost-effectiveness.

A secure RPL routing has been proposed in this paper by detecting and mitigating
Sybil attack the Rank attack. Based on the parameters used for the detection of
attackers in the IoT network, the trust values of direct and indirect for all parent and
child nodes were estimated [1].

One other author described the protocols named LEACH and LEACH-E. The
author states that the energy consumption is high when the cluster node and the BS
are getting communicated while comparing non-cluster nodes in WSN networks.
Therefore it is understood that the number of clusters-heads is directly proportional
to the energy consumption which leads shorten the lifetime of the corresponding
network. Hence, number of head nodes to be considered [4]. Here this concept can
be related to IoT network in terms of the number of sensors and actuators connected
to a host.

The light-weight identity certificate method is an authentication-based approach
to defeat Sybil attacks that use Merkle hash trees and a one-way key chain scheme.
Since Merkle hash tree is being used, this method consumes more memory storage
for information storage [5].

Interestingly another idea in [6] to mitigate Sybil attack in VPNETs also defined
and proposed a novel scheme called Local Sybil Resistance (LSR) for effective
defending against Sybil attack in privacy-preserving VPNETs. Here, in LSR scheme,
the sensitive information of all vehicles including identity and location privacy can
be well protected.
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A trust-based security design for opportunistic IoT network called T_CAFE
framed by the author in [7] that computes the direct trust of a node based on parame-
ters such as correct packet ratio (CPR), amiability (Am), Frequency and forwarding
ratio (FR) and ER detects and mitigates Sybil attack and also provides the additional
benefit of isolating the attackers from the packet forwarding procedure.

4 Proposed Method

Our proposed algorithm is based on the authentication scheme for detecting and
mitigating Sybils and this work also uses the LEACH protocol [9]. This proposed
algorithm supports any kind of physical system. Here the network type chosen is IoT
as a physical system, sensor, and actuator nodes are get registered to the network and
generate their unique identities, then the credentials are shared to a particular host that
controls a network of devices in an application. Consider a high storage actuator as
a head node of the sensors which are connected to it. While sending and transferring
data to the host system via the actuator, the host will be using cryptography hash
function for the security purpose.

With reference to the KANGAROO CHF [8] scheme, the algorithm has been
proposed for the significant IoT network.

According to the proposed algorithm, If the sensor nodes and actuator nodes
are authenticated successfully once after the registration and generation of unique
Identities through the KANGAROO CHF scheme then the nodes are normal and
considered to be a legitimate and real node otherwise it must be a Sybil node.

Few parameters are considered here to calculate and by the result of it, the Sybil
attackers can be detected andmitigated [9]. The parameters are Threshold and Calcu-
lated Throughput of the receiver similarly the packet delivery ratio and total energy
consumed by the IoT network.

Once the Sybil attack is detected in the network then immediately the respective
Sybils should be mitigated from the IoT network. To mitigate it, first step is to
remove the identified malicious node by using any one of the existing algorithm like
RSSI. Let us assume a threshold values of throughput and energy are TDTh, TDEn
respectively for the IoT network. Calculate the total energy consumed by the whole
network at the deployment stage. Similarly calculate the Packet delivery ratio and
Throughput of the IoT network in the same manner. And once after designed IoT
application has been deployed for a certain need, Calculate again the parameters
throughput, packet delivery ratio and the energy consumption as said above. Now
to identify and to detect the Sybil attack, the calculated values of threshold, packet
delivery ratio and energy consumption at two different stages are to be compared.

Based on the difference in the values of these parameters calculated above deter-
mines the presence of Sybil attack and that will be shown as a major threat to the
entire system.

Thus, our proposed algorithm detects the malicious node and mitigates the same
from the IoT network. In our IoT network the Sybil attack attacks the communication
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layer or network layer of the IoT system. The procedure has been detail explained
in the below given algorithm.

Pseudo-code: Sybil Attack Detection
Prerequisite: Threshold and Calculated value of Throughput and Energy of N
nodes.

Step 1: Frame a physical system or a network with N nodes.
Step 2: Based on clustering scheme, determine the Cluster Head.
Step 3: Generate unique Identity for n nodes using LEACH protocol.
Step 4: Connect Cluster Head and Base Station of the network.
Step 5: If calculated value of

Throughput is less than the threshold value of Throughput and the calcu-
lated value of Energy is less than the threshold value of Energy then there
is no Sybil in the network.
Step 6: If Step 5 fails, then Sybil is there in the network
Step 7: Apply mitigation algorithms like RSSI to remove Sybil node from
the network.

5 Conclusion

Internet of Things (IoT) is one of the evolving technologies employed in enor-
mous applications in real time includes medical, agricultural, disaster management,
environmental monitoring, and goes on.

The major grief is about digital security in todays’ existence. Though many
techniques are there in existing, some limitations also to be considered where the
attack gets compromised. Hence our proposed algorithm based on the authentication
scheme, detects and mitigates Sybil and protects the IoT network from the Sybil
attack to the greatest extent. The throughput, energy and delay are calculated results
in better values when Sybil Attack is mitigated. In future digital signature based or
Blockchain based scheme may be proposed to detect and mitigate Sybil Attack in
Internet of Things.
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Diagnosis of Brain Tumor Using ANN
with Spatial Fuzzy Clustering and Active
Level Set Contour

Hafiza Akter Munira and Md Saiful Islam

Abstract Inmedical science, image segmentation is a crucial and demanding factor.
It has massive usage in the diagnosis of brain tumors. Magnetic resonance imaging
(MRI) scans are used to detect the unnatural tissues of the brain efficiently which
is always a powerful tool. The brain tumor identification and segmentation process
are very steady and long delayed operation, because of the natural physical compo-
sition of human body. This paper deals with the classification of brain disease from
MRI neuro-cell images. For the image segmentation and detection of brain tumor, a
further combination of efficient method is proposed in this paper which uses inbuilt
fuzzy C-means clustering which is further rectified by spatial clustering. Along with
this segmentation, the proposed technique follows anisotropic diffusion filter and
histogram of images for image enhancement. To meet the goal of separating tumor
from normal brain cells, along with spatial fuzzy C-means, active level set contour
is used for level-based image segmentation. The extraction of features from brain
tumor is done by using DWT. With these features, the Artificial Neural Network
classifier is trained. The accuracy of the proposed method is 96.7% on the patients
699 MRI data images. The result of this proposed method has been evaluated based
on accuracy, sensitivity and specificity which is better than many existing methods.

Keywords MRI brain images · Spatial Fuzzy-C means clustering · Active level set
contour · Anisotropic diffusion filter · Histogram of image · Artificial neural
network

1 Introduction

With the rapid growth of technological advancement in image processing, the
improvement of medical science is also noticeable. Different techniques are now
commonly used, such as X-beam, ultrasonography, Computed Tomography (CT)
and Magnetic Resonance Image (MRI). Amongst them, MRI is widely used for
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brain tumor diagnosis. The identification of tumor as a benign or non-benign is also
very crucial. This can be classified as benign and malignance.

In this modern era, automated image processing is playing a crucial part in various
applications. To decrease the image noise, pre-processing is used which is the most
basic procedure of image analysis. The RGB to grayscale conversion is performed
in conjunction with image resizing [1]. Through the median filter, the elimination of
noise from the image data is performed. The anisotropic diffusion filter is then used
for reducing the contrast between consecutive pixels. Image enhancement is done
using histogram of images [2]. The enhanced image is then delivered to the spatial
fuzzy C-means clustering [3, 4]. The extraction of features is carried out using DWT
[5]. An important segmentation method called the active contour level set is used in
this proposed approach to monitor the boundaries of image. To improve the level set
active contour segmentation, there are many hybrid systems of fuzzy clustering [6,
7]. Actually, fuzzy clustering based on image intensity is used by such algorithms.

In this paper, fuzzy clustering incorporates with spatial information which elim-
inates the need of morphological operation. The rest of the paper is structured in
following way: Sect. 2 provides a proper discussion of this proposed method; Sect. 3
provides the result analysis. Finally, in Sect. 4 the conclusion of this proposedmethod
has been described.

2 Proposed Tumor Classification Methodology

The proposed methodology is implemented through the following steps, in which
each step contains the elaborate description of each process. The entire process of
the proposed implementation is shown in Fig. 1.

Dataset Pre-processing Post-processing ANN classifi-
er

High Pass Filter

Median Filter

Anisotropic Diffu-
sion Filter

Image Histogram 

Spatial FCM

Active level set con-
tour

Feature Extraction

Glioma

Malignant

Fig. 1 Block diagram to show the entire process of the implementation
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2.1 Dataset

The required datasets for MRI images have been obtain from https://github.com/
sartajbhuvaji/brain-tumor-classification-dataset. Totally 699MRI images of patients
comprised of glioma and meningioma tumor had been undertaken.

2.2 Pre-Processing

In order to get more assurance and simplicity in distinguishing the tumor [8, 9], the
motivation behind these methods is fundamentally to improve the image quality.

High Pass Filtering. It is used for edge detection and noise highlighting if any.
The algorithm steps for this pr-processing is given as: hp_fil = [−1 2 −1; 0 0 0; 1 −
2 1];

Median Filter.Median Filter is being utilized in the subsequent stage to eliminate
any undesirable clamor whenever recognized by the HPF.

Anisotropic Diffusion Filter. Anisotropic filter blurs the images without
removing any edge. This filter can be expressed as,

∂ I

∂t
= div (c(x, y, t),∇ I ) = ∇c · ∇ I (1)

where, c (x, y, t) denotes the coefficient of diffusion. Through this the rate of
diffusion is managed and is selected to preserve the image’s edges. The diffusion
co-efficient is suggested as,

c(||∇ I ||) = exp

(
−||∇ I ||

K

)2

or c(||∇ I ||) = 1

1 +
(

||∇ I ||
K

)2 (2)

Figure 2 represents a filtered image using anisotropic diffusion filter which shows
that the image edges are not blur due to filtering.

Histogram of Images. The image was enhanced using histogram of images [9].
In Fig. 3, the enhanced image is shown.

Fig. 2 Pre-processed filter
image

https://github.com/sartajbhuvaji/brain-tumor-classification-dataset
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Fig. 3 Pre-processed
enhanced image

2.3 Post-Processing

The improved image from pre-processing then reaches the post-processing phases.
SpatialFuzzyC-means. Inmedical problems, fuzzyC-means clustering iswidely

used because of its popularity [10, 11]. On the other hand, a membership function
umn is used to denote the proportion of integration of nth object to the mth cluster in
fuzzy C-means. The cost function of FCM is given by:

J =
N∑

n=1

C∑
m=1

μl
mn [[in−Vm ]]2

(3)

where, l (>1) is a constant through which the obtained segmentation fuzziness is
observed. The following constraints are responsible for membership function:

C∑
m=1

μmn = 1; 0 ≤ umn ≤ 1;
N∑
n=

μmn > 0 (4)

where, μmn denotes the proportion of integration of nth object to the mth cluster
in FCM. The absence of spatial data [4, 5, 9] is the biggest issues of conventional
FCM algorithms for segmentation of image. The output of FCM segmentation will
decrease due to the image noise and artifacts. That’s why, spatial FCM algorithm is
used. A spatial FCM algorithm was suggested by Chuang [4] which can be defined
by:

μ
′
mn = μ

p
mnh

q
mn∑C

k=1 μ
p
knh

q
kn

(5)

where, the respective controlling parameters are p and q. The spatial information
is carried by hmn , can be expressed as:

hmn =
∑
k∈Nn

μnk (6)

where, the image pixel is centered at a local window given by Nn .
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Active level set contour.Effective contrast boundaries for an image segmentation
is used in active level set contour [12, 13]. With the help of active contour level set,
image segmentation is a popular process [14]. Using the zero-level tracking � t, the
evolution of active contours can be given by:

ϕ(t, x, y) less than 0 : when, value of (x, y) is placed in� t

ϕ(t, x, y) equal to 0 : when, value of(x, y) remains at� t.

ϕ(t, x, y) greater than 0 : when, value of(x, y)located outside� t.

Feature Extraction. For feature extraction, the proposed approach follows
discrete wavelet transform (DWT) for statistical feature extraction. From the MRI
input images, the following features were extracted: contrast, mean, energy, variance,
correlation, skewness, kurtosis, inverse directional moment, standard deviation and
entropy.

ANNClassifier.ANNclassification is carried out after extraction of the necessary
features. The number of iterations of the network classifier is 1000. The initialweights
of the network are randomized. The number of hidden layers of this network is 20
and training function is Resilient backpropagation (trainrp).

3 Results Analysis

The implementation of both spatial FCM algorithms and active level set contour has
been done inMATLAB 2020a. Through this proposed approach, initial segmentation
of images is possible with level set active contour and the accuracy of the trained
network on the 105 tested image is 96.7%. The network is trained on 489MRI images
and validation and testing image are 105.

In Fig. 4, the segmented image after using spatial FCM (a, c) and active level set
contour image with edges (b, d) are shown.

In Fig. 5, the confusion matrix of the training is shown and Table 1 represents
the performance of the network based on sensitivity, accuracy and specificity. The
comparison of this proposed method with others is shown in Table 2.

Fig. 4 Spatial FCM segmentation (a, c) and active level set contour after 100 iterations (b, d)
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Fig. 5 Confusion matrix of training

Table 1 Classification
performance

ANN classifier result

Sensitivity Specificity Accuracy

97.38% 95.42% 96.7%
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Table 2 Comparison of this proposed approach with existing ones

Method Accuracy (%) Result

Region based segmentation +
watershed segmentation + ANN [8]

63 It cannot detect the edges smoothly,
sometimes the high-density tumor
tissues edge detection becomes difficult

K-means segmentation + Gabor
filter + ANN

88 Not only the affected tissue is
segmented, also the normal tissue is
segmented with this segmentation

Fuzzy C-means segmentation [3] 92 Due to the noise and artifacts, it is not
strong enough for medical image
segmentation

Proposed method 96.7 It gives initial segmentation of image
with proper edge detection

Thus, the improved spatial FCM segmentation is esteemed for trying to merge
intensity and spatial information altogether. This algorithm esteemed less noise and
it is perfect for initial level set contour in medical image processing.

4 Conclusion

For brain tumor detection, an automated image segmentation is proposed in this paper
using enhanced spatial fuzzy C-means with active level set contour. The proposed
approach contains the pre-processing steps where the images are being ready for
further segmentation using noise removal median filter, anisotropic diffusion filter
and histogram of images. Then, the images are sent to post-processing steps where
the spatial fuzzy C-means is used with active level set contour for better detection of
boundaries of abnormal tissues. The statistical extracted features are trained using
ANN where the accuracy is found 96.7% on test data which is far better than many
existing methods.
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Current Overview of Machine Learning
Application for Predicting Steam Huff
and Puff Injection Production
Performance

Mohammad Galang Merdeka, Syahrir Ridha, Berihun Mamo Negash,
and Suhaib Umer Ilyas

Abstract Thermal Enhanced Oil Recovery (EOR) is one of the main contributors
to EORworldwide production. Steam huff and puff injection, one of its methods, is a
technique in which steam is injected in a cyclical manner alternating with oil produc-
tion. Reservoir simulation is considered as the most reliable solution to evaluate the
reservoir performance and designing an optimized production scheme. However, it
still remains time-consuming and expensive. Applying machine learning to build a
predictive proxy model is a suitable solution to deal with the issue. Presently, there
have been a limited number of studies covering the topic of proxymodel development
to estimate production performance for this injection method. This study provides a
review of the machine learning implementations for estimating steam huff and puff
injection production performance, starting with an introductory explanation about
the method, followed by the currently deployed machine learning models along with
the challenges and future prospects.

Keywords Enhanced oil recovery ·Machine learning · Oil and gas · Proxy
model · Reservoir engineering · Steam huff and puff

1 Introduction

As most of the giant oil fields are all currently at the mature stage, Enhanced Oil
Recovery (EOR) is considered a viable solution to recover the remaining oil after the
primary and secondary recovery stages. It involves the injection of a fluid or fluids
into a reservoir intending to supply the energy needed to displace oil. Furthermore,
the injected fluids interact with the reservoir rock and fluid to alter the physical
properties and create an advantageous condition to improve oil recovery [1].
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Thermal EOR is one of the main EOR methods applied worldwide operating
on the mechanism involving reduction of oil viscosity by the injection of thermal
energy. As reported by the International Energy Agency, it accounts for more than
40% of total EOR production in 2015 [2]. The target oil is a high-density and high-
viscosity oil. Heavy oils are such example for the target, and several reports on the
thermal EOR implementations showed that almost all of the reservoirs are heavy oil
reservoirs.

In evaluating the performance of a reservoir and designing an optimized produc-
tion scheme, reservoir simulation is conducted beforehand. It is considered as the
most reliable solution. However, the whole process of reservoir simulation still
remains time-consuming and expensive due to the complexity of a reservoir system
and the difficulty of building a reliable full reservoir model. Building predictive
proxy model using machine learning algorithms is considered a suitable solution to
deal with the issue, where proxymodels will estimate the reservoir simulation results
using lighter mathematical models [3]. In reservoir engineering, the proxy model has
been mainly used for sensitivity analysis, risk analysis, history matching, produc-
tion forecasting and production optimization [4]. The advantages of the proxy model
over reservoir simulation are the computational speed and significantly economical
solution, at a tradeoff of slightly lower accuracy.

This paper will provide a review of the research works related to machine learning
applications in predicting steamhuff and puff injectionmethod. It is aimed to summa-
rize the findings and highlight the advantages and disadvantages of applyingmachine
learning approaches in this research area. The discussion will start with an introduc-
tory explanation of steam huff and puff method, including the how-to and past field
successes. Then, the currently deployedmachine learningmodels for thismethodwill
be explored. Finally, the challenges and future prospects to utilize machine learning
coupled with current reservoir engineering technologies will be discussed.

2 Steam Huff and Puff Injection Method

Steam huff and puff injection, also known as cyclic steam stimulation, is a method in
which steam is cyclically injected into the well. After injection, the well is shut-in,
allowing the steam to “soak” into the reservoir. The high temperature of the steamwill
reduce oil viscosity near the steam-oil interface. This is called the soaking period.
The well is opened again after the soaking period, producing oil at a higher rate.
After some time, the heat dissipates, and the near-well oil viscosity returns to its
original value. The production declines and after reaching an economic limitation
rate, steam is reinjected into the well, starting a new injection cycle. This whole
process of injection, soaking and production is called the huff and puff method and
illustrated in Fig. 1. Several screening criteria of this method had been developed in
the past [5–7]. In general, a typical steam huff and puff process is well suited for
heavy oil reservoirs with high porosity and permeability, shallow depths and high oil
saturation.
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Fig. 1 Steam huff and puff injection schematic by Green and Willhite [1]

Even though the recovery factor is still smaller in comparison to the other steam
injection methods, this injection method is still highly attractive due to small capital
investment and quick payout. It is one of themost implemented thermalEORmethods
with numerous reported commercial success in the past, for examples: Cold Lake
Field inAlberta, Canada [8, 9], Tia Juana Field inVenezuela [10, 11],Midway Sunset
Field in California [12], Liaohe Field in China [13] and Duri Field in Indonesia [14–
16]. Furthermore, it is often used as a precursor before conducting a full field scale
steam injection. To predict the performance of steam huff and puff injection, several
semi-analytical models had been developed in the past [12, 17–20]. However, the
drawbacks of those models are the limitations imposed by the assumption of the
underlying physical equation and the need to have a reasonable history matching
before using the models for prediction.

3 Machine Learning Applications in Predicting Steam Huff
and Puff Injection Production Performance

3.1 Introduction

Machine learning (ML) is currently gaining a lot of attention to the recent break-
through in data analysis. It is a tool that gives computers the ability to learn without
being explicitly programmed. In oil and gas, especially reservoir engineering, most
of the ML problem types were supervised learning problems, e.g. assisted history
matching and forecasting and optimizing production [4, 21]. Those problems can be



600 M. G. Merdeka et al.

challenged by applyingmachine learning algorithms to develop a proxymodel,which
is a mathematically or statistically defined function that approximates a real system
or its simulation. Based on the objectives, the developed model can be utilized for
specific field case or presented as a general or universal model [22]. For specific case
model, the obtained field data are used to train the model and solve problems related
to that field. Conversely, the universal model is used to solve a category of prob-
lems regardless of the variation of reservoir properties. It is trained using synthetic
data obtained from reservoir simulation results by running numerous simulation
experiment cases with varied inputs.

3.2 Existing Proxy Models for Steam Huff and Puff Injection

Although thereweremany researchworks related to steam huff and puff performance
prediction, a very limited number related to the use of machine learning to develop
proxy model was found. In predicting steam huff and puff performance, the most
used machine learning algorithm was the Artificial Neural Network (ANN).

ANN is a model that emulates the biological neural system. It consists of nodes
which are similar to neurons in the human brain. A node receives signals from
adjacent nodes and processes them to produce an output. A generalized ANNmodel
structure is presented in Fig. 2.

It consists of an input layer, an output layer, and one or multiple hidden layers in
between. Each neuron from a layer is connected to the neurons from other nearby
layers with a connection called weight, which represents an influence of corre-
sponding input on the connected neuron. Then, to transfer the contained information,
an activation (or transfer) function is used. This is called forward propagation and
it is conducted for every connection in the network. After defining the model, the

Fig. 2 Artificial neural
network structure by Arpaci
[23]
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backpropagation algorithm is used to readjust the weight and minimize the error
between the output and the database.

Several existing researches on ANN proxy models for steam huff and puff injec-
tion are presented below. They were presented as a general model and some are
the continuation and improvements from previous works over the years. ANN was
deployed to predict the production performance based on input parameters such as
reservoir properties and operating conditions.

Arpaci developed ANNmodels for steam huff and puff injection using horizontal
wells in naturally fractured reservoir [23]. The inputs of the model are reservoir rock
and fluid properties, operation design parameters and fracture design parameters.
The outputs are the number of cycles, cycle duration, oil flowrate, and cumulative
oil production. Synthetic data were generated using the help of a thermal reservoir
simulator. In addition, inversemodelswere developed to predict operation parameters
and fracture design parameters, using performance indicators such as oil production
and production period as additional inputs. The errors of each built models are less
than 5%. However, most of the reservoir parameters were assumed constant, such as
oil density, relative permeability, anisotropy and capillary pressures.

Sun and Ertekin developed a data-driven proxy model for steam-assisted gravity
drainage (SAGD) and steam huff and puff injection in naturally fractured reservoir
[24]. There are two kinds ANN models that were developed: a supervisory model
that predicted the number of cycles and a sub-model that predicted the reservoir
performance. It was set that the cycle automatically switches when the oil production
rate hits a certain economic limit, thus the total number of cycles in the end of
simulation period is not certain for every simulation case. The inputs will first visit
the supervisory model to determine the number of cycles, then the sub-model will
be predicting the reservoir performance, using both inputs from the database and the
result of the supervisory model. The developed models show a good match with the
database obtained from the numerical simulation. In addition to the ANN models,
a Graphical User Interface was developed to facilitate easier use of the models to
the end-users. Although this study had covered the disadvantage of less reservoir
parameters from the previous study, the effect of the heterogeneity, anisotropy and
capillary pressures were still neglected. The other limitations came from the fluid
model assumption where the fluid composition was dead oil and water, and the
number of predicted cycles in the sub-model were limited to 10 cycles.

Ersahin and Ertekin continued the previous study by Sun and Ertekin and devel-
oped ANN models for steam huff and puff injection in naturally fractured reservoir
[25]. In this study, there were two main performance indicators that became the
output of the model, which are cumulative production profile and viscosity contours.
The simulations were performed to understand the heat-exchange mechanisms in
the stimulation zone around the wellbore. Improvements were also carried out to the
input parameters, e.g., the relative permeability table was generated using correla-
tions specifically designed for sandstone rocks, as most of the thermal EOR projects
were performed in sandstone rocks [26]. The results were good for predicting the
outputs, with average error for cumulative production profile and viscosity contours
were 3.64% and 5.32 respectively.
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3.3 Challenges and Future Prospective

A limited number of researchworks encourage further explorations on this topic. The
challenges would be coming from the difficulties of building a reliable model itself
and finding the effective use of machine learning alongside conventional reservoir
engineering practices.

Currentmodelswere able to be developeddue to the huge amount of available data.
Finding the data to train the model would be difficult if there are less implementation
of the methods themselves, especially in the future, where new innovations on steam
huff and puff injection method will emerge. The other challenge is the limitation of
the model. Proxy model is basically an interpolation model. Hence, it can only be
utilized when all the values of input parameters fall within the range of the training
data. Having more data with larger intervals of inputs will help in developing a better
general model.

Although proxy model provides a faster and cheaper computational solution, the
weakness of the technology should not be ignored. Conventional reservoir simulation
is still the most reliable tool in reservoir engineering and proxy model should not
be used as a replacement. Instead, it should be used as an assisting tool to achieve
reservoir engineering analysis more effectively. For example, as a starting guide in
creating a field or well development plan.

The future prospects of this research topic lie on the technological innovations of
steam huff and puff methods itself, as well as the advancements of machine learning
and its subset, deep learning. Thermal EOR is projected to be still one of the highest
contributors of EOR production in 2040, second only to miscible EOR [2]. There
have been several studies and field trials of the new modifications to steam huff and
puff injection, such as including additives to steam, conducting injection in different
well configurations and combining cyclic injection with fracturing [27]. Therefore,
one can expect more innovations in this method and their field implementations to
gathermore data formodelling purposes.On the other side, improvements inmachine
learning may highly contribute to determine the best approach to develop a proxy
model for performance prediction. For instance, choosing the best training algorithm
or determining the best adjustments for hyperparameters of the proxy model.

4 Conclusion

This study provided an overview of the steam huff and puff injection methods and
the application of machine learning to predict the production performance. Machine
learning helps to improve the reservoir simulation approaches in predicting the
production performance by developing a proxy model which is highly efficient in
reducing the required time and cost, at a tradeoff of slightly lower accuracy. However,
it should be noted that the proxy model is not a replacement for reservoir simulation,
but rather as an assisting tool that effectively helps in reservoir engineering practice.
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For future prospective, the technological innovations of steam huff and puff method
and the advancements of machine learning are expected to explore further towards
more viable solutions.
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Enhanced Cluster Head Based Data
Gathering (ECHGS) Technique in IoT
Based Smart Irrigation System

K. Padmanaban, A. M. SenthilKumar, A. K. Velmurugan, and E. S. Madhan

Abstract Internet of Things (IOT) is an emerging technique which is used in several
applications like home automation, office automation, hospital monitoring, network
device monitoring, industrial related problems and smart agricultural monitoring
system. In IoT environment, sensors are dynamically connected with the network
to monitoring and routing the data to the server. Energy utilization and maximizing
throughput are important issues in the Internet of Things (IOT). Energy plays a vital
role in increasing network lifetime. Throughput improves the network performance
and it is calculated based on average successful data delivered at a time instance.
Variousmodels such as cluster tree, clustering and Tree Cluster basedDataGathering
Scheme (TCDGS) are used for handling maximizing energy and throughput. In this
paper, a novel technique “Enhanced Cluster Head based Data gathering” (ECHGS)
is presented to focus the energy and delay in the Internet of Things (IOT) based
smart irrigation system for agriculture. In this proposed technique, the cluster head
for the group of sensor nodes is selected based on the workload and energy. The
node which has high residual energy and less workload is selected as a cluster head
to collect and deliver the data to the server node effectively. The proposed technique
results are evaluated and compared to the existing techniques in terms of residual
energy and throughput. The residual energy is saved by 4.54% higher than the Tree
Cluster based Data Gathering Scheme (TCDGS) and the throughput is maximized
by 11.57% higher than the Tree Cluster based Data Gathering Scheme (TCDGS).
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1 Introduction

Different physical devices such as washing machines, refrigerators, air conditioners
and television are connected to a heterogeneous network called the Internet of Things
(IoT). Different devices connected to an IoT have different topology and battery
functionalitymakes a complex network [1]. In IoT, thewireless sensor is an important
part. Actuators of the sensors are used to sense the data and send the information
to the server [2]. This data can be analyzed based on the problem specified in the
application. Various sensors located inland are used to transmit the data to the server
with the help of work station. Energy and lifetime are important aspects of the sensors
[3].

Energy plays an important role in the sensors which are used in IoT based appli-
cations. Residual energy can increase the lifetime of the network. Residual energy
is calculated based on the energy remains in the sensor nodes after transmitting the
sensed data and information to the servers. Any node’s failure due to less energy can
lead the entire network to become inactive. In the IoT based applications, another
major factor to be considered is a throughput. All the sensed data which are trans-
mitted from the sensor nodesmust reach the serverwith less time. If anydata delivered
with a high failure rate to the servers cause the poor performance of the entire IoT
application [4].

Various techniques are used to focus the residual energy and throughput in the IoT
applications during the data collection, data sensing and data transmitting phases.
Cluster tree, Clustering and Tree Cluster basedDataGathering Scheme (TCDGS) are
some of the existing techniques used to focus the energy and throughput. In all these
techniques, sensors are clustered together into the group to minimize the coverage
area to save the energy and minimize the delay.

The major contribution of this paper is discussed below,

1. The proposedEnhancedClusterHead basedData gathering (ECHGS) technique
improves the residual energy level.

2. The proposed technique maximizes the throughput during the data transmission
between the sensors and the server.

3. The Proposed technique results are validated and compared with the existing
techniques Cluster Independent Data gathering Technique (CIDT) and TCDGS.

The rest of the paper is organized as Sect. 2 details the literature review of the
existing techniques. Section 3 shows the proposed technique. Section 4 includes the
experimental setup and results. Section 5 concludes the work.
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2 Literature

Wang et al. [5] proposed a path planning algorithm to reduce the mobile nodes count.
In this technique, an efficient algorithm is designed to reduce the nodes on the path by
path optimization. The results of the path planning algorithm are outperformed than
the existing technique CSWEEP in terms of travel length and number of nodes. Lee
et al. [6] presented a model based on Neural Network with input and output data as
working hours, temperature, weather, humidity and electrical consumption for IoT
applications. Model is verified with test data and performance is evaluated. Energy
consumption is optimized in this work. Mean squatted error method is applied to
the obtained data and simulation is done. Ke et al. [7] introduced a novel method
called Joint Optimization method for Data Offloading, Renewable energy-aware,
and Bandwidth allocation for IoT devices based on deep Reinforcement Learning
(JODRBRL). This method minimizes the total cost which includes data delay cost,
bandwidth cost and energy consumption cost by adaptive learning from the dynamic
IoT environment. The JODRBRL results are better than the existing techniques
Double DQN (DDQN), Dueling DQN and greedy policy.

Guo et al. [8] proposed a comprehensive energy estimation model for IoT
networks. This proposed model analyzes the insufficient random-access procedure
and utilize the power ramping and preamble picking for optimizing energy utilization.
Also, Multi-Agent Reinforcement Learning (MARL) algorithm based on Win-or-
Learn-Fast Policy Hill-Climbing (WoLF-PHC) is introduced in this work to decrease
the algorithm complexity. The results are evaluated and compared with the random
picking method. The proposedWoLF-PHCmethod results outperformed the random
pickingmethod results. Padmanaban et al. [4] presented amethod called Tree Cluster
based Data Gathering Scheme (TCDGS) in wireless sensor networks. In this work,
nodes are clustered and form a tree-like structure. Cluster head node is identified
for each cluster to maximize the residual energy. Data gathering is done by the data
gathering node in the network and data is sensed from the cluster head instead of
sensing all the nodes in the cluster and transfer to the base station. This particular
module increases the life time of the network. The TCDGS results are better than
the existing method of CIDT results.

All these existing works [9–17] have not considered residual energy and time
delay in the IoT based agriculture smart irrigation system. In this proposed work,
the residual energy and average time delay are considered. The residual energy is
maximized for all the nodes and average time delay is minimized when compared to
the existing methods CIDT and TCDGS.
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3 The Proposed IoT Model for Agriculture Smart
Irrigation System

The proposed architecture for the smart irrigation system in agriculture is shown in
Fig. 1. The agriculture lands are shown in the diagram with circles. The clusters are
formed based on the agriculture lands. Entire agriculture area is divided into lands.
Each land among the total agricultural area is considered as a cluster. There are many
sensors placed in each cluster. The sensors are placed in each agricultural land to
collect the water level information from the land. In this paper, the Enhanced Cluster
Head based Data gathering” (ECHGS) technique is used to collect the data from
sensors effectively by proposing a new module to identify the cluster head. In each
cluster of sensors, the cluster head is identified by conducting the poll based on the
load and energy parameters of sensor.

The poll is conducted by substation periodically and the sensor node which has
maximumenergy andminimum load is considered as cluster head. The elected cluster
head is responsible for collecting water-related data and send it to the substation.
The substation forwards the data which is received from the cluster head to the base
station. The substations are placed in all the agriculture land. The base station which
sends the data that is received from the substation to the data server. The data server
stores the water data and calculates the irrigation level for each agriculture lands.
This processed information about water irrigation is given as output to the users who
are accessing the data server to know the level of water irrigation to their lands. Each
sensor’s load and energy values are varying in every time instance. Current cluster
head’s load and energy level is changed after transmission of data. To maintain the
efficiency of the IoT model after every data transmission from sensors, the proposed
algorithm suggests an idea to identify the alternate cluster head which has more
energy and less load is to be elected as cluster head by the substation.

Fig. 1 Architecture diagram
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The energy in a sensor is calculated based on transmitting and receiving the data
in Eqs. (1) and (2). The formula used to calculate the energy is given as,

T xE (m, l) = E ∗ m + λ ∗ m ∗ l2 (1)

RxE (m) = E ∗ m (2)

where, l is the length between two sensors, E is the consumption of energy factor
denoting the power per bit during transmission and receiving the data and λ is the
amplifier coefficient to send a single bit.

The proposed flowchart of ECHGS method is shown in the Fig. 2. Initially the
clusters are formed based on the land area among the total agriculture. Sensors are
placed equally in all the clusters. Cluster head is selected in each cluster based on
the high energy and less load values.

Data gathering is done by the cluster head and send to the substation. Substation
forwards the data to the data server for analyze the level of irrigation to each cluster.
These analytical reports can be given as output to the users when they use the IoT
based smart irrigation system.

4 Results

The proposedmethod results are analyzed usingNetwork Simulator version-2 (NS2).
The nodes in the simulation environment are distributed in the communication
network. The channel type used in this simulation is a wireless channel, simula-
tion time considered is 100 s, the number of nodes considered are 50, MAC type
of the protocol is 802.11, traffic model used is CBR, transmission range is 250 m,
network interface type used is wirelessPhy and mobility model used is random way
model. In this simulation environment, the proposed method ECHGS results are
evaluated in terms of residual energy and throughput. The proposed ECHGSmethod
results are outperformed the results of TCDGS and CIDT.

4.1 Residual Energy (RE)

The proposed model in the IoT environment aims to increase the network lifetime
by maximizes the throughput. The Residual Energy (RE) is calculated as the sum of
remaining energy available in all the nodes as shown in Eq. (3) Residual Energy in
each node is the amount of energy remaining in a sensor node at the current moment
of time.
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Fig. 2 ECHGS flow
diagram

RE =
M∑

i=1

REi
(3)

Residual Energy is the remaining energy stored in the node. Figure 3 shows
the residual energy comparison of proposed system ECHGS and existing methods
TCDGS and CIDT. The proposed method ECHGS residual energy is higher than the
existing methods of TCDGS and CIDT. Residual is maximized gradually from the
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Fig. 3 Residual energy

simulation time 0 s to 100 s. The proposed ECHGSmethod residual energy is higher
by 4.54 and 14.59% when compare to TCDGS and CIDT methods.

4.2 Throughput (Th)

The proposed model in IoT environment aims to increase the performance by maxi-
mizes the throughput. Throughput is the total successful data delivered to the server
in the IoT environment. It is calculated Eq. (4) as the total successful data transferred
(RP) in a unit of time (T).

Th =
N∑

j=1

RP j/T
(4)

Figure 4 shows the throughput of the proposed method. The throughput is eval-
uated for the proposed system ECHGS and compared with the existing methods
TCDGS and CIDT. Throughput of the ECHGS method is higher than the existing
methods TCDGS and CIDT. Throughput is increased gradually when the simulation
time 0 s to 100 s. The proposed ECHGS method throughput is higher by 11.57 and
50.00% when compare to TCDGS and CIDT methods.
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Fig. 4 Throughput

5 Conclusion

In this paper, the IoTbased smart irrigation systemusingECHGSmethod is discussed
to address the solutions to increase the network lifetime and improve the network
performance. The sensor nodes are clustered and a cluster head for each node is
selected based on the essential parameters such as residual energy and load. The
effective way of selecting a cluster head in each cluster leads to the better results
from sensor node data collection step to data transfer up to the server. The proposed
ECHGS method results are evaluated and compared with the existing methods of
TCDGS andCIDT in terms of residual energy and throughput. The proposedECHGS
method results are better than the existing methods. In future, IoT based smart irriga-
tion system can be implemented in real-time with other parameters packet delivery
ratio and packet loss ratio.
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Estimation of State of Charge Using EKF
and SVR in Li-Ion Battery

P. Sannihith Reddy and R. Shanmughasundaram

Abstract Precise State of Charge (SoC) estimation is an essential requirement in
electric vehicle energy management and also helps in the optimal control system
design. But it is not a direct and easy task to be done. Batteries, which have a
distinct nonlinear behavior because of various internal and external conditions and
being complex electrochemical devices makes SoC estimation a very difficult task.
Therefore, a wide range of methods is currently in place for estimating the battery
SoC in real-time. This paper proposes a hybrid model which uses Extended Kalman
Filter (EKF) and Support Vector Regression (SVR) to estimate the SoC. Firstly, an
EKF algorithm that is based on a first-order Li-ion battery model is developed and
SoC of the model is estimated. The estimated SoC value is then used as an input
parameter to the SVR algorithm which acts as closed feedback to the model and
helps in accurate prediction of SoC.

Keywords State of charge · EKF · SVR and Li-ion battery

1 Introduction

As air pollution due to fossil-fueled vehicle emissions has been raising at an alarming
rate, the automotive sector has been looking forward to finding other efficient ways
to power the engines. Electric Vehicles (EVs) seems to be a great solution to address
this problem. According to the International Energy Agency (IEA) in 2018 electric
car sales has been increased by 68% globally which is almost double the year-on-
year average sales growth. This shows the impact of EVs in the transportation sector.
However, the expert agrees on the need for the improvement in battery technology
which is a major bottleneck for EVs.

Proper operationofEVsdepends on fuel cells (battery pack) and theirmanagement
systems. So for ideal energy transformation, stable and reliable power batteries are
very important [1]. SoC is considered as an important parameter in the Battery

P. Sannihith Reddy (B) · R. Shanmughasundaram
Department of Electrical and Electronics Engineering, Amrita School of Engineering, Amrita
Vishwa Vidyapeetham, Coimbatore, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
R. Ibrahim et al. (eds.), International Conference on Artificial Intelligence
for Smart Community, Lecture Notes in Electrical Engineering 758,
https://doi.org/10.1007/978-981-16-2183-3_59

615

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-2183-3_59&domain=pdf
https://doi.org/10.1007/978-981-16-2183-3_59


616 P. Sannihith Reddy and R. Shanmughasundaram

Management System (BMS). The BMS monitors SoC and provides information
about power level of the battery. The inefficient control of Li-ion battery charging
process can affect the battery life and might also damage the battery. The SoC can
be defines as the level of charge measured in comparison to its total capacity.

Out of the many available methods to estimate the SoC, one simple and common
way is to build linear relation between battery open circuit voltage (OCV) and it’s
SoC. Despite, its simplicity this method is not preferred for dynamic applications.
Because OCV takes long time (few hours) to settle down after a charge or discharge
cycle [2]. The other notablemethods includeAmpere-hour, coulomb-counting,modi-
fied coulomb-counting method etc., that are used for estimating the SoC. However,
these methods suffer from accumulation error with increasing time. Few advanced
techniques like neural network method require huge training data and many complex
calculations are involved in the process [3].

The model proposed in this paper makes use of EKF and SVR for estimating
the SoC. EKF is one of the finest estimation methods available for a non-linear (but
differentiable) state space model of a physical system. In EKF, SoC is estimated by
comparing model outputs with the measurements acquired from the actual system.
The physical system is modelled in a way that Gaussian white noises affect state and
output equations [4]. The support vector regression model developed for estimating
state of charge is made from the utilization of the right battery data to train and
selection of suitable kernel function. The data set used in this model was collected
from the CALCE battery group [5].

2 Battery Model

A mathematical model of the battery is required to build battery internal state
variables and external quantitative relation to electrical characteristics. Then using
external variables like terminal voltage, current and temperature internal state vari-
ables like SoC can be calculated. In this paper, the Thevenin model is chosen over
its ability to accurately simulate the Li-ion battery dynamic characteristics.

In Fig. 1, the following parameters are defined as:
R0 = Battery Internal Resistance.
C1 = Double Layer Capacitance.
R1 = Electrochemical Polarization Resistance.
C2 = Capacity of the Battery.
V1 = Voltage across RC branch.
V2 (SoC) = Open Circuit Voltage (Function of SOC).
Vt = Terminal Voltage.
I(t) = Battery current.
Applying Kirchhoff’s voltage law to the model

Vt = V2 − V1 − R0I (1)
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Fig. 1 Thevenin battery model

Substituting V2

Vt = fn(SOC) − V1 − R0I (2)

From the above equations, the following system equations can be derived:

[
SoC
Vt

]
=

[
I

kC2

− I
R1C1

Vt + 1
C1
I

]
(3)

V2 = k SoC + Vt + I R0 (4)

Equation (3) represents state equation and Eq. (4) represents observation equation
of the battery model. The discretization to get continuous equation and calculation
of SoC using EKF are explained next part.

3 EKF Implementation

EKF algorithm implementation can be divided into two steps [6]:

1. Prediction step: This step involves anticipating the system future state by using
present state.

2. Updating step: In this step, the value of present state estimate is updated on the
basis of system output value.
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From Eqs. (3) and (4), state equation of the system can be expressed as:

x = [
x1 x2

]T
, x1(t) = SoC, x2 = Vt (5)

Consider system input u(t) = I and output y(t) = Vt, then battery model will be
represented as below:

ẋ = f (x, u) + w (6)

ẏ = g(x, u) + v (7)

where w = process noise and v = measurement noise.
In Eq. (6) and (7)

f (x, u) =
[

u
kC2

− I
R1C1

x2 + 1
C1
u

]
(8)

g(x, u) = kx1 + x2 + uR0 (9)

To linearize the model, Taylor series expansion is needed on Eq. (6) and (7). After
linearization:

ẋ = At x + Btu + w (10)

ẏ = Ct x + Dtu + v (11)

In Eqs. (10) and (11)

At = ∂ f (x, u)

∂x
(12)

Bt = ∂ f (x, u)

∂u
(13)

Ct = ∂g(x, u)

∂x
(14)

Dt = ∂g(x, u)

∂u
(15)

The discretized model is expressed as follows:

xk+1 = Akxk + Bkuk (16)
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yk = Ckxk + Dkuk (17)

EKF algorithm calculation steps are given as:

• Initially set value of k = 0
• Initial condition is set to x*k
• P is error covariance matrix
• Q is noise covariance matrix

Update state estimation:

x̂k = Axk−1 + Buk (18)

Update error covariance:

Pk = APk−1A
T + Q (19)

Kalman gain matrix:

Lk = PkC
T
k

(
Ck PkC

T
k

)−1
(20)

Update the estimate:

x̂k = x̂k + Lk
[
yk −

(
Ck x̂k + Dkuk

)]
(21)

Update error covariance:

Pk = (I − LkCk)Pk−1 (22)

Using the above formulae, EKF calculates the system state. The main step of
the EKF is to adjust the kalman gain according to error magnitude by comparing the
predicted value with themeasured and this gain is used to compute the further values.
The bigger the error, greater the gain and greater the correction rate of estimated
value; lesser the error, smaller the gain, and lesser the correction rate of estimated
value. This provides a lucid reason as to why the EKF method is good in real-time
computation performance [7].

4 Simulation

The simulation of EKF algorithm has been carried out in Matlab Simulink based on
the battery model. The capacity of Li-ion battery used in this model is 2000mAh and
cut-off voltage is 4.2 V.

Simulation parameters are:
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Fig. 2 SoC estimated value and actual value

Fig. 3 Error in estimation

• Initial State:

[
1
0

]

• Initial Covariance:

[
1 0
0 1

]

• Q = 0.1
• R = 100

To validate the result of extended kalman filter algorithm, the simulation results
were compared with the experimental data collected from CALCE battery group.

Figure 2 shows the estimated SoC values by EKF to the actual values. Error in
the estimation can be observed from Fig. 3.

5 SVR Implementation

Usually, Support Vector Machine (SVM) is used as a classification algorithm. SVM
classifies the data points by shifting data to a high-dimensional space. In a situation
where linear separation of data is not possible, the data is transformed to enable
drawing a hyperplane between various classes. Then, features of new data is used to
predict the class to which a new data point belongs to. SVR uses similar principles as
SVM, with only a few changes. In SVR, since the output is a real number predicting
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the information is not a direct task.However, themain idea remains same: tominimize
error, identify the hyperplane, which maximizes the margin, keeping in mind that
part of the error is tolerated [8, 9].

The accuracy of the SVR model majorly depends on the proper data set, kernel
function and model parameters. The model parameters should be chosen wisely or
else there is a chance that the model may not behave as it is intended to. Also, select
the input features that has considerable effect on the required target parameter. This
helps to avoid unnecessary complexity and improves the accuracy [10].

Here in this paper SVR is implemented using python sklearn library. The data
required to the model is collected from CALCE battery data group. The kernel func-
tion used is Radial Bias Function (RBF). Because, the optimal predictive outcome
is better for a nonlinear kernel compared to a linear one. The model parameter C,
which is the penalty parameter used to control the trade-off between training error
and a testing error. This helps in generalizing the classifier to unconsidered data. C
is set to 0.1 in this model. The value of C is selected by comparing the accuracy with
the various C values.

Figure 4 shows the variation in model prediction accuracy for various C values.
It is found that at C = 0.1 model is getting saturated. So C is set to 0.1 to avoid
further complexity by increasing the C value. The other model parameter gamma is
set to 1, gamma determines how quickly boundary dissipation happens; larger values
decrease the effect of any individual support vector. Figure 5 shows how variation in
c and gamma values effect the classification model.

The idea is to develop a model that has the ability to estimate SoC accurately in
real-time. It is known fact that EKF is highly dependent on the battery model. But
creating a battery model which can address all real-time scenarios is not an easy
task. So this might affect the EKF model estimation accuracy in actual situation. To

Fig. 4 C versus prediction accuracy
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Fig. 5 SVR parameters (c & gamma) effect [11]

address this and improve the prediction accuracy, a kind of closed feedback SVR
model is developed by giving SoC estimated by the EKF algorithm as one of the input
parameter along with voltage, current and discharge capacity to the SVRmodel. This
acts as indirect closed feedback loop and help the model to correct the errors in EKF
model estimation, which results in better accuracy.

Figure 6 shows the variation in SoC values predicted by SVR algorithm vs actual
SoC values. The SVR model prediction accuracy is found to be 99%, which is 4%
more than EKF. The increase in accuracy may seem to be small but the model is
capable of handling real-time scenarios in a better way when compared to EKF
model alone.

6 Conclusion

A hybrid model for estimating the SoC based on EKF and SVR algorithm has been
proposed in this paper. Initially required battery data set for the model has been
obtained from CALCE battery group, and then a mathematical model of the battery
with the same specification as of data set collected is developed. Then using themodel
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Fig. 6 SoC prediction using SVR

system state equation and observation equation are obtained. Now using EKF algo-
rithm equations iteratively system state has been calculated and updated constantly.
Finally, an accurate estimation value is achieved from EKF. Now this estimated SoC
value along with other battery parameters is used to develop the SVR model, which
resulted in accurate SoC prediction.
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Evolving Spiking Neural Network
for Prediction Problems in Healthcare
System

Tasbiha Ibad, Said Jadid Abdulkadir, and Norshakirah Binti Ab Aziz

Abstract This paper highlights the role of evolving spiking neural networks (an
enhanced version of SNN) for predicting medical diagnosis. This article aims to
focus on regression problems under a supervised learning strategy. In this paper, we
have trained and tested eSNN on benchmarking datasets. Among the three datasets,
one is the ICU Dataset which helps in predicting the recovery ration of patients who
stayed in ICU. Another dataset is Plasma_Retinol which predicts the risk of cancer-
related to certain carotenoids. Dataset pharynx is a part of a study conducted in the
USA to determine the success rate of two radiation types. The selected datasets are
those which were previously used for BioMedical Engineering related tasks. Later
the evaluation was conducted using Regression Metrics. From experiment results, it
is concluded that eSNN with standard parameters without optimization performed
well but there is still space available for improvement to achieve the highest possible
prediction scores.

Keywords eSNN · Regression · Optimization · Prediction

1 Introduction

Artificial neural networks can be appraised as one of the vigorous classifiers. Because
of their ability to handle noisy data skillfully [1–4]. ANN solves problems that
are established on approved algorithmic techniques [5–7]. SNNs (Spiking Neural
Networks), the 3rd generation of ANNs, plays a significant role in the processing of
biological information [8]. The initial two prototypes of SNN are conspicuous which
are recognized as the Threshold and Conductance model [9]. There is one derived
model of SNN which is known as Evolving Spiking Neural Network (eSNN), which
was first presented by [10]. eSNN is the one that evolves through learning. For
encoding techniques, eSNN utilizes Population encoding. As for the training, the
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one-pass learning method has been chosen and it fits well. The target of the training
is to establish an output neuron repository with class labels [11]. The objective
of eSNN is to serve as a fast-learning process that is suitable for both offline and
online tasks. eSNN is widely applied in classification tasks, such as face recognition
[12] ecological problems [13], taste recognition [14] and has accomplished better
results than conventional methods. But for regression tasks, the contribution of eSNN
is not highlighted. Therefore, this study aims to provide a brief review of eSNN
performance in Regression Problems.

2 Literature Review

In the literature study of eSNN, there is a wide range of its application for classifi-
cation tasks. Such as the Integration of eSNN with the Harmony search algorithm
[15]. Firefly Algorithm was used to optimized eSNN for classification problems [9].
Multi-Objective Differential Evolution algorithm is combined with eSNN in [16],
to achieve the best accuracy results for classification. Differential evolution (DE)
was integrated with eSNN in [19] to optimize it for Classification Problems. A new
hybrid K-DESNN for clustering issues was established by integrating D.E and K-
means with evolving spiking neural networks (K-means eSNN) in [17]. eSNN was
optimized with the Harmony Search Algorithm (HSA) in [18]. To tackle the issue
related to hyperparameter sensitivity of eSNN, an optimizer was needed by eSNN
for parameter optimization. Therefore, this article proposed the combination of HSA
as an optimizer and ESNN as a classifier for the optimization of parameters. There
were several attempts to solve the issue of manual parameter tuning. To compare
the results of the optimized eSNN model there is a standard eSNN with parameter
values: C: 0.9, Sim: 0.1, and Mod: 0.75 introduced in [19]. As stated earlier, mostly
optimized eSNN frameworks are for classification tasks. Therefore, this study aims
to evaluate the standard eSNN for Regression Problems. For this paper, we have
trained eSNN on popular datasets from literature, for Regression Problems.
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3 Methodology

3.1 Evolving Spiking Neural Network

The training begins with the initialization of 3 eSNN parameters in the interval [0,
1]: C (proportion factor) and Sim (similarity value), and Mod (modulation factor).
Each sample i that is from a similar class l is encoded into numerous pre-synaptic
input neurons named as j. The weight wj is calculated using Modi and order j .
Where, Modi represents modulation factor from Thorpe neural model. The order j

defines the rank of an emitted spike from neuron j. The output neuron similarity is
estimated according to the Euclidean distance between the neuron weight vectors. If
a particular neuron is believed to be very similar to others, it will combine with the
truly similar one. Thus, the merging procedure involves the calculation of average
weight vectors along with the threshold value. N represents the figure of samples
formerly used to upgrade output neuron k.

3.2 Datasets

Benchmarking datasets from the OpenMl.org dataset repository, are used to train and
test eSNN see Table 1. The chosen datasets are related to health sciences. And were
collected to be used for a specific study based on regression analysis. The ICU dataset
contains information of 200 survived patients after staying in an adult intensive care
unit (ICU). Plasma Retinol, datafile comprises of 315 observations on 14 variables.
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Table 1 Datasets description Datasets Number of instances Number of attributes

ICU 200 21

Plasma Retinol 315 14

Pharynx 195 12

The pharynx data is a small portion of a large medical trial conducted in the United
States for patients with cancer (squamous carcinoma).

3.3 Validation Metrics

The validation of eSNN conducted using the following famous regression metrics.

• R-Squared: It is a statistical degree of indicating how well the regression
predictions estimated the real data values. It is also called the Coefficient of
Determination

• Mean Absolute Error: It calculates the average amount of the errors in a set of
calculations, without focusing their direction. Concisely, it is the average absolute
difference between X and Y.

• RootMean Square Error: It is the measure to tell how the residuals (i.e., predic-
tion errors) are spread out over the regression line. It is the standard deviation of
the residuals.

4 Result and Discussion

This section demonstrates the findings of the analysis based on prediction accuracy
and other measures. Additionally, the experiments are carried out 10 times for both
pieces of training as well as testing on the whole data sets. From a total number of
samples, 80% of the data is the training dataset and the rest is used for testing. The
experiment was conducted on ICU, Plasma-Retinol, and Pharynx Datasets from the
field of Medical and Health Sciences. The results have been evaluated based on their
prediction performance. According to the results presented in Table 2 the average
R-square value is negative for Plasma_Retinol. It is conceivable to get a negative
R-square for calculations that do not comprise of the constant period. In the case of

Table 2 Average prediction
rate of eSNN

Datasets R2 MAE RMSE

ICU 0.32 0.49 1.13

Pharynx 0.5 96 186

Plasma_Retinol −0.80 116 132
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negative results, R-square cannot be interpreted as the square of a correlation [20]. For
ICU and Pharynx datasets R-square values are positive but very low. In general, the
higher the R-squared, the better the model fits the data. Statistically, Mean Absolute
Error (MAE) is one of the several metrics for reviewing and evaluating the excellence
of amachine learningmodel. The unit ofMAEvalue is the same as the target variable.
The average MAE value for ICU 0.49, for Plasma_Retinol it is 96, and for Pharynx
data it is 116. This value indicates that the prediction error for ICU is very low. But for
the rest of the two datasets, error values are high which means eSNN did not predict
accurately. RMSE tells us how focused the data is across the line of finest fit. If the
RMSE will be 0, it implies that the points lie on the regression line (and therefore
there are no inaccuracies). The unit of RMSE value is also the same as the target
variable. But the higher the value the greater the prediction error, which indicates the
poor performance of the model. According to average values from Table 2, it can be
seen that the RMSE value for Plasma_Retinol is 132, and for Pharynx data it is 186
which describes that eSNN did not predict well for these two datasets. As the rate of
error is high. But for the ICU dataset, the error rate of eSNN prediction performance
is low i.e., 1.13. This shows good eSNN performance. The overall results of eSNN
prediction performance is a combination of good and bad fit. In this study, eSNN
was with standard parameters, so it could be hypothesized that eSNN can improve
its performance with its optimized parameters (Fig. 1).

5 Conclusion and Future Directions

In this study, we have tested standard eSNN for regression problems. The model is
trained on widely used datasets from OpenML.org. During the literature analysis, it
was found that eSNN was widely used and tested for classification problems. But
regression problems are neglected except for a few stdies. So, this study aims to test
eSNN for the regression task. Here we used eSNN with standard parameter values.
As stated, earlier eSNN is sensitive to its parameters. Therefore, the selection of
parameter values is a crucial task. Here eSNN with standard values of parameters is
trained and tested. According to the results eSNN performed not so well for regres-
sion datasets. Hence there is wide room for improvement for the same problems.
Future work could be the optimization of eSNN with several well-known Optimiza-
tion Algorithms. So that eSNN would achieve the best possible results in solving
regression problems.
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Fig. 1 Graphical representation of prediction score at every 10 iterations
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Prototyping Pro-Active Wearable Gadget
for the Surveillance of Coal Miners
in Pakistan
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Abstract After an advent of internet of things (IoT), the entire dynamics of this
world has been changed so rapidly. Being a student of science and technology, it is
very much essential for us to think about the potential alternatives for social issues.
In this regard, one may notice that there are thousands of people who die annually in
the coal mines of Pakistan and rescue team cannot help in any way. This is one of the
most emerging issues right now in other developing countries too where extraction
of minerals from in depth mines is going on. This paper identifies this issue and
suggests the prototyping of pro-active IoT-enabled wearable gadget for the smart
surveillance of coal miners within the mines of Pakistan. This wearable IoT device
not only monitor the hazardous gas, pulse rate of miner, humidity and temperature
conditions within and exact altitude where miner is working currently but it will also
provide a pro-active control to miners to generate any sort of query they face while
working within the dark and depth mines using error palette. This entire data will be
received at a specific Internet protocol (IP) using internet broker. This will also help
the rescue officers to decide their rescue flow accordingly.

Keywords Coal miners · Internet of things (IoT) · Internet protocol · Proactive
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1 Introduction

In the era, where internet of things (IoT) has evolved the dynamics of every part and
corner of the world, there are still some areas where the utilization of IoT-enabled
systems is still at the stage of infancy. One of such areas is the coal mining industry
where various Alliances of support workers and coal miners witnessed the loss of
their loved ones. In the list of recent incidents, one may see the tragedy of Sanjdi
coal mine of Baluchistan, Pakistan where more than 10 people died, and 8 people
were in critical situation because of the leakage of some poisonous gas.

So far, one may see the serious concerns of International Industrial Union for
coal miners and specifically the focus of Pakistan central mines labor federation
(PCMLF) to resolve such issues and they both are in favor of IoT enabled systems
i.e. wearable gadgets. The proposed IoT-enabled pro-active system in this paper
cannot be implemented within coal mine due to constraints of communication but if
managed on a wireless sensor nodes or network than thousands of the lives may be
secured easily. Even in the case of any uncertainty i.e. collapse of a mine, the rescue
team can perform their duties more efficiently without wasting unnecessary time.

The suggested system in this manuscript proposes an IoT-enabled system, that
comprises of several sensors as discussed in the section of methodology later and this
make this pro-active gadget as one of its kinds. There aremost of the caseswhere these
rescue professionals start their operation at a very unknown place where there is very
less success probability. By utilizing the proposed system, these professionals can
savemaximum coal miners because this systemwill not only be used for surveillance
purpose unlike in [1]. This gadget is pro-active in nature which means now the coal
miners can intimate their location to base station if they are fortunately alive and as
per altitude the rescue team initiate the operation.

2 Literature Review

This section brief some of the latest strategies that were previously used in the active
sensorization and detection of physical parameters. These same techniques will be
discussed in general to produce a statement that these sensors can be interfaced
with any sort of micro-controller to design a pro-active wearable gadget. This pro-
active wearable gadget will not only sense the physical parameters within the local
mines of Pakistan to update the base station [1] but this will also enable the miners
to generate a query too. The brief study of literature can be witnessed under this
section that can acquire the exact whereabouts of a miner and let us know about
his surroundings easily. Moreover, previously people used such techniques only for
monitoring and surveillance.One can see the ubiquitous and pervasive technology for
data acquisition [2]. This approach found to be suitable because of less computational
capability but less interaction between the system and user. Some of the researchers
have proposed the single dimension audio signal communication but thiswill increase
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the requirement of storage device. These techniques if utilized properly then the
rescue team will not dig at unknown place and instead of this, they will know exactly
the spot from where they can rescue the miner [3]. Researchers of today’s era are
still engaged in proposing the wearable and easy to carry devices, but all are limited
to surveillance [4].

After studying several research contributions, it has been noted that previously
proposed techniques i.e. An alert system design based on android applications [5]
were either limited to just monitoring or to generate the alert only. The one of the
major shortcomings of such strategies where they were entirely unable to share the
exact location of miner who is in trouble within the debris.

One may raise the questions regarding the accuracy of using such sensors; thus,
it is to share that these same sensors have been proposed in the design of various
sensitive incubators where exact data of babies are communicated using wireless
communication [6]. As a researcher, one may see various people have contributed
various alternatives like this to resolve many critical as well as sensitive issues [7].
One can see the use of such sensors in the design of sewer-bot that is designed to clear
the drain line and senses the temperature, humidity, and leakage of any hazardous
gas [8] (Table 1).

The leakage of hazardous gases results in various tragedies thus, there have been
many sensors andways to identify the leakage such that average slope-basedmultipli-
cation [9]. In the catalogue of sensors that may detect the leakage of such hazardous
and explosive gases, one may find number of sensors that have made our work

Table 1 Summary of all previously proposed techniques

Sr. Proposed Technique Cons Refs.

1. Smart wearable jacket design Miners cannot generate any query in
case of emergency or uncertainty

[1]

2. Pervasive computing strategies The algorithm is complex and less
flexible

[2]

3. 2-D signal communication Needs more storage and there is more
distortion

[3]

4. Smart wrist watch Mobile communication cannot done be
within mines

[4]

5. Android application based systems Every miner cannot afford the smart
mobile phones

[5]

6. Mean square and average slope
multiplicative algorithms

The process time is huge and in our
scenario it misfits because of process
delays

[6]

7. Magnetic low frequency
techniques

These low magnetic frequencies causes
cancer

[10]

8. MEMS systems Still there is no full range of sensors that
are required for our case

[11]

9. Intelligent robotic applications The mapping constraints of mines as
every environment is different

[12]
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easier to detect the leakage of such explosive or poisonous gases i.e. methane [10].
The main constraint for utilizing such sensors is to establish the communication
networkwithin the underground environment. This type of communication is already
established using low frequency magnetic fields and their immediate transmission
approach [11]. While studying the literature related to such utilization of sensors,
one may come across with MEMS based sensors and devices that are very robust
when it comes to use themwithin mines or underground environment but this require
the digital communication followed by the standard IEEE 802.15.14 protocol [12].
This IEEE standard is proposed to communicate at low rate within a wireless area
network. Almost in all sort of research contributions so far, researchers are somehow
more tilted towards monitoring of an unknown area and generating the alerts with the
detection of some physical parameters. Some researchers have also proposed some of
the robots for this task i.e. the famous wolverine version 2 which was introduced for
the first time in the year of 2001 by mine health and safety administration (MHSA),
United States of America [13]. This is not the first time that robots are introduced in
such critical applications, they have been used before such that ground hog, Gemini
scout and numbat proposed for the similar issues. One may see the Table 1, that
highlights the summary of such techniques and systems proposed for the similar
cases.

The mentioned Table 1 presents a brief comparison among the proposed tech-
niques. One may see most of the proposed strategies are based generating either the
alert or just for monitoring purpose. In addition to this, majority of the techniques
cannot communicate their global positioning satellite (GPS) location, temperature,
humidity, exact depth and lastly, the status of miner whether he is alive or not.

3 Methodology

In this section, the hardware implementation for the pro-active wearable gadget is
proposed. This manuscript presents some of the efficient sensors to be embedded
with the system to work as per objectives as highlighted in the below mentioned
Table 2.

In this entire pro-active wearable gadget, the user will first turn on the system
by pressing the single pole single through switch (SPST). After just turning it on,
the sensors will start gathering the results of all physical parameters and send it to
Arduino board.

Once Arduino Mega board will receive it, this will further be processed it to send
it to static internet protocol (IP) using ESP8266 Wi-Fi module. One can see the
entire data i.e. temperature, humidity, pulse rate, altitude, and exact location on a
single IP-oriented screen. The role of error palette is to provide a pro-active access
to miner. This is because if anything happens in front of him for which he needs to
update the base station then this smart pro-active wearable gadget may provide him
this facility to communicate easily using this palette. This error palette comprises
of 01 switch and 01 Led dully connected with the same main system. This switch
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Table 2 Proposed component list with their purpose

Sr. Proposed sensor Purpose

1. DHT 11s For detection of runtime temperature and
humidity values

2. MQ-2 sensor To detect the leakage of any hazardous gas
within mine

3. Pulse sensor To acquire the pulse of miner working within
the mines

4. GPS module Proposed to know the exact longitudinal and
latitudinal values of miner

5. BMP 180 sensor To acquire the altitude of miner at what depth
he is working

6. ESP8266 Wi-Fi module To link the sensor values with internet of
things

7. Arduino mega board To process the entire sensed values

8. Error palette To send the queries from miner’s side to base
station

9. Single pole single through switch SPST To turn on the system

is there for generating an emergency query within the mine and to indicate for help
from base station. One may see the entire block diagram as mentioned in Fig. 1. The
entire prototype as shown in the Fig. 1 can be initiated in acrylic sheet [1] or may
be mounted on any cloth fabric or one may opt for a safety helmet and embed this
system with in it. In this manuscript the proposed system is not mounted on anything
to show that it can be adjusted into any form. The entire schematic diagram is shown
in Fig. 2. Whereas the hardware prototype is illustrated in Fig. 3.

4 Results and Discussion

The device has been tested for the results through differentways. In order to check out
the change in altitude and location, this device had beenmoved to different height and
positions and the entire resultswere updated accordingly on serialmonitor ofArduino
integrated development environment shown in Fig. 4. Moreover, for checking the
pulse values, the sensor has been given an extended wire so that the miner may place
it on of his finger. The entire data has been sent to IP and one can see the display as
illustrated in Fig. 5.

In above figures, the altitude is shown in feet one may convert it into meters too.
The minus (−) sign shows the depth at which the miner is working.

After putting the values on LatLong.net, we come across the exact location of the
webinar as shown in Fig. 6 given below:

Whereas the user can also utilize the error pallet and may generate the query.
After generating the query, the base station may send the help or rescue team to help
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Fig. 1 Block diagram of proposed pro-active wearable gadget

Fig. 2 Schematic diagram of proposed pro-active wearable gadget
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Fig. 3 Proposed pro-active wearable gadget

Fig. 4 All physical parameters and their display on serial monitor
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Fig. 5 All physical parameters and their display on IP

Fig. 6 Display of location on LatLong.net via values acquired from device
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Fig. 7 Display of an emergency query generated by error palette

the miner within the mines. The query will be also be generated on IP display unit
as shown below in Fig. 7.

5 Conclusion

This manuscript provides a non-conventional strategy in the form of a pro-active
device that aware almost every physical parameter within the mines that can affect
the life of coal miners. In addition to this, provide an easyway tomonitor the environ-
ment remotely from base station. Unlike other strategies, this prototype of pro-active
wearable gadget provide a facility to miners as well to generate the emergency query
so that if sensors are failed in recording any sort of uncertainty even then the rescue
team and essential help may be obtained within short span of time.

The manuscript presents a system design that along with the detection of several
parameters such that miner’s pulse rate, availability of hazardous or poisonous gas,
updating exact altitude and GPS positions make this subject one of its kind. The only
thing due to which it is much more efficient and reliable is the pro-active facility
provided within through which now the miner can also communicate the base station
to ask for any sort of help in emergency or uncertain conditions. In future, the authors
are trying to work out on data visualization using a dashboard to monitor the live
moment for the coalminers.

Acknowledgement This is to acknowledge the support and facility provided for this project by
department of electrical and electronic engineering, Hamdard University, Karachi Sindh Pakistan.



642 R. Kumar et al.

References

1. Abro GEM, Shoaib AS, Safeeullah S, Ghulam A, Kun- dan K, Fiaz A (2018) Prototyping IOT
based smart wearable jacket design for securing the life of coal miners. In: 2018 International
conference on computing, electronics and communications engineering (iCCECE), IEEE, pp
134–137

2. Lukowicz P, Baker MG, Paradiso J (2010) Guest Editors’ introduction: hostile environments.
IEEE Pervasive Comput 9:13–15

3. Kwon GH, Smith-Jackson TL, Bostian CW (2011) Sociocognitive aspects of interoperability:
understanding communication task environments among different organizations. ACM Trans
Comput-Human Interac 18:1–21

4. Cernea D,Mora S, Perez A, Ebert A, Kerren A, Divitini M, Gil de La Iglesia D, Otero N (2012)
Tangible and wearable user interfaces for supporting collaboration among emergency workers.
In: Herskovic V, Hoppe HU, JansenM, Ziegler J (eds) Collaboration and technology. Springer,
Berlin, Heidelberg, pp 192–199

5. Divitini M, Farshchian BA, Floch J, Mathisen BM,Mora S, Vilarinho T (2012) Smart jacket as
a collaborative tangible user interface in crisis management. In: Proceedings of the workshop
on ambient intelligence for crisis management

6. Chen W, Nguyen ST, Coops R, Oetomo SB, Feijs L (2009) Wireless transmission design for
health monitoring at neonatal intensive care units. In: Applied sciences in biomedical and
communication technologies, ISABEL 2009. 2nd international symposium on, IEEE, pp 1–6

7. Özmen A, Tekce F, Ebeoˇglu MA, Tas,altin C, Öztürk ZZ (2012) Finding the composition of
gas mixtures by a phthalocyanine-coated QCM sensor array and an artificial neural network.
Sensors Actuators B Chem 115(1):450–454

8. Markham A, Trigoni N (2012) Magneto-inductive networked rescue system (MINERS):
taking sensor networks underground. In: Proceedings of the 11th international con ference
on information processing in sensor networks, ACM, pp 317–328

9. TanmoyM, Das PS, Mukherjee M (2011) Rescue and protection system for underground mine
workers based on ZigBee. Int J Adv Comput Eng Architect 1:101–06

10. Reddy AH, Kalyan B, Murthy CSN (2015) Mine rescue robot system–a review. Procedia Earth
Planet Sci 11:457–462

11. https://www.cdc.gov/niosh/mining/content/emergencymanagementan-dresponse/commtrack
ing/advcommtrackingtutorial3.html

12. https://pdfs.semanticscholar.org/d60c/0fd4782ab327ff61625f0863cba0e20bf67f.pdf
13. Jing L, Yingchun S, Wenhui C, Xufang B (2012) Application research on gas detection with

artificial olfactory system. Sensors Actuators 3:233–254

https://www.cdc.gov/niosh/mining/content/emergencymanagementan-dresponse/commtracking/advcommtrackingtutorial3.html
https://pdfs.semanticscholar.org/d60c/0fd4782ab327ff61625f0863cba0e20bf67f.pdf


Design of a Self-Tuning PID Controller
for a Temperature Control System Using
Fuzzy Logic

Md. Tauhidul Islam, Ariful Islam, Rahul Kumar, Ghulam E Mustafa Abro,
Sourav Majumdar, and Vipin Kumar Oad

Abstract Temperature plays a significant role in industrial realm, especially in
metallurgy and chemical industries. As maintaining optimal conditions in manufac-
turing canmake a huge difference to its profitability and efficiency.Without providing
a proper temperature control, the entire production lines can fall apart. Every product
needs to be manufactured in an individual and specific conditions. If the tempera-
ture is too high or too low then it can affect the output product, potentially it may
ruin completely and leads to wasting of raw materials. To maintain the stability of
temperature requiring in any situation a temperature control system is needed. Typi-
cally classical conventional PID controllers are being used but these controllers have
some lack of efficiency in controlling. These controllers exhibit higher overshoot,
long rise time and settling time. Self- tuning Fuzzy PID controllers are more efficient
than those classical PID control- lers. In this paper we proposed a design of Fuzzy
Logic based self-tuning PID controller to reduce overshoot and conquer long rise
time and settling time. This design provides more suitable and effective control to
the temperature control system in industries.
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Keywords First self-tuning PID controller · Fuzzy interference system (FIS) ·
Temperature ·MATLAB · Conventional PID

1 Introduction

Temperature control systems are being used in a wide variety of industries to manage
various operations or processing of manufacture. A temperature controller controls
temperature so that the process value matches the set point, but the response differs
due to the characteristics of the controlled object and the controlling method of the
temperature controller.

Various strategies can be exerted to the temperature control system, like PI, PD,
PID [1, 2], Artificial Intelligence (AI) [3], Fuzzy Logic [3], Genetic Algorithm (GA)
[1, 4], Fuzzy Self-tuning PID [3] etc. Recently, some strategies based on PID control-
ling and tuning method have been proposed in order to ameliorate system perfor-
mances. Gani et al. have proposed an ameliorated design using Genetic Algorithm
(GA) on optimal PID tuning of temperature system [1]. Salsbury proposed a feed
forward control method as a replacement of conventional PI feedback control [5].
Some has also done with self-tuning fuzzy PID controllers [3]. However those clas-
sical conventional PID controllers are less effective and some with modern strategies
like GA or AI, there is no doubt about their effectiveness but these strategies are too
hard to implement and costly too. Among these Self-tuning Fuzzy PID controller’s
algorithm is the easiest strategy to implement and it has better effectiveness [4,
6]. This paper predominantly focuses on designing a new self-tuning Fuzzy PID
controller to maintain required temperature.

The proposed design of self-tuning Fuzzy PID controller ismainly based on Fuzzy
Interference System (FIS). The procedure of fuzzy interference system includes three
phases: (i) Fuzzification: In this phase, crisp inputs are transposed into degrees of
membership. The degree of membership is discerned by plugging crisp inputs into
the membership function affiliated to the fuzzy set. (ii) Rule evaluation: In this phase,
each and every fuzzy rule is imposed with a strength value. The strength is discerned
by the degrees of memberships of the crisp inputs in the fuzzy sets of preceding
portion of the fuzzy rules. (iii) Defuzzification: In this phase the fuzzy outputs are
transposed into crisp outputs [7, 8] (Fig. 1).

2 Model of the System

In this paper we are modeling a temperature control system of an industry.
Considering a first order transfer function for the controlling system:

G(s) = K
Ts + 1

e−τ s (1)
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Fig. 1 Block diagram of fuzzy interference system

where, K = 1 is defined as the static gain and τ = 2.8 as pure lag time, T = 3 as
time-constant of the controlled object [9, 10].

2.1 Conventional PID

PID controller is vastly used in every controlling system. The first letter of the name
of three controlling terms make up unitedly PID. It is actually a total combination of
proportional, integral and derivative terms of controlling system. Here PID controller
is used for controlling initially for the system. Equation of conventional PID can be
expressed as follows:

u(t) = K Pe(t) + K i

∫
e(t) + Kd

de(t)
dt

(2)

where,KP is proportional gain,Ki is integral gain,Kd is derivative gain and e is error
present in the controller. These are the tuning parameters of the controller (Fig. 2)
[11, 12].

Fig. 2 Block diagram of conventional PID
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Fig. 3 Block diagram of self-tuning -fuzzy PID

2.2 Self-Tuning Fuzzy PID

The block diagram of the proposed system is shown in Fig. 3. The system is designed
in MATLAB through Simulink. Firstly, a Fuzzy Interference System is designed by
defining membership functions, universe of discourse and fuzzy rules in MATLAB
through Fuzzy Logic Toolbox. Then this FIS system has been implemented in the
de- signed block system in Simulink.

In this paper Mamdani method of Fuzzy Interference system (FIS) is used to
process the fuzzy system. In MATLAB, there is a tool named Fuzzy logic toolbox
which is used to create membership functions, universe of discourse and fuzzy rules.
Here, in this interference system, the crisp inputs are system error (e) and rate of
system error changing (ec) and the crisp outputs are proportional gain (KP) integral
gain (Ki) and derivative gain (Kd). The range for the system error (e) is taken as
[−1 1], rate of change of error (ec) is [−1 1] and range for the output is considered
as proportional gain (KP) at [1 5], integral gain (Ki) at [0 1] and derivative gain
(Kd) at [0 1.5]. These ranges are obtained from the observations of conventional PID
controller since the conventional tuning gives as KP 1.285, Ki as 0.27 and Kd as 0.9
(Fig. 4) and (Table 1).

3 Result and Analysis

The proposed design has been simulated in MATLAB through Simulink. Figure 5
shows the step response of both the conventional PID controller and proposed PID
controller. The step response is determined at the step input temperature of 500 °C.

The comparison of performance and robustness between these two controller is
shown in Table 2.

The analysis of the simulation result and comparison table exposes that the
proposed self-tuning controller overshoots 0.63%with peak value of 503.16 whereas
the conventional PID controller overshoots 13.82% with peak value of 569.13. The
proposed method reduced the overshooting problem as well as providing better
dynamic performance and robustness. So, It is clear that the proposed self-tuning
Fuzzy PID controller for temperature control system provides better efficiency in
controlling.
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Fig. 4 FIS system and input–output membership functions

Table 1 Fuzzy rules
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Where (L−)= Negatively large, (M−)= Negatively Medium, (S−)= Negatively Small, Z=Zero,
(S+) =Positively Small, (M+) = Positively Medium, (L+) = Positively Large. And these are the
linguistic variables.
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Fig. 5 Response graph after simulation

Table 2 Comparison table of
performance and robustness

Parameter Conventional PID Fuzzy PID

Rise time 2.43 s 2.99 s

Settling time 8.87 s 4.56 s

Overshoot 13.82% 0.63%

Peak 569.13 503.16

Peak-Time 5.21 s 7.66 s

4 Conclusion

In this paper a self-tuning fuzzy PID controller has been designed for controlling
temperature system for industrial management. Fuzzy interference system (FIS)
has also been described elaborately in this paper. After simulating the system in
MATLAB, the results expose that this self-tuning fuzzy PID has almost zero over-
shoot with a better dynamic performance than conventional PID. Analyzing the
proposed algorithm and results of this paper, it is concluded that fuzzy PID is more
effective and it can be replaced with conventional PID. This system can be amelio-
rated by farther modification in the designing algorithm like membership functions,
rules and gains which impacts the controlling performance by extenuating both the
overshoot and dynamic response.
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Design of a Low-Cost High-Speed
and Large-Capacity Data Logger Using
MicroSD Card

Muhammad Sajjad , Mohd Zuki Yusoff , and Junaid Ahmad

Abstract Data logging is an important process for evaluating the functionality and
performance of many electronic systems such as internet of things (IoT). Most of the
mixed-signal systems digitize the signals from the sensors to generate input signals
and then perform some digital signal processing on these input signals to generate
output signals. Data logging of these input and output signals helps to evaluate the
performance of the systems. Many of these systems contain an FPGA for digital
signal processing. The FPGA can also be used to facilitate data logging. This paper
presents a data logging and data extraction system which is a high capacity, low cost
and ensures data integrity over gigabytes of the data. The system has been evaluated
by logging data in a system, having four inputs and one output signal each having
a sampling rate of 1 kHz, for five hours. Data integrity has been observed for each
sample of the data.

Keywords MicroSD · VerilogHDL · SPI interface · FPGA · State machine ·
MATLAB · Data logging

1 Introduction

Sensors are an integral part of electronic systems. Systems such as IoT can have a
lot of sensors. They sense some physical quantities and convert them into electronic
signals. After digitization, these signals are passed to signal processing modules
as input signals. These modules perform digital signal processing on the input
signals and generate some output signals. Most of the electronics systems contain
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programmable logic devices like FPGA as a signal processing module. Data logging
of the input and the output signals is necessary for evaluating the performance of
the systems and verifying the functionality of the signal processing techniques in
real-time. In case of reliable data logging, the inputs can be passed to verified high-
level software routine to generate new signals. These signals can be compared to
the recorded output signals for verifying the functionality of the signal processing
modules.

Oneway for data logging is writing data to NOR-flash, NAND-flash, or EEPROM
which are normally present in the system electronics [1]. But these memories are
small in capacity and can hardly store a fewmegabytes of data [2, 3]. So these devices
are not suitable for data logging in high throughput systems. They also require erasing
beforewritingwhich reduces their datawriting speed and add another task for the data
logging controller. Normally these devices are mounted on PCBs by the soldering
process and cannot be separated from the electronic systems. Because of this, the
electronics systems have to be moved in the lab to recover logged data for offline
analysis. Another way is using commercial off-the-shelf (COTS) data recorders [4].
These data recorders can store data in gigabytes and are interfaced with RS-232/RS-
422 ports [5]. They record data to file system of the attached USB flash or microSD
card. Main drawback of these COTS recorders is that they take electrical power and
some space and hence are not a suitable choice for critical missions.

The proposed data logging system consists of a microSD card connected to
four general-purpose digital pins (for implementing SPI) of a FPGA-based main
processing board. Raw data from the sensors and the processed data are written on
sectors of the microSD card. The digital design architecture ensures recording of
each sample, handling of contention arising from simultaneous read and write to the
buffers and matching of cyclic redundancy checks (CRC) during write operations to
the microSD card. Most of the existing data loggers use parity bit for error detection
which only applies to byte level errors in contrast to CRC which applies to the whole
data of the sectors. The data logging system has been tested for five hours duration
and no missing or corrupted data have been observed.

The paper is organized as follows. Section 2 discusses SD card Interfacing.
Section 3 presents implementation detail, followed by the Data and Information
Retrieval in Sect. 4. Results and Interpretation is presented in 5. Finally, the
conclusion is presented in Sect. 6.

2 SD Card Module

The Secure Digital card is widely used for data logging systems. It has flash memory
and a microcontroller embedded in it. The flash memory control operations such as
writing, reading, and erasing are performed inside the SD card. The data transfer
from the host system to an SD card is in the form of data blocks which are in
units of 512 bytes. Two modes can be used for data communication between a host
controller and an SD card i.e. SD mode and SPI mode. By default, the SD card is
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in SD mode. Both modes have their pros and cons. SPI communication protocol is
a bit simpler as compared to its default mode because the SD card can be attached
to any host controller using some GPIO pins. Therefore, this mode is most suited
for cost-effective embedded systems. Moreover, the SD card requires two different
clock frequencies for its initialization mode (100–400 kHz), and data transfer (up to
25MHz)mode as specified in the SD card product manual whereas the commercially
available loggers record data from a RS422/RS485/RS232 which can hardly manage
data transfer up to 430600 Hz. Keeping in view all the challenges of the SD card, a
state machine has been designed to cater to the data archival on the microSD card.
After powering up the system, configure SPI clock frequency between 100–400 kHz
and put MOSI and CS pins to the high state. Send 74–80 clock pulses to the serial
clock pin of the SD card to make it ready for communication. Put CS to low and
send CMD0 to reset the card. The card will respond with 0 × 01 when it will be in
the idle state. After the idle state is achieved, send CMD8 with proper argument and
CRC before the start of the initialization process. The proposed data logging system
architecture comprises of a control unit, a microSD card module, two multiplexers,
and two block RAMs.

2.1 Control Unit

AControl unit is like a brain for the data logging system. A state machine is designed
to control operations. The flow chart for the state machine is shown in Fig. 1. At first,
the control unit will get the SD card ready flag from the SD card module to start its
operation. After the SD card is ready, the control unit will cater to the data flag from
sensors. After getting the data flag, the Control Unit will provide an 8-bit address
to a Buffer and store the sensors data on Block RAM. When block RAM is full,
the control unit will generate a RAM full flag to the SD card module to store the
respective RAM data on the sector of the SD card. The control unit also stops the
data writing process by providing an End data transmission signal to the SD card
module.

2.2 Block RAM

Single port Block Rams are implemented using IP cores. Each Block RAMhas a size
of 500 bytes, having a 9-bit address, 8-bit data-in, 8-bit data-out, and its Read–write
operation is controlled by the control unit. The reason for its size of 500 bytes size is
that the sector length of the SD card is 512 bytes and the data packet after each 1 ms
is 25 bytes. The reason for using two block RAMs is that when the first RAM is full
and is being dumped on the SD card, the incoming data from sensors is stored on the
second RAM to avoid any data loss. Write address as it will take data from sensors,
and then write it on RAM. Whereas the address from the SD card is named as the
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Fig. 1 Architecture of the data logging system

Read address as it will read the stored data from RAM. The initialization process of
the card will start when CMD1 is received by the card. This initialization process
will end when the response is changed from 0 × 01 to 0 × 00. After initialization
data block length is set in units of 512 bytes by sending CMD16 to the card. CMD25
is then sent to the card to configure it for multiple block writing. After the command
is accepted by the card, the host can send data packets to the card.

3 Implementation

Data logging on a PC using serial cables is not possible in remote locations or for the
case of a drone flight. Acquiring real-time data in such a scenario is a tedious task.
The proposed data logging system is Implemented using four sensors connected
to the 4 channels of a 24-bit ADC, which is interfaced with an FPGA using SPI
protocol as shown in Fig. 2. The data from sensors is stored in an internal buffer of
FPGA. When the buffer is full, it generates a trigger to inform the control unit about
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Fig. 2 Experimental setup of the system

data availability. The reason for using a buffer is that its access time is very small
as compared to external memories. Data is also available to actuators to perform
necessary actions and is then stored on the SD card for offline analysis. This data
from sensors can also be made available for further processing.

S1(n), S2(n), S3(n), and S4(n) represents the sensor outputs of first, second, third
and fourth sensor respectively (shown in Fig. 2), so, S(n) is the output of algorithm
which is running on these sensors’ outputs. The algorithm in this proposed system is
just an integration of all sensors. Hence, every sample of sensors data is used in this
integrator algorithm ensuring data integrity. The equation for this integration-based
algorithm is (1).

S(n) = S(n− 1) + S1(n) + S2(n) + S3(n) + S4(n) (1)

As ADC is a 24 bit, so each sensor’s data is a 24-bit data. After applying a scale
factor on the sensors data, it becomes a 32-bit data i.e. 4Bytes. So, there are 16 Bytes
of sensors data, and 4 bytes of last iteration summation result hence, making it a data
of 20 Bytes. This data is then framed by a start byte, 2 bytes of checksum, and 2
bytes of stop bytes to make it a data packet of 25 Bytes. After 1 ms, a data trigger
is generated that store these 25 bytes on Block RAM. Block RAM is 500 Bytes,
so after 20 ms Ram is full and is then ready to dump its data on the sector of the
SD card. The last 12 locations of each sector of the SD card are filled with 0xFF.
Sensors data is written in LSB to MSB format. Clock frequency for initialization
and data transfer mode has been set to 384.615 kHz in its native mode so it takes
approximately 1.33 ms to write 512 bytes on a sector. After every 20 ms, a sector
is written on the SD card. So, in 5 h duration, it writes on 900,000 sectors of an SD
card. Each sector is of 512 Bytes, so, the total data is 450 MB.
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4 Data and Information Retrieval

For missions involving high data rates for a long duration, data logging in a single
file is not a feasible solution because the software used for post-processing or offline
analysis crashes due to limited memory. To avoid this situation, some computer
programs like hex editors can be used. With the help of MicroSD Card Reader, data
written on the sectors of the microSD card can be viewed and manipulated. A data
file can be created by specifying addresses for both the start sector and the end sector.
In this way, multiple files, having a manageable size for post-processing software,
can be generated through a hex editor. These files contain sector addresses and
bytes of data written by data logging setup. So, we cannot use them without further
processing. To make the files usable for analysis, these files can be further processed
by specially designed software routines on Integrated Development Environment
(IDE) like Microsoft Visual Studio or LabVIEW. Such routines can process these
files on the byte level. So, tasks like checksum matching, removing header or footer,
and concatenating relevant bytes to make a float, double, or integer type data values
can be performed easily.

5 Results and Interpretation

For example, Fig. 3 shows a comparison of offline and online (or real-time) perfor-
mance of the algorithm and hence the electronic system. Figure 3 also shows outputs

Fig. 3 Online and offline algorithm comparison
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of the same algorithm running in MATLAB (offline mode) and the FPGA (online or
real-time mode). This algorithm has been fed with the same data from the sensor and
ideally the graphs in Fig. 3 should track each other. But this type of mismatch does
not imply any data logging or algorithm error. This kind of deterministic error is due
to different type of truncationmodes in double-precision floating-point computations
in MATLAB and FPGA. Since the algorithm consists of integration, which sums up
all the errors arising in the whole mission, so the error tends to increase with time.

6 Conclusion

This paper has presented a data logging setup for recording digitized input and
output signals in an electronic. The presented method ensures that every sample of
the signals is intact even for the missions with data size reaching to gigabytes. By
using the proposed data logging setup, large-capacity data can be recorded with full
integrity at a very low cost. This can help to speed up the evaluation and development
of IoT.

Acknowledgements This work is supported by the Graduate Assistantship Scheme of Universiti
Teknologi PETRONAS, and in part by the YUTP Fund under Grant 0153AA-H39.

References

1. Kim GJ, Baek SC, Lee HS, Lee HD, Joe MJ (2006) LGeDBMS: a small DBMS for embedded
system with flash memory. In: VLDB, CiteSeer, pp 1255–1258

2. Lee SW, Moon B (2007) Design of flash-based DBMS: an in-page logging approach. In:
Proceedings of the 2007 ACM SIGMOD international conference on management of data,
pp 55–66

3. Kim J, Kim JM, Noh SH, Min SL, Cho Y (2002) A space-efficient flash translation layer for
compactflash systems. IEEE Trans Consum Electron 48(2):366–375

4. De-Leon HL, Quiros RE (2005) Self-contained flight data recorder with wireless data retrieval.
United States Patent 6,898,492

5. Yamawaki Y (1995) Traffic accident data recorder and traffic accident reproduction system.
United States Patent 5,446,659



Machine Learning in Healthcare:
Current Trends and the Future

Usman Ahmad Usmani and Jafreezal Jaafar

Abstract Today, an abundance of electronically stored medical image data and DL
algorithms can be used to recognize and detect patterns and anomalies in this kind of
dataset. Computers and algorithms can interpret the imaging data as a very qualified
radiologist can see irregular skin, lesions, tumours and brain bleeds. Consequently,
the use of AI/ML tools/platforms to help radiologists is poised to grow exponen-
tially. This approach addresses a vital issue in the healthcare sector as well-trained
radiologists are challenging to come by worldwide. These professional professionals
are, in most cases, under tremendous pressure due to the influx of digital medical
data. We analyze and address the current state of A.I. applications in healthcare.
A.I. can be applied to various healthcare data forms (structured and unstructured).
Popular A.I. techniques include machine learning for structured data such as classic
support vectors and neural networks, modern in-depth learning unstructured data
natural language processing.

Keywords Healthcare trends ·Machine learning tools ·ML disease detection ·
Robotic surgery

1 Introduction

Identifying diseases rare or hard to diagnose also depends on detecting what are
known as’ edge cases. As this type of ML system relies on large datasets of raw
pictures (and different transformations) of these conditions, they are more precise
than humans for this type of detection [1]. They should improve automation produc-
tivity and intelligent decision making in primary/tertiary and public health care. This
would have the most significant effect on A.I. instruments since the quality of life
will increase for thousands of people worldwide [2].
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The Microsoft Project Inner Eye, which uses ML methods for segmentation and
detecting tumours with 3D images, is an excellent test case. It can assist in the pre-
case preparation, navigation and effective tumour contours for radiation prepara-
tion. M.R.I.s and other sophisticated imaging systems are fitted with ML algorithms,
increasingly used for early cancer detection.ML tools often offer significant value by
increasing the surgeon’s display with information such as cancer’s location during
robotic procedures and other image-led procedures. Therefore, the use of AI/ML
software/networks to help radiologists should be exponentially expanded. Unfortu-
nately, these details are messy and unstructured too. In particular, patient data can not
be used for basic computational and analytical modelling instead of regular business
transaction data [3]. The need for the hour is a powerful and agile AI-enabled plat-
form, which can link and analyze a diverse mix of data types (i.e. blood pathology,
genomics, radiological images, medical history) [4]. These systems should also dig
extensively and uncover the secret trends through the analyses [5]. Furthermore,
doctors and other health practitioners should understand and understand their find-
ings to achieve their success with great confidence and clearness. These bills are
appropriate for the interpretable A.I. and distributed ML systems and can fulfil these
systems’ requirements within a short period. Surgery robots can provide human
surgeons with unique assistance, enhance their vision and manoeuvrability during
operations and make precise and minimally invasive incisions [6]. The optimal stitch
geometry and wound cause less pain. There are inspiring opportunities to apply
AI/ML to such robots in digital operations.

1.1 The Motivation for ML in Healthcare

The following article provides a detailed summary of this. Software-centred robot
communication with the aid of massively distributed computing. Insights and guid-
ance based on the history of Surgery (personal andmachine) and findings (favourable
or not). A.I. has built space for augmented reality guidance and guidance in real-time.
Telemedicine and remote surgery prospects for reasonably easy operations. Daily
citizens in the United States have had a long and bitter debate about actual health
care costs and complexities. A.I. and similar methods powered by data are unique to
solve some of the root causes of the problems—long waiting, concerns of unreason-
able charges, a long, overly complicated appointment process, and lack of access to
the right physician [7]. The best thing about this kind of A.I. application is that data
security is not a big issue: a daunting and challenging healthcare system problem
[8]. The organizational challenge often contains no sensitive patient data concerning
illness, diagnosis or medicine. Still, it consists of data concerning funding, money,
marketing or human resources concerns as is the case for any modern organization
[9, 10]. These same problems plague conventional organizations for several decades,
and AI/ML techniques are now part of a solution. This is because massive databases
and smart search algorithms, which are a vital part of A.I. systems, are excellent
for specific patterns or optimization problems. Hospitals and public health agencies
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should also use advanced AI/ML technologies and strategies in their organizational
aspects every day. Such programmes’ core purpose should be to build AI-supported
networks to improve healthcare outcomes for the most extensive section of ordinary
citizens. The ultimate aim of current processes in conventional organizations is to
maximize benefit. Robust A.I. methods for managing medical operations need to
differentiate themselves from traditional systems by mixing empathy with income.
Increasingly, important names in the pharmaceutical industry are selecting A.I. and
ML technologies to resolve the challenging issue of useful drug testing [11].

1.2 Artificial Intelligence Techniques for Detection
of Diseases

This article offers several famous examples—like Sanofi, Genentech, Pfizer. These
case studies cover all sorts of clinical fields—metabolism, cancer therapies,
immunooncology. Beyond the traditional long-term method, A.I. techniques are
being used more and more to speed up the fundamental processes of early selection
andmechanism discovery. The Berg biotechnology company uses its A.I. method for
study in its research. For start-ups, the evaluation of multi-channel data, including
research papers, patents, clinical trials and patients records, may include state-of-
the-art inferential approaches, Markov chain models, enhanced learning and natural
language (N.L.P.s). The key objectives are to identify patterns and establish high-
dimensional representations stored in the cloud and used during drug discovery [12,
13]. Also, A.I. instruments can help shape why and under what conditions diseases
are more likely to arise. Physicians can direct and plan to intervene (personalized)
even before they begin to display symptoms. The aim is extraordinarily complicated
and challenging. It is to identify exact treatment options for an individual based on
an ongoing personal medical history, decisions about behaviours, genetic data and
pathological tests. The ongoing COVID-19 crisis has shown the value of performing
hundreds of simultaneous development and therapeutic trials of vaccines. Traditional
statistical modelling approaches are almost impossible to use, designed for small
experiments to collect data and distinguish patterns from all these various sources,
often delivering high uncertainty levels. For such a planetary scale, A.I. techniques
must bear the challenge of solving. A wide range of exciting and forward-looking
approaches to AI/ML and platforms have been investigated in the field of health
care. Sujets from radiology assistants to intelligent medical management, person-
alized medicine and digital public health monitoring have been explored [14–16].
Data protection issues and legal frameworks are still recognized as barriers to the
complete adoption of these systems. The type of data that third parties can access and
use legally (for example, the owners of the A.I. and ML software, physical devices
or platforms) may be quite challenging to decide. As technologists and IA/ML prac-
titioners, it is essential to have a bright future in which the AI-algorithms support
ordinary citizens’ trillions to improve their primary health and wellbeing.
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2 ML Potential Applications in Healthcare

With the rapid population growth, it seems impossible to record and evaluate large
patient information quantities. Machine learning gives us the ability to automatically
identify and process this data, making the healthcare system more complex and
resilient. Machine education in healthcare combines into a common thread two types
of fields: informatics and medical science [17–19]. Machine learning methodology
gives medical research development and analyses complex medical data for further
study.

Many researchers areworking to develop newdimensions and features in this area.
Google recently developed an algorithm of learning machines to identify cancerous
tumour mammograms. Stanford also has a deep learning algorithm to assess cancer
of the skin [20, 21]. There are annual conferences, such as Machine Learning for
Healthcare, which seek to explore new automated medical technologies for better
service [22, 23]. Machine education aims to increase the machine’s prosperity, effi-
ciency and reliability. However, themachine learningmethod in a health system is the
doctor’s brain and experience what a patient requires a human touch and concentra-
tion [24, 25]. This can not be replaced by machine learning or any other technology.
An automated computer can provide better service. Here are the top 10 machine
learning frameworks for healthcare.

2.1 ML-Based Diagnosis for Heart Diseases

The heart is one of the primary organs of our body. We also have several heart
disorders like Coronary Artery Disease (CAD), CHD, etc. (Fig. 1).

Fig. 1 Diagnosis of heart disease
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Many researchers work on algorithms for the diagnosis of cardiovascular disease.
It’s a really hot problem of research in the world. One of the main advantages of
machine learning in health care is an integrated cardiovascular diagnostics method
[26–28]. Researchers use various tracked machine learning algorithms as a teaching
algorithm, such as the Support Vector Machine (SVM) or Naive Bayes. The Dataset
for U.C.I. Heart Disease can be used for training or assessment. For data analysis,
the WEKA data mining tool can be used. Alternatively, cardiac disease’s diagnostic
method can be established using theArtificial Neural Network (ANN) approach. One
of the most common and dangerous diseases is diabetes. This is also a significant
cause of other extreme disorders and deaths. This condition can affect our different
body parts, including the heart and kidney nerves.

2.2 ML-Based Prediction of Diabetes

A machine learning approach aims to predict diabetes and early-stage patients.
Random forest, K.N.N., Decision Tree and Naive Bayes can be used to construct
a prediction system as a classification algorithm. Naive Bayes beats other accurate
algorithms (Fig. 2).

Because of its excellent efficiency and less time for estimation, the diabetes dataset
can be downloaded from here. It comprises 768 data points, each with nine func-
tions [29, 30]. The liver is the second most crucial internal organ in our body. It
plays a significant role in metabolism. Many liver diseases such as cirrhosis, chronic
hepatitis, liver cancer can be targeted (Fig. 3).

Fig. 2 Prediction of diabetes
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Fig. 3 Liver disease prediction using ML techniques

Recent concepts have been used significantly inmachine learning and datamining
to prevent liver disease. Disease with extensive medical records is challenging to
predict.

However, researchers use machine learning principles like grouping, clustering
and many more to solve this problem. Dataset (I.L.P.D.) can be used for hepatic
disease prediction. This dataset comprises ten variables or liver diseases. A classifier
can be used with the Vector Machine Support (SVM). You can use M.A.T.L.A.B. to
create a prediction system for liver disease.

2.3 ML-Based Robotic Surgery

One of the primary qualifications for healthcare training is robotic Surgery. This
application will soon be a promising field. This application can be divided into four
subcategories, including automatic suturing, surgical capacity assessment, surgical
materials, and surgical modelling. Automation of sutures minimizes machine life
and fatigue (Fig. 4).

The Raven Surgical Robot, for example. Researchers attempt to use a machine
learning approach to test the surgeon’s performance in the least invasive robot proce-
dure. University of California researchers, San Diego (UCSD), explore machine
learning technology to improve surgical robotics. Since robots can not function effi-
ciently in neurosurgery, the manual operational workflow requires time and can not
automatically provide input. The use of machine learning is a benchmark appli-
cation of machine learning in medicine in drug discovery [31]. The Microsoft
Project Hanover aims to implement precise medicine learning machine technolo-
gies. Many Organizations are currently using drug discovery machine learning tech-
nology. Benevolent AI, for example. It aims to use artificial intelligence (A.I.) to
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Fig. 4 Robotic surgery using ML

discover drugs. Machine learning has many advantages in this field, including accel-
erating the process and reducing the failure rate. Machine learning also optimizes
the development and expense of drug discovery (Fig. 5).

Fig. 5 Prediction and detection of cancer using ML
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2.4 Machine Learning in Radiology

An intelligent electronic health record system can boost computer training, including
classification documents and optical character recognition. This programme aims
to create a plan to sort patient requests via email or convert a manual recording
system into an automated system. This application seeks to develop a secure and
easily accessible framework. Electronic health records’ rapid growth has increased
patient healthcare information storage and advancement. For example, duplicating
data removes data errors. It could be used as a classifier or artificial neural network
(ANN) to create an electronic health recorder managed learning algorithm, like the
Support Vector Machine (SVM). Aidoc provides radiologists with machine learning
software to speed up detection. The purpose is to interpret the medical picture to
recognize the body’s abnormalities understandably. The supervised algorithm for
machine learning is used mainly in this field. Machine learning technology is used
for medical image segmentation. Segmentation is the process by which structures
are represented in an image. The graph cutting method is used primarily for image
segmentation. For analysis, standard Radiology Text File Language Processing is
used. The use of computer radiology can also improve patient care. The clinical trial
may be a series of studies requiring responses for biomedical or pharmaceutical effi-
ciency and safety. This research aims to reflect on the ongoing progress of treatment
(Fig. 6).

It takes a lot of time for this clinical trial. In this area,machine learning has an enor-
mous impact. An ML system can provide full service and real-time monitoring. The
advantage of using machine learning technology is that it can be remotely controlled
in clinical trials and studies. Machine learning also provides patients with a healthy
clinical environment. The clinical trial’s efficiency can be improved with supervised
computer education in healthcare.

Fig. 6 Machine learning in radiology
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Regarding machine learning performance, more knowledge almost always
provides better outcomes, and the health sector relies on multiple details. McKinsey
aims to deliver as much as $100B a year for big data andmachine learning in pharma-
ceutical and medicine focused on improved decision making, optimized creativity,
research/clinical testing and emerging technology for doctors, consumers, insurers
and regulators.

What is the source of this fundamental knowledge? If we look at named data
points, we will see research and growth, physicians, nurses, patients, caregivers,
etc. The range of various sources (at present) forms part of the synchronization and
use of this information to enhance the health system and treatments. The biggest
challenge at the intersection of machine learning and healthcare today is finding
ways to collect and use various kinds of data to help analyze, prevent and manage
people. BurgundyML applications in pharmaceuticals and medicine offer hope for a
future in which data synchronicity, research and ingenuity are a daily fact. At Emerj,
we research A.I.’s effect on the pharmaceutical industry as part of our A.I. Landscape
Opportunity service. Global drug companies have used A.I. Incentive Environments
to assess where A.I. works in their business, and what applications drive its value.
Disease disorder identifying and diagnosing is a crucial element of medical ML
science. In 2015, more than 800 cancer medicines and vaccines were investigated,
according to a survey conducted by Pharmaceutical Research and Manufacturers of
America (Fig. 7).

In an interview with Bloomberg Science, research scientist of the Knight Institute
Jeff Tyner pointed out that it was also a struggle to find ways to use all the findings
while it was interesting. “The concept of a biotechnologist working with computer
scientists and informatics is so interesting,” Tyner said. It is no wonder that great
players were the first to jump on the car, especially in areas of significant need, such
as detecting and treating cancer. I.B.M. Watson Health announced I.B.M. Watson

Fig. 7 Cancer detection using ML
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Genomics inOctober 2016, a joint project withQuest Diagnostics to support accurate
medicines using cognitive computing, genomic tumours, and a biopharmaceutical
company located in Berg. Current research programmes include intravenous tumour
dosing experiments and prostate cancer identification and management. In Google,
the Deep Mind Health disclosed several cooperation with the United Kingdom last
year, including Moorfields Eye Hospital in London, where macular degeneration
technology is developed in older eyes. Currently, supervised learning allows clini-
cians to choose from selective diagnoses or predict patient risk from symptoms and
genetic data, for example. I.B.M. Watson Oncology is a pioneering medical reform
and history institution to expand treatment possibilities. This personalized treat-
ment approach has significant consequences for patients to boost their wellbeing and
minimize overall healthcare costs. For instance, reductions in health care costs will
fluctuate and decrease as more people stick to medication and treatment plans.

Behavioural adaptation is also a significant driver in the prevention system,
addressed in December in an interview with Emerj by Catalia Health’s Cory Kidd.
And there are many start-ups with varying levels of success in cancer diagnosis,
prevention and care (for example). Somatix—a B2B2C software platform provider
with anML database analysis that “recognizes mouth-tohand movement,” especially
when smoking stops. SkinVision is the first to build the software for ‘SkinVision’
which was DermCheck for ‘Just, Just C.E. Cert.’ The first time this app was devel-
oped, DermCheck sent images to dermatologists (people rather than machines) via
phone to return to a personalized treatment plan. In this area, the frontier appears to be
precision medicine with the detection of ‘multifactorial’ mechanisms and alternate
therapeutic routes. This study is unaccompanied, often mainly limited to detecting
data patterns without prediction (recently included in supervised learning). Machine
learning has many practical applications that can help develop and conduct clin-
ical trials. Advanced predictive analytics can identify clinical problems and thereby
contribute to lower, quicker, and cheaper testing, for example, for social media,
doctor visits and genetic information for target groups. According to McKinsey,
several more ML applications for improved clinical trial performance have been
developed, including determining sample sizes for better quality, addressing and
adjusting patient recruitment discrepancies, and using electronic health records to
remove information errors (e.g. double entry). DeepMind Wellness, Google, with
University College London Hospital, collaborated on machine-learning algorithms
to identify different levels of safe and cancerous radiation. DeepMind and U.C.L.H.
work to distinguish healthy and cancerous tissue variations onMLapplications.More
knowledge is covered in our radiology machine learning applications. Classification
of documents (sorting patient requests by email, for example) with the aid of vector
machines and optical character recognition (transforming a digitized character of
cursive or another manuscript). The MATLAB ML and the handwritten character
recognition network of the Google Cloud Vision API provide only two examples of
creativity.

Intellectual and electronic health records are being developed over the next decade
by the M.I.T. Clinical Machine Learning Community. Diagnostics, clinical deci-
sions and personal care guidelines, including integrated ML/AI, where supported.
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The M.I.T. research site notes that ‘the need to build robust machine learning algo-
rithms will learn from smaller data on the labelling, interpretation and generalization
of natural languages in medical and institutional environments.’ ML and A.I. tech-
nology will monitor and predict all outbreak ovarian diseases through satellite-based
information, historicalWeb-based information and sociological information. Today’s
opioid crisis is a clear example of A.I. Vector support. Artificial neural networks were
used to predict malaria outbreaks based on temperature, mid-month precipitation,
total positive cases, and other data points. Epidemic severity predictions are urgently
needed, especially in third-world countries lacking in medical facilities, education,
and healthcare access. ProMED-mail is a software thatmonitors and detects emerging
diseases in real-time.

Significant issues still have to be addressed when integrating ML technology in
pharmaceuticals and medicinal products: data processing is one of the most pressing
problems today. Patient information is also sensitive and not easily accessible. It
seems safe to believe that most of the population is concerned with sharing infor-
mation rather than privacy concerns. It is noteworthy to note, in a survey carried out
in the United Kingdom by the Welcome Foundation in March 2016, that only 17%
of the respondents never decided to distribute their anonymized information to third
parties other than study.

The more open algorithms should comply with the strict drug development regu-
lations; the causes of machine findings must be seen and understood. It is essential in
the pharmaceutical industry to attract data science talent and develop a deep pipeline
of Skills. The breakdown of data silos and the promotion of a “data-centered perspec-
tive” across industries is critical in helping the industry to transform their thinking into
long-term progressive changes and to find value. Pharmaceutical firms have refused
to update or fund research programmes in history unless there is a considerable and
immediate monetary benefit. The relocation of already chaotic electronic records
through networks will be a first step towards creating tailor-made care solutions.

3 Natural Language Processing in Healthcare

Natural Language Processing provides exciting opportunities for swimming through
and using enormous data currently unused to improve results, reduce costs and
increase care efficiency. We found the N.L.P. drivers in healthcare in the first part
of this two-part series. For the increasing amount of data already produced in siLos
and daily systems, the A.I. sector appears necessary. The paper discusses the factors
which contribute to the growth and implementation in the health care sector of natural
language processing, the potential benefits of performance and the future of artifi-
cial intelligence and machine learning in the healthcare industry. It is a synthetic
intelligence division which mainly focuses on perception and human data or speech.

The technology involves a range of sub disciplines, including language questions,
natural language creation and language processing. Firstly, the technology employed
in health care is double: analyzing individuals’ speech and extracting significance.
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The two leading roles of technology in machine learning and N.L.P. in healthcare
are the most important. Over the years, N L.P. has advanced with validated R.O.I.
recognition, enabling clinics to transcribe notes with useful E.H.R. information using
natural language treatments in healthcare. Front-end speech recognition eliminates
medical records’ role rather than cure, while back-end technology works to identify
and correct transcription errors before moving them to human evidence. While the
market is almost overwhelmed by language recognition technology,many companies
disrupt the field with deep learning algorithms in mining applications that give more
significant opportunities. Clinical recording developments—Healthcare computer
training has resolved clinical recording and free doctors from a complicated E.H.R.
manual system. This was possible due to the dictation from speech to text and the
wording of the data entry capturing structured data while processing. As machine
learning progresses in healthcare, essential knowledge can be gathered from other
new sources, and P.H.M. and V.B.C. initiatives can be powered by analytics. Study of
data mining—The integration of data mining into healthcare systems allows organi-
zations to reduce decision-making subjectivity and provide valuable medical knowl-
edge. Datamining can be a cyclic technology until every HCO has started developing
a successful business plan for better patient care. Computer-assisted coding—NLP-
driven C.A.C. promises to prove coder accuracy im-. Computer-aided code collects
details and information on therapy to capture and optimize any code. The research
showed that current suppliers in the production of C.A.C. solutions on the market
must redirect their answers to a value-driven paradigm’s demands and ensure they
function as expected.Many health I.T. programmes have a regulatory burden because
metrics such as ejection fractions are not stored as separate values. Health systems
have to determine if an expulsion fraction (Fig. 8).

Health systems have to determine if an expulsion fraction is reported in a note and
save any value in a format which can be used for accurate reporting on the organi-
zational automated analytical reporting platform. New N.L.P. cases, such as clinical
study matching, N.L.P. and machine education, have an immediate impact. Some
companies are now trying to solve N.L.P. engine problems to suit the test. N.L.P.
simplifies and turns the test match process into a seamless one with innovations.
Prior approval—A report showed that the charge for doctors’ last approval needs is
growing. These standards improve overall activities and interfere with the delivery
of treatment. The question as to whether payers earned and approved reimbursement
was not rendered after a while as a result of language processing. I.B.M. Watson
and Anthem are now working on a payer N.L.P. module for quick prior authoriza-
tion assessment. Medical decision-making encourages physicians’ correct option
for natural languages production and engineering. Some healthcare areas require
extra monitoring, such as medical errors. Risk Adjustment and Hierarchical Cate-
gory Category Coding, a risk adaptation model, was initially developed to predict
patients’ potential costs. N.L.P. is also used for the control and evaluation of symp-
toms by physicians. H.C.C. coding is increasingly prevalent in value-based payment
models. H.C.C. uses ICD-10 coding to assign each patient risk ratings. The natural
language processing will allocate a risk factor to patients and estimate healthcare
costs.
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Fig. 8 N.L.P. in healthcare

Environmental Virtual Scribe—Language softwaremust substitute human scribes
full of clinical documentation. N.L.P. and Artificial Health Intelligence will turn
clinical documentation into a wholly changed game in that scenario. The N.L.P.
can also enable physicists to teste patients in machine phenotyping and biomarker
development. Compared to the specialist’s expertise, N.L.P. recognizes phenotypes
through the patient’s present conditions. N.L.P. may also be used to determine speech
patterns and diagnoses for neurocognitive injuries such asAlzheimer’s and dementia.
An application for the N.L.P. will eventually identify a subset of ethnic or racial
groups in population surveillance to monitor and map health differences. There is no
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granularity for defining significant socio-cultural disparities and population tracking
in the current administrative databases.

However, N.L.P. offers a strong basis for further research and development. The
N.L.P. will use health systems to improve its managing treatment and solutions
approach. Machine-learning firms can boost healthcare physicians’ workflows and
patient experiences. Natural language processing solutions in the field of healthcare
are complete: enhancing patient experience with the doctor and E.H.R. Language
recognition systemsmay help close the distance between complicatedmedical issues
and the perception of the wellbeing of patients. N.L.P. can be an ideal way to deal
with E.H.R. Many clinicians take N.L.P. as an alternative form of typing and writing
notes, including growing patient health knowledge. Although patients have access
to their health information through an E.H.R. system, the specifics are difficult for
most people to understand. Just a fraction of the patients can choose their medical
history. This changes as machine learning is implemented in healthcare. The N.L.P.
tools help to measure and improve treatment outcomes while improving healthcare
quality. Value-based paywill allowmedical facilities to assess doctors’ efficiency and
recognize care inequalities. N.L.P. algorithms can help HCOs detect potential treat-
ment errors. TheN.L.P. algorithms can gather useful data from extensive databases to
classify sensitive patients and provide healthcare practitioners with the best methods
for coping with challenging patients. For predictive healthcare research, identifying
high-risk patients and the development of the diagnostic process can be carried out
using Pervasive Analytics and natural speech processing and predictional healthcare.
For emergency rooms, complete data is essential.

For example, delays in diagnosing Kawasaki disease cause significant complica-
tions if they are in some way, overlooked or violated. As scientific evidence shows,
an NLP-based algorithm has classified risk patients with Kawasaki’s disease with
93.6% sensitivities and 77.5%accuracy than the clinician’smanual test.ManyFrench
researchers are working on another NLP-based patient algorithm to map, diagnose
and prevent HAI. The N.L.P. generated unstructured data to classify early indications
and clinicians as such. Further tests have also been carried out to analyze and predict
heart failure-treated patients’ likelihood automatically. Natural language processing
was used to assess a patient’s risk of hospital admission and death for the past 30
days and provide free text updates for the last 24 hours. At the end of the successful
experiment, the algorithm was better than expected, and the overall positive predic-
tive performance of the model reached 97.45%. The advantages of using N.L.P. will
undoubtedly be used to evaluate and forecast these conditions in patients by applying
a wide range of algorithms. The promotion of superior care decisions and patient
health outcomes includes natural language processing and other ML approaches.

4 Conclusion and Discussion

If your child has lost its wisdom teeth, individual doses of Vicodin are more likely
to be given. They may have Bactrim for an infection in the urinary tract (U.T.I.).
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Few patients, hopefully, will ever receive the same dose of any drug in the not
too distant future. Few people use the same medication if we know enough about
the patient’s biology and history. The promise of personalized medicine is a world
in which guidelines are customized to everyone’s wellbeing and disease remedies,
their medical history, genetic features, past ailments, nutrition, levels of stress and
much more. However, it might eventually expand to minor conditions (i.e. to give
somebody a smaller dose of bacteria for U.T.I., or an unparalleled version of bacteria
formulated for theHoomanHakami fromMedtronic, aMedtronic and I.B.M. diabetes
video) Medtronic would like to see insulin control pumps function independently,
monitor blood glucose levels and, if appropriate, administer insulin wWhileWestern
Medicine has maintained its primary focus on the treatment and improvement of
diseases, proactive treatment and intervention are essential. This application is being
advanced by the first wave of IoT devices (particular FitBit).Machine trainingmay be
used to track the worker’s performance or tension and seek beneficial improvements
in risk groups (not just to re-live or cure symptoms after reversals). Ethical concerns
regarding “increasing” human physical and (particularly) mental capacity are severe
and probably will becomemore critical as the technology of improvement in the next
15 years.

On the other hand, any human expert could easily defeat the narrower computer
vision application (if the model has been adequately trained). Federal “red tape”
or HIPAA also can make sports more “goliath” for the medical profession than
“david.” New social networks will catch teenagers up and beat Snapchat and Face-
book because of their virality, marketing and user interface. You only need a dozen
engineers at the right time, just like Instagram, but it is unlikely that a dozen engi-
neers have the industry, although they have earned ten million dollars. This labyrinth
can demand more money, contacts and know-how than any small Silicon Valley
company can collect. It seems like I.B.M. or Medtronic can have a healthy lead in
medical innovationbecause of these factors alone. In recent years,MLhas contributed
to several areas, including the vision and processing of natural languages. Many
existing training data (e.g. images in vision or sentences in natural language) can
benefit from more complex models. We are now on the verge of a substantial change
in HE. Through applyingML to electronic health data, including genomic data, more
and more accessible, epidemiologists in health care can better understand the under-
lying risk for acquiring infectious diseases and transmissionmechanisms and develop
specific strategies for reducing HAI. It is important to note that, while powerful, ML
can not recognize relationships that do not exist in the data.

Furthermore, ML does not substitute for regular statistical or random screening.
Instead, ML can be used to extend the existing HE toolbox. Interdisciplinary teams
would have the most significant influence on the future and work together to interpret
the data.
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Predictive Maintenance for a Turbofan
Engine Using Data Mining

Ismaila Mahmud, Idris Ismail, and Zuhairi Baharudin

Abstract Airplane safety remains one of the crucial areas that must have a robust
maintenance strategy due to its impact in the transportation of human beings and
goods. Predictive maintenance is a vital means of ensuring complex system such
as turbofan engines in airplane are being used safely and optimally. The advent of
information and communication technologies provide ways to collect useful data for
maintenance strategies and decision making. The acquired data are unstructured and
may contained incomplete information. Data mining transform the data to become
meaningful and useful for machine learning application. In this paper, data mining
techniques for predictive maintenance are presented, with machine learning algo-
rithms applied to predict the maintenance conditions of a turbofan engine and the
results are compared. The results show that support vector machine has a slightly
better accuracy than the other methods.

Keywords Predictive maintenance · Machine learning · Turbofan engine · Data
mining

1 Introduction

Maintenance is a process that ensure tools, machine (simple or complex) are kept in
a good working condition and ensuring that it is repaired when the need arises as a
result of breakdown within the possible time. Thus, maintenance has been around
since the existence of machineries. It has also evolved with the changes that accom-
pany new innovations in machine systems. Traditionally, maintenance tends to be
reactive-respond to failures in equipment or devices. And as a result, when failure
occurs, it becomes very catastrophe. Human life and properties have been lost due
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to insufficient maintenance and safety strategies in the aviation industry. A well
planned maintenance procedure could decrease the rate of failure, ensure system
availability, reduce the cost of maintenance and increase system reliability [1, 2].
The complexity of airline systems makes conventional maintenance methods not
to meet the requisite maintenance requirements for the aviation industry. With the
advent of smart systems, gives room to have some high level machine flexibility,
availability and high quality of services and products [3]. The advancement brings
about new form of challenges which is the complexity of systems and processes.
However, digitization in major sectors and couple with advancement in information
and communication technologies (ICT), brings new prospect for maintenance strate-
gies [4]. Maintenance measures could be predicted through the analysis of real time
data and recorded data. Predictive maintenance means having smart way of handling
maintenance from the usual reactive done before [5]. The lack of structured data pose
as a challenge in implementation of predictive maintenance strategies [6, 7] but the
use of Data mining allows unstructured data to become useful.

Prognostics have been used in the area of maintenance for quite sometimes. Prog-
nostic and health management (PHM) is a means where failure rates of machine
or equipment are estimated which enables monitoring its overall effect on the entire
systemandprovides ground for decisionmakingofmaintenance actions to be takenor
otherwise [8]. PHM could be achieved through the following methods; model-based
or data-driven methods. In the model-based approach, it has the ability to incorporate
physical knowledge of the system. However, there are usually difficulties in finding
the mathematical representation of complex systems. Unlike the model-based, the
data-driven method has the ability to utilize high dimensionality data to perform
prediction. Still, a dataset that has a run-to-failure in it, to be used for modelling are
quite not available. This is as result of most data does not have fault evolution due
to the nature of design of the system and managerial demands until failure occur.
Moreover, time and cost could hind obtaining actual system fault evolution. Propriety
issue is another factor that could make access to available data hard [9]. All these
constitute challenges and limits wide research in this area. However, an alternative
has been initiated through the use of run-to-failure data simulation and thus, rein-
forced research in the field. Data-driven methods build the prediction model through
the use of machine learning algorithms. Examples of classical learning algorithms
include approaches based on artificial neural networks (ANNs), k-means clustering,
logistic regression, Decision Trees (DTs) and support vector machines (SVMs) [10].
In addition, data-driven algorithms sometimes make more accurate predictions than
physics-based models because mathematical models cannot accommodate enough
complexity. This paper investigates data mining and machine learning application
on simulated run-to-failure data from NASA turbofan engine dataset. Four machine
learning algorithms such as decision tree, support vector machine, random forest and
gradient boosted tree were applied, and their accuracies compared. The organization
of the paper is as follows; Sect. 2 covers the related work. In Sect. 3, data miming
is being described with its features and the machine learning algorithms used in the
paper are highlighted. Case study and results are presented in Sect. 4 and Sect. 5
respectively. Finally, the conclusion is in Sect. 6.
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2 Related Work

There have been some research works reported in the literature on predictive mainte-
nance. Researchers have proposed novel methodologies to produced high accuracy
in predictive maintenance. In Behera et al. [11], the authors proposed a data-driven
prognostic technique for predictive maintenance based on tree ensemble algorithms.
They used NASA turbofan engine dataset and found out that gradient boosted trees
performed better than random forest. Alberto et al. [12] proposed a data-driven
predictive maintenance process that perform data acquisition and processing for a
realmachine process. The datawas obtained fromcomputer numerical control (CNC)
turning centre with two tool posts. Machine learning models were used in assessing
the remaining useful life of the machining tool. The concept shows that predictive
maintenance approach could be used in areal machine process where preventive
maintenance remain the feasible maintenance strategy adopted. Accorsi et al. [13]
developed a data mining framework for condition-based maintenance with different
machine learning classifiers. The models were applied to real-world case study, the
fault prediction accuracywas quantified and compared. The results show that random
forest having slightly better accuracy than other methods. In Bukhsh et al. [14], the
authors propose three tree-based classification methods for predictive maintenance
of railway switching systems. The models were able to trigger the activity type and
predict themaintenanceneedof the railway switches. Lee et al. [15] applied predictive
maintenance to two machine tool system elements using artificial intelligence algo-
rithms the twomachine tool systems consist of spindle and cutting tools. The compo-
nent’s conditions were obtained from flank wear and bearing’s remaining useful life
for cutting tool and spindle respectively. Artificial neural network and support vector
machine were used in classifying the tool’s condition. Okoh et al. [16] proposed a
statistical techniques-based data-driven prognostic approach for predictive mainte-
nance. The model was conducted on a synthetic data validated by industrial experts.
In this paper, data mining based predictive maintenance is used for turbofan engine
with machine learning algorithms to predict the engine conditions.

3 Data Mining

Data mining provide means where hidden trends, patterns, and associations on
datasets are discovered. It involves many methods such as statistics and machine
learning to solve wide range of the problem at hand [17]. In a typical classification
problem, neural network uses gradient descent training to solve it, while a decision
tree uses greedy search algorithms to solve it. The main purpose of data mining is
model creation [18]. A framework to execute Data Mining similar to standard one
like Cross Industry Standard Process for Data Mining (CRISP-DM) [19] with modi-
fication to suit our classification model case is developed. The steps in the framework
includes; Data Preparation, Feature Selection and Prediction model.
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3.1 Data Preparation

Row data are often not useful due to having presence of noise or too weak and in
some instance very large. Such data have to be process and reduced to a form, it could
be useful and easily be applied on predictive model. Some of the actions taking to
improve the signal quality include data quality assessment, operating condition oper-
ation discovery and data normalization. The tools used in data preparation include
filtering, amplification, data compression, data validation and de-noising.

3.2 Feature Selection

Thedata goes to another formof process tomake itmore suitable for use.At this stage,
features are extracted and selected. The aim is to extract indictors or features with
fault or patterns and also havingminimal subset features from problem domain while
maintaining original feature structure with high accuracy. The purpose of feature is
to select relevant and informative features effectively.

3.3 Prediction Models

Decision tree, support vector machine, random forest and gradient boost tree are the
machine learning algorithms adopted for the prediction models in this paper. These
are supervised methods which build its models through establishing links between
input variables and target variables.

Decision Tree (DT). A decision tree is a machine learning algorithm that built
its classification model using a tree structure flowchart. Decision tree algorithm is
constructed with three set of nodes; root node, internal node and the leaf which
represents the class label. Among the algorithms used in developing decision tree
are C4.5 [20], classification and regression tree (CART) [21]. These algorithms are
implemented base on divide and conquer strategy where the training set is being
recursively partition.

Support Vector Machine (SVM). SVM is a statistical learning concept use to
perform classification through obtaining optimal hyperplane between two classes.
The hyperplane is the linear separator and in case of nonlinear classes, a kernel
function is used [22]. Kernel is a mathematical function that transformed nonlinear
data to be classified by a linear hyperplane and is given by

K
(
x, x ′) = exp

(
−γ

∣∣∣∣x − x ′∣∣∣∣2
)

(1)
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where ||x – x′|| is the Euclidean distance between two data points x and x′. γ is
the control parameter that maintain error trade-off between variance and bias in the
model. Cost function is used in training SVM for error minimization

1

2
||w||2 + C

n∑

k=1

ξk (2)

perform under these constraints

yk
(
wT xk + b

) ≥ 1 − ξk and ξk ≥ 0 (3)

where w is weight vectors, C is the penalty parameter, ξ k is the slack parameters
used in handling non-separable data, T is matrix transpose, xk is the training data
points, b is a constant and yk is the class label of the training data.

Random Forest (RF). Random forest is one of the ensembles of decision tree. In
random forest,N subsets of training data are generated from the original dataset using
bootstrap sampling approach. Decision tree Ti is constructed from the training of the
subset. Random forest is built from using N—decision trees [14]. The prediction of
random forest is the average predictions of the trees given as;

f (x) = 1

N

N∑

i=1

Ti (x) (4)

Gradient Boost Tree (GBT). Gradient boosted tree is also an ensemble of deci-
sion tree that produces weak tree classifiers and it use boosting approach to build
the base model. In the boosting approach, multiple models are built through resam-
pling of the training instance that previously could not be estimated and by having
some loss function (sum of squared errors or cross entropy) minimized [14]. If the
gradient overall ensemble function is Fm(x) and it generates a new model Fm+1(x)
for the base-learner h(x). For a given squared error loss function, the algorithm is
express as:

ρm = argmin p

N∑

i=1

[
ζ (yi , Fm−1(xi ) + ρh(xi ))

]
(5)

Fm(x) = Fm−1(x) + ρmh(x) (6)

where N is the total number of training instances, ζ is the loss function and ρ is the
gradient step-size.
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4 Case Study

The prognostic and health management dataset used in this paper is from NASA
prognostic research center. It is a simulation of turbofan engine under several contin-
uous conditions. The datawas captured usingC-MAPSS (CommercialModularAero
Propulsion System Simulation) software. The turbofan engine architectural structure
with its primary components is shown in Fig. 1.

Air goes into the engine through the fan and low pressure compressor. Thereafter,
the air passes through high pressure compressor that mixed it with fuel and ignited
by a combustor. This results in lifting up discharge air velocity by the combust fuel
in the high pressure compressor (HPC) that controls the low pressure turbine (LPT)
and high pressure turbine (HPT). A 9000 lbs thrust class engine with various sensors
installed on it was used for the data readings collection. Several operating conditions
were used in gathering the engine information such as temperature variation (within
the range of − 51–39 °C) and the engine’s altitudes from sea level to 40,000 ft [11].
Table 1 provides some details of the four subsets of testing and training datasets in
the C-MAPSS dataset.

There is k-by-26 matrix-order stored in each subset where 26 is the number of
input attributes and k is the row count of the dataset. The three operational settings
have their combine data represented in every tuple of the dataset. The dataset is put
such that it start from engine number, followed by the cycle number, columns 3–5 are
the values of the operational settings and the remaining are the 21 different sensor
reading values attached on the aircraft engine [23]. It is considered that in each tuple,

Fig. 1 Architecture of turbofan engine

Table 1 Details of C-MAPPS dataset

Datasets FD001 FD002 FD003 FD004

Training trajectory 100 260 100 249

Test trajectory 100 259 100 248

Operating conditions 1 6 1 6

Fault condition 1 1 2 2
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the training and testing subset hold the total life-cycle time of the engine and the
last entry is the condition where the engine is on the brink of failure or declared
unhealthy [24, 25]. The major purpose of RUL estimation is to identify the condition
when the engine might need inspection or replacement. The RUL attribute targets
could be define as normal, warning and critical depending on the particular value in
the RUL attribute.

5 Results and Discussion

In this section, the FD001 dataset is used in building and testing the predictive
maintenance model for the turbofan engine. The four machine learning algorithms;
decision tree, support vector machine, random forest and gradient boosted tree are
trained to monitor and predict the conditions of turbofan engine.

Confusion matrix is used in evaluating the performance of the models’ prediction
ability. In the matrix, each row and column show the true and predicted values of the
model and can reveal which classifier is confused. A true positives are positive cases
correctly classified as positive class and true negatives are negative cases correctly
classified as negative class. Conversely, a false positives are negative cases incorrectly
classified as positive class and false negatives are positive cases incorrectly classified
as negative class. True positive rate is the proportion of correctly classified positives
while false negative rate is the proportion of misclassified positive cases (error rate
per class).

The input dataset for the models is extracted from FD001 dataset of NASA prog-
nostic and healthmanagement dataset. It is 20626× 26 dataset with 26 input features.
21 features represent sensor signals employ in monitoring the conditions of the
turbofan engine. The first 5 attributes consisting of; engine numbers (100), number
of cycles (time) and three operating conditions. In the pre-processing of the dataset,
14 features are selected from the 21 sensor signals as beingmeaningful for the predic-
tion models. Principal component analysis (PCA) is applied to the selected features
to reduce the dimensionality of the features [15]. PCA is a mathematical process of
mapping multi-dimensional dataset to lower dimension and maintaining its original
information. The mapped dataset is used as the input for the models. The predic-
tion conditions are labelled as; critical, warning and normal which corresponds to
the remaining useful life of the dataset. Table 2 shows the accuracy obtained by
each model which measures the overall performance of the models. The results are

Table 2 Accuracy of the
predictive maintenance by the
models

Model Accuracy (%)

Decision tree (DT) 83.8

Support vector machine (SVM) 88.6

Random forest (RF) 86.0

Gradient boosted tree (GBT) 83.6
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Fig. 2 Confusion matrix for decision tree

obtained using hold-out validation, by using 75% for training and the remaining 25%
for testing.

SVM had the better result with 88.6% accuracy while GBT had the least result of
83.6%. Figures 2, 3, 4 and 5 show the confusion matrices of the models.

From the Fig. 3, it shows that SVM correctly predict critical condition 87%,
warning condition 96% and normal condition 38%. The SVM maintained better
prediction among the models. Though, RF perform relative similar with the SVM in
all the indicators as shown in Fig. 4

6 Conclusion

In this paper, machine learning algorithms through data mining were employed in the
development of predictive maintenance of turbofan engine. Four models; decision
tree, random forest, gradient boosted tree and support vector machine were trained.
Three engine’s conditions (normal, warning and critical) represent the remaining
useful life of system. The results show that SVM had better overall prediction accu-
racy than the other three decision tree-based models. In the future, we intend to
enhance the performance of the decision tree-based model by having it hybridize
with a metaheuristic algorithm.
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Fig. 3 Confusion matrix for support vector machine

Fig. 4 Confusion matrix for random forest
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Fig. 5 Confusion matrix for gradient boosted tree
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Cyber Security Breaches
and the Long-Run Effect on Firms’
Market Value: A Conceptual Framework

Syed Emad Azhar Ali and Fong-Woon Lai

Abstract Incidents of cyber security breaches are on the rise and pose a poten-
tial threat to businesses. Especially for publicly traded firms as they could create
a long-lasting influence on their financial performance and, thus, the market value
(MV) of a firm. Following the footsteps of the efficient market hypothesis, previous
studies have examined only the short-run impact on MV ensuing to security breach
announcements. Therefore, this study aims to conceptualize the impact of security
breaches on MV as manifested by long-run abnormal returns those firms. The study
is expected to provide ameaningful insight to investors andmanagers on the long-run
interconnection between cyber security breaches and firms’ market value.

Keywords Efficient market hypotheses · Firms’ market value · Long-run
abnormal returns · Security breaches

1 Introduction

TheGlobal Risk Reports byWorld Economic Forum (WEF) [1, 2] perceived a higher
risk for cyber-attacks with very high likelihood and impact following the enormous
risks associated with natural disasters. The increasing dependency on IoT and IR4.0
is making the business operations more vulnerable for incidents of cyber-attacks
such as spyware, malware, Denial of Service (DOS) attacks, phishing, ransomware,
and other vulnerabilities [3–5].

Measuring and analyzing the economic impact of security breaches has been
a point of interest from the scholars’ perspective. The effect of a security breach
on the trust and confidence of business stakeholders, including the investors in the
stock market [3, 6, 7]. A firms’ MV is one indicator to assess the change in the
confidence of investors. Therefore, various studies have studied the effect of security
breaches on the MV of a firm using theory for Efficient Markets [6, 8–14]. In most
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of these studies, the negative impact was witnessed on MV manifested by negative
abnormal returns. These studies were underpinned by the ‘Semi-Strong Efficient
Market Hypothesis (EMH) [15, 16], according to which stock prices adjust quickly
to all new information. Accordingly, the short-run examination of a security breach
event has been performed in these studies by analyzing the stock price behavior (i.e.,
from few days before an event to few days after an event), exhibiting an immediate
analysis of MV.While the short-run analysis helps get the market’s quick reaction to
an event announcement, it is imperative to explore the long-run analysis to estimate
a more realistic economic impact of a breach announcement. Studies addressing this
problem are unclear whether an event of security breach will affect the long-run MV
of firms.

1.1 Long-Run Impact on MV

According to the Global Cost of Data Breach Report [17], the time to identify and
contain a data breach has been continuously increasing from 257 days in 2017 to 280
days in 2020, with estimated response cost ranging around $1 million for each firm.
The announcements such as security breaches indicate that the firms are reluctant to
disclose complete details of a breach on their first announcement. In recent times,
we have witnessed events of security breaches where the details concerning a breach
are disclosed months after the first breach announcement. For instance, in July 2019,
Equifax was penalized with US$ 700 million by the Federal Trade Commission
(FTC) and Consumer Financial Protection Bureau, after an enormous data breach
in 2017. From the investors’ perspective, they will probably have a close watch on
subsequent disclosures and announcements by the firm concerning a security breach
announcement that can influence their investment decisionmaking.Hence, the impact
of a security event, especially concerning MV, cannot be judged by analyzing the
announcement effect only using the traditional event studymethodology, as examined
by [7, 18]. Especially in cases where the announcement and economic impact vary.

Considering the above arguments, probably, the abnormal effect of a security
breach announcement by a listed firm can have a meaningful impression on future
cash flows, the required rate of return, financial distress, and credit rating. All these
concernswill bemanifested onMV in the long run aswell. Overall, it can be hypothe-
sized that the security breach announcementmight lead to abnormality in the long-run
indicators of MV in the stock market, such as long-run abnormal returns. To the best
of our knowledge, the long-run impact on MV after a security breach has not been
addressed in the literature. An unfavorable abnormality might manifest that influence
in its long-run stock returns.
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2 Literature Review and Hypothesis Development

An influential research group has discussed various issues relating to the manage-
ment of security risks, such as security investments [19, 20], institutional stimulus
on innovation, and security [21]. Another line of research focuses on the market
implications of disclosures linked to the security of information [67, 68] and secu-
rity breaches [11, 22–28] by having an underpinning of ‘efficient market theory’ and
the methodology of an event study. Among all event studies on security, the current
paper is compatible with those scholarly works which have inspected the impact of
the security breach on the stock market. Among all event studies on security, the
current paper is compatible with those scholarly works which have inspected the
impact of the security breach on the stock market [18, 29–31]. It can be elucidated
from most of the studies that the security breach will have a significant unfavor-
able influence on the overall confidence of stock investors as signaled by negative
abnormal returns within 1 or 2 days of the breach announcement. All these system-
atic research works have based only on the short-run impacts of breaches while only
anecdotally exploring the long-run implications of security breaches.

2.1 Studies on Long-Run Impact:

The review of existing works reveals that the implications of events for the firm’s
long run prospects, especially the firms’ MV have become a common concern for
researchers. Long-run effects have been mostly explored with the BHAR model,
1–3 years after the incident. Within the information management avenue, the BHAR
model was used to address the long-run value of the company about the impact
of Capability Maturity Model (CMM) [32], Enterprise Resource Planning (ERP),
SupplyChainManagement (SCM), andCustomer RelationshipManagement (CRM)
[33, 34]. As far as we know, the impact of a security breach on the company’s long-
runMVhas not yet been researched in the avenue of security. This research is the first
to conceptualize the effects of the security breach on the firms’ MV in the long-run.

Hypothesis Development and Conceptual Framework.

Long-run Abnormal Returns in the period before the breach announcement. Despite
breached firms’ intention to delay the announcement, there could be signs by which
security breaches can somewhat be anticipated. For example, the firm’s webpage
might become inaccessible for their customers and other stakeholders, a very sluggish
internet browsing, customersmight face access issues on the firm’swebsite, pointless
popping up of messages at the time of customer’s log-in, abrupt changes to system
passwords or accounts, browser warning of errors. Moreover, the concerned users
might face infection alarms through antivirus toolkits installed in their systems. Thus,
these signals of systemmalfunction can negatively influence the trust and confidence
of customers. Likewise, the firms’ MV in the stock market might be influenced, and
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Fig. 1 A conceptual framework for analyzing the impact of security breaches on long-run MV

they might have allocated a likelihood of a security breach for the concerned firm.
It is also probable that the financial impact of a security breach might have already
incorporated by investors in their stock returns even before the actual security breach
announcement. Hence, it can be hypothesized that:

H1: In the period before the announcement, abnormal returns of security breached firms will
be negative.

Long-run Abnormal Returns in the period after breach announcement. To fully
evaluate the financial influence of security breaches, it is also vital to analyze stock
price behavior in the post-announce era. Studies in recent times have also reported
statistically unusual long-run stock price reaction ensuing to the announcement of
an event. Examples include repurchase offers, spin-offs, initiations and omissions on
dividends,open market repurchases, stock splits, seasoned equity offerings, share-
holder fights, and initial public bidding (see [35] all such studies). Likewise, security
breaches can also impact firm financials even after the announcement as consumers
and suppliers respond to security breaches. Since these impacts must be part of
quantifying the overall economic impact of security breaches, stock returns should
be measured over extended timelines ensuing an announcement. Accordingly, there
are equal possibilities of positive and negative returns in the post-announcement
period. Our second hypothesis is:

H1b: In the period after the announcement, abnormal returns of security breached firms will
be negative.

The conceptual framework of this study is exhibited in Fig. 1. The announcement
of a security breach is an exogenous construct. At the same time, the endogenous
construct is demonstrated by long-run MV.

3 Methodology

The methods and estimation techniques we have proposed in measuring the long-run
abnormal returns are different from those usually used in event studieswhen the short-
run impact of events is analyzed on the stock market. As the methodology of event
study frequently provides skewed approximations of both the ultimate economic
influence and the test statistics [36, 37].Our proposedmethodology is based on robust
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and more accurate methods, which were newly established and used frequently in
studies [34, 38–42].

3.1 Assessing the Long-Run Abnormal Returns

The literature argues as to how to measure long-run abnormal returns [35, 36].
The first problem is the relevant variables to be controlled for calculating abnormal
long-run returns. Previous studies on long-run stock valuation have been primarily
controlled for a company’s systemic risk (or beta). According to literature, the size,
market-to-book ratio, and previous performance are imperative predictors of stock
returns [43–45]. The present consensus, therefore, appears to be that abnormal returns
have to be determined after controlling size, market-to-book ratio, and previous
performance [38].

Buy-and-hold abnormal returns (BHARS) using one-to-one match samples:

Our proposed approach is one-to-one matching in which each sample firm is
compared to the appropriate control firm having similar size, market-to-book ratio,
and prior performance. Then it is recommended to create two individual samples of
one-to-one:

i. Choose a firm nearest in size to the sample firm (size-matched).
ii. Choose a firm nearest to the sample firm in terms of its previous performance

from the sample firm (performance-matched).

The abnormal return is the gap between the sample firm’s BHARs and its
matched control firm, ensuring consistency with the null hypothesis. Accordingly,
both parametric and non-parametric tests can be used for statistical inferences. This
paper provides an estimate of abnormal buy-and-hold-abnormal-returns (BHARs)
by daily return statistics. The raw returns and the return of the sample company
are compounded first through the frame for BHARs measurements. The abnormal
return is the disparity between the samplefirm’s cumulative returns and its benchmark
(Fig. 2). BHARs are determined as:

Fig. 2 One-to-one matched sampling methodology [36]
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Fig. 3 Mapping of calendar time for assessment of MV
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3.2 Mapping of Security Events for Assessment of MV

To collect findings over time, we conceptualize to map the calendar to date of the
occurrence for each entity in our sample. The day of the announcement is day 0, the
next day for trade is day one, and the day before the announcement is day-1, etc. It
is advised to forecast abnormal returns for at least 18 months, beginning six months
prior announcements through two periods of sixmonths each after the security breach
notification. It consists of 250 trading days each year.

Furthermore, it contemplated deducting from both sides a 2-week duration (10
trading days) whilemeasuring abnormal changes in stock returns.Moreover, security
breachesmay, in the period before the disclosure, have already impacted stock prices,
and thus, the MV. Therefore, before the actual announcement, abnormal changes
may occur (Fig. 3). In the following three periods of six months each, we degree
buyand-hold abnormal returns and standard deviation from daily stock returns.

• Six months pre-announcement: trading days -135 to -11,
• Six months post-announcement: trading days 11–135,
• Twelve months post-announcement: trading days 136–260.

4 Conclusion

Findings in future studies based on the proposed framework might emphasize the
significance of security and determine that it cannot be disregarded. Events of security
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breach do not occur unwittingly, and over time, users have a lower level of tolerance
for such events. Also, the news or media attention exposes the presence of flaws in
the firm’s security, rendering the firm more likely to be the victim of such assaults in
the future. Taking SONY as an example, this reveals that SONY’s loss of MV of 293
million dollars a year after the incident and total loss of 937 million two years after
the event would result from a security breach event. It implies that investors would
reevaluate the worth of the company in the stock exchange as they face tangible and
intangible risks from security breach incidents.
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Abstract Microservices gained the popularity for use in scalable cloud application.
The application basedonmicroservices uses intensive network communication to call
other microservices or to pass on the messages to hundreds of microservices running
inside the cloud/edge nodes. This study addressed the early distribution of container-
based microservices and proposed two distribution strategies named as Random
Distribution and Design Pattern Distribution. In random distribution approach the
microservices are assigned arbitrarily to the available data centers. While in design
pattern distribution the microservices are grouped together on the basis of behavioral
design patterns which identifies common communication patterns among objects.
The proposed solution was tested using custom built simulation environment and the
results showed that the early distribution of microservices according to the design
pattern of the application resulted in significant reduction of network calls to the
microservices hosted at other network nodes or data centers.

Keywords Cloud/edge computing ·Microservices · Container · Optimization

A. Saboor (B) · A. K. Mahmood
High Performance Cloud Computing Center (HPC), Universiti Teknologi Petronas, 32610 Sri
Iskandar, Malaysia
e-mail: abdul_19001745@utp.edu.my

A. K. Mahmood
e-mail: kamilmh@utp.edu.my

M. F. Hassan
Institute of Autonomous System for Autonomous Facilities, Universiti Teknologi Petronas, 32610
Sri Iskandar, Malaysia
e-mail: mfadzil_hassan@utp.edu.my

S. N. M. Shah
KICSIT, Institute of Space Technology (IST), Islamabad, Pakistan

M. A. Siddiqui · S. A. Magsi · M. Junaid
Universiti Teknologi Petronas (UTP), 32610 Sri Iskandar, Malaysia

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
R. Ibrahim et al. (eds.), International Conference on Artificial Intelligence
for Smart Community, Lecture Notes in Electrical Engineering 758,
https://doi.org/10.1007/978-981-16-2183-3_67

699

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-2183-3_67&domain=pdf
mailto:abdul_19001745@utp.edu.my
mailto:kamilmh@utp.edu.my
mailto:mfadzil_hassan@utp.edu.my
https://doi.org/10.1007/978-981-16-2183-3_67


700 A. Saboor et al.

1 Introduction

In the last decade cloud computing has gained interest of the industries and research
institutes. The Cloud Computing enables ubiquitous computing and provides the
convenient on-demand access to the shared pool of configurable resources, such as
storage, network, server, applications and services [1]. The cloud data centers mainly
relies on the concept of virtualization to provide access to the shared resources and
cloud services [2]. For the last few years there had been a shift towards the container-
ization. The concept of containers creates lightweight and flexible environment by
allowing applications to share operating system. Recent advancement in container
technology have encouraged organization and researchers to use the containers in the
cloud environment. The adoption of containers helped in realization ofmicroservices
at cloud level. Microservices offer number of advantages such as scalability, relia-
bility, re-usability, fast response time, reduced cost, and many more [3, 4]. Microser-
vices also comes with number of challenges. The microservices adoption challenges
include security vulnerabilities [5, 6], finding the right size and number of services
[3].

As microservices are independent units and often needs to interact with other
microservices. The large number ofmicroservices and their interaction thus increases
the communication overhead. One way to provide reliable and fast communication
is by decreasing the communication among physical machine hosted at multiple data
centers. This study suggests differentways to distribute themicroservices on physical
machines so that the microservices have to use lesser communication network. The
microservices are ordered/managed in such a way that they mostly interact with the
microservices available at same physical machine and do not have to interact most
of time with the microservices hosted on other physical machines.

2 Literature Review

In cloud computing one of the most critical factor is to provide quality of service
(QoS) within the defined constraints. Traditionally, heuristic scheduling algorithms
had been used to provide QoS by minimizing the processing time and schedule tasks
efficiently [7], but the design shift of cloud services from monolithic applications to
loosely coupled micro-services brought in new challenges such as increased make-
span, heavy network utilization, and increased cost. These challenges are addressed
by the researchers time to time. According to Zahang [8] container placements on
VM is an issue. The VM placement and container placement should not be addressed
individually, therefore Zahang proposed a solution named Container-VM-PM. The
solution resulted in optimization of the placement of new containers and minimized
the number of physical machines and resource wastage.

In a study by Lin [9], the container-basedmicroservice schedulingwas done based
on multi-objective optimization method using an ant colony optimization algorithm.
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The solution took into account the utilization of computing and memory resources of
physical machines However, the study considered microservice scheduling in single
container only, and did not considered the producer consumer relationship of the
microservices. Similarly, Lv et al. [10] proposed the container distribution strate-
gies to address the problem of heavy communication workloads among containers.
For container placement they proposed the worst fit decreasing algorithm, and
for container assignment proposed a two stage Sweep and Search algorithm. The
experimental results showed the reduction in communication overhead among the
containers.

Zhou et al [11] proposed the optimal placement schema for containers in the
cloud environment. They introduced one-shot algorithm which work as placement
schema for the container cluster, and an online algorithm which breaks down the
online decision making into on-spot decision depending on resource price.

Recently another study by Sampaio et al [12] proposed an adaption mechanism,
named as REMaP (Run-time Microservices Placement). In this model the automatic
run-time placement of microservices is based upon usage history of resources and
mciroservices affinity.

The literature review showed one common concern that heavy network commu-
nication and latency is one of the major issue in container based cloud environment.
Especially the decomposition of a particular application into many small microser-
vices results into large round trips between service calls. The possible solution could
be aggregating multiple services or batch service call in a single round trip, or
replacing expensive inter-process communication call with language-level function
calls [13]. This study propose an early distribution of container-based microservices
in cloud environment such that the microservices are grouped in such a way that it
results in lower number of network calls. The solution addressed the distribution of
microservices and containers at early stages of application deployment.

3 Methodology

For this paper the distribution of microservices is considered in such a way that
one container hosts one and only one microservice in the cloud/edge environ-
ment. This section describes two proposed microservice distribution approaches i.e.
Randomized Distribution, and Design Pattern Distribution.

3.1 Randomized Distribution

The random distribution and assignment approach does not take into account any
performance parameters while assigning the containers to randomly chosen phys-
ical machine of the data centers, refer Fig. 1. The services are deployed arbitrarily
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Fig. 1 Random selection and distribution of microservices to the data centers

i.e. without any consideration of performance parameters. Therefore this way of
assignment can also be termed as a classical approach.

The microservices are assigned randomly and the assigned containers are
distributed across random location. Thus resulting in no consideration of design
pattern or microservices interaction.

The randomdistribution approach is shown in Fig. 1where the randomize function
selects amicroservices on random basis and assign it to the random pools. Then these
pools of microservices are randomly assigned to the available data centers.

In such a random distribution there is high chance that a microservice assigned
to on data center is totally dependent on a microservice available at other data
center. Thus, the execution of such microservices is likely to place multiple network
communication calls between services for successful execution.

3.2 Design Pattern Distribution

The term pattern used by software designers describes the software abstraction, thus
patterns used across other procedures, subroutines, and objects may also combine
for more common abstraction [14]. According to Erl [15] it is set of related patterns
which provides the building blocks and these building blocks are built upon the other
blocks thus defining the pattern application sequence. For this study we considered
the behavioral patterns as these design patterns are concerned with communication
between objects.
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Fig. 2 Arrangement of microservices according to their interaction dependencies and assignment
to the data centers

The proposed design pattern distribution schema is shown in Fig. 2, where
microservices are assigned according to the relation and interaction defined in soft-
ware design. If two or more microservices are dependent on each other for the execu-
tion of services, then those microservices are pooled together. Then these pools are
assigned to the respective data centers.

3.3 Results and Discussion

To assess the proposed techniques, we designed the simulation program using Java
to produce the microservices utilization data sets. To get the insights of the produced
data sets we used an online tool called plotly [16]. Plotly provided online analytic
and visualization of the data sets. The data sets were produced for one hour of
microservices calls, and for the assessment of the proposed system it was considered
thatmaximumof 1000 calls can be originated for themicroservices at any given time.
The anatomized simulation process however reached maximum of 729 simultaneous
microservices calls at a given time. The number of service calls originated from the
system are shown in Fig. 3. They are the simulated calls for microservices which will
be used for testing the random and design pattern distribution. To get the test results
for classical random approach, the service calls were originated for themicroservices
distributed randomly at different location i.e. data centers. The number of network
calls placed by themicroservices in random distribution are shown in Fig. 4. It clearly



704 A. Saboor et al.

Fig. 3 Number of microservices calls originated from the system over a period of one hour

Fig. 4 Number of network calls in random distribution of microservices

shows that heavy network traffic is generated by such a distribution. On average 189
network calls were placed at a given time.

In the second simulation the design pattern distribution strategy was tested and the
results showed that the number of network calls reduced significantly (refer Fig. 5).
On average 84 network calls we placed at a given time, which are very low when
compared to random distribution. The comparison of both distribution strategies is
shown in Fig. 6.

Fig. 5 Number of network calls in design pattern distribution of microservices
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Fig. 6 Comparison of random distribution (RD) and design pattern distribution (DPD) network
calls

During the multiple simulation run of the system, it was noted that for couple
of time the design pattern based distribution of network calls exceeded the random
distribution network calls, but it was rare. This was due to the ideal match of the
microservices calls and the distribution done during the random distribution. Thus
less network calls placed in such a configuration were by coincidence.

3.4 Conclusion and Future Work

The design shift of cloud services from monolithic applications to loosely coupled
micro-services brought inmany challenges. This study addressed the communication
issues and proposed two microservices distribution strategies to reduce the network
calls. The random distribution and design pattern distribution were suggested, and
the simulation tests showed that the early distribution of microservices according
to the design pattern of application significantly reduce the network call to other
microservices.

The proposed system was tested using a custom built data sets and the system
further needs to be tested using real cloud traces. In future the study will also
be extended by defining other early distribution strategies such as priority based
distribution and weighted mean average distribution.
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Abstract Food stability has always received worldwide attention, especially in the
development of the poultry industry. However, the poultry’s diseases have caused the
loss of the poultry population and direct income of the owners. In this work, a system
comprising of a website and a mobile application has been developed to support
disease identification in chickens; the disease spread locations can be managed and
traced with maps. In addition, the system allows farmers to make contact and get
support from experts through chat, voice calls, and video calls. It also has some
e-commerce functions for improving sales of poultry’s owners. The system uses the
improved ResNet-50 model, with an accuracy of about 93.56%.
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1 Introduction

According to the World Health Organization (WHO), as of September 2020, the
world has about 30 million patients infected with COVID-19, of which 940,000
deaths. This shows the rapid spread of the epidemic in recent years. Therefore, to
limit the spread of disease, governments of countries have introduced policies to
restrict travel, avoid crowding, isolate society, etc. However, the demand for food is
continuously increasing, especially livestock and agriculture.

According to the United States Department of Agriculture statistics on July 10,
2020, despite the epidemic of COVID, the demand for food imports from China was
increasing, especially chicken products. Despite the decline from the US and China,
production is still about 1% higher than the world (volume reached 100 million tons)
[1]. The demand for poultry products is increasing. According to the forecasts 2016–
2025 of The Organization for Economic Co-operation and Development (OECD),
the output of poultry meat from consumer demand in 41 countries and 12 regions
could increase from 115,247 million tons (in 2006) to 131,225 million tons (in 2025)
[2].

The poultry industry’s development also entails many risks, not only causing
economic losses but also affecting the ability to expand the scale of livestock produc-
tion. According to statistics from the World organization for animal health, in the
period from July 10 to July 30, there are about 39,161 birds destroyed in Africa
and Asia with the H5N8 avian flu standard [3] appeared. Some new countries,
such as the Philippines and South Africa. In 2014, the H5N2 disease was incu-
bated between November 26–28 and December 2, which resulted in the destruc-
tion of over 48 million birds in a short period [4]. Also, poultry pathogens such as
Escherichia coli, Salmonella, and Campylobacter jejuni can directly affect humans
by consuming poultry products [5]. Therefore, developing technology formonitoring
and monitoring is a very urgent matter.

In the world, there has been researched on diagnosing and detecting diseases in
plants and animals. Astill [6] conducted research on the identification and detection
of avian influenza virus based on newbig data technology.Meanwhile, Hemalatha [7]
identify chickenpox withmachine learningmethods such as Support VectorMachine
in conjunction with Gaussian Radial Basis Function and Extreme LearningMachine,
the uses in this study using grey-level matrices with the calculation of mean, stan-
dard deviation, noise, etc. for statistics. Based on the humming sound signals in
chickens, Rizwan [8] utilized the extreme machine learning method and support
vector machine to classify healthy and active chickens. Specifically, disease data is
recorded in 20 min per day and labeled of 25 consecutive days. The results showed
potential automatic sound monitoring of flock health. The above studies gave us that
there have been both accuracy and feasibility in diagnosing and detecting diseases.
However, the urgency of having an automatic system of identification and diagnosis
of diseases in chickens using artificial intelligence applications is also implied more
and more clearly. Breeders can identify the problems related to their chickens timely
and promptly. According to Astill [9], some standard methods of detecting disease
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in poultry, such as biosensor, wearable sensor, image analysis, surveillance robot,
etc. were developed. They were unable to promote infectious diseases and limited
to having to install on individual instances, though. Since then, it was essential to
develop a new system based on monitoring, machine learning, and history tracking.

The identification of chicken diseases based on machine learning and deep
learning methods has been carried out in many nations and territories, consisting of
Vietnam. Previously, Quach [10] performed the experimental research for utilizing
the deep learningmodel ResNet-50, andVGGNet to evaluate four diseases in chicken
with 74.1% accuracy. Currently, the group has examined to integrate the ResNet-50
model, SURF characteristics, and K-means clustering method to improve the accu-
racy in identifying disease in chicken. The results proved that this method helped
increase the model’s accuracy to 93.56% and the number of features available for
training [11].

In this research, a system for identifying and managing disease zones in poultry
using artificial intelligence was built. The system formed two basic components,
such as:

• Mobile application for smallholder farmers using the trained ResNet-50 model
focuses on disease identification in poultry through images. The application also
has additional functions such as helping users purchase livestock products such
as feed, veterinary medicine, and vaccines from stores linked to the system. An
important and indispensable function is to contact veterinarians for their advice.

• The website manages the poultry disease zone based on the user’s coordinates
when they identify the disease. The coordinates will be displayed on the map to
help experts evaluate the disease area for timely treatment measures. Besides, the
website needs an interface for experts to advise users when needed.

2 Methodology

2.1 Research Methods

The methods are applied include as follows:

• Document study method: Based on documents about models, algorithms, project
implementation, and libraries.

• Experimental methods: Collect data, train models, write software, and test the
system.

• Statistical method: Evaluating the accuracy of the model, assessing the model’s
reliability.
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2.2 Research Content

Scrum is an Agile software development model used in small to medium projects
[12]. By dividing the project into small phases to easily manage and adapt to changes
in the development process. The stages used in the study included:

• Stage 1: Overall research planning, implementation planning, and development
goals to be achieved.

• Stage 2: Analyzing the overall requirements of the project, thereby identifying
the problem to be built, the level of prediction, and the system to be met, etc.

• Stage 3: Data collection and training. This stage was done using:

– Programming language: Python.
– Libraries: Tensorflow, Sklearn.

• Stage 4: Design and program the system based on phases 1, 2, and 3. This stage
was done using:

– Programming language: Python, Javascript.
– Framework: Flash, ReactJS, React Native, Bootstrap4.
– API: Mapbox, Facebook.
– Database management: Sqlite.

3 Application

To build the system, research based on the requirements, the process of finding
out management problems in practice, and building the model include the Main
functional model of the system (use case model), relational database model, business
model, and application development.

3.1 Disease Identification System

The study collected 492 images, divided into four disease classes: avian pox, bird-flu,
Marek, and infectious laryngotracheitis. Details of the number and illustrations of
the disease are shown in Table 1 and Fig. 1.

After obtaining the data, the study conducted steps aimed at data transformation,
including the following steps:

• Step 1: Use the SURF feature [12] to perform characteristic extraction from
diseased chickens. Each SURF feature has 64 vectors with parameters 5000 and
10,000. The image is depicted as Fig. 2 and the quantity in Table 2.

• Step 2: Research using the K-Means algorithm [13] with parameter k= 4 to filter
the pixels from the obtained feature vector. As a result, the study obtained a result
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Table 1 Statistics of chicken
disease image number

Labels Total species

Avian pox 138

Bird-flu 147

Marek 96

Infectious laryngotracheitis 111

Total 492

Fig. 1 Illustrative image of chicken diseases, from left to right: Bird-flu, Avian pox, Infectious
laryngotracheitis, Marek

Fig. 2 Extract the SURF feature with parameters 5000 and 10,000

Table 2 Statistic number of
characteristics collected from
chicken disease data
collection

Labels Parameters Number of features

Avian pox 5000 2568

Bird-flu 5000 5272

Marek 5000 2191

Infectious laryngotracheitis 10,000 1310

Total 11,341
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Table 3 Set features after
remaining options

Labels Total species

Avian pox 472

Bird-flu 475

Marek 326

Infectious laryngotracheitis 120

Total 1393

Fig. 3 Examples of samples selected after step (ii), from left to right, are diseases: Bird-flu, Avian
pox, Marek, Infectious laryngotracheitis

set of 1393 characteristics of the four obtained diseases described in the table. The
results obtained include 1393 characteristics to train with four different diseases
with the number as Table 3 and illustrations Fig. 3.

• Step 3: The research using the ResNet-50 model [14] to train the disease identifi-
cation dataset. The study conducted experiments, selected parameters and input
size 64 × 64 × 3 with default. The reseach got the best result was 93.56%, with
a learning rate of 0.01, and the worst result on our test was 90.93, with a learning
rate of 1. Efficien-cy The best yield of our adjusted model on training and test
sets, learning rate= 0.01, is shown in Fig. 4. Research results are used to illustrate
the process of disease identification for the system.

3.2 Main Use Case Model of the System

The use case diagram is used to represent the relationship between the use case
and the system agent. The actors in the diagram are users (people), some internal
or external applications. Use cases are a major function of the system [15]. In the
system of research (see Fig. 5), parts of the use case diagram include:

• Target users: Administrators, owners of livestock products shops, veterinary
establishments, and smallholder farmers.

• Use cases that describe the system’s main functions are disease identification in
chickens, contact advice with experts from veterinary facilities, e-commerce, map
zone management, and user decentralization.
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Fig. 4 Training results with learning rate = 0.01, epochs = 1000, input size = 64 × 64 × 3

Fig. 5 Use case diagram in poultry disease management systems

3.3 Relational Database Model

The relational database model is the model that builds a digital database based on
data relationships, as proposed by the E. F. Codd in 1970. A software system will
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use this database to avoid data redundancy and ensure data consistency is described
[17]. Therefore, research building a basic management system includes the entities.
The system functions to meet the requirements set out include store management,
products, users, etc.

3.4 Business Model

Based on the relational database model and use case diagram, the research team has
built up the system’s operation diagram with essential functions on two platforms.
Dissipation includes:

1. Business Model of the Website System
The system includes a home page to login; disease and density zoning maps;

consulting contact by message, call, or video call. On the management website
of the system, the research team used the streets-v9 map from Mapbox GL-JS
[17] with the map center coordinates of [16] and the zoom level of 4.8 to allow
the territory of Vietnam to be displayed immediately when users access and
direct consulting function on the website (see Fig. 6).

2. Business Model of Mobile Application:
The mobile phone’s application includes authentication of users through

registration and login, homepage, image-based diagnostics through library or
camera, contact consultants such as systemwebsite, purchase, and farmmanage-
ment. Based on analytical models, the research team has developed a mobile
application that includes functions for small poultry farmers (see Fig. 6).

Fig. 6 Video demo of the
proposed system
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4 Conclusion

With the available data, research has shown the feasibility of identifying the disease
in chickens. With the combination of the SURF feature determination method, the
K-means algorithm has helped the ResNet-50 model improve the training and recog-
nition accuracy and avoid the limitations of the CNN model, such as saturation and
overfitting 93.56% accuracy with four common diseases. The demo video of the
application is shown in the QR code (Fig. 6). Through the application of the image
recognition model and the deployed system, the system can develop in the following
directions:

• Collecting data directly from users: The purpose is to increase data, improve
model accuracy, and apply other CNN models.

• By zoning the data using the K-means algorithm, the model found that an indi-
vidual chicken can suffer from many diseases. Therefore, the application of this
model helps to detect any problems on the individual body.

• Improved model accuracy through a combination of image recognition and
descriptive (text) data.

• Develop a farm management model according to world standards such as
AsianGAP, GlobalGap, etc. from here; it is possible to query the origin of clean
poultry meat to serve consumer needs.

• Develop an ecosystem to link farmers with veterinary facilities, livestock product
suppliers to make e-commerce easier.

• The disease management system helps trace the origin of the disease and helps
the regulator timely detect and localize the infection to avoid spreading to other
areas and affecting people.

References

1. Kuberka L, Vuillemin J, MezoughemC (2020) Livestock and poultry: world markets and trade.
US Department of Agriculture Foreign Agricultural Service, Washington, DC, p 16

2. OECD (2016) Table 3.A1.4—World meat projections. In: OECD-FAO Agricultural Outlook
2016–2025. OECD Publishing, Paris. https://doi.org/10.1787/agr_outlook-2016-table102-en

3. World Organisation for animal health (2020) Highly pathogenic avian influenza (HPAI)
report. No. 12 https://www.oie.int/fileadmin/Home/eng/Animal_Health_in_the_World/docs/
pdf/OIE_AI_situation_report/HPAI_asof30072020.pdf. Accessed 08/2020

4. Shriner SA, Root JJ, Lutman MW, Kloft JM, VanDalen KK, Sullivan HJ et al (2016) Surveil-
lance for highly pathogenic H5 avian influenza virus in synanthropic wildlife associated with
poultry farms during an acute outbreak. Sci Rep 6:1–11. https://doi.org/10.1038/srep36237

5. Mellata M (2013) Human and avian extraintestinal pathogenic Escherichia coli: infections,
zoonotic risks, and antibiotic resistance trends. Foodborne Pathog Dis 10(11):916–932

6. Astill J, Dara RA, Fraser E, Sharif S (2018) Detecting and predicting emerging disease in
poultry with the implementation of new technologies and big data: a focus on avian influenza
virus. Front Vet Sci 5:263. https://doi.org/10.3389/fvets.2018.00263

https://doi.org/10.1787/agr_outlook-2016-table102-en
https://www.oie.int/fileadmin/Home/eng/Animal_Health_in_the_World/docs/pdf/OIE_AI_situation_report/HPAI_asof30072020.pdf
https://doi.org/10.1038/srep36237
https://doi.org/10.3389/fvets.2018.00263


716 L.-D. Quach et al.

7. HemalathaMS,MaheswaranR (2014)Recognition of poultry disease in real time using extreme
learning machine. In: Procceedings of the internation conference on inter disciplinary research
in engineering & technology 2014 [ICIDRET 2014], pp 44–50

8. Rizwan M, Carroll BT, Anderson DV, Daley W, Harbert S, Britton DF, Jackwood MW (2016)
Identifying rale sounds in chickens using audio signals for early disease detection in poultry.
In: 2016 IEEE global conference on signal and information processing (GlobalSIP). USA, pp
55–59. https://doi.org/10.1109/GlobalSIP.2016.7905802

9. Astill J, Dara RA, Fraser ED, Sharif S (2019) Corrigendum: detecting and predicting emerging
disease in poultry with the implementation of new technologies and big data: a focus on avian
influenza virus. Front Vet Sci 5:337

10. Quach L-D, Quoc NP, Tran DC, Hassan MF (2020) Identification of chicken diseases using
VGGNet and ResNet models. In: EAI INISCOM 2020—6th EAI international conference on
industrial networks and intelligent system, springer publishing (presented)

11. QuachL-D,QuocND,ThiNN,TranDC,HassanMF(2020)UsingSURF to improveResNet-50
model for poultry disease recognition algorithm. In: International conference on computational
intelligence 2020. Malaysia

12. BayH, Tuytelaars T,Gool L (2006) SURF: speeded up robust features. In: LeonardisA, Bischof
H, Pinz A (eds) ECCV 2006, vol 3951. LNCS, pp 404–417

13. Steinley D, Brusco MJ (2007) Initializing k-means batch clustering: a critical evaluation of
several techniques. J Classif 24(1):99–121

14. He K, Zhang X, Ren S, Sun J (2016) Identity mappings in deep residual networks. European
conference on computer vision. Springer, Cham, pp 630–645

15. Khurana N, Chhillar RS, Chhillar U (2016) A novel technique for generation and optimization
of test cases using use case, sequence. Act Diagram Genet Algorithm. JSW 11(3):242–250

16. Paredaens J, De Bra P, Gyssens M, Van Gucht D (2012) The structure of the relational database
model. vol 17. Springer Science & Business Media. https://scholar.google.com/scholar?hl=
en&as_sdt=0%2C5&q=The+structure+of+the+relational+database+model&btnG=

17. Eriksson O, Rydkvist E (2019) An in-depth analysis of dynamically rendered vector-based
maps with WebGL using Mapbox GL JS

https://doi.org/10.1109/GlobalSIP.2016.7905802
https://scholar.google.com/scholar?hl=en&amp;as_sdt=0%2C5&amp;q=The+structure+of+the+relational+database+model&amp;btnG=


Automatic Polyp Segmentation
in Colonoscopy Images Using Single
Network Model: SegNet

Chin Yii Eu, Tong Boon Tang, and Cheng-Kai Lu

Abstract Colorectal cancer is the third most common diagnosed cancer world-
wide. Early detection and removal of adenoma during the colonoscopy examination
may increase the survival probability. A novel computer-aided tool for automated
polyp segmentation in colonoscopy images is described in this work. SegNet, a deep
convolutional neural networks has been chosen to map low resolution features with
the input resolution for automated pixel-wise semantic polyp segmentation. Publicly
available databases, CVC-ClinicDB,CVC-ColonDB, andETIS-LaribPolypDBwere
used to train and to test the model. The outcome demonstrated the proposed method
is feasible as it attains an average of 81.78, 92.35% for mean intersection over union,
and dice coefficient, respectively for testing on a combination of the aforementioned
datasets.

Keywords Colorectal cancer · Computer-aided diagnosis · Convolutional neural
network · Polyp segmentation

1 Introduction

Accounting all types of cancer, colorectal cancer is the third most common diag-
nosed cancer worldwide [1]. As the name indicates, colorectal cancer is a malignant
tumor found in colon or rectum and often due to the specific type of polyp [2].
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Currently, optical colonoscopy is the gold standard to screen colon for polyp detec-
tion and prevention of colorectal cancer. However, the polypmiss rate in colonoscopy
screening is approximately 10–30% [3]. Missed and misdiagnosed polyp are due to
various polyp structure [4]. Thus, computer-aided diagnosis (CAD) tool needs to
be developed to help medical expert in enhancing the accuracy and promptness of
medical diagnosis.

Automated polyp segmentation task can be presented in various methods which
essentially divided into two domain, traditional handcraftedmethod andmodern deep
learning method. Those traditional methods often use features for polyp segmenta-
tion. For example, Sánchez-González et al. [5] used texture and color features for
training classifiers. The author utilize image windowing to increase generalization
and effectiveness. Active contour segmentation method was proposed by Dutta et al.
[6], where the active contour framework was modified to work without edges.

Deep learning techniques have been massively initiated to the image analysis
domain and outperform the old traditional ways consequently in current era. In
Vázquez et al. [7], they used Fully Convolutional Network—8 (FCN-8) to up-sample
the image to recover spatial resolution for per pixel prediction task. Huang et. al. [8]
proposed and compared two deep neural networks, DeepLab_v3 with Long Short-
TermMemory networks (LSTMs) and Segnet with LSTMs. The LSTMs are utilized
for keeping localization information that could slowly vanish along the encoder
networks. Another two proposed methods namely Dilated ResFCN and SE-Unet
were also compared in Guo and Matuszewski [9].

In this paper, a SegNet based CAD tool was proposed for polyp segmentation. The
proposed method has been validated in publicly available datasets, CVC-ClinicDB,
CVC-ColonDB and ETIS-Larib. The rest of the paper presented as follows. The
method used in this algorithm are demonstrated in Sect. 2, and the results obtained
are further discussed in Sect. 3. Lastly, Sect. 4 concludes this paper.

2 Material and Method

2.1 Polyp Datasets

Three publicly available polyp databases namely CVC-ClinicDB, CVC-ColonDB,
and ETIS-Larib polyp were used to train and evaluate the proposed method. Out
of 1187 images, 70% of the databases were used to train the segmentation model
network; while the rest were used to test the model. CVC-ClinicDB contains 612
standard definition still images of 384× 288 resolution. CVC-ColonDB database has
379 images of 574 × 500 resolution. ETIS-LaribPolypDB is a polyp database that
has 196 high-definition still images with a resolution of 1225× 966. Each image was
associated with own individual polyp masks. The ground truth segmentation masks
were manually drawn and verified by expert clinicians.
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Fig. 1 Left image represents original image and right image represents pre-processed image

2.2 Image Pre-Processing and Normalization

Feature extraction through any image processing is greatly affected by the image
quality itself. In this research work, thresholding was performed on image datasets
as a method for pre-processing. Image pixel threshold values were set for both red
channel and green channel as 50 and 15 respectively. Those pixel values that lower
than pre-defined threshold values were set to zero as the non-polyp background pixel.
The model network trained can be more biased to the polyp features rather than the
non-polyp background features since the image was mostly contributed by non-
polyp pixels. Next step is to normalize the image size to meet the input requirement
of network. The image datasets have been resized to 360 × 480. Figure 1 shows the
original image and the pre-processed image.

2.3 Proposed Model—SegNet

SegNet with VGG-19 framework architecture was used as our model. Datasets in
RGB image format were pre-processed, followed by model network training and
in the end test the model with testing images. The general steps involved in this
automated system are presented in Fig. 2.

SegNet is an architecture that was designed to map low resolution features with
the input resolution for pixel-wise semantic segmentation [10]. Encoder network
of SegNet is essentially the same as typical Convolutional Neural Network (CNN).

Input
Image

Pre-
processing

Network
Training

Segmentation
Result

Normalization

Fig. 2 Overall research methodology
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Fig. 3 Overview of model network, SegNet

Encoder network consists of input layer, convolution layer (Conv), activation layer
and pooling layer. In convolution layer, a filter will be convolving around receptive
field [11]. Eachof thesefilters canbe thought of as feature identifiers. Thefilters on the
first layer convolve around the input imagewill be getting high values through convo-
lutionwhen a filter found its desired feature from the input image. The same thingwill
be iterated through all the location of input layer to form feature map. We included
batch normalization (BN) after each convolutional layer to normalize the output,
allowing for a larger learning rate that accelerate the training procedure. Trainable
parameters that remain untrained previously are able to start training. The following
layer is Rectified Linear Unit (ReLU), an activation layer which can limit the gener-
ated output. Pooling layer which usually comes after activation layer, is applied to
decrease the spatial size of the convolved feature. By doing this, the computational
power required to process the data can be greatly reduced. Moreover, it is useful for
extracting dominant features which are rotational and positional invariant. There is
a decoder network in SegNet which corresponded to the encoder network. It utilizes
max-pooling indices from previous encoder network to up-sample the input feature
map encoded from the encoder network [10]. At the final layer before SegNet last
output layer, there is one layer called Softmax. This layer works to segment the polyp
by activates output neurons via generating discrete probability distribution across all
the output neurons with the help of cross-entropy loss calculation. Overview of the
entire model network has been shown in Fig. 3.

3 Result and Discussion

In this project, pre-trained VGG-19 network was used as the framework architecture.
The network has beenmodified into SegNet by adding deconvolution network tomeet
this project objectives. The training datasets were fed into the network together with
ground truth images for machine learning process. Testing images will be used to
evaluate the performance of the network in terms of mean Intersection over union
(mIoU) and dice coefficient. The network was trained with training options set to
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Fig. 4 SegNet training process

0.9 momentum, 0.001 learning rate, 20 epoch and mini batch size of 4. The network
was trained using single CPU, Intel® Core TM i7-2600 CPU @ 3.40 GHz, 8 GB
DDR3 RAM. Figure 4 shows the graph of training process. Our method results are
detailed in Table 1. This method was evaluated by comparing the performance with
other proposed work and the results surpass them.

According to Fig. 5a, the results show that entire polyps were successfully
segmented. Some over-segmented polyps can be seen in these results prove that
this model is poor in determining the edges of polyps. From Fig. 5b, the results
obtained were moderate. The outcome shows more over-segmented polyp regions
than the good results from Fig. 5a. The model did missed segment some true polyp
region and false polyp segmentation on light-reflected region. Some poor performed
outcomes also determined and presented in Fig. 5c. The model totally missed the

Table 1 Result comparison
with previous research works

Research work Mean intersection
over union

Dice coefficient

Sánchez-González
et al. [5]

– 87.31%

Akbari et al. [12] – 81.00%

Nguyen and Lee [13] – 89.60%

Huang et al. [8] 77.64% –

Guo and
Matuszewski [9]

– 82.93%

Yu et al. [14] 83.40% 89.10%

Bagheri et al. [15] – 82.00%

Guo et al. [4] 96.00% 98.00%

Proposed Method 81.87% 92.35%
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Fig. 5 First row of images show segmentation results, second row of images show ground truth. a
Good segmentation results. bModerate segmentation results. c Poor segmentation results

location of polyp and most of segmented non-polyp pixels were found. These poor
results indicate that the model is not intelligent enough and unable to tackle more
complicated structure polyp and poor condition colon.

Our proposed model obtained 81.87% mIoU, lower than [4] and slightly lower
than [14] by 1.53%. Our dice coefficient reaches 92.35%, surpassed all previous
works that are all under 90% except [4] which is 98.00%. Our model outperforms
[14] on dice coefficient by 3.25%. Our model performed poorer than [4] due to our
model contains only one single network, while [4] proposed an ensemble of three
different networks into one final model. Our model is weak in classifying edges
of polyps, possibly due to some of polyp features being eliminated across deeper
encoder path especially convolution and max-pooling operations.

4 Conclusion

In this paper, SegNet was proposed as segmentation network. SegNet is an encoder-
decoder network that map low resolution features with the input resolution for pixel-
wise semantic segmentation. The proposed method were tested on CVC-ClinicDB,
CVC-ColonDB, and ETIS-LaribPolypDB databases. Our algorithm achieves results
of 81.78, 92.35% for mIoU and dice coefficient, respectively. There were certainly
some flaws in our model indicated there are rooms to improve further. In future work,
we planned to do research on color spaces that give more dominant polyps features
beside RGB image. We will also try to solve the problem of useful polyp features
being eliminated down the encoder path by preserving features and feed to decoder
path. Development of CAD tool in polyp segmentation would surely give beneficial
impact on future colorectal cancer diagnosis and management.
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An Agile System for FiO2 Regulation
in Ventilators

S. Prabakar, J. Samson Isaac, R. Karthikeyan, K. Porkumaran,
and Ramani Kannan

Abstract Respiratory failure cases are many flowing and filling the ICUs of the
hospitals at any point of time. In cases of respiratory failure, either short-term or long-
term ventilation is required for the patient for survival. Maintaining of O2 saturation
in patients is of prime objective in mechanical ventilation which in turn contributes
for their recovery. Patients connected to the ventilator are constantly monitored for
O2 saturation. Any fall in O2 saturation requires immediate intervention of clinician
to introspect the problem and sort out the issues. One of the main reasons for low
O2saturation is low value FiO2 settings on the ventilator. This FiO2 setting has to be
increased or decreased manually as per monitored SpO2 analyzer. There are always
possibilities that exist, that patient on ventilators may go unnoticed or get less atten-
tion during emergencies cases entering the ICU. In this project we approached to
automatically blend Air/O2 mixer of an ICU ventilator to maintain a target SpO2

Saturation on the patient, say 98%. Algorithm mechanism is designed in such a way,
continuous FiO2 changes will lead to achieve targeted SpO2 level of the patient.
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1 Introduction

Respiratory failure cases are flowing and filling the ICUs of the hospitals every now
and then. This respiratory distress cases range from road accidents to snake bite and
suicide cases. All the above cases require either short-term or long-term ventilation
for their survival. For the fast recovery of patients, maintaining O2 saturation level
is the prime objective of mechanical ventilation.

Normally, Alveolar Ventilation is unconsciously regulated to maintain constant
arterial blood gas tensions, despite variable levels of oxygen consumption and CO2

production. Many drugs and techniques used in anesthesia interfere with control
or mechanics of ventilation, and it is the Anesthetists responsibility to ensure the
adequacy of ventilation during the preoperative period. Equipment related to venti-
lation is consequently of great importance to the Anesthetist and Anesthetic Techni-
cian. Correct use of the equipment relies on a good understanding of basic respiratory
physiology as well as how the individual ventilator operates.

Patients connected to the ventilator are constantly monitored for O2 saturation.
Any fall in O2 saturation requires immediate intervention of clinician to introspect
the problem and to sort out the issues. The main reason for Low O2 Saturation is
low FiO2 settings on the Ventilator. So there are always some possibilities that exist,
such as patients under ventilation are left unnoticed or given less attention that may
lead to even death for patients under ventilation.

FiO2 is Fractional Inspired Concentration of Oxygen. It is a mixer of Air and
Oxygen, blend at a specific proportion, delivered to the patient through ventilator.
Air/O2 Mixer or Blender is one of the main components in any ventilator that mixes
Air andO2 at a particular proportion that is delivered to the patient tomaintain his/her
O2 Saturation. The range of mixing is from 21 to 100% of Oxygen as atmospheric
air which always contains 21% Oxygen by nature.

1.1 Scope and Significance of Proposed Work

The main objective is to blend Air/O2 mixer of an ICU Ventilator automatically to
maintain a target SpO2 Saturation on the Patient, say 98%. The SpO2 feedback of
the patient, that is monitored will automatically titrate the FiO2mechanism on the
Ventilator to achieve the target SpO2 level. The corresponding algorithm is designed
for the continuous FiO2 changes which will lead to attain the intended SpO2 level of
the patient.

According to the algorithmic process, the continuous feedback system will lead
to control the flow of ventilator’s FiO2 according to the patient’s SpO2. Automating
the Blending process gives a great relief to the clinician in patient management and
allows them to concentrate on other areas that need more time. This is a very safe
method gives mental relief to doctors and nursing staffs and at the same time patient
is also ensured of minimum O2 Saturation for his good life.
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The importance of ventilation and oxygenation have analyzed through previous
work analysis. The problems of the manual setting of FiO2 in ventilators which may
lead to many medical accidents due to clinician’s unawareness represented through
many papers. These papers help to analyze about the problems facedwhile the patient
is under ventilation and also lead to an innovative approach.

1.2 Significance of the Proposed Work

The proposed researchwork aims to develop an efficient hardware-software approach
to continuously receive and monitor the sensor data received from fingertip based
pulse oximetry which is connected to a mobile app via Bluetooth. The app contin-
uously receives the data and checks it against a standard value. If the value starts
to fall into the abnormal range, a text will be sent so that the person may take their
oxygen supplement before the saturation of oxygen in the blood falls too below the
normal values.

In this project we have used Reflectance pulse oximetry which is an alternative to
transmissive pulse oximetry. The advantage of this method over transmissive method
is that it does not require a thin section of the person’s body and is therefore well
suited to a universal application. Continuousmonitoring pulse oximeters are typically
used for long period (1 h or more) oxygen (SpO2). Continuous pulse oximeters can
be used for spot checks (quick readings), sleep studies and constant monitoring.

2 Proposed System Design

A complete design and approach for the automatic intelligence and feedback system
are described. It includes the block diagram and algorithmic approach in depth.
Figure 1 shows the input, processing and output modules of the automatic FiO2

regulation in ventilators.
After the analysis of the deviation in the O2 saturation, FiO2 value is newly

computed according to the algorithm designed. The computed FiO2 value is feedback
to the ventilator as an input. Depending on that new value, the SpO2 value will
gradually increase and gives relief to the patient. This is done repeatedly until the
patient attains the normal O2 saturation level.

2.1 Working Process of the Proposed System

The SpO2 sensor detects the oxygen saturation from the patient. That percentage
output as a feedback as well as the set FiO2 from the ventilator are given as inputs to
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Fig. 1 Block diagram of automatic FiO2 regulation in ventilators

the ARDUINO hardware via the input channels. The flow control algorithm is fed
to the ARDUINO hardware to give the relevant output. The algorithm as follows:

Step 1: Set the FiO2 value in ventilators and sense the SpO2 level from the patient
using sensors.
Step 2: Calculate the difference between the optimal and measured SpO2 and
determine the “Half the difference” for blender correction mode.
Step 3: Compute the new FiO2 value for the ventilator to supply on patient.
Step 4: Then again sense the SpO2 and repeat the same steps to attain the desired
SpO2 value on the patient.

According to the above algorithm a new FiO2 value is given as a output from the
ARDUINO hardware. That FiO2 value is given as a feedback to the ventilator. Thus
the SpO2 value is automatically modified according to the new FiO2 value.

2.2 Automatic Intelligence Algorithm for FiO2 Regulation

The algorithm is developed from the SpO2 deviation on the patient under ventilation
in order to compute the desired FiO2 automatically. Figure 2 provides the flow of
FiO2 computation from the obtained values.

Initially we will consider two values such as FiO2 and SpO2. FiO2 is the fractional
inspired concentration of oxygen,which is the set value in the ventilator (for say 50%)
andSpO2 is saturation ofO2%,which ismeasured from the patient through the sensor.
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Fig. 2 Steps involved in
new FiO2 computation

The deviation between the standard SpO2 value, which is the normal level of oxygen
saturation i.e. 98% and the measured SpO2, which is theme assured value from the
patient through sensor is determined. The determined value is the difference between
the standard SpO2 value and the measured SpO2 value. According to the difference,
the FiO2 will be changed according to the at present SpO2 value. A new FiO2 value
will be computed as a result it is given to the ventilator as a feedback input. According
to that FiO2 value which is newly computed, the SpO2 value gets modified. So this
progress is done continuously and the corrections are done gradually in loops (Table
1).

We are here taking a situation that a patient connected to a Ventilator with FiO2

set value of 50% results in the patient’s saturation of O2 80%. But, normal SpO2 to
be achieved is 98%.

Here there is a difference between normal and achieved saturation (98–80%)
which is 18%. This is an indication that the FiO2 set on the ventilator is in adequate
and it has to be increased. This increase has to be systematic and it should tend
to increase the O2 saturation towards the normal level of SpO2. Hence the FiO2

(Air/O2 mixer) is increased to a level that is “Half of the Difference” between target
and achieved SpO2, i.e., 9%. Now the new (Air/O2 mixing) FiO2setting has to be
increased from 50 to (50 + 9) 59%.
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Table 1 FiO2 estimation for regulation in ventilators

Set FiO2 in
(%)

Measured
FiO2 in (%)

Required
SpO2 in (%)

Deviation
[C-B]

Blender corr.
mode (changes
reqd. in FiO2)

New FiO2
setting on
vents

A B C D E F

50 50 98 48 24 74

50 55 98 43 21.5 71.5

50 60 98 38 19 69

50 65 98 33 16.5 66.5

50 70 98 28 14 64

50 75 98 23 11.5 61.5

50 80 98 18 9 59

50 85 98 13 6.5 56.5

50 90 98 8 4 54

50 95 98 3 1.5 51.5

50 98 98 0 0 50

50 99 98 −1 −0.5 49.5

50 100 98 −2 −1 49

Let us assume that this increase in FiO2 is taking the patient to a higher O2

saturation of 88% from 80%. Still the Patient’s SpO2 is below normal by a value of
10% (98–88%), that is deficit. This monitored value gives a feedback to the Air/O2

mixer to increase the FiO2 to another “Half of the Difference” that is 5%.Now the
new FiO2 on the ventilator would be 59 + 5% i.e., 64%. This process will tend to
continue till the patient achieves the targeted SpO2 level of 98%.The above process
is the systematic way of maintaining a patient’s O2 saturation through “Intelligent
Feedback System”.

3 Result Analysis and Discussion

This proposed approach delivered results in great relief to the clinicians as it is
automatically titrating the FiO2. To understand clearly, consider that the patient
connected to an ICU ventilator are managed by clinicians and attended by nursing
staff. We are here taking a situation that a patient is connected to a ventilator with
FiO2 setting of 50% that results in the patient’s saturation of SpO2 80%. Normal
SpO2 to be achieved is 98% and so the algorithm will generate the desired computed
value.

Feedback from the SpO2 monitor is interfaced with the blender of the ventilator
to achieve an optimum SpO2 level of 98%. Any deviation in the SpO2 value will
trigger the blender to increase or decrease the FiO2 to maintain the optimum 98%
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of O2 saturation. Patient saturation is automatically maintained to the optimum level
throughout the time period, he/she connected to the ventilator 24 × 7. Human error
or failure to re-titrate the FiO2 to achieve the target SpO2 is avoided. It is ensured
that any point of time patient is not de-saturated. The above process is the systematic
way of maintaining a patient O2 saturation through “Intelligent Feedback System”.

This proposed approach for designing and prototyping using Arduino hardware
is reducing the complexity on the implementation of our real world project since it
delivers the powerful hardware and software technology. In the software simulation
the coding is done accordingly for the implementation of the algorithm for the auto-
matic feedback system. The coding inclusive of LCDdisplay, algorithmic calculation
for automation process and stepper motor implementation for triggering the value
according to saturation level measured from the patient and required delay time is
given for the progress to be done systemically at required interval period according to
the situation of the patient. The LCD display is connected for displaying the current
SpO2 and computed FiO2 value for our verification.

After the software part done then the coding is checked under virtual simulation
board and ensured the coding done is working as per the expectation. Then the coding
is fed into the Arduino board, the Arduino board is connected to the external power
supply, SpO2 sensor for the saturation measurement, stepper motor for triggering of
the value, relay for the switching the stepper motor and LCD display for viewing the
required values. Initially the saturation is measured from the patient according to the
that value, if any fall occurs then the relay board starts to trip and makes the stepper
motor to rotate until it acquires an desired value and gives that value as a feedback
the ventilator.

Thus this blending is done repeatedly until the required SpO2 is obtained. Thus
by using this technology the automatic FiO2 regulation can be achieved. We need not

Fig. 3 Intelligent system for FiO2 regulation in ventilators



732 S. Prabakar et al.

require any manual adjustments of clinician and nurses. Whenever there is a fall in
O2 saturation occurs the ventilator automatically blends the FiO2 settings according
to the patient’s oxygenation (Fig. 3).

Automating the Blending process gives a great relief to the clinician inpatient
management. They can also over-ride this mechanism in case they want to have
direct control of the patient. This mechanism allows the clinicians to concentrate on
other areas that need more time. This is a very safe method gives mental relief to
doctors and nursing staffs and at the same time patient is also ensured of minimum
O2 Saturation for his good life.

4 Conclusion

Thus the proposedwork concludes that automating theBlending process gives a great
relief to the clinician in patient management. Thus patient needs not require contin-
uous monitoring and manual correction. They can also over-ride this mechanism in
case they want to have direct control of the patient. The automatic regulation can be
done not only for FiO2 but also for all the blood gas values in different algorithmic
procedures like PaO2, PaCO2 etc. Thus the system will lead to complete automatic
operation on ventilator without clinicians’ periodical check and also ensures the
patients good care. This mechanism allows the clinicians to concentrate on other
areas that need more time. This is a very safe method gives mental relief to doctors
and nursing staffs and at the same time patient is also ensured of minimum O2

Saturation for his good life.
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Computer-Aided Diagnostic Tool
for Classification of Colonic Polyp
Assessment

Win Sheng Liew, Tong Boon Tang, and Cheng-Kai Lu

Abstract Colorectal cancer is the third most common malignancy and the fourth
leading cause of cancer-related deaths worldwide. This paper presents a combination
of techniques (e.g., pre-processing, transfer learning, principal component analysis,
and support vector machine) to detect the polyp during colonoscopy. In particular, we
carefully choose the pre-trained deep convolutional neural networks (i.e., AlexNet,
GoogLeNet, ResNet-50, and VGG-19) according to their performance extracting
features. A publicly available database, Kvasir, is used to train and test the detection
model. The result indicates that to use ResNet-50 as a pre-trained network provides
the best results among the rest. Our proposed model achieves an accuracy of 99.39%,
and its sensitivity and specificity are 99.39, 99.41, and 99.38%, respectively.

Keywords Colorectal cancer · Transfer learning · Polyp · Deep convolutional
neural network · Support vector machine

1 Introduction

Colorectal cancer (CRC) is one of the leading causes of cancer deaths based on
the analysis of the American Cancer Society (ACS) as the number of cancer deaths
was increased year by year from 1997 to 2015 [1]. The small and tiny polyp might
be missed [2], which caused the chance of getting converted into a giant neoplastic
polyp.Hence, the discovery of colonic polyps is essential as the polyp can be inhibited
by removing it and reduce the incidence of CRC, whereas the detection of malignant
polyps at an early stage may result in a curative intervention [3]. However, it is not
as difficult to detect polyp as before [1] because of the elegant automated computer-
aided diagnosis (CAD). Those CAD tools can detect the polyp and provide polyp
location depending on the curvature of polyps. Several CAD systems have been
developed for various cancer diseases such as prostate cancer, brain cancer, lung
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cancer, etc. These CAD systems obtain the images through the hardware renders and
save them as digital movies using image processing software. Therefore, doctors
can accurately carry out the diagnosis and decision based on the CAD system’s
information.

With the CAD scheme’s rapid development, the detection system is continuously
optimized and improvedwithAI techniques. AI is considered as amachine emulation
with human thinking. Thus, deep learning (DL) applications in AI allow the systems
to become intelligent, learning, and self-organizing [4]. Pre-processing is vital for
every detection system, as every image has different sizes and features (i.e., color,
density, shape, and texture) [5]. The images need to be pre-processed to reduce the
image’s noise and degradation; normalization is required to resize the images into the
same size. Besides, the images need to undergo feature extraction and selection to
carry out classification task with a different type of classifiers such as ensemble clas-
sifier [6], support vector machine (SVM) [7], Naïve Bayes classifier [8, 9], random
forest [9] and K-Nearest Neighbors (KNN) [9].

2 Material and Method

In the research, a publicly available database, Kvasir, is used to train, validate, and
test the detection model. All images are color colonoscopy images in JPG format
with a resolution of 720 × 576 pixels.

A total number of 2000 images in the dataset consisted of 1000 normal cases (non-
polyp) and 1000 abnormal cases (polyp). The colonoscopy images are split into 70%
for training and 30% for testing. The model is developed through the MATLAB
platform on a Windows 10 64-bit operating system with Intel® Core i5-2430 M
CPU @ 2.40 GHz, 8 GB RAM, and NVIDIA GeForce GT 525 M GPU. For this
research work, each step is illustrated in Fig. 1.

Fig. 1 Overview of the research methodology
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2.1 Pre-processing

During colonoscopy screening, the imageswill be affected due to the visual condition
in the bowel. This is because there is no ambient light in the bowel, but only the
capsule on-board light as the illuminating source. Under this condition, the images
captured by the camera will have some artifacts, vignettes, and illuminations [5, 10].
To enhance the polyp feature in the image, the thresholdingmethod is used to separate
the polyp from the background, which indicates the image consists of two classes of
pixels (foreground and background) [11]. A color image has three channels, which
are red (R), green (G), and blue (B); the threshold values of R and G channels are
scaled to 0 if the values are below 50 and 15, respectively. On the other hand, the B
channel is not utilized for thresholding due to pixel values of polyp and background
are almost the same.

Furthermore, the images needed to resize into the same scale through normaliza-
tion to feed into the neural networks for training. Nevertheless, different networks
have different input sizes; AlexNet can only process the images that are 227 × 227
pixels, while GoogLeNet, ResNet-50, and VGG-19 process images with 224 × 224
pixels. The normalization equation is computed as follows:

y′(Resi zed Image) = y − y

σ
(1)

where y is the original pixel vector, y is the mean of the pixel vector, and σ is its
standard deviation.

2.2 Transfer Learning

Deep learning (DL) is potent as it helps us a lot in complex tasks. However, it is not
easy to create a DL model because it requires generous data to train the deep neural
network from scratch. To resolve this issue, transfer learning (TL) is a powerful and
effective solution to limited data, especially in the medical research field [12].

In addition, TL can improve the accuracy of the network while reducing its
training time [13]. The original architecture of pre-trained networks such as AlexNet,
GoogLeNet, ResNet, and VGG can be used and fit into own task by replacing the last
three layerswith the new specific task from the database. Besides, the neural networks
can learn from training to progress their proficiency [14]. Nevertheless, different
neural networks have various performances in terms of accuracy and training time
due to the number of deeper layers and the training database’s size.
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2.3 Classification

From the view of machine learning, one of the classification methods is supervised
learning. Support vector machine (SVM) is a classifier with supervised learning [15],
and it provides remarkable performance and accuracy with less computation power.
SVM divides data into two classes (normal and abnormal cases) using hyperplanes
in a high dimensional feature space.

However, SVM has a higher dimensionality, which may lead to model overfitting.
Therefore, principal component analysis (PCA) is utilized to reduce data dimen-
sionality [16] to the maximum extent. To achieve dimensionality reduction, PCA’s
feature elimination is one of the techniques as it remains interpretability of variables
[17].

3 Result and Discussion

3.1 Performance of Models

The models are evaluated based on the confusion matrix with true positive (TP),
true negative (TN), false positive (FP), and false negative (FN), where TP: a polyp
is detected in a frame that contains a polyp; TN: No polyp is detected in a frame
without a polyp image; FP: a polyp is detected in a frame without a polyp image;
FN: A polyp is missed in a frame that contains a polyp. The accuracy, sensitivity,
and specificity are calculated from the confusion matrix as follow:

Accuracy(ACC) = T P + T N

T P + T N + FP + FN
(2)

Sensi tivi t y(T PR) = T P

T P + FP
(3)

Speci f ici t y(T N R) = T N

T N + FP
(4)

Table 1 Performance of each neural network

CNNs Accuracy Sensitivity Specificity AUC

AlexNet 0.9635 0.9645 0.9625 0.9935

GoogLeNet 0.9727 0.9704 0.9750 0.9964

ResNEt-50 0.9939 0.9941 0.9938 0.9988

VGG-19 0.9791 0.9645 0.9938 0.9986
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The summary of results is provided in Table 1. Within these four deep neural
networks, ResNet-50 is better than the rest of the networks with an accuracy of
99.39%, sensitivity of 99.41%, and specificity of 99.38%.

In Table 1, the area under receiver operating characteristics (AUROC) ismeasured
based on the receiver operating characteristics (ROC) curve in Fig. 2. The ROC curve
is a graph of true positive rate (TPR) versus false positive rate (FPR) to show a clas-
sification model’s performance at all the classification thresholds. TPR is sensitivity;
while FPR is calculated as follows:

FPR = 1 − Speci f ici t y (5)

Although every neural network has different computation time for data pre-
processing and training, but the exact training iteration time is still depending on
the hardware or the size of mini-batch set. Figure 3 shows the graph of accuracy
versus training time for four neural networks. AlexNet is the fastest network, but it
has the lowest accuracy. In contrast, VGG-19 takes the longest time for training and
its accuracy is still lower than ResNet-50.

Due to the network complexity, the number of convolution layer directly relates to
the performance of networks. ResNet-50 has themost convolution layers, and it tends
to overfit the training data.As a result, it has the highest accuracy for the colonic polyp
detection task and higher training time than the AlexNet and GoogLeNet. In contrast
with training time, the number of learnable parameters plays an important role.

Fig. 2 ROC curve for each neural network
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Fig. 3 Accuracy against relative training speed for each neural network

VGG-19 takes the longest time for the training because it has the biggest learnable
parameters among the four networks.

Based on the discussion above, ResNet-50 is chosen for this research work. The
results obtained by using the proposed method are compared with the state-of-the-art
techniques. The comparison results have been made with previous works in Table 2.
Our proposed method has better performance evaluation scores than other studies. In
this way, the proposed method increases CAD systems’ success rate with the most
effective medical image detection method for the colonic polyp.

Table 2 Comparison of our
results with previous studies

Name of study Accuracy (%) Sensitivity
(%)

Specificity
(%)

Bae and Yoon
[6]

89.00 95.00 81.00

Xu and
Suzuki [17]

91.00 95.00 90.00

Fan et. al [18] 93.70 95.40 74.70

Fiori et. al
[19]

94.00 95.00 88.00

Proposed
study

99.39 99.41 99.38
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Fig. 4 Sample of colonoscopy images. a With polyp. b Without polyp

3.2 Graphical User Interface (GUI)

After the training process, the network’s parameters are saved as a MAT file so that
there is no training required again during the testing of the image. For the testing,
a graphical user interface (GUI) is created to load the images, and it is designed as
in Fig. 1. There are two buttons available in the GUI, which are machine learning
and load image. First, the user requires to choose a model trained by four different
CNN architectures. Once a network is chosen, all the parameters will be shown in
the GUI, and it is ready to load the image for testing. Then, the classification result
will be shown in the identified class column of the GUI.

3.3 Dataset

From the dataset, there are two categories of images, which are with polyp and
without polyp. These 2000 colonoscopy images have different visual quality and
features such as the brightness, distribution of pixel intensity, position, and polyp
size. To prove the diversity of data, we have various types of images in Fig. 4, which
allows the detection model to learn with multiple features.

4 Conclusion

To conclude, an automated polyp detection system was developed using pre-
processing, principal component analysis, transfer learning as a feature extractor,
and SVM as a classifier. The presence of polyps is detected with an accuracy of
99.39% from the Kvasir publicly accessible database. The sensitivity and speci-
ficity of polyp detection are 99.41%, and 98.75, 99.38%, respectively. The methods
developed so far are therefore promising as the basis for subsequent expert human
assessment.
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Live Obstacle Detection Audio System
for Visually Impaired People

P. Anitha, C. Vinothini, J. Priya, and S. Guhan

Abstract Object detection is the complex task for the visually impaired people
when they are on move. This paper proposes smartphone’s capability more useful
for visually impaired people to overcome day to day problems with live navigation.
Depth sensing camera is used to differentiate foreground objects from background
objects which is used to place real world objects in different layers. As soon as the
user moves to the particular layer the fore coming objects are detected and notified
to the user by audio instructions. Information from the internet can be collected
using the mobility services. The headphone with mic is used by the system for
receiving user’s voice input. Emergency tasks like sending SMS and location are
sent to the subject’s guardian while the subject is in danger with the help of player.
This concept allows visually impaired people to walk both indoors and outdoors
independently. Experimental results obtained show that the navigation system eases
the user’s travelling experience in complex indoor and outdoor environments. Hence,
it serves as challengedpeople-friendly device for helping the visually impairedpeople
to travel hassle-free and safely. The goal is to provide an effectivemeans of navigation
for the visually-impaired.

Keywords Obstacle detection · Audio navigation · Visually impaired

1 Introduction

The number of visually impaired people is on the raise over the recent years. Report of
theworld health organization (WHO)claims about 253millionpeople livewith vision
impairment. Among them, 36 million people are visually impaired and 217 million
have moderate to severe vision impairment. Most of the visually impaired people
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is aged 50 or older and live in the developing countries struggling when they are
alone. Every day these visually impaired people face problems in understanding and
interacting with the surroundings, particularly those that are unfamiliar. It is hard for
a visually impaired person to go out alone and there are not many available products
that can assist them. However, research has been going on for decades for developing
an effective device for visually impaired people. In this paper, a device with new
features that can aid in multiple tasks while maintaining low development cost.
The device can easily guide the visually impaired people and is able to give proper
directions. The most valuable thing for a disabled person is gaining independence. A
blind person can lead an independent life with some specifically designed adaptive
things for them. There are lots of adaptive equipment that can enable a blind person
to live their life independently but they are not easily available in the local shops or
markets. A blind person needs to hunt and put much effort to get each equipment
that can take them one step closer towards independence.

2 Related Works

Variousmethodologies have been proposed for the welfare of vision-impaired people
using the concept of AI and ML. Here are some of them in brief.

Li et al. [1] proposed an approach pioneering effort of indoor robotic naviga-
tion, NavChair used sonar sensor to detect objects. A vector field histogram (VFH)
algorithm and later Minimal VFH were proposed to provide effective sonar-based
obstacle detection and avoidance. For updating a local map with detected obstacle
in the form of uncertainty grids, VFH used sonar readings. It was used to calcu-
late a polar histogram to represent the geometric information of the obstacles. At
last, NavChair found a direction with minimum VFH cost and followed it to bypass
obstacles. The RGB-D indoor navigation system. An emerging research focus for the
robotics community to improve the mobility of blind and visually impaired people is
Intelligent assistive navigation. Numerous studies have been carried out for indoor
navigation on mobile devices.

Bai et al. [2] proposed a system that includes a depth camera for acquiring
the depth information of the surroundings, an ultrasonic rangefinder consisting of
an ultrasonic sensor, a MCU (Microprogrammed Control Unit) for measuring the
obstacle distance, an embedded CPU (Central Processing Unit) board acting as main
processing module, which does such operations as depth image processing, data
fusion, AR rendering, guiding sound synthesis, etc., pair of AR glasses to display
the visual enhancement information and an earphone to play the guiding sound.

Feng Lan, Shanghai Jiao Tong University, Shanghai, China [3] proposed a smart
glass prototype system based on Intel Edison. The Intel Edison is a tiny computer
offered by Intel as a development system forwearable devices. The board’smain SoC
is a 22 nm Intel Atom “Tangier” (Z34XX) that includes two Atom Silvermont cores
running at 500MHz and one Intel Quark core at 100MHz (for executing RTOSViper
OS). The SoC has 1 GB RAM integrated on package. There is also 4 GB eMMC
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flash on board, Wi-Fi, Bluetooth 4 and USB controllers [4]. Edison is powerful in
computing but small in shape that makes it perfect to build a wearable device. Public
signs in cities can act as guides for people. Following the public signs, people can find
public infrastructure, such as public toilets, bus stations, subway stations, hotels and
so on. So finding and recognizing the public signs outsides would help someone who
is visually impaired or visually impaired gain increased independence and freedom.
Therefore, they have implemented an application of public signs recognition in this
developed smart glass system. This application can automatically detect, analyse and
recognize all kinds of public signs around the visually impaired and visually impaired
and give corresponding voice hints through wireless bone conduction headphones.
With the help of this smart glass system, the visually impaired may find bus stations,
subway stations, restaurants, hotels and so on. The visually impaired may even go
for a trip alone.

Bourne et al. [4] proposed a project to solve instrumentation problems encountered
by visually impaired employees or potential employees who are not suited to (nor
do they require) complex microcomputer or synthetic speech circuitry for practical
solutions. A common problem encountered by custom cabinetmakers, as well as
individual homemakers, is finding the structural members within walls (“studs”)
onto which heavy shelves and wall hangings can be mounted. There have been
many devices for finding “studs,” but these are traditionally visual instruments. They
have successfully modified a commercial stud finder to present auditory feedback
to the visually impaired cabinetmaker and handyman”. The Zircon “Stud Sensor”
(also marketed by Radio Shack as the “Archer Stud finder”) is a relative capacitance
meter that senses hidden structures by their capacitance effect; it presents these
relative indications to a sighted user via a column of LEDs. By reverse engineering, a
“relative capacitance” analog signalwas foundwhich could be used to drive a voltage-
controlled oscillator. Thus, with their modified instrument the visually impaired user
hears a distinct rise in pitch when the capacitance increases—which happens when
a stud is found. Four prototypes are being made for field trials, and several visually
impaired individuals who have tested the unit have found it effective and easy to use.

Rentschler et al. [5] proposed a system to test the walker when run on a two-drum
test machine. The walker was then run through the functionality test and visually
inspected for cracks or damage. This approach helps the visually impaired navigate
hassle free through streets.

Elaiyaraja et al. [6] proposed a system inwhich the prototype consists of an optical
glass with head-mounted camera that captures images and offloads the computation
to the database. The database is built using Microsoft Azure API and consists of
details of all known persons to the visually impaired. Based on the computations,
the database performs facial recognition and identification. If it is a face that already
exists in the database, then the person’s name and face features will be returned.
If it is an unknown face, then it returns that the person is unknown to the visually
impaired. With the help of identification information obtained from the unknown
person, he/she can be added to the database. The Text to Speech API converts the
input text into human-sounding custom speech and returned as an audio file.
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Some of the implemented guide systems like smart guide proposed by Manufali
[7] gives the user a prototype of an intelligent guide for the blind person is successfully
designed, implemented and tested. The prototype device is facilitating the movement
of blind person by warning him/her about any nearby obstacles in order to help
him/her during daily activities. The guidance will be provided in the form of audio
instructions through the headset and based on real-time situation for both indoor and
outdoor environments. But it cannot detect what is against the user and it is also low
battery storage which cannot long last for long duration.

3 Proposed Framework

3.1 Overview

The Audio navigation system proposed can be implemented in the smart phone
itself. It is more battery efficient and portable. A dedicated voice assistant directs
the visually impaired with help of google maps. Notifications will be given through
headphones via voice commands so that it cannot confuse the user. It will guide the
person during walk so one can make sure he is stable while stepping. This requires
the internet connection; however, most of the processing is done offline. This system
also allows the user to do basic mobile functionalities such as calling and messaging
through voice commands. Figure 1 represents the overview of the flow in the system.

3.2 Proposed System

Obstacles in the visually impaired’s pathway are captured with live relay using the
phone’s camera system shown in Fig. 2. The data is then processed and used in
guiding the visually impaired via an obstacle free path. This is implemented with
the help of TensorFlow powered API. Initial process of this audio navigation system
is to find the obstacles before the user. It is required to guide the user how to avoid
them without encountering. A depth-sensing camera with IR sensor in a mobile can
provide us the data how far an object is away from the camera. Input data is processed
through tensor flow and open-cv. Detected objects with its accuracy of detection will
be the outcome of this module.

Depth sensing camera helps with identification of objects in layers which conveys
which object is to encountered first. The camera also detects the floor using the floor
level deduction which helps to identify pits and peaks. Floor detection is done by the
barometer which is installed default in the phone.

Audio navigation is required to notify the person “How to move” and “What is
before them”. First objective of this module is filter what to be notified and what
must be neglected.
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Fig. 1 System overview
diagram

Fig. 2 Mobile camera
system

The input to thismodulewill be from the text output of camera vision. The detected
objects distanced detected by depth cam, which is shown in Fig. 2, and the object
itself will be formed, as a sentence through a program. It will be played as audio to
the user. The text to audio conversion is done by gTTS engine service. In terms of
storage, data is stored internally.



750 P. Anitha et al.

Objective of this module is to get users audio input and direct them to the places
where they like to move. Audio input is processed as text by gTTS module. User’s
location is obtained from the device as input. The input is given to “DIRECTIONS
API” to find the directions for their given place from the user’s location. The reply
from the API is used by the user to guide them all the way. Nearby API locates the
nearby location to their location.

A visually impaired person downloads the developed application in his/her smart-
phone andperforms the initial setupwith theguardians help.Theperson then connects
the headphones to the smars application helps to navigate to the desired destination
with the help of our assistant providing audible directions. In addition to this, the
assistant also provides recommendations for nearby eateries, shops, hospitals etc. In
order to use these features the person has to long press the headphone button.

3.3 Applications

The main task of the application is to detect lively the obstacles like roadcrosses,
pits, persons and other objects. It can also identify an object when the user captures
it. Once it captures the objects it conveys the user by the voice commands. If an user
needs to know the nearby locations like hospital it can be provided by asking the
system. It provides the hospitals nearby. If the user needs any other locations like
hotels or shops it provides them those location details within 1 km. Basic mobile
functionalities such as call, message and checking battery status. It locates one to
their home with live routing. It says the way to their home in steps. In an emergency
it can send SMS to a friend or doctor with the current location details. It can also
make call to their Friend or doctor immediately once the system hears the keywords.
It allows the visually impaired navigate through cities independently. It can be used
for live tracking globally with some constraints. This system will be trained for an
individual user which gives them more accessibility.

4 Experimental Result

The camera analyzes and recognize objects. It then conveys this information to the
visually impaired via the headphone. As an example consider the above two images.
Figure 3 shows how the camera recognize the human faces along with the certainty
that the object is a human. Similarly, Fig. 4 shows how camera recognize the bottle.
Figure 5 shows the voice assistant interface which will converted as background
process. The interface consist of five parts: Results, Response,Get_gps, Live tracking
and input. In input field the user’s voice is taken as input. Get_gps gives the user
location. Input can be given through voice or text. Live tracking can give the obstacle
detection lively when the user points at any direction. Audible reply is given by the
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Fig. 3 TensorFlow vision
detecting persons

Fig. 4 TensorFlow vision
detecting bottle

assistant and also the response field will carry the reply. The app logo within an app
drawer is shown in Fig. 6.

Most of the audio comments are given by google assistant’s default voice with
the pitch rate and speed of 20%.It can be adjust in accordance with google account
maintenance (Table 1).

On real time comparison between the existing systems and our system we came
up with a prediction amount shown in the below matrix. The system detection rate
of persons is most accurate as it uses object detection principle for classification of
objects. The existing system 1 is down in accuracy because it uses ultra-sonic sensors.
These sensors may miss the person’s body when there gaps in between them. The
existing system 2 uses an object detection which is less accurate to recognize a
person. Our system and existing system 2’s detection rate of glass objects is slightly
less because of the light diffraction whereas ultrasonic sensors don’t miss glass
object because of light. Pits detection is completely missed by existing system 1 as
it considers it as far away object. Our system considers it by using depth sensing
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Fig. 5 Application interface

which detects floor level and varies a pit. Whereas in system 2 it misses the accuracy
without using floor level detection. We use TensorFlow most accurate algorithm and
online api for detecting road crosses where as other systems lacks it.

5 Conclusion

A majority of the proposed system involve the use of the 3d glass or an obstacle
detection system to assist the visually impaired for navigation. The systems are often
complex to operate and expensive to implement. This paper describes an approach
similar to ones discussed but differs in terms of simplicity and cost. The system
proposed requires basic smartphone, dedicated service with internet connectivity
and a headset to achieve live navigation for visually impaired effectively. Obstacle
detection and audible guidance using voice assistant gives an easier way of access.

The system developed is portable in the sense that it requires a smartphone with
internet connectivity. Thus, a cost effective and simplistic solution is made possible.
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Fig. 6 Application icon in
the app-drawer

Table 1 Comparative analysis on performance of various supportive systems for visually impaired

Obstacles Predicted (%)

Smart audio system Smart guide [7] Smart guiding glasses [2]

Actual (%) Persons 95 75 85

Glass 60 80 60

Pits 85 2 80

Road cross 92 0 20

Average (%) Overall 83 39.25 61.25

Requires internet connection at all times to ensure proper functionality. Problems of
usage in places with limited network connectivity. Sometimes, radiation frommobile
device imposes health hazards for the life.
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6 Future Enhancement

Live detection is to be made more accurate and fully offline capable. This is similar
to a person walking beside the visually impaired person and providing direction.
This approach will be implemented with machine learning. The image processing is
done using TensorFlow. The ultimate goal is to guide the visually impaired through
cities effectively and hands-free.
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Reducing the Aleatoric Uncertainties
of Failure Prediction Using Singular
Value Decomposition

Ahmad Kamal Mohd Nor, Srinivasa Rao Pedapati, and Masdi Muhammad

Abstract Uncertainty is a vital indicator in evaluating the prediction of real-
world deep learningmodels.Without uncertainty, important decision-making process
linked to safety, security and investment cannot be executed correctly by the users.
While probabilistic deep learningmethods have shownpromise in quantifyingpredic-
tion uncertainty, very few works in managing these uncertainties can be found in the
literature. In failure prediction especially, it is favourable that the model produces the
lowest level of prediction uncertainty, i.e., the highest level of confidence in order
to initiate any degree of problem-solving mechanism. In this work, we present a
technique to reduce Aleatoric uncertainty associated with noisy data using Singular
Value Decomposition (SVD). Sensor data from industrial assets are presented in
SVD matrix form and higher SVD modes more susceptible to contamination are
eliminated to denoise the data. We compare the uncertainty level between the orig-
inal dataset with the ones denoised by SVD and several known denoising methods
in a Remaining Useful Life (RUL) prediction problem. Our results show that SVD
denoising treatment outperforms the other denoising methods in reducing prediction
uncertainty and improving prediction performance.

Keywords Uncertainty · Prognostic · PHM · RUL · CMAPSS

1 Introduction

Long term exploitation of aerospace assets is one of the goals sought by the industry.
Maintenance efforts to ensure operational longevity have evolved steadily from
simple corrective maintenance, to preventive measures and more recently to a more
systematic framework called Prognostic andHealthManagement (PHM). PHMaims
to optimize maintenance activities by accurately predicting failure event. It has the
effect of minimizing maintenance operations, reducing workload and decreasing
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maintenance interventions in hazardous places, resulting to significant maintenance
cost reduction [1–4].

Remaining Useful Life (RUL) estimation, where the health of engineered system
is predicted, is one of the core activities in PHM [5, 6]. In this domain, we witness
the rise of data-driven prognostic in the last 2 decades, fuelled by its simplicity
of deployment, the ever-increasing volume of data and the advancement wireless
technology. Amongst all, deep learning has emerged as one of the most powerful
tools due to its ability to map nonlinear relation of the system’s variables.

Deep learning methods can be categorized as either being frequentist or proba-
bilistic in nature [7, 8]. Looking into RUL prognostic angle specifically, frequentist
methods predict point estimates RUL while the probabilistic ones predict the distri-
bution or intervals of RULs [9, 10]. The latter thus has the advantage of predicting
with uncertainties. In real world application, where ground truth RUL is non-existent,
the only indication to trust the model’s prediction is uncertainty quantification. This
is especially important when manpower or investment decision need to be made
following a failure prediction.

1.1 Uncertainty Reduction

Aleatoric uncertainty in deep learning occurs due to noise or stochasticity captured
in the input data, which is a common situation in real world applications [11–13].
This uncertainty thus capture noise inherent to the observation. In an ideal failure
prognostic model, the uncertainty should be higher when the prediction deviates
from the ground truth and stays low in the case of correct prediction.

In real world sensor signal, it is hard to differentiate between the noise and the
clean data. Though many denoising and smoothing algorithm have been proposed,
most of them need the intervention of domain expert to choose the appropriate level
of denoising and smoothing that minimizes the risk of information loss.

To this end, SVD has emerged as a formidable tool in denoising data without the
intervention of domain expert [14–17]. By representing noisy data in SVD matrix,
we can eliminate the higher SVDmodes which are more prone to contamination than
the lower ones, retaining only the clean SVD modes that form a clean signal.

In this paper, we present an uncertainty reduction technique based on SVD signal
denoising. We demonstrate this ability using CMAPSS gas turbine dataset. To the
best of our knowledge, this is the first paper of its kind dedicated in investigating
the ability of denoising methods in reducing deep learning uncertainty. This work is
important as in real world condition, having the lowest uncertainties, i.e., the highest
confidence in failure prediction is the goal for an accurate decision making. This
paper is organized as follows. In the next section, related publications are reviewed.
In Sect. 3,we elaborate the SVDdenoisingmethodology and performance evaluation.
Then, in Sect. 4, a case study is described before we present the results and discussion
of our work in Sect. 5. Finally, we give our concluding remarks in the last section.
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2 Related Work

SVD has become a standard tool in denoising data in general due to its ability to
eliminate singular values residing in noisy subspaces and retaining only the clean
ones. In Wang et al [18] a combination of Wavelet Transforms and SVD is used
to denoise image data. The wavelet transform is used to divide the image into
low and high frequencies divisions. Then SVD is employed to denoise the high
frequency parts to enable a clean image reconstruction. In Zhang et al. [19], a two-
division recursion SVD is proven to perform best in improving contaminated signals
amongst the various SVDmodel variants. The methods also outperform other signal
decomposition techniques such asEmpiricalModeDecomposition (EMD), ensemble
EMD (EEMD) and Variational Mode Decomposition (VMD). SVD is deployed on
matrix of image patches in He et al. [20], and by doing so, separating the signal
subspace from the noise subspace. Then, SVD denoising is performed on each group
of similar patches that were previously combined as training samples, producing
leading singular vectors candidates that represent the corresponding patch. Singular
vectors coming from noise populated samples and noise subspace are then elimi-
nated, thus leaving the clean singular vectors that form the local basis of each patch.
In Wang et al. [21], the Singular Value Difference (SV) between the noisy and clean
image is exploited to denoise image in wavelet domain. SVD is applied to denoise
SVs in high frequency parts of the noisy image.

Apart from image denoising, SVD also performs well with general data. In Liu
et al. [22], seismic data is denoised by SVD in the frequency domain. Raw seismic
data is first presented in the frequency domain by Fourier transform. Then SVD is
employed to decompose the frequency spectra into eigen images, which will be then
cleaned by selecting clean singular values. In Zhao et al. [23], a reweighted Singular
Value Decomposition (RSVD) framework which has the advantage of improving
weak features while denoising is proposed. The periodic modulation intensity, an
indicator that represents the quality of Singular Components (SCs) information level,
is introduced to rank the SCs. Finally, the clean signal is reconstructed based on the
information level presented by the SCs.

3 Methodology

3.1 LSTM Architecture with Probabilistic Layer

500 evaluations of Bayesian hyperparameter optimization are employed to find the
best hyperparameters for the proposed LSTM architecture [24]. The evaluations are
done in the hyperparameter search space presented in Table 1. The Health Index
(HI), corresponding to the normalized value of the RUL target for each cycle is used
as the training target. The model output layer is set as a Normal distribution layer
which produces simultaneously themean and standard deviation of theHI prediction.
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Table 1 Bayesian optimization search space

BayesOpt search space

Hidden units Dense layer size Dropout rate Mini batch size Max epoch Learning rate

10–1000 10–500 0.0–0.5 26–130 10–2000 5e-4 to 1e-3

The training thus intends to minimize the gap between the mean of the predicted HI
distributions with the HI target values while at the same time predicting variable
standard deviations.

In LSTM, gating functions acts as data flow regulator, preserving or forgetting
important or unimportant memory, respectively. LSTM consists of Input Layer,
Hidden Layer and Output Layer with a recurrent mechanism enabling the output
of the Hidden Layer to be added with new input. This made LSTM particularly
powerful in modelling sequential data. Below is the mathematical representation of
the model.

LSTM gating equation:

ft = σ
(
W f .Xt + R f .ht−1 + b f

)
(1)

it = σ(Wi .Xt + Ri .ht−1 + bi ) (2)

ot = σ(Wo.Xt + Ro.ht−1 + bo) (3)

Mt = ϕ(Wc.Xt + Rc.ht−1 + bc) (4)

Ct = ft ∗ Ct−1 + it ∗ Mt (5)

ht = ot ∗ ∅(Ct ) (6)

W∗ = Input Weight.
R∗ = Recurrent Weight.
b∗ = Bias.
σ, ϕ,∅ = Activation Functions.
Looking at the equations above, Eq. (1)–(3) are Forget Gate, Input Gate and

Output Gate equations. Equation (4) is used to calculate the candidate value that
will be added to the new state “t” (5) together with the old state “t-1”, regulated
by the Forget Gate. Equation (6) represents the final output of LSTM. “.” is matrix
multiplication while “” is point to point multiplication [25].
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3.2 Singular Value Decomposition (SVD)

We apply the new SVD denoising methodology as presented in [26, 27]:

1. A is the matrix of clean data expressed as:

A ∈ R
T×D

with T , the time steps and D the number variables, i.e., column of features
and with the condition that T < D.

2. A can be expressed in a reduced singular value decomposition form as:

A = USVᵀ =
T∑

k=1

ukskv
ᵀ
k (7)

WithU ∈ R
T×T and V ∈ R

D×T as orthogonalmatrix and S ∈ R
T×T as a diagonal

matrix. The kth SVD mode is composed of:

uk ≡ U1:T,k, (Le f t Singular V ector)

sk ≡ Skk, (Singular value)

vk ≡ V1:D,k, (Right Singular V ector)

3. In the same form, noisy data Â can be express as:

Â ∈ R
T×D

and E is the matrix of noise containing random noise with standard deviation, ∈
that can be expressed as:

E ∈ R
T×D

with their respective SVD representations and the same descriptions as mentioned
before:

Â = Û ŜV̂
ᵀ =

T∑

k=1

ûk ŝk v̂
ᵀ
k (8)

E = ′
U

′
S

′
Vᵀ =

T∑

k=1

′
uk

′
sk

′
vᵀ
k
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4. Writing Â in function of A and E:

Â = A + E (9)

3.3 Noise Filtering with SVD

Lower SVD modes in noisy data stay quite clean, thus filtering the higher effected
ones could give a cleaner signal. We assume the noise to be independent, identically
distributed (i.i.d.) Gaussian noise.

1. We project noisy time series data Ã as SVD matrix to obtain ũk, s̃k and ṽk .
2. By fitting a Marchenko-Pastur distribution to the tail of noisy singular values

s̃, we can calculate the measurement error ∈. For full calculation, please refer
to [14].

3. We can then estimate the root mean square error (RMSE) of the modes with:

RMSE(ṽk) ≈min

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

√
2

D
,

∈
s̃k

⎡

⎢⎢⎢⎢⎢
⎢
⎣

D − w

D
+ w

D

T∑

m = 1
m �= k

λ̃m

(
3λ̃k − λ̃m

)

(
λ̃m − λ̃k

)

⎤

⎥⎥⎥⎥⎥
⎥
⎦

1
2

⎫
⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

wi thλ̃k ≡ s̃k (10)

4. For i.i.d Gaussian noise, the spatial correlation parameter, f and the effective
smoothing window width, w, should be 1 [26]:

f = w = 1

5. Once RMSE of the modes obtained, we can calculate the parameter tk , which
represent the cleanness of a mode.

tk =
log(RMSE(ṽk)) − log

(√
2
D

)

log(RMSE(ṽ1)) − log
(√

2
D

) (11)

6. After that, we estimate the rank for minimum loss data reconstruction with the
rank rmin as:

rmin ≡ maximumof ksuchthattk > 5% (12)

7. We then reconstruct the clean singular values:
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sk =
{
s̃k − (∈ ′ŝk

)2
(k < kc)

0 (kc ≤ k)
(13)

8. With ∈ ′ŝk as the Marchenko-Pastur distribution and kc as the minimum index
k that satisfies:

s̃k <∈ ′ŝk (14)

9. Finally, the clean signal can be reconstructed with rmin and sk obtained
previously:

Ar =
rmin∑

k=1

ũksk ṽk (15)

3.4 Performance Evaluation

The prediction uncertainty is presented by the RUL distribution’s rolling standard
deviation. Since the premier objective of the work is to evaluate the level and
behavior of uncertainty, comparisons are made between the full feature dataset with
data denoised by SVD, Simple Moving Average (MOVAVG), Exponential Weighted
Moving Average (EWMA), MATLAB Empirical Mode Decomposition (EMD) and
MATLAB Wavelet denoising. We use the default MATLAB settings for EMD and
Wavelet.

For moving average methods (simple and exponential), we choose the denoising
window size that filter noise whose characteristic best resemble a white noise:

• 0 mean residual noise value.
• Monotonic rolling standard deviation.
• Low autocorrelation.

Secondly, we compare the root mean square error (RMSE) between the mean of
RUL distribution and the ground truth [28, 29].

RMSE =
√√√√ 1

M

M∑

i=1

(
RUL(i)

truth − Mean(i)
pred

)2
(16)

With RUL(i)
truth as the ground truth RUL for gas turbine i , Mean(i)

pred as the mean
of RUL distribution for gas turbine i and M as the total number of gas turbine.
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Fig. 1 Simplified turbofan
diagram

4 Case Study

4.1 CMAPSS Turbofan Dataset

Turbofan failure dataset from NASA Commercial Modular Aero Propulsion System
Simulation (CMAPSS), published by Nasa Prognostic Centre (PCoE) of Ames
Research Centre is used in this study [30]. The simplified diagram of the studied
turbofan is shown in Fig. 1.

The chosen training and testing data consist of 100 recorded turbofan degrada-
tions. EachTraining andTesting data correspond to a turbofanwhose health condition
deteriorate after certain cycle [30]. Each fleet training and testing data are time series
sequence comprising of Time (Cycle), 3 Operating Conditions (OC) and 21 sensors
measurements as in Table 2. The OC refers to different operating regimes combina-
tion of Altitude (O-42 K ft.), Throttle Resolver Angle (20–100), and Mach Number
(0–0.84) [31]. High levels of noise are incorporated, and the faults are hidden by the
effect of various operational conditions [31]. However, no RUL information is given
in the training dataset. Only the ground truth RUL for each turbofan, are given. Data
pre-processing is thus applied to select the appropriate sensors, visualize the sensor
trends, and extract each cycle HI target.

4.2 Sensor Selection

Only strictly monotonic sensors are selected [32]. These sensors are useful as
they best represent single trending degradation contrary to irregular and unchanged
signals. 14 sensor signals, corresponding to sensors 2, 3, 4, 7, 8, 9, 11, 12, 13, 14,
15, 17, 20, 21 are used.
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Table 2 Sensors description Sensor Ref Description Unit

S1 T2 Total temperature fan inlet 0R

S2 T24 Total temperature at LPC
outlet

0R

S3 T30 Total temperature at HPC
outlet

0R

S4 T50 Total temperature at LPT
outlet

0R

S5 P2 Pressure at fan inlet psia

S6 P15 Total pressure in
bypass-duct

psia

S7 P30 Total pressure at HPC
outlet

psia

S8 Nf Physical fan speed rpm

S9 Nc Physical core speed rpm

S10 Epr Engine pressure ratio
(P50/P2)

N/A

S11 Ps30 Static pressure at HPC
outlet

psia

S12 Phi Ratio of fuel flow to Ps30 Pps/psi

S13 NRf Corrected fan speed rpm

S14 NRc Corrected core speed rpm

S15 BPR Bypass ratio N/A

S16 farB Burner fuel–air ratio N/A

S17 htBleed Bleed enthalphy N/A

S18 Nf_dmd Demanded fan speed rpm

S19 PCNfR_dmd Demanded corrected fan
speed

rpm

S20 W31 HPT coolant bleed lbm/s

S21 W32 LPT coolant bleed lbm/s

4.3 Piece-Wise Linear Degradation

To obtain RUL sequence labels for training, piece-wise linear degradation model
is employed [33, 34]. Each fleet health is thus considered stable in the beginning
until the start of deterioration which is the failure start point that initiate a linear
degradation until failure.

Each fleet is associated with time series corresponding to the total operational
duration of the fleet and the last cycle indicate the final instant before failure. Thus
initially, we model the RUL of a fleet to start with the value of the last cycle and
degrade linearly until 0 as shown in Fig. 2.
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Fig. 2 Initial HI assessment for fleet 1

The failure start point in each sensor is obtained by using Cumulative Sum
(CUSUM) anomaly detection technique, which returns the first index of the upper
or lower cumulative sums of each sensor signal that have drifted beyond 5 standard
deviations from the target mean. This indicates the initiating points of degradation
[35]. Then, the mean of the failure start points for each sensor can then be calculated.
From these means, we can calculate the mean of the means of the sensor’s detection,
which is our failure start point. Combining the linear degradation obtained earlier
and the failure start point, the transformed Fleet 1 RUL sequence is presented in
Fig. 3.

4.4 Data Sequence Length and RUL Values

We show the sequence length plot of the training data in Fig. 4. From this plot, we
derive the RUL plot as shown in Fig. 5 following steps mentioned in Sect. 73.3.

In Fig. 6 we show the sequence length of testing and data its associated expected
RUL in Fig. 7 following our previous reasoning in Sect. 73.3.

However, as we can see, the ground truth RUL, shown in Fig. 8 are different from
the expected ground truth. Some testing data have long sequence length while at the
same time having very short RUL.We thus anticipate that the model to performmore
poorly on these data.



Reducing the Aleatoric Uncertainties of Failure Prediction … 765

Fig. 3 Final HI assessment for fleet 1

Fig. 4 Training data sequence length
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Fig. 5 Training RUL after threshold

Fig. 6 Test data sequence length
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Fig. 7 Expected test data RUL prediction

Fig. 8 Ground truth RUL
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Fig. 9 Full noisy dataset

5 Result and Discussion

5.1 Aleatoric Uncertainty

Window size 2 was found appropriate for MOVAVG while 3 for EWMA. The
uncertainty measurement according of the full dataset and respective methods are
presented. For illustration purposes, we take the case of Fleet 1 as an example (Fig. 9).

5.2 RMSE Result

Aswecan see from the illustrations given, the lowest degreeof uncertainty is accorded
to SVD denoising in Fig. 10 while the highest uncertainty come from EWMA and
EMD, shown respectively in Fig. 12 and 14. The curve of rolling standard deviation
for SVD is also smoother than the rest of the methods. As for RMSE, again, SVD
surpasses other denoising method in improving the probabilistic LSTM performance
(Table 3).

MOVAVG and EWMA, as respectively shown in Fig. 11 and 12, cannot denoise
the data properly as we are applying the same simplistic rule (window k and fixed
weights) to denoise the whole data. As for Wavelet Transform and EMD, presented
here in Fig. 13 and 14, the usage of default parameter setting, due to absence of
domain expert, is obviously not sufficient to fulfil its intended function. To execute
effective denoising inWavelet Transform,manualmanipulations need to be done first
to determine the mother wavelet and decomposition level [9]. EMD denoising, on
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Fig. 10 SVD denoising

Table 3 RMSE results for each method

RMSE results

Method Noisy data SVD MOVAVG EWMA WAVELET EMD

RMSE 34.86 34.82 34.99 35.37 35.53 34.97

Fig. 11 Moving average
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Fig. 12 Exponential weighted moving average

Fig. 13 Wavelet transform

the other hand, possess various decomposition modes that need deep understanding
by the user to be successful [9]. SVD however treat each data sites individually by
removing higher modes more prone to contamination, thus it denoise more effec-
tively. We show the complete HI prediction for the original data and after SVD
treatment in Fig. 15 and 16, respectively.
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Fig. 14 Empirical mode decomposition denoising

Fig. 15 Original data HI prediction with uncertainty

6 Conclusion

In this paper, SVD denoising treatment is applied to gas turbine failure dataset
to reduce the Aleatoric uncertainty of failure prediction. A probabilistic LSTM is
employed to predict theRULdistribution of the gas turbines based on sensor data.Our
proposed method show superiority in reducing the prediction uncertainty compared
to various other denoising techniques such as simple moving average, exponential
weighted moving average, empirical mode decomposition and wavelet transform.
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Fig. 16 HI prediction after SVD treatment

The results also indicate that SVD treatment improves the performance of prediction
better than the other mentioned techniques.
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Reducing Uncertainty in Failure
Prediction Using Singular Value
Decomposition Feature Selection

Ahmad Kamal Mohd Nor, Srinivasa Rao Pedapati, and Masdi Muhammad

Abstract Uncertainty is one of the indicators to evaluate the prediction of deep
learningmodels. In real-world prognostic domain, predicting failurewith uncertainty
provides users with powerful argument when important decisions related to safety,
security and monetary must be made. While quantifying uncertainty has slowly
becoming a norm in deep learning, no work has been dedicated in formulating the
appropriate feature selection framework that lessens the prediction uncertainties.
Much of the available techniques have only been proven to improve point estimate
predictions,without considering its effect onuncertainty. In this paper, a feature selec-
tion method based on elimination of noisy data is proposed to reduce the Aleatoric
uncertainty in a Remaining Useful Life (RUL) prediction problem. Singular Value
Decomposition (SVD) technique is employed to denoise sensor data in SVD matrix
by filtering higher SVD modes susceptible to contain noise. Then, the “cleaned”
Signal to Noise Ratio (SNR) of each feature is calculated and ranked. Features with
low SNR, thus with higher noise, are eliminated. We compare the uncertainty level
and behavior between a full feature dataset and different percentage of features
selected using SVD and SNR. The same comparison is done between our approach
and other feature selection methods such as Pearson and Spearman correlations as
well as F Regression. The results show that our approach achieved a lower uncer-
tainty degree with generally better prediction performance than the other mentioned
methods.

Keywords Uncertainty · Feature selection · PHM · RUL · CMAPSS

1 Introduction

Sudden failure is the worst imaginable situation involving complex engineering
systems. It is a risk to be minimized to safeguard the interest of safety, security, and
investment in the industrial environment. Throughout the decades, concerted efforts
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have been put by researchers and reliability practitioners to improve operational
longevity of industrial assets.

Recently, Prognostic and Health Management (PHM) has emerged as a strong
force in providing frameworks for managing engineering system health [1–3].
PHM aims to predict impending failure, optimizing maintenance activities, reducing
workload, improving safety, availability and reducing maintenance cost [4–7].

Remaining Useful Life (RUL) prognostic is one of the core activities in PHM
[8, 9]. It consists of predicting the health state of engineering system often complex
in nature. Currently, deep learning prognostic methods gain much attention due to
the ease of deployment, the increasing data volume, and the sophistication of data
transmission technology.

Deep learning methods can be divided into frequentist and probabilistic in
nature. While the premier predicts or classifies point estimates, the latter produces
distribution or interval predictions, thus predicting with uncertainty.

1.1 Aleatoric Uncertainty in Deep Learning

Uncertainty related to the quality of input data is called Aleatoric uncertainty. This
uncertainty occurs when sensor data, used as input to deep learning model, is
subjected to measurement error or noise contamination [10–13]. This uncertainty
cannot be reduced by collecting more data [12, 13].

In the real-world applications, where ground truth RUL is not available, uncer-
tainty is often the main indicator for users to trust the model’s prediction. Security,
safety, and investment strategies depend on prediction uncertainty.

1.2 Data Denoising Using SVD

Singular Value Decomposition (SVD) is a technique to represent signal in SVD
matrix form. SVD matrix is composed of modes and singular values. When noisy
data is represented in SVDmatrix form, higher modes are found to be more prone to
contamination while the lower modes remain relatively clean [14, 15]. By filtering
the higher modes, the clean signal can be reconstructed.

1.3 Feature Selection’s Impact on Uncertainty

Since Aleatoric uncertainty concerns the quality of input data, it is natural to assume
that certain features contribute more to uncertainty than others. However, there have
been no notable work dedicated to study this effect. Available feature selection tech-
niques are suitable only to improve frequentist point estimates prediction without
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considering the impact it can cause uncertainty. It is obvious that in the real-world
deep learning applications, the lowest uncertainty in prediction is preferred.

In this paper, a feature selection technique to reduce Aleatoric uncertainty is
proposed. Noisy data is denoised using SVD. Then, the Signal to Noise Ratio (SNR)
for each clean feature is calculated and ranked. Signals with low SNR, i.e., high noise
are eliminated according to certain percentage.

We demonstrate our approach in a gas turbine Remaining Useful Life (RUL)
prediction problem. A probabilistic LSTM is employed to predict the gas turbine’s
RUL sequence distributions. We compare the impact of our approach on prediction
uncertainty with full feature dataset. Comparison is also done with several others
commonly used feature selection techniques such as Pearson and Spearman correla-
tions and F Regression. We believe that this is the first such work concerning deep
learning uncertainty reduction using feature selection. This paper is very important
as uncertainty management is crucial for real-world deep learning application.

This paper is organized as follows: In Sect. 2, we mention the related literature to
our work. In the next section, the methodology of SVD and SNR feature selection is
explained. Then in Sect. 4, we describe the case study before we present and discuss
our findings in Sect. 5. Finally, we present our concluding remarks in the last section.

2 Related Work

2.1 Uncertainty Reduction in Deep Learning

Most of the works concerning uncertainty in deep learning relate to its quantification.
Very few work touches about uncertainty management. One such publication is [16]
where Fuzzy Deep Neural Network (FDNN) is proposed to reduce data ambiguity
and noise for classification task through the fusion of fuzzy rules and neural network
logic representation. In Boskos et al. [17], Wasserstein ambiguity sets are employed
in dynamic data collection process. Ambiguity sets enables the characterization of
the true random variable’s probability distribution’s uncertainty, thus exploiting high
confidence guarantees to minimize uncertainty. In Du et al. [18], to minimize the
uncertainty in domestic solar energy harvesting, only predictions of photovoltaic
(PV) output with large probability are chosen. These probabilities help to construct
plausible scenarios enabling accurate home energy scheduling. In Rodemerk et al.
[19] context-based indicators are used to reinforce the prediction confidence, i.e.,
minimize the uncertainty of car driver’s behavior at intersections. This is done by
combining context information, such as head pose and gaze direction with vehicle
data to predict the intention of the driver.
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2.2 SVD Denoising

SVD is a popular tool for denoising data without the intervention of domain expert.
It is widely used in denoising image data. In Yang et al. [20] SVD, together with
non-local self-similarity technique are used to denoise image data. Block matching
techniques construct matrix based on similar patches that will be denoise by SVD.
The denoised patches will be then be combined to reconstruct the clean image.
In Leal et al. [21], sparse representation and SVD are employed to denoise MRI
image for enhancing medical diagnosis. Sparse representations are obtained from
the image subdivisions. Then, new subdivisions based on the representations are
produced through SVD denoising process. These clean subdivisions will be used
later to reconstruct the clean image. The same concept is applied in Yang et al.
[22] where SVD is used to separate and denoise Computed tomography (CT) image
components.

SVD is also used to denoise general noisy data. In Zhu et al. [23], an algorithm
based on generalized S transform (GST) and SVD is employed to denoise echo
signals in ultrasonic pulse-echo testing. The GST’s function is to transform the echo
signal to time–frequency matrix before going through SVD denoising treatment. In
Zhang et al. [24], noisy signal is presented by SVD in Henkel matrix form where
clean subspaces and noisy subspaces are separated. By only taking singular values
residing in clean subspace, clean signal can be reconstructed. In Schanze [25] a signal
compression and denoising method via objective transformation and singular values
denoising is presented. The noisy signal is first mapped into matrix form where
denoising and compression process are done. Then, inverse mapping is executed to
reconstruct the clean signal. The application of this technique is demonstrated using
biomedical signals.

3 Methodology

3.1 LSTM Architecture with Probabilistic Layer

LSTM architecture which is a powerful tool for sequential data modelling is
employed. We execute Bayesian hyperparameters optimizations to find the best set
of hyperparameter in the search space shown in Table 1 [26]. 500 Bayesian optimiza-
tions are done to minimize the validation error. For the sequential training targets, we
use Health Index (HI) that corresponds to the normalized value of the RUL of each
cycle. A Normal distribution layer is incorporated as the output layer of the LSTM
network, outputting both mean and standard deviation of the HI prediction.

LSTM gating equation:

ft = σ
(
W f .Xt + R f .ht−1 + b f

)
(1)
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Fig. 1 Simplified turbofan
diagram

it = σ(Wi .Xt + Ri .ht−1 + bi ) (2)

ot = σ(Wo.Xt + Ro.ht−1 + bo) (3)

Mt = ϕ(Wc.Xt + Rc.ht−1 + bc) (4)

Ct = ft ∗ Ct−1 + it ∗ Mt (5)

ht = ot ∗ ∅(Ct ) (6)

WithW ∗ as the InputWeights, R∗ as the RecurrentWeights, b∗ as bias, and σ, ϕ,∅
as activation functions.

In LSTM, gating mechanism enables the preserving and forgetting of data,
resulting to a longer memory retention [27]. It consists of Input Layer, Hidden Layer
and Output Layer with a recurrent mechanism enabling the output of the Hidden
Layer to be added with new input. This permits the modelling of sequential data.

Equation (1)–(3) are Forget Gate, Input Gate and Output Gate equations. Equa-
tion (4) is used to calculate the candidate value that will be added to the new state “t”
Eq. (5) together with the old state “t-1”, regulated by the Forget Gate. Equation (6)
represents the final output of LSTM. “.” is matrix multiplication while “” is point to
point multiplication [28].

3.2 Singular Value Decomposition (SVD)

The new SVD denoising method as presented in [14, 15] is used:

1. A is the matrix of clean data expressed as:

A ∈ R
T×D
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with T , the time steps and D the number variables, i.e., column of features and
with the condition that T < D.

2. A can be expressed in a reduced singular value decomposition form as:

A = USVᵀ =
T∑

k=1

ukskv
T
k (7)

WithU ∈ R
T×T and V ∈ R

D×T as orthogonalmatrix and S ∈ R
T×T as a diagonal

matrix. The kth SVD mode is composed of:

uk ≡ U1:T,k, (Le f t Singular V ector)

sk ≡ Skk, (Singular value)

vk ≡ V1:D,k, (Right Singular V ector)

3. In the same form, noisy data Â can be express as:

Â ∈ R
T×D

and E is thematrix of noisy data containing randomnoisewith standard deviation,
∈ that can be expressed as:

E ∈ R
T×DE ∈ R

T×D

with their respective SVD representations and the same descriptions as mentioned
before:

Â = Û ŜV̂
ᵀ =

T∑

k=1

ûk ŝk v̂
ᵀ
k (8)

E = ′
U

′
S

′
Vᵀ =

T∑

k=1

′
uk

′
sk

′
vᵀ
k

4. Writing Â in function of A and E:

Â = A + E (9)
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3.3 Noise Filtering with SVD

Lower SVD modes in noisy data stay quite clean, thus filtering the higher effected
ones could give a cleaner signal. We assume the noise to be independent, identically
distributed (i.i.d.) Gaussian noise.

1. We project noisy time series data Ã as SVD matrix to obtain ũk, s̃k and ṽk .
2. By fitting a Marchenko-Pastur distribution to the tail of noisy singular values

s̃, we can calculate the measurement error ∈. For full calculation, please refer
to [14].

3. We can then estimate the root mean square error (RMSE) of the modes with:

RMSE(ṽk) ≈min

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

√
2

D
,

∈
s̃k

⎡

⎢
⎢⎢⎢⎢⎢
⎣

D − w

D
+ w

D

T∑

m = 1
m �= k

λ̃m

(
3λ̃k − λ̃m

)

(
λ̃m − λ̃k

)

⎤

⎥
⎥⎥⎥⎥⎥
⎦

1
2

⎫
⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

withλ̃k ≡ s̃k (10)

4. For i.i.d Gaussian noise, the spatial correlation parameter, f and the effective
smoothing window width, w, should be 1 [14]:

f = w = 1

5. Once RMSE of the modes obtained, we can calculate the parameter tk , which
represent the cleanness of a mode.

tk =
log(RMSE(ṽk)) − log

(√
2
D

)

log(RMSE(ṽ1)) − log
(√

2
D

) (11)

6. After that, we estimate the rank for minimum loss data reconstruction with the
rank rmin as:

rmin ≡ maximum of k such that tk > 5% (12)

7. We then reconstruct the clean singular values:

sk =
{
s̃k − (∈ ′ŝk

)2
(k < kc)

0 (kc ≤ k)
(13)
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With ∈ ′ŝk as the Marchenko-Pastur distribution and kc as the minimum
index k that satisfies:

s̃k <∈ ′ŝk (14)

8. Finally, the clean signal can be reconstructed with rmin and sk obtained
previously:

Ar =
rmin∑

k=1

ũksk ṽk (15)

3.4 Signal to Noise (SNR) Calculation

For amplitude-based signal, the SNR can be calculated by Eq. (16) with Sclean as the
clean signal and Snoise is the noise signal.

SN RS = 20log10

(
Sclean
Snoise

)
(16)

3.5 Performance Evaluation

The prediction uncertainty is presented by the RUL distribution’s rolling standard
deviation. Since the premier objective of the work is to evaluate the level and
behaviour of uncertainty, comparisons are made between the full feature dataset
with only 85 and 75% of the full features selected by SVD + SNR, Pearson, and
Spearman correlations as well as F Regression feature selection techniques.

Secondly, we compare the root mean square error (RMSE) between the mean of
RUL distribution and the ground truth [29, 30].

RMSE =
√√
√√ 1

M

M∑

i=1

(
RUL(i)

truth − Mean(i)
pred

)2
(17)

With RUL(i)
truth as the ground truth RUL for gas turbine i , Mean(i)

pred as the mean
of RUL distribution for gas turbine i and M as the total number of gas turbine.
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Table 1 Bayesian optimization search space

BayesOpt search space

Hidden units Dense layer size Dropout rate Mini batch size Max epoch Learning rate

10–1000 10–500 0.0–0.5 26–130 10–2000 5e-4 to 1e-3

4 Case Study

4.1 Gas Turbine Dataset

The data we use is from CMAPPS (Commercial Modular Aero Propulsion System
Simulation) Turbofan run-to-failure dataset, published by Nasa Prognostic Centre
(PCoE) of Ames Research Centre [31]. The diagram of the studied turbofan is shown
in Fig. 1.

Run-to-failure time series data from 100 recorded turbofan degradations is used
for training and testing. Each set of data corresponds to a turbofan whose health
condition begin to deteriorate after certain cycle [31]. Each set comprises of Time
(Cycle), 3 Operating Conditions (OC) and 21 sensors measurements as in presented
in Table 2. The OC refers to different operating regimes combination of Altitude
(O-42 K ft.), Throttle Resolver Angle (20–100), and Mach Number (0–0.84) [32].
High levels of noise are incorporated, and the faults encountered are hidden by the
effect of various operational conditions [32]. Training data RUL targets are absent,
only the ground truth RUL for each turbofan, are given. We thus need to do data
preparation to select the appropriate sensors, visualize the sensor trends and extract
each cycle RUL target.

4.2 Sensor Selection

From the 21 sensors mentioned above, only 14 strictly monotonic sensors, namely
sensor 2, 3, 4, 7, 8, 9, 11, 12, 13, 14, 15, 17, 20 and 21 are selected [33]. Mono-
tonicity of these sensors represent single trending degradation contrary to irregular
and unchanged sensor signals.

4.3 Piece-Wise Linear Degradation

To obtain RUL sequence labels for training, piece-wise linear degradation model
is employed [34, 35]. Each fleet health is thus considered stable in the beginning
until the start of deterioration which is the failure start point that initiate a linear
degradation until failure.
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Table 2 Sensors description Sensor Ref Description Unit

S1 T2 Total temperature fan inlet 0R

S2 T24 Total temperature at LPC
outlet

0R

S3 T30 Total temperature at HPC
outlet

0R

S4 T50 Total temperature at LPT
outlet

0R

S5 P2 Pressure at fan inlet psia

S6 P15 Total pressure in
bypass-duct

psia

S7 P30 Total pressure at HPC
outlet

psia

S8 Nf Physical fan speed rpm

S9 Nc Physical core speed rpm

S10 Epr Engine pressure ratio
(P50/P2)

N/A

S11 Ps30 Static pressure at HPC
outlet

psia

S12 Phi Ratio of fuel flow to Ps30 Pps/psi

S13 NRf Corrected fan speed rpm

S14 NRc Corrected core speed rpm

S15 BPR Bypass ratio N/A

S16 farB Burner fuel–air ratio N/A

S17 htBleed Bleed enthalphy N/A

S18 Nf_dmd Demanded fan speed rpm

S19 PCNfR_dmd Demanded corrected fan
speed

rpm

S20 W31 HPT coolant bleed lbm/s

S21 W32 LPT coolant bleed lbm/s

Table 3 SNR measurement

Sensor S2 S3 S4 S7 S8 S9 S11

SNR 68.4 57.8 56.8 65.0 75.8 74.9 56.1

Sensor S12 S13 S14 S15 S17 S20 S21

SNR 66.8 75.8 74.1 55.2 55.2 54.5 54.5

Table 4 SNR feature selection

SNR + SVD

85% S2 S3 S4 S7 S8 S9 S11 S12 S13 S14

75% S2 S3 S4 S7 S8 S9 S11 S12
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Table 5 Pearson and spearman feature selection

Pearson and spearman correlation

85% S2 S3 S4 S7 S8 S9 S11 S13 S15 S17 S20 S21

75% S2 S3 S4 S7 S8 S9 S15 S17 S20 S21

Table 6 F regression feature selection

F regression

85% S2 S3 S4 S7 S8 S11 S12 S13 S15 S17 S20 S21

75% S2 S3 S4 S7 S11 S12 S15 S17 S20 S21

Each fleet is associated with time series corresponding to the total operational
duration of the fleet and the last cycle indicate the final instant before failure. Thus
initially, we model the RUL of a fleet to start with the value of the last cycle and
degrade linearly until 0 as shown in Fig. 2.

The failure start point in each sensor is obtained by using Cumulative Sum
(CUSUM) anomaly detection technique, which returns the first index of the upper
and lower cumulative sums of each sensor signal that have drifted beyond 5 stan-
dard deviations above and below a target mean, indicating the initiating points of
degradation [36]. Then, the mean of the failure start points for each sensor can then
be calculated. From these means, we can calculate the mean of the means of the
sensor’s detection, which is our failure start point. Combining the linear degradation

Fig. 2 Initial HI assessment for fleet 1
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Fig. 3 Final HI assessment for fleet 1

obtained earlier and the failure start point, the transformed Fleet 1 RUL sequence is
presented in Fig. 3.

4.4 Data Sequence Length

As mentioned before, we apply a piece wise linear degradation with maximum
threshold base on the time series sequence length to estimate the RUL target for
the training data. As such, the RUL value is proportionate to the sequence length like
shown in Figs. 4 and 5. With the same reasoning, we can estimate the RUL value of
the test data from its sequence length as shown in Figs 6 and 7.

However, looking at the ground truth RUL in Fig. 8, some of the RUL values
are not proportionate to its data sequence length. We believe that the model will not
perform well on these data sequences.

5 Results and Discussion

5.1 SNR Results and Feature Selection

See Tables 3, 4, 5, 6.
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Fig. 4 Training data sequence length

Fig. 5 Training data RUL
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Fig. 6 Testing data sequence length

Fig. 7 Expected test data RUL prediction
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Fig. 8 Ground truth RUL

Fig. 9 Noisy data uncertainty

5.2 Aleatoric Uncertainty

The noisy data uncertainty is presented in Fig. 9. Here we present the result of our
test. For illustration purposes, we only show the uncertainty result for Fleet 1.
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Fig. 10 SVD + SNR 85% features uncertainty

5.3 RMSE Results

The result of SVD + SNR with 85% features is shown in Fig. 10. As we can see
in Fig. 11, SVD + SNR is the only technique that achieves the lowest uncertainty
measurement in the order of 1e-3 with 75% features. Pearson and Spearman corre-
lation feature selection with 85% features also produces lower uncertainty than the
original data as shown in Fig. 12.

Fig. 11 SVD + SNR 75% features uncertainty
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Fig. 12 Pearson and spearman correlation 85% features uncertainty

Table 7 RMSE results according to denoising treatment

Methods Noisy Data SVD 85% SVD 75% Pearson 85% Pearson 75%

RMSE 34.86 34.26 34.48 34.37 34.89

Methods Spearman 85% Spearman 75% F reg 85% F reg 75%

RMSE 34.37 34.89 35.01 35.19

Looking at the RMSE result in Table 7, we can also see that the prediction perfor-
mance is generally better with SNR + SVD than correlation-based feature selection
methods.We can understand this phenomenon as only SVD+SNR that has the effect
of denoising the data, thus improving the prediction uncertainty. In addition, SVD
is known to be amongst the best denoising technique available. Thus, the effect of
SVDdenoising is really apparentwith 25% less noisy features. Pearson andSpearman
correlations only optimize the features in term of linear and nonlinear correlation,
avoiding redundancy between correlated features. F Regression on the other hand,
only evaluate the correlation between features and target. This also indicates that
commonly used feature selection techniques such as Pearson and Spearman Corre-
lation as well as F Regression could result to a higher prediction uncertainty like
shown in Figs. 13 and 15. To have a clearer picture, we present in Figs. 16 and 17 the
difference in uncertainty between prediction with noisy data and with SVD + SNR
feature selection.
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Fig. 13 Pearson and spearman correlation 75% features uncertainty

Fig. 14 F regression 85% features uncertainty

6 Conclusion

In this paper, we present a feature selection technique based on SVD + SNR where
more noisy features are eliminated to reduce the Aleatoric uncertainty in an RUL
prediction problem. A probabilistic LSTM that predicts RUL distributions of gas
turbines is employed. From the evaluations that have been done, we demonstrate
the superiority of this method compared to correlation-based feature selection tech-
niques in reducing deep learning Aleatoric uncertainty.We also show that our feature



Reducing Uncertainty in Failure Prediction Using Singular Value … 793

Fig. 15 F Regression 75% features uncertainty

Fig. 16 Noisy data HI prediction with uncertainty

selection method yields a generally more accurate failure prognostic than the other
tested techniques. Finally, this work illustrates that usual feature selection techniques
popularly used such as Pearson and Spearman as well as F Regression could result
in higher deep learning prediction uncertainty.
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Fig. 17 HI prediction with uncertainty after SVD + SNR feature selection
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Unsupervised Classification of Acoustic
Emission Signal to Discriminate
Composite Failure at Low Frequency

Noor A’in A. Rahman, Zazilah May, and Muhamad Shazwan Mahmud

Abstract The use of acoustic emission (AE) for damage assessment and detection
technique in structural engineering is widely used and has earned a reputation as
one of the reliable non-destructive techniques. AE source is produced based on the
elastic wave propagation through the specimen which converted into the electrical
AE signal by the AE sensors. Certain AE features belong to the signal allow their
use to discriminate mode of damage in a composite material. However, the challenge
encountered during analysis of AE signals attributed to the techniques like pattern
recognition and classification method. In this paper, several orientation of laminated
fiber specimens are undergoing tensile test. According to the information from tensile
load test, significant featuresweremonitored namely amplitude and energy in order to
execute the classification method. The AE data are successfully cluster by k—means
algorithm.

Keywords Acoustic emission · Composite fiber · Clustering · Low frequency
monitoring

1 Introduction

Carbon fiber laminates composite are widely used in many structure and engi-
neering applicationdue to their excellent properties such as good corrosion resistance,
high modulus elasticity, light weight accompanied by the high strength. Despite all
these advances, the monitoring and prediction of the failure experience by a fiber
composite remainmajor problems. Understanding damage on fiber composite is very
challenging due to the complex process had occurred during the process.

N. A. A. Rahman (B) · Z. May
Electrical and Electronics Department, Universiti Teknologi PETRONAS, 31260 Bandar Seri
Iskandar, Perak, Malaysia

M. S. Mahmud
Mechanical Engineering Department, Universiti Teknologi PETRONAS, 31260 Bandar Seri
Iskandar, Perak, Malaysia

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
R. Ibrahim et al. (eds.), International Conference on Artificial Intelligence
for Smart Community, Lecture Notes in Electrical Engineering 758,
https://doi.org/10.1007/978-981-16-2183-3_75

797

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-2183-3_75&domain=pdf
https://doi.org/10.1007/978-981-16-2183-3_75


798 N. A. A. Rahman et al.

In-servicemonitoring approach byAcoustic Emission (AE) is a reliable technique
to monitor and distinguish these failures. AE events can be monitored with low
frequency (audible sound range) up to high range frequency (ultrasonic range).When
critical stress occurs on a structure, the strain energy stored is suddenly released
thus create mechanical stress waves which spread concentrically around the source
of occasion. The release energy can be detected with suitable sensors (mechanical
information converted into the electrical signal).

AE from material damage in composite is relatively easy to monitor and record,
but the efficient and effective analysis is still challenging [1]. One of the common
analysis is clustering. Clustering can be divided into three major parts consists of
choosing the significant features, identifying the right number of clusters and lastly
the modifying technique of the clustering to achieve. Different AE features can
be used for the first part namely amplitude, duration, energy, peak frequency and
many more. Extra features can be calculated from combination of those features. For
instance Bakhtiary and his co-workers [2] define their algorithm by ratio of strain
energy and acoustic energy to identify the onset of delamination and its progression
in composite fiber.

Whenever multiple phenomena are involved and thus different signal clusters,
unsupervised pattern recognition is also sometimes used to address the problem of
labeling the class/cluster. The term unsupervised pattern recognition is on the other
hand used to describe the complete methodology consisting of procedures for cluster
analysis, descriptor selection and cluster validity, whenever none of the information
is available [3].

The k-means algorithm is one of the most widely used methods to cluster any
signal including AE signal. Ech-Choudany et. al [4] applied the k-means combined
with Incremental Clustering (IC) in order to construct a proper labelled learning
database of AE signals. However, they conclude AE signals are more relevant to
study in the frequency domain in order to extract more relevant descriptor.

A lot of works are available at finding the mode of failure on composite fiber with
a wide range of frequency up to 600 kHz [1, 5]. Based on the dominant study on
failure mechanism in the composite, matric cracking has occurred in almost low-
frequency [6–8]. The resulting output from their research showed the AE event able
to be clustered and based on well-defined frequencies. Rather than frequency, other
AE waveform parameters should be therefore considered in clustering analysis. One
of the main concerns during acquisition AE signal is capturing the signal by a proper
frequency range of sensor. This work will be focused on a low frequency range of
detection on composite failures. This can be done by using a proper AE sensor which
having the working frequency range below than 100 kHz.

This paper presents the laboratory test results of AE measurement during tensile
test on composite laminate fiber specimen. The AE features from laboratory test
will be clustered by k-means algorithm. The unsupervised techniques are used for
improving the clustering/classification of failures on composite fiber for automated
clustering. Clustering generally requires user to identify the number of clusters in
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Table 1 Specimen specification

Specimen type Lay-ups Length (mm) Width (mm) Thickness (mm)

T30 30° 320 250 2.5

T45 45° 320 250 2.5

T90 90° 320 250 2.5

second part of the process. There are many cluster validity techniques for determina-
tion the cluster. However, in this paper the mechanical failure of composite structure
will be verified by the load diagram which obtain from the tensile testing.

2 Experimental Procedure

2.1 Materials and Specimen Preparation

Composite laminates were composed using 2 mmHigh Strength Carbon Fibre Sheet
which a cured carbon fiber plate supplied by Easy Composites Ltd. Staffordshire,
United Kingdom. High Strength Carbon Fibre Sheet is produced from in-house
manufacturing proses with specially design platen press of 3 layers of XPEGXC130
from the same company. XPEG XC130 is epoxy based 2 × 2 twill weave prepreg
carbon of Pyrofil TR30S high strength 3 k carbon. The specimens were prepared into
three types of lay-up which were 30°, 45° and 90° lay-ups with final dimensions of
(270 × 250 × 2.5) mm using a diamond coated abrasive cutter. Each lay-out was
cut by referring to the initial 0° of the vertical direction of the first corner of 2 × 2
twill in weave. Prior to the tensile test, all specimens underwent pre-conditioning at
23 °C for 16 h in a desiccator to stabilize the humidity to satisfy the ASTM standard.
Table 1 summarizes the lay-ups, dimension and abbreviated name used in the rest of
paper.

2.2 Tensile Test

The mechanical testing was performed using a tensile test following the ASTM
D3039/D, standard testing method to generate damage modes of composite material.
The specimens were fixed between the jaws of the machine to undergo testing.
These tests were conducted using a universal tensile machine (UTM) manufactured
by Gotech Testing Machine Inc. (AI-7000L). The testing was used for inducing
external force to the specimen at 15 kN capacity with a constant speed 2 mm/s, at
room temperature. For each type of lay-up, at least five specimens were tested. The
average value and the standard deviation were then recorded.
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2.3 AE Equipment

Acoustic emission software AEWin and an acquisition system supplied by Physical
Acoustic Corporation (PAC) with a sampling rate of 10 MHz were used to record
AE event in this study. A piezoelectric sensor type R6I from PAC was used to sense
event during tensile testing. The sensor was place in the middle of the specimen,
coupled with grease to provide good acoustic coupling between them. The sensors
had a resonance frequency of maximum 100 kHz. Pencil lead break (PLB) test was
performed on the specimen in an arrangement that the source and the sensor is
passes through in the middle of the specimen. PLB is a well-established procedure
for generating simulatedAE sources as recommended byASTMstandard (E976-99).
Procedure were repeated for the rest of 15 specimens during tensile tests.

The typical AE waveform is shown in the following figure where the interested
features are labelled (Fig. 1).

3 Methodology

A big data was collected during acquisition from the hardware. The hardware was
set at 40 dB threshold value in order to cut off low amplitude signal related to
environmental noise. The methodology used in the discrimination of failure modes
in post composite laminates is by using unsupervised clustering techniques. The
software used in implementation this methodology is KNIME Analytics Platform
version 4.0.2. KNIME is increasingly used by researchers in various areas of data
mining and machine learning research work. It is use graphical sequence based to
add the node for each algorithm. The pattern recognition techniques selected for the
present study is k-means. The data were normalized prior to the clustering procedure.

Fig. 1 Typical AE
waveform generated on
carbon fiber composite
during acquisition
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Fig. 2 k-means algorithm workflow in KNIME

3.1 k-means

The k-means algorithm aims to minimize the sum of the squared distances between
all the vectors of a cluster and its center. The cluster number k is specified based
on the mechanical test information. Process for executing the k-means algorithm in
KNIME is shown in the following diagram (Fig. 2).

The k-means performs a crisp clustering that assigns a data vector to exactly
one cluster. Thus, the algorithm terminates when the cluster assignments do not
change anymore. Basically, the clustering algorithm uses the Euclidean distance on
the selected attributes. The AE features information were normalized prior to the
clustering process.

4 Result and Discussion

The investigation of the current effort has been carried out entirely experimentally
by laboratory tests. The results are segregated to subsections to make it easier for
understanding the insight of each effective variables.

4.1 Correlations of AE Results with Tensile Test

Figure 3 represents an evolution of stress–strain and AE features for each types
of specimen. Practically no difference is observed between the stress–strain curve
obtained in the different types of specimen. Each curve shows a linear behavior from
initial up to the higher load applied, at the end of test. Then the stress drastically drops
when the UTS is achieved (not shown in diagram). According to UTS values, state
in Table 2, the average tensile strength (for all 5 specimen) increase by increasing the
orientation degree of laminated fiber. T30 specimen reaches the break at the same of
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Fig. 3 Load curve and
significant AE features
(energy and amplitude) for
each specimen
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Fig. 3 (continued)
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Table 2 Average ultimate
tensile strength (UTS) and
tensile strain for each test
specimen

Specimen type UTS (MPa) Tensile strain (%)

T30 454.6 1.48

T45 484.4 1.62

T90 507.9 1.23

theT90 specimen followedbyT45 later. Figure 3 also show the evolution ofAE signal
energy and amplitude during tensile load carried out on each specimen. Generally,
the matrix cracking and some interfacial failures are recorded. Since the interested
frequency (< 100 dB) are recorded. This is logical because, as the load increase, not
only is theremuchmore extensivematrix cracking but alsomanymore delaminations
occur at the previous loading steps. Moreover, as the loading continued, the crack
propagation spread to the top, rupturing of the rest of specimen, while fiber pull-out
gradually occurred.

According to Fig. 3, as expected the highest energy value recorded for all spec-
imen are right before the specimen were break. Generally, the release elastic energy
produced i.e. by matrix cracking and delamination is detected from the beginning
of the tensile load test. Moreover, these failures producing a very ‘loud’ sound to be
listened by the sensor. The highest recorded energy before fiber break for specimen
T30, T45 and T90 are 4051 eu, T45 3094 eu and T90 4508 eu respectively. When
the load increased, trends of the AE energy of the specimen were similar regardless
the fiber orientation of the composite. Similar pattern is recorded by the amplitude
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of AE signal. However, an almost linear behavior of AE peak amplitude is recorded
in each of the specimen towards end of experiment. Unfortunately, the amplitude
of AE signal is not much different for each laminated fiber. According to literature,
the predominance of AE events occurring at an amplitude less than 60 dB possibly
correlates with fiber breakage [9]. Thus, according to the test on this specimen,
the fiber breakage occurs on the specimen mostly in the middle of the tensile load
testing. In conclusion, it is evident that with continuous loading amplitude continued
increasingly, up to the maximum value (approximately 100 dB) while approaching
the UTS.

4.2 Clustering

AEcluster behaviorwere assessed and compared to each of the test specimen exposed
to tensile loading. AE clusters were based on the normalized amplitude and energy
feature of each AE event. Practically, the clustering is based on the damage evolution
during tensile load testing. If one damage type is the exclusive source of an AE
cluster, both damage and the accumulation of event cluster would start together [1].
In this study, the k value is based on the type of mechanical during tensile load.
According to stress diagram, the mode of failures can be divided into two major
cases namely delamination and matrix cracking (occurred at the beginning of test)
and fiber breakage fiber pull-out towards end of experiment. As mention previously,
only a low frequency of damage is counted, based on the type ofAE sensor. Variations
in the damage sources associated with the samemechanismmost probably exist. The
clustering results assigning the AE features (amplitude and energy) data as shown in
Fig. 3 (Fig. 4).

5 Conclusion

Different laminated fiber orientation composite material tensile strength experiments
were analyzed, and research on failures mode based on tensile load was conducted.
Moreover, the clustering analyzes the potential AE features which can be indicates
the mode of failure during monitoring. The following can be concluded:

(1) The tensile strength of laminated fiber composite material is significantly
increase in order T30 > T45 > T90.

(2) The selected fiber orientation had almost similar behavior of amplitude and
energy pattern in the laminated composite specimen.

(3) k-means algorithm able to cluster the amplitude and energy of AE signal by
using KNIME data mining software.
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Finding the EEG Footprint of Stress
Resilience

Rumaisa Abu Hasan, Syed Saad Azhar Ali, Tong Boon Tang,
and Muhamad Saiful Bahri Yusoff

Abstract Work stress faced by adults can lead to decreased job performance,
reduced mental and physical wellbeing, and other detrimental health problems.
Researchers are reporting resilience as a key factor in determining a person’s vulner-
ability towards mental stress disorders. Psychosocial measures of resilience conven-
tionally use the self-assessment approach which is susceptible to potential biases
caused by self-reporting and concerns of social stigma. With increasing emphasis
of its role in mental health, researchers are using fMRI modality to identify the
brain activity of stress resilience. But this approach is costly and lack practicality
when evaluating stress resilience in daily tasks. The EEG modality provides a cost-
efficient alternative with better practicality and high temporal resolution in studying
the brain activity of stress resilience. However, EEG-based literatures on stress
resilience are limited to brain activity during resting state.With reference to the cogni-
tive affective conceptual stress model, we define stress resilience as an adaptation
process, involving cognitive appraisal, physiological arousal and coping behaviour,
that utilizes individual resources to copewith stress. This paper proposes an approach
to identify the features of EEG-neural correlates of stress resilience through brain
rhythms, hemispheric asymmetry and brain network.
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1 Introduction

In year 2002, the World Health Organization published a monograph concerning the
alarming mental health problem as one of the leading causes of disability and dis-
ease world-wide [1]. The increase in work-related stress among adults is a raising
concern throughout theworld [2–4]. This problemhas been recognized as detrimental
in both poor and rich countries, and persist in population regardless of age, gender and
social strata. In Malaysia, the percentage of clinically-diagnosed adults with stress-
disorders have increased [5], with a 29.9% overall prevalence of work-related stress
[2]. This indicates that one of three adults are suffering from work-related stress.
Despite being an “unseen” condition, work-related stress has its pathogenicity [2]
and leads to mental health deterioration [6].

1.1 Role of Resilience in Mental Health

Stress resilience is a measure of an individual’s vulnerability towards stress in
perceiving adverse events as minimally threatening and developing adaptive physio-
logical and psychological responses [7, 8]. Recent findings from researches on brain
responses towards stress have reported resilience as a key factor for perceiving and
reacting positively, both emotionally and behaviorally, towards stressful conditions.
Davydov et al. identified resilience as a defense mechanism of the body that protects
it from the negative effects of stress response [9]. It is a measure of how the body
adapts or maladapts to internal and external stressors [10]. Adapting towards stress
build resilience and has been associated with positive emotions and good emotion-
regulating abilities [11]. Connor and Davidson emphasized the need to quantify
and validate the measure of resilience as it can be used in gauging efficiency of
psychotherapy and to investigate which stress coping strategies are adaptive and
maladaptive to the individual [10].

1.2 Limitation of Psychological Assessment for Stress
Resilience

Researchers in the psychosocial fields have proposed the multidimensional charac-
teristic of resilience [7, 9–11]. The resilience is viewed as an integration of multiple
constructs as it combines the biology, psychology and social factors of an individual
[9]. Although these assessments have been reported to have valid psychometric prop-
erties in measuring resilience and has been used in literatures on different cohorts,
there is a limitation of non-physiological approach which only considers character-
istics or level of resilience and not the resiliency adaptation process [10]. In addition,
self-assessment approach in psychotherapy has the disadvantage of being vulnerable
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to potential biases caused by self-reporting and concerns of social stigma. In studies
which use associated factors to measure resilience, researchers are required to use
a number of measuring instruments to ensure that the multidimensional character-
istic of resilience is addressed [12, 13]. Hence, there is a need for a physiological-
based assessment of resilience that allow objective monitoring of the body responses
towards stressful life events.

1.3 Brain Activity of Stress Resilience

As resilience is the adaptation of mental and physical responses to stress, the brain
also exhibits neural activities that reflect this mechanism. When continuously ex-
posed to stress, a region within the brain limbic system known as amygdala under-
goes structural changes through dendritic growth and spine synapses formation,
whereas medial prefrontal cortex has been observed to undergo dendritic short-
ening [14]. Neural activity within the prefrontal cortex has also been reported to
influence the reactivity of amygdala in emotional arousal [15]. The hypothalamic–
pituitary–adrenal (HPA) axis is another neural circuitry which plays a key role in
determining the degree of individual stress resilience from the gestational stage [8].
Stress stimuli alter the neuroendocrine activity of this axis, triggering the cascading
effects of neuronal modulation and hormonal secretion that affects the brain. More-
over, the reciprocal communication of both the HPA axis and medial prefrontal
cortex with the dorsal raphe nucleus forebrain region highlights the functional impli-
cation of prefrontal cortex on the HPA axis [8]. Franklin et al. (2012) highlighted
an interesting hypothesis on the role of ventral medial prefrontal cortex in acquiring
resilience through the cognition of progressive learning. These findings on the func-
tional connectivity of frontal activity and both amygdala and the HPA axis emphasize
the relevance for a brain-based measure for stress resilience as this characteristic has
been strongly associated to vulnerability to mental illness [8, 9].

1.4 Limitation of FMRI-Based Application on Stress
Resilience

Findings from functional magnetic resonance imaging (fMRI) –based literatures
have identified the association of stress resilience with the anterior cingulate cortex
[16] and prefrontal cortex [13, 17, 18]. However, the use of fMRI modality limits
its applicability in clinical and research purposes due to its immobility and high cost
required for the machine, procedures and setup [19]. The procedure of collection
fMRI data itself involves noisy scanner and are highly susceptible to physiological
noise due to motion [20]. The fMRI scanner limits the movement of a person as they
are required to be in supine position throughout the procedure and therefore cannot
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be used in collecting data involving any task performance. In a review by Thibault
et al., the minimum initial setup cost for fMRI modality is USD 500,000 whereas the
maximum initial setup cost for electroencephalography (EEG)modality is only USD
50,000 [21]. In addition, the EEG modality has the advantage of being user-friendly
especially for claustrophobic patients that cannot use the fMRI, portable and has high
temporal resolution [21]. Findings from fMRI studies highlight the significance of
the anterior cingulate and prefrontal cortices for resilience in both resting [16] and
building [13, 17, 18] states. As brain activity in these locations can be monitored
using EEG-modality, this suggests the relevance of EEG-modality in identifying the
neural correlates for stress resilience. By identifying the EEG-neural correlates for
stress resilience, it can be used as a risk marker for mental illnesses at a much higher
applicability rate in both clinical and non-clinical populations.

1.5 EEG-Based Approach in Identifying Stress Resilience

The role of resilience in stress coping is evident [8, 16–18]. However, the EEG-based
literature investigating the stress resilience is still at its infancy despite the increasing
findings from fMRI studies highlighting the role of prefrontal cortex in resilience.
Findings from studies that focus on cohorts with specific life experience may not be
generalized to normal healthy populations. The association of EEG-brain waves with
resilience at resting state of the brain may also differ when the brain is responding
to a stressful event. These limitations highlight the need to identify EEG-neural
correlates for resilience in a stress-inducing state. These findings can further be used
in resilience training program for healthy population.

1.6 Rationale of Study

The identification of EEG-neural correlates of stress resilience can be used as brain
markers to assess risk of individual in developing mental illness. By establishing the
correlation between these EEG-neural correlates for stress resiliencewith established
psychological assessments, the brain markers can be used in cognitive-behavioural
therapy in both clinical and non-clinical populations. With the use of EEG-modality,
these findings can be further explored in research focusing on resilience as it is a
more cost-efficient alternative than the fMRI modality.

2 Proposed Methodology

In order to identify EEG-neural correlates for resilience building, there is a need to
present the brain with a stress stimulus. This can be observed in the stress stimuli
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presented to subjects in the fMRI-based literatures [13, 17, 18]. The stimuli trigger
the stress resilience mechanism which attempts to cope with the brain activity
changes induced by stress. Although many studies on stress resilience using the
EEG modality evaluated the brain activity at resting state [11, 22, 23], these findings
provide directions for further analysis in identifying the features for stress resilience.

2.1 Current Findings of EEG for Stress Resilience

Compared to the literature on stress responses, the EEG brain markers of stress
resilience are less studied [23]. Paban et al. (2019) has observed significant corre-
lation between resilience level and brain network flexibility in the delta, alpha and
beta waves. Flexibility index is a measure of how often one node (i.e. a brain region)
within a network changes its affiliation with amodule (i.e. a set of strongly connected
brain regions performing specific function [24]) over time [23, 25, 26]. Flexibility
of delta, alpha and beta brain networks during 10 min of resting with eyes closed
was negatively correlated with the psychological resilience score [23]. Network flex-
ibility of specific brain regions significantly decreased with higher resilience score,
suggesting that the brain core network is less flexible in resilient subjects.

Zhang et al. (2018) also investigated the association of resilience of network at
resting-state of EEG signal between patients with major depressive disorders and
healthy participants [22]. In the study, network resilience reflected the degree of
tolerance when the functional brain network is subjected to unstable events. Patients
with MDD had lower inter-nodal mean and positive correlation coefficients in the
alpha wave of the functional brain network, which suggests weaker density of node-
pairing connections compared to healthy participants. This finding strengthens the
postulation by Paban et al. (2019) that people with higher psychological resilience
level have a more stable rich-club network.

In a study investigating biomarker for attentional control using theta/beta ratio,
Putman et al. observed that higher power density of the ratio is significantly associated
with lower self-reported trait attentional control [27]. Findings from this study was
concluded to contribute in predicting an individual’s resilience to effects of stress-
inducing cognitive performance anxiety on the self-reported state attentional control.
Although this conclusion is unclear as to its association with stress resilience, the
beta band may be linked to the brain activity reflecting stress resilience as observed
by [23].

Curtis and Cicchetti studied the resilience and its associated hemispheric EEG
asymmetry during resting eyes-open and closed in maltreated and non-maltreated
children [11]. Findings suggested that resilient children had greater left hemispheric
activity in the central cortical area, C3 and C4. Asymmetrical activity in the parietal
cortices, favoring P3 location, was also observed in non-maltreated children.
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Situat ional Demand Cognit ive Appraisal Physiological Arousal Inst rumental and coping behaviour

Select ive at tent ion

Fig. 1 Cognitive affective conceptual stress model adapted from [7]

2.2 Stress Resilience as a Flexible Adaptation Process

The cognitive affective stress management training program is a brief six-session
stress program designed to promote resilience using the “induced affect” procedure
by imagining stressful situations [7]. The procedure allows patients to experience and
learn to control the negative effects of stress, and thus enhance stress resilience. The
theoretical framework of this training program can be explained using the cognitive
affective conceptual stress model [28], shown in Fig. 1, that relates the cognition,
physiological responses and behaviour towards stress [7]. When a person faces a
stressful situation, the brain responds by paying selective attention to important
stimuli of the situation and appraising how demanding and relevant the situation
is to their well-being, and what resources do they have to cope with the situation.
Physiological arousal is the response to what has been perceived earlier and involves
the mobilization of resources to deal with the stressful situation. During this process,
the level of emotional intensity is also fed back to cognitive appraisal and therefore
influence the appraisal component. In response to the cognitive appraisal and physi-
ological arousal, a person takes behavioural actions as a coping mechanism towards
the stressful situation. The actions can orient towards palliative emotion-regulating
or direct problem-solving techniques [28–30].

Throughout this process, stress resilience can be defined as the flexible adapta-
tion process where an individual mobilizes their resources to healthily cope with
current and future adversities. We hypothesize that the EEG-features extracted from
these three components correlate with the psychological measure of stress resilience:
cognitive appraisal, physiological arousal, and behavioural tendencies.

2.3 Proposed EEG-Signal Analysis

With reference to the cognitive affective conceptual stress model, we suggest
inducing stress to observe the elicitation of stress resilience using EEG brain activity.
This paper proposes the pretest–posttest quasi experimental study design where the
brain activity will be recorded from subjects at three time-points; (1) at relax-state
as-signed as control condition, (2) during stress-induced training as intervention
condition, and (3) at relax-state post-intervention. This study design is similar to the
within-subjects experiment where the same subjects are assigned to both control and
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intervention conditions [31]. The sample size estimated for this experiment is N =
29, calculated as follows [32]:

N = 2
(
zα + zβ

)2
(1+ (n − 1)ρ)

nδ2

N = 29

where
N = sample size.
Zα = 1.96 at level confidence of 95%
Zβ = 0.842 at 80% power.
n = 3, number of time points.
ρ = 0.5, assumed correlation of repeated measure.
δ = 0.6, effect size.
To address our hypothesis, the flow of EEG-signal analysis shown in Fig. 2 is

proposed for our study.We aim to identify the prominent EEGbands and hemispheric
asymmetries that may reflect the adaptation process of stress resilience. We also
aim to identify the brain networks between stress-inducing event and stress-induced
training using EEG source-space connectivity method.

Fig. 2 Proposed approach
for EEG features of stress
resilience

Start

EEG data on stress-induced training

Extract significant frequency band

Compare hemispheric asymmetry

Identify brain network

End

Feature extraction of stress resilience

Correlation with psychological resilience score
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3 Expected Findings of EEG Footprint for Stress Resilience

In understanding the neural activity of resilience, our approach of identifying the
EEG features from brain rhythm, hemispheric asymmetry and brain network can
be used to provide a physiological measure for resilience. The brain rhythms and
network extracted from EEG signal have been strongly documented in literatures to
reflect different brain activities such as aversive response towards stress [33–35] and
coping behaviour [34, 35]. Hence, we hypothesize that resilience at resting state and
during training will elicit different EEG bands, and that these significant bands are
functionally link and form the brain networks of stress resilience.

4 Summary

Prolonged stress in working environment can lead to reduced quality of job perfor-
mance and quality of life. Literatures have found that mental health is associated
with lower stress level and higher resilience. As resilience is defined as the ability to
cope and adapt to stressful situation, there is a need to identify the EEG-neural corre-
lates of this psychological parameter when stress in being induced. In addition to
its advantages of being non-invasive, having high temporal resolution, low cost and
ease-of-portability, the EEGmodality has been extensively used in monitoring stress
responses. Through this study, we would be able to identify the features of stress
resilience and correlate them to the conventional psychological measures. Similar to
the application of EEG-feature of stress response, these potential features may be
used in clinical practices for risk assessment, diagnosis and interventions.
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Modeling and Tuning of PID Controller
for Continuous Stirred Tank Reactor

A. Suguna, S. N. Deepa, and N. Rajasingam

Abstract Continuous Stirred tank reactor is a chemical reactor system which
exhibits complex non-linear dynamic characteristics. The quality of final product
is based on the design of the controller. The mathematical modeling of CSTR is
designed based on first principle method. Conventional PID controllers Ziegler-
Nichols, Tyreus-Luyben, Cohen-Coon and IMC based PID have been imple-
mented and the performance analysis of different PID tuning methods is done. The
performance of the PID controller is analyzed in MATLAB simulation.

Keywords CSTR · PID controller · Tuning

1 Introduction

Continuous stirred tank reactor which is widely used equipment mainly in the chem-
ical industry, exhibits highly nonlinear behavior. ACSTR is a exothermic irreversible
reaction, a fluid stream is continuously fed to the reactor. Since the reactor is perfectly
mixed the exit stream has the same concentration and temperature as the reactor fluid.
The jacket surrounding the reactor has feed and exit streams. The jacket is assumed
perfectly mixed, energy passes through the reactor walls into the jacket, removes
the heat generated by reaction. The mathematical model is developed from material
balance equation [1]. The two state variables are the reactor concentration and reactor
temperature. PID control has three modes i.e., proportional, integral and derivative.
The proportional term is proportional changes for error (the difference between the
set point and process variable) to the control output. The integral term examines
the process variable over time and it corrects the output by reducing the offset from
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process variable. Derivative control mode monitors the rate of change of the process
variable and therefore changes the output when there are unusual variations. Each
parameter of the three control functions adjust to obtain the desired performance
from the process [2]. Easy implementation andmaintenance due to their simple struc-
ture, PID controllers are the most extensively used controllers in the process control
industry. Different types of controllers are available like sliding mode control, robust
control. But the PID controllers still used in industries, Conventional tuning methods
of PID controller used for this CSTR process.

2 Mathematical Model of CSTR

The mathematical model for the Continuous Stirred Tank Reactor is derived from
mass balance and energy balance equation [3]. Mass balance equation is given by
the rate of accumulation for material is equal to difference between rate of material
inflow and outflow.

dVCA

dt
= FCA0 − FCA − rV (1)

Energy balance equation is given by

d
(
vPCp(T − Tre f )

)
/dt = FρCp

(
T f − Tre f

) − FρCp(T − Tre f )

+ (−�H)Vr −U A(T − Ti ) (2)

State variable form of equations can be written as

f1(CA, T ) = dCA

dt
= F

V

(
CAf − CA

) − r (3)

f2(CA, T ) = dT

dt
= F

A

(
T f − T

) +
(−�H

pCp

)
r − U A

vpCp
(T − Ti ) (4)

The reaction rate per unit volume r (Arrhenius expression) is given by

r = K0exp

(−�E

RT

)
CA (5)

State variables are concentration and temperature. At steady state dCA
dt = 0 and

dT
dt = 0

f1(CA, T ) = 0 = F

V

(
CAf − CA

) − K0exp

(−�E

RT

)
CA (6)
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f2(CA, T ) = 0 = F

V

(
T f − T

) +
(−�H

pCp

)
K0exp

(−�E

RT

)
CA − U A

vpCp
(T − Ti )

(7)

The controlled variable is temperature which is changed by regulating the coolant
flow rate. CSTR is a non-linear system, the linearization has be done using Jacobian
matrix form

A =
(

∂ f1
∂x1

∂ f1
∂x2

∂ f2
∂x1

∂ f2
∂x2

)
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(8)

B =
(

∂ f1
∂u1
∂ f2
∂u2

)

=
(

0
U A
vpCp

)

(9)

where, x1- Reactor concentration, x2- reactor temperature and u2- coolant flow
rate.

Substituting the steady state operating data the state spacematrices can be obtained
as follows

A =
[
0.0121 −0.0000
2.2291 −0.0080

]
B =

[
0
7

]
C = [

0 1
]
D = [0]

The Steady state operating data are available in [4].

3 PID Controller

3.1 Ziegler-Nichols Tuning (ZN)

This paper presents ZN closed loop tuning method. It requires the determination of
the ultimate gain and ultimate period [5] By adjusting the controller gain (Ku) till the
system goes sustained oscillations (ultimate gain) this can be achieved, while main-
taining the integral time Constant (Ti) at infinity and the derivative time constant
(Td) at zero. Note down ultimate gain-Ku (gain at oscillation occurs) and ultimate
period—Pu. The tuning parameters Proportional gain, Integral Time and Derivative
Time are calculated from prescribed ZN tuning rules as mentioned in the Table.1 [6].
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Table 1 Tuning rules of PID
controller

Tuning methods KP TI Td

Ziegler and Nichols 0.6Ku 0.5Pu 0.125Pu

Tyreus- Luyben Ku
2.2 2.2Pu

Pu
6.3

Cohen and coon 1
K

T
τ

4
3

τ
4T τ

(
32+ 6τ

T

)

(
13+ 8τ

T

) τ 4(
11+ 8τ

T

)

IMC based PID (τ+0.5T )
Kp(λ+0.5T )

τ + 0.5T τT
2τ+T )

3.2 Tyreus-Luyben Method (TL)

B.D Tyreus andW.I Luyben in 1997, proposed this method. To calculate the ultimate
gain Ku and ultimate period Pu the same Ziegler Nichols tuning procedure have to
be followed. Controller parameters calculated from the rules given below.

3.3 Cohen and Coon Method (CC)

The other name of Cohen and Coon method is Process reaction curve method, the
step input is given to the open loop response of the system, the S shaped curve
obtained. From this curve gain, dead time and time constant calculated, Substituting
this parameters into the tuning rules controller tuning parameters computed.

3.4 IMC

Tomodel CSTR process by fitting the open-loop step test data as a first order function
with time delay, the internal model control-PID (IMC-PID) tuning rules have the
advantage of using a single tuning parameter to achieve a clear tradeoff between
closed-loop performance and robustness to model inaccuracies.

The IMC-PIDcontroller provides good set-point tracking but has a sluggish distur-
bance response [7]. The different tuning rules for PID controller as shown in Table
1.

4 Simulation and Results

Ziegler-Nichols, Tyreus-Luyben, Cohen-Coon and IMC based PIDmethods conven-
tional PID parameters are determined using the tuning rules given in Table 1. The
values of PID controller parameters for different tuning rules are identified in Table
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Table 2 Tuning parameters
of PID controller

Tuning methods KP TI Td

ZN 10.8 1.5 0.375

TL 12.1 1.9 0.25

CC 3.7 1.5 0.0388

IMC based PID 2.109 12.607 0.0157

Table 3 Time domain
specifications of PID
controller

Tuning methods Rise time Peak overshoot Settling time

ZN 0.23 25.8 2

TL 0.0852 30.8 1.5

CC 0.0359 33.6 0.488

IMC based PID 0.121 5.61 0.41

2. The unit step response for the close loop control of CSTR is given to get the output
response.

Closed loop response parameters are analyzed using the time domain specifica-
tions of all PID tuning methods and shown in Table 3. To use these empirical tuning
rules to CSTR process, we need to fit the data to a first order with dead time. First
order with dead time system obtained the approximation of the CSTR by giving step
signal input.

Figures 1, 2, 3 and4 represents the closed loop response of theCSTRprocess based
on the PID tuning parameters of Ziegler-Nichols, Tyreus—Luyben, Cohen-Coon and
IMC based PID methods.

Fig. 1 Response of
CSTR-Ziegler Nicholas
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Fig. 2 Response of
CSTR-Tyrus Luyben

Fig. 3 Response of
CSTR-Cohen and Coon

5 Conclusion

Comparison of different tuning methods of PID controller for temperature control
of Continuous Stirred Tank Reactor has been implemented. The tuning methods
are implemented in the CSTR process transfer function obtained from first order
principle method. Simulation results are analyzed by giving the step input to get the
output response using MATLAB. These tuning methods are analytical; Based on the



Modeling and Tuning of PID Controller for Continuous Stirred … 823

Fig. 4 Response of
CSTR-IMC based PID

analyze IMC based PID controller provide good transient response for the CSTR
process.
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Adaptive Security for Cognitive Robotic
Process Automation in Enterprise
Computing Using AI-Powered Analytical
Engine
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Abstract The robotic process automation (RPA) in enterprise computing refers to
software bots that are capable of mimicking most of the human–computer interac-
tions to carry out day-to-day business operations. This RPA is targeted for automating
rule-based repetitive and high-volume tasks with higher accuracy which eventually
reduces the operation cost and processing time. The cognitive automation which is
being developed as part of enterprise computing automation best utilizes Artificial
Intelligence (AI) and Machine Learning (ML) techniques to enhance the process
model of RPA in terms of improved accuracy, reliability, and consistency in taking
intelligent business decisions with no or minimal human interventions. The majority
of the communications between computing nodes and bots are being provisioned
through service-oriented enterprise computing interfaces, which are built based on
Service-Oriented Architecture (SOA). The SOA by itself does not possess any secu-
rity layer and it defaults to theOpenSystems Interconnection (OSI)model for security
that is inadequate in this modern era of process automation and interfacing. In this
paper, the security concerns of Cognitive RPA for enterprise computing are analyzed,
and a novel approach is presented for adding-up the security layer for Cognitive RPA.
This is an adaptive approach which works on the predict-prevent-learn pattern for
effective proactive security as differed from traditional reactive security, where the
Artificial Intelligence (AI) techniques are used for ‘predict’ part for predicting poten-
tial security threats, the Artificial Neural Networks (ANN) techniques are applied
for ‘learn’ part on unsupervised learning of anticipated security vulnerabilities, and
security prevention algorithms are equipped for ‘prevent’ part to defend against the
security threats on Cognitive RPA systems.
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1 Introduction

The robotic process automation (RPA) is being focused on enterprise computing
to minimize the operational cost and processing time. The cognitive RPA allows
enterprises to automate tasks that usually need human intervention for interpretation
and decision making. As a result of Cognitive RPA, the processes which have been
performed by humans are assigned to software modules, named “bots”. These “bots”
are equipped with Artificial Intelligence (AI) techniques for real-time analysis and
thus to take cognitive decisions resulting in minimal or no human interactions.While
RPA is more focused on data-intensive processes, the Cognitive RPA concerns with
logic-based outcomes [1].

RPA is effective for the automating processes which are (i) rule-based, (ii)
repeated/pre-defined trigger, (iii) definitive inputs/outputs, and (iv) large-scale in
volume. With the Cognitive RPA, an ‘intelligent’ part is added to these processes
which result in the following significant benefits [2, 3]. Moreover, software bots are
easy to deploy and integrate with existing business application modules seamlessly.

• Minimal human intervention: The AI-powered software bots replaced human
interactions for performing intellectual tasks.

• Better accuracy: The results of software bots are more accurate in analytics and
decision makings on big data consistently.

• Improved compliance: The software bots are more controlled and operated in
compliance with organizational regulations and policies.

• Quick wins on cost savings: As a quick win, most of the organizations experience
more than 60% cost saving in less than 12 months of time after implementation
of Cognitive RPA [4]. This cost savings rate increased over the years as only it
requires minimum operating costs.

• Scalability: Comparing to the human-based operating model, bots are scalable on
an as-needed basis where they can be added or reduced based on workload.

A comprehensive cognitive RPA bot should be equipped with an array of
functional and non-functional entities such as reliability, scalability, speed, light-
weighted, manageability, intelligence, and more importantly security [3, 4].

Despite the extended benefits, cognitive ROA introduces a new attack surface
to enterprise computing in addition to the existing security risks of integration on
process automation which results in the paramount importance of having RPA secu-
rity. Applying security for cognitive RPA is not as simple as implementing a reactive
wayof the security establishment. It requires that the security should be applied across
the entire product life cycle from design, architecture, interfacing, and implementa-
tion to underlying business operations satisfying essential security goals, including
integrity, traceability, confidentiality, and control.

In this paper, the security concerns of the cognitive RPA are studied from an enter-
prise computing perspective. As a novelty, a security component named “Intelligent
Security Engine (ISE)” is constructed based onArtificial Intelligence (AI) techniques
for risk prediction and Artificial Neural Networks (ANN) for unsupervised learning
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of security vulnerabilities for Cognitive RPA development and implementation, and
the same is presented as the adaptive way forward security layer for Cognitive RPA.

The remaining sections of this paper are organized as the rationale and motivation
of the study is briefed in Sect. 2, the proposedAI-based security approach is presented
in Sect. 3, a brief discussion on the Proof-of-Concept is given in Sect. 4, and Sect. 5
concludes the paper.

2 Rationale for the Study

This section briefs on the rationale and motivation behind the conducted research
study. The security concerns and the potential vulnerabilities of the cognitive robotic
process automation are reviewed in terms of available literature, and the mandatory
need for a proactive security model is highlighted as the traditional reactive security
model is inadequate in this modern era of cognitive automation with the advent of
related software and hardware technologies.

2.1 Security Risks in Cognitive RPA

In addition to the common enterprise application integration risks, the potential risks
for cognitive RPA are listed below [5, 6].

• Privilege escalation: It is the risk of abusing the given access privilege given to a
bot.

• Data tampering: It is the risk of disclosing sensitive data that are tampered with
during inter-process communication.

• Denial of Service: It is the risk of stressing with the bot with a greater number of
fake requests so that it will deny or delay in servicing to even legitimate requests.

• Application vulnerabilities: It is the risk of enacting the security threat using the
existing vulnerabilities in the application components and/or supported software
modules that are deployed on bots.

• Abusing the digital identity and access control: It is the risk of illegitimately
applying digital federated identity and access privileges that are given to specific
bots.

• Data identification and protection: It is both business and operations risk of sensi-
tive data handling by robotics and automation tools adhering to compliance with
the governance body.
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2.2 Security Vulnerabilities on Cognitive RPA

In addition to the technology and implementation constraints, multiple business and
managerial aspects could lead to security vulnerabilities, including the following [7,
8].

• Inadequate security controls on governing bots
• Lack of business continuity on workflow management
• Single point of failure, service unavailability, and machine errors on processing
• Unfortunate vulnerabilities in data processing and insufficient data protection
• Inconsistency on results among processes
• Inability of handing exceptions during the automation process
• Insufficient authentication/authorization controls on inter-process communica-

tions
• Unpredictable patterns on compliance and regulatory implications

2.3 Adaptive Security Approach for Cognitive RPA

The potential security threats for RPA are increasing as the attack surface is widening
due to the advent of the latest automation and supported technologies. Hence, the
security for RPA became a mandatory element in the business operating model. The
traditional reactive way of security threat identification and perimeter defense strate-
gies are obsolete right now [9–11]. It should be the paradigm shift with continuous
monitoring and response to threats, shifting from reactive to a proactive approach to
handling and preventing security attacks with the support of Artificial Intelligence
(AI) and related technologies.

An adaptive security approach applies a layered way of detecting and preventing
security threats. Hence it is focused to sense, detect, and respond to the prevention
of security threats before the potential vulnerabilities are being used by the attackers
on performing attacks for the exploitation of enterprise assets.

The adaptive security approach focuses on security aspects before, during, and
post-execution of automated processes, targeted for (i) reducing the attack surface
and attack velocity, (ii) real-time event-based monitoring on identifying security
breaches, (iii) assurance of reliability and availability of automation resources, (iv)
ensuring reliability in automation processes, (v) prevention of data and identity loss,
and (vi) anticipated security thereat for earlier prevention.

The artificial neural networks (ANN) approach differs from conventional compu-
tation techniques in problem-solving as the conventional techniques apply the stan-
dard procedural and algorithmic approachwith a pre-defined set of instructionswhere
the ANN is being used to solve the problems which cannot be expressed exactly in
terms of algorithmic steps. Security for cognitive-based solutions is one kind of
such problem that can be effectively solved only through AI-based analytics and
implementation [12].
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3 Proposed Security Approach

The proposed adaptive security approach is built on the Predict-Prevent-Learn
pattern, as depicted in Fig. 1. In the ‘predict’ stage, the security risks are identi-
fied and anticipated in the underlying cognitive RPA implementation, the ‘prevent’
stage hardens the system defending against the identified and anticipated security
attacks without jeopardizing the industrial security standards. The ‘learn’ stage built
the knowledge base on the security risks and vulnerabilities which is sourced by
unsupervised learning processes.

The adaptive approach is applied and built as a software module, named “Intel-
ligent Security Engine (ISE),” which can be attached to any computing node
with minimal configuration. Basically, this ISE is an AI-powered analytical engine
equippedwith threat modeling and prevention. The cross-cutting view of ISE is given
in Fig. 2 that applies the existing security standards for authentication/authorization,
analytical rule-based decision engine, organization-specific security policies, and
token management which are powered by AI and ANN implementations.

The data for analytical decision making on the severity of security threats and
protection are provisioned by knowledge base which is sourced by Artificial Neural
Networks (ANN) learning. The computational model of an artificial neuron is
inspired by the biological neuron. A comparison of a biological neuron and an artifi-
cial neuron is given in Fig. 3, where the biological neuron works on electrochemical
signals, and the artificial neuronworks based on themathematical model. In a biolog-
ical neuron, the cell body is called “Nucleus”, branching input as “Dendrite”, and
branching output as “Axon”. The synapses connect dendrites to axons for propa-
gating electrochemical signals through the nucleus. The neuron fires only its input

Fig. 1 Adaptive security
approach for cognitive RPA
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Fig. 2 Cross-cutting view of Intelligent Security Engine (ISE)

Fig. 3 Biological neuron versus artificial neuron
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signals meet the threshold limit in a short period. The transmitted electrochemical
signal from dendrites to an axon via the nucleus will act as an input dendrite signal
for another neuron.

The artificial neuron collects input signals as values that are being multiplied by
the factor, namedweights which represent the strength of the respective input signals.
Then, these values are fed to the mathematical function (aka transfer function) which
determines whether to activate the neuron or not. If the weights to the input signals
are high, then the corresponding neuron is strongly connected. The mathematical
function is equivalent to the nucleus in a biological neuron, and theweights are similar
to synapses which can hold positive, negative, or neutral (zero) values. The learning
in ANN is the process of adjusting these weights for desired functionality such as
threat identification and pattern matching. For this research study, the hyperbolic
tangent sigmoid mathematical model is taken as a transfer function which has the
representation as below.

f(x) = ex − e−x

ex + e−x

The gradient of each weight concerning the desired output is measured as, ∂E
∂wi j

where E represents the sum of input values which are multiplied by their corre-
sponding assigned weights, and wij represents the actual assigned weight on an edge
which is connecting node i to node j. The backpropagation performs this gradient
measurement on each edge and adjusts the weights incrementally using stochastic
gradient descent aswi j = wi j −η ∂E

∂wi j
for all the nodes in the defined neural network.

The process flow of the proposed AI-powered threat prevention solution involves
a systematic approach as outlined in Fig. 4.

The proposed security component “ISE” as depicted in Fig. 2 embeds this process
model as given in Fig. 4. This software component can be easily added with any
RPA processing nodes through an interceptor design pattern with a simple config-
uration where the input/output messages will be intercepted for threat monitoring
and prevention. Though this model is good enough on learning the existing security
vulnerabilities and threats, the training part will require a significant amount of time
to build the knowledge base. Instead, the data mining techniques can be used to
construct the initial knowledge base where it will be further refined by neural nets.

4 Result and Discussion

For proof-of-concept (PoC) purposes, the proposed security approach is implemented
in a large-scale banking environment with real-time data on cognitive robotic process
automation of customer onboarding and cheque clearance modules. The new to
bank (NTB) customers are onboarded to the bank by the automated bots without
any human intervention, and bots are automated to perform the entire customer
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Collect data on Cognitive 
 RPA Security Threats 

Process data for pattern  
matching & modelling 

Analysis & Interpret data  
for threat categorization 

Build the neural network & 
set the expectation 

Train the network with 
backpropagation  

Test the result, Re-train &  
Benchmark 

Add Neural Nets as a security 
component to Threat Model 

Fig. 4 Process flow of the proposed AI-powered security approach

on-boarding journey from due diligence checking, fraud monitoring, KYC updates,
opening up the banking accounts, and registration for debit/credit cards, up to instruct
the customer upon the account is ready for operation. The cheque clearance bot
performs an intelligent check on signature matching, verification of the given details
in the cheque, validation of transactions, and perform the fund transfer.

The artificial neural network model with back-propagation is chosen for the
learning part and implemented for fraud and security risk assessment purposes, as
part of PoC implementation. This ANN-based model produces reliable results when
compared to other forecasting mechanisms.

As obtained from the conducted PoC, the statistical data on security attack and
prevention ratio with existing (without AI) and proposed (AI-powered) security solu-
tions on the chosen attack vector on cognitive RPA is given in Table 1. The ratio is
represented as a failure of protection to protect from security attacks, for example, the
ratio of 0.6000: 0.4000 represents 60% of failure on protection and 40% of protection
from the underlying security attacks.

Table 1 Analysis of proof-of-concept (PoC) result

S.No Attack vector Existing security Proposed security

1 Privilege escalation attack 0.5771: 0.4229 0.1083: 0.8917

2 Data tampering attack 0.5469: 0.4531 0.1854: 0.8146

3 Denial of Service attack 0.3442: 0.6558 0.0964: 0.9036

4 Man-in-the-middle attack 0.5922: 0.4078 0.2357: 0.7643

5 Abusing digital identity 0.6230: 0.3770 0.1323: 0.8677

6 Broken access control 0.2123: 0.7877 0.2066: 0.7934
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By analyzing the PoC results, the observed sensitivity rate falls above 75% for
the proposed AI-powered security solution. Except for the security protection for
broken access control, the protection rate of the proposed security solution is at least
35% higher than the existing security solutions. Moreover, a higher protection rate
for broken access control can be achieved through customized machine learning
processes. The graphical representation of the obtained result as given in Table 1
is portrayed in Figs. 5, 6 and 7. With this analysis, it is clear that the proposed AI-
powered security solution for cognitive RPA supersedes the existing non-AI based
security solutions with a higher protection rate.

Fig. 5 Security protection view of PoC result

Fig. 6 Security attack view of PoC result
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Fig. 7 Security protection view of PoC results in a line graph

5 Conclusion

The cognitive robotic process automation is themodern trend in enterprise computing
and automation targeted for cost reduction and higher throughput in a minimum
amount of time. With cognitive RPA, the automated tasks are getting completed
with more accuracy and expected scalability. However, the security boundaries are
getting expanded due machine to machine interfacing and end-to-end automation
of business processes without any human interventions. In this paper, the major
security risks on cognitive RPA are studied in the view of available literature, a navel
security software component is constructed and presented in an adaptiveway forward
approach. This security approach is equipped with artificial intelligence and related
technologies and best suited for this current era of business process automation. The
proposed approach is practically implemented and tested as part of proof-of-concept,
the obtained results are analyzed, and proved that the proposed AI-powered security
solution provides at least 35% higher security than the existing non-AI based security
solutions.
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Multidirection Features Based Image
Inpainting with Color-Direction
Patch-Sparsity

B. Vidhya and M. Nikhil Madhav

Abstract To preserve the texture clarity, coherence of structure and surrounding
consistence of the inpainted areas of an image in a better way, patch sparsity based
image inpainting approach through color direction is proposed. To approximate
the multi direction characteristics of a degraded image, super- wavelet transform
is utilized in this method. It combines with color details to build the weighted color-
direction distance (WCDD) for the determining the difference among two patches.
WCDD is used to interpret the color direction structure sparsity which gives a more
satisfying order of filling and more matching candidate patches for selection. Then,
the target regions are sparsely characterized by the numerous candidate patches
under surrounding consistency by considering the multi direction and color spaces
constrictions together. Experimental results prove that the removal of scratch, text
and objects are performed effectively through the proposed inpainting method.

Keywords Image inpainting · Multi direction feature · Color direction structure
sparsity · Wavelet transform

1 Introduction

Image inpainting is the method of restoring the target regions that are scratched,
missed or damaged. This process was first introduced to reconstruct the deteriorated
old pictures or artworks. It is also called as image disocclusion or completion. Image
inpainting has become a dynamic research subject in the area of computer vision and
image processing since the recent advancement of digital image usage. The ultimate
goal of image inpainting is to restore the lost region of a damaged picture in an
unnoticeable manner. Nowadays image inpainting are widely used for reconstructing
old pictures and restoring digital images.
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The main classification of image inpainting methods are: the exemplar based,
the sparse based and the diffusion-based techniques. Partial Differential Equations
(PDE) are used in the diffusion based approach where the missing regions are filled
by the diffusion of image details from the source regions. The filling of missing
regions was achieved by the diffusion of the image details along the isophote direc-
tion by Bertalmio et al. [1]. Later Bertalmio et al. [2] presented the Navier–Stokes
equivalence in fluid dynamics into the process of image inpainting. T. F. Chan et al [3]
utilized theTotalVariation (TV)model for reconstructing the damaged regions. Then,
T. F. Chan et al [4] anticipated the curvature-driven diffusion (CDD) equivalence to
improve the TV model that underperformed in the connectivity principle.

P-Harmonic energy minimization was introduced in the TV model for filling the
target regions by Zhang et al. [5], while other methods normally use surrounding
pixels to fill the target pixels. Telea used first marching method to complete the
target region by filling the known pixels of the neighbour from exterior to interior
region [6]. Weickert et.al [7] proposed a unified framework for interpolation built on
elliptic partial differential equations. Image was restored by Takeda et al. [8] through
the association of the nonparametric statistics field and expanded kernel regression
concepts. Many examinations were conducted by the researchers in the process of
image inpainting to attain an improved restoration result.

Reconstruction of non textured missing regions that are smaller in size achieved
by the diffusion-based algorithms have proven results. But its performance is poor
for smaller textured or structured portions because of inadequacy of semantic
texture/structure combination, and are unsatisfactory for larger missing regions.

The issues in image inpainting methods were addressed by the image sparse
representation. Here the illustration of the image is performed by the sparse union
of an over complete dictionary using DCT, wavelet, Contourlet, wavelet and so on
[9–13] and the approximation of the missing pixels are corrected adaptively by the
sparse representation. As an illustration, the damaged picture is separated into the
texture layers and cartoon layers, that are correspondingly sparsely represented by
Curvelet transforms and the Discrete Cosine Transform [9].

The problems in image inpainting can be addressed by the sparse representation
of the image. Guleryuz [14] and Fadili et al. [15] characterized an image by its
sparse combination using DCT, wavelets, Contourlet, Curvelet in the overcomplete
dictionary approach. Pixels that are missing are calculated dynamically by restoring
these sparse representation periodically. The target region or a damaged region in
an image is segregated into textural regions and structural regions that are character-
ized sparsely into Curvelet Transform and Discrete Cosine Transform respectively
[13]. Fadili et al. [16] presented an approach of expectation maximization (EM)
for image inpainting in Bayesian framework for restoring the coefficients by the
indorsing of prior penalty sparsity. All the abovemethods have limited generalization
of algorithms, that are improved by the adaptive dictionary learning approach.

The proposed approach concentrates on the image inpainting technique based on
matching performed by the patch sparsity. Here, multi-direction feature (MDF) using
patch sparsity for inpainting the image is proposed for preserving the clarity of the
textures and coherence of the structures. Patch sparse representation and structure
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sparsity are used to represent the patch sparsity in the images. Based on the concept
of algorithms used in the image inpainting algorithms, super-wavelet transform is
implemented for extracting the multi-direction feature of an image.

It will be blendedwith the color details to form aweighted color-direction distance
(WCDD) to estimate the homogeneity of patches. The value of WCDD calculated
between the known and target patches also focuses on preserving the structure coher-
ence through the color-direction structure sparsity (CDSS) function. For yielding
subspace for patch sparse representation, numerous reference patches are checked
using WCDD.

Additionally, an enhancement calculation with local patch uniformity limitations
in both the color and the multi direction spaces is created to attain sparse linear
combination factors of reference patches. The ultimate aim of this technique is to
preserve the consistency of the inpainted regions with respect to the neighboring
patches and to enhance the clarity of the structures and the textures of the images.

The key contributions of this article are: (i) to present the multi-direction feature
to the image inpainting algorithm; (ii) to implement weighted color-direction interval
to explore appropriate reference patches; (iii) to claim CDSS to get a strong order
of filling; and (iv) to integrate the multi-direction and color limitations into the
optimizationmeasure for getting superior inpainting outcomes. This paper is ordered
in the following order. Section 2 explains the method of extracting multi-direction
characteristics of an image and the suggested exemplar based inpainting technique.
Experimental results are shown in Sect. 3 and possible future work is proposed in
the conclusions.

2 Proposed Algorithm

2.1 Extraction of Multi-direction Features in Image
Inpainting

Image inpainting is the process of filling the target regions based on the details of
neighboring regions. Image inpainting is mainly performed to preserve the structural
consistency and surrounding consistency. If the details of the source regions known
is higher, then the outcomes of the inpainting process will be better. For corrupted
images, gradient features or divergence characteristics were used by the existing
methods of image inpainting. Image consists of varied direction characteristics, so
the gradient function that defines only 2 directions will not be able to completely
define the details of an image.

The multidirectional and multiscale characteristics can be estimated using super-
wavelet transform. Hence in the proposed algorithm, for obtaining the multidi-
rectional attributes of an image, the super-wavelet transform is used. Among the
different types of super-wavelet transforms, Curvelet transform [17], is selected
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in the proposed system as it has proven results of extracting valid details accu-
rately than other transforms like Contourlet transform [18] (CT), Non-subsampled
Contourlet transform [19] (NSCT). Themethod of extracting eight directionmatrices
is explained with an illustration as given below.

Images are considered in YUV color space compared with RGB color space for
coding efficiency. Curvelet forward transform is taken for the Y component of the
image (IY) for obtaining the multi direction and multi scale decomposition. The
coefficient matrix set of an image IY, is given by the Curvelet forward transform
(T + ) of the Y component of the image.

Q = T+(IY) (1)

where Q = {Qs, d} gives the coefficient matrix set of image IY, and s and d in the
matrix indicates the scale and the direction of the image respectively. If the multi
scale curvelet coefficient is illustrated, it will resemble the structure as shown in the
Fig. 1, where the first scale square matrix is present at the centre of the figure.

The subsequent squares observed from inside to outside of the structure represents
the second to fifth scale coefficient matrices in the increasing order. Varied number of
Curvelet coefficient matrix can be observed for all scales of coefficient matrix except
for first scale. This is because of the reason that first scale coefficientmatrix represents
the low frequency characteristics whilst other scale coefficients are high frequency
components. The second to fifth scale coefficient matrices comprises of the direction
matrices of the size sixteen, thirty two, thirty two and sixty four respectively. As a
starting point to figure out the coefficientmatrix of every scale layer, 45° is considered
as a reference point and is measured in anti-clockwise direction. Figure 2 shows
the representations of fourth scale layer of the image consisting of 32 coefficients
matrices.

Fig. 1 Distribution and
direction of Curvelet
coefficients
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Fig. 2 Partition sets of
directional Curvelet
coefficients

{Qs, d} values as {Q4, 1}, {Q4, 2}, {Q4, 3},… denotes the distinct coefficient
matrices for varied directional characteristics of an image. These coefficient matrices
are used to calculate the Multi Direction Features of an image. The second to fifth
scale layers of the Curvelet coefficient matrices are divided into eight sets based on
the direction of angles given by 157.5°, 135°, 112.5°, 90°, 67.5°, 45°, 22.5° and 0°
in anti- clockwise direction that are represented by Z1, Z2,..., and Z8 respectively.

By using the following rule, nth directional multi-direction matrix An is given by

An = T− (Cn(Q)) (2)

where T − represents Curvelet inverse transform, n = 1, 2, … 8 and Hn (Q)
represents the coefficient matrix set.

Cn(Q) = {Qsd}, Qs, d ∈ Zn
0, otherwise

(3)

This equation provides eight directional matrices An for eight directions. Image
size IY.

and nth directional multi-direction matrix An are of same size and every point An

(i, j) represents the direction intensity corresponding to the image pixel IY (i, j) that
is observed in the nth direction. If the value of An (i, j) is, the higher, then the value
of the pixel IY (i, j) will have richer feature details in the nth direction.

According to the direction partition rule based on the Fig. 1, the direction for every
coefficients set is assigned with the higher limit of the angle interval. Example, if
the coefficients set is given by (0°–22.5°), then the direction is assigned to be 22.5°.
Similarly for (22.5°–45°) and (157.5°–180°) coefficient set direction is 45° and 0°
respectively. Eight directional matrices are obtained by applying the above rule as
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Fig. 3 a Original image. b The multi-direction matrices An of eight directions

illustrated in the Fig. 3b. The multi-direction matrices An of the first row of Fig. 2b
illustrates the images obtained through the direction features at 0°, 22.5°, 45° and
67.5° from left to right and second row of illustrates the images obtained through
the direction features at, the image at 90°, 112.5°, 135° and 157.5° from left to right
respectively. For understanding the direction partition rule, consider the first image
A1, where the angle of the upper white stripe is around 175° but the angle of the
lower white stripe is nearly 160°. This image is assigned with direction 0° according
to the partition rule and only distinguished direction features are obtained.

The direction features that are extracted from the previous step are applied to
the image inpainting technique. Initially the multi directional features are integrated
with the color details to obtain the WCDD for estimating the difference between
neighboring patches.

Then the color direction structure sparsity is obtained through the patch selection
procedure for calculating the filling order. Using WCDD procedure, the best candi-
date patches are selected and multi directional features are combined with color
consistency constraints for the representation of patch sparsity in the optimization
equation.
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2.2 Distance Measurement

Accurate process of image inpainting can be obtained only if the distance between
the two patches is captured correctly. Distance measurement is a very important step
because it is used to select the best matching patch as well as to find the filling order
through the estimation of CDSS value. These two steps are necessary to perform
image inpainting through patch matching process.

To estimate the difference of two patches, the multi color features are combined
with the color details. Consider a corrupted image I that has a missing region �. If
�p and �q are the two patches that are centred at pixels p and q respectively. Using
super wavelet transform, An can be estimated for sparse representation coefficients
and the preliminary image Ip that is repaired can be obtained by the considering the
size of the neighborhood N(p) as 25 × 25. A local search criterion is used to find the
multiple candidate patches. The size of the patch �p that is centred at pixels p and
the size of the multi directional patch Gp that is centred at pixels p in An are same.
Similarly the size of the multi directional patch Gq and �q are same.

To estimate the difference between the patches �p and �q, a weight color direc-
tion distance (WCDD) is performed which is denoted by dw that is given by the
following expression.

dw = η . d (�p, �q, ) + (1 − η) . d(�p, �q, ) (4)

where η represents the weight coefficient that balances the details of the color
and direction features. The function d (�p, �q) represents the mean square distance
between �p and �q. To estimate WCDD, only the known values of the patches �p,
�q andGp,Gq are considered in the Eq. (4) whichmakes the estimation to be precise
for measuring the difference of color and direction features and WCDD better.

To illustrate the performance of the proposed WCDD algorithm in image
inpainting, the test results were compared with SSD technique as shown in Fig. 4c,
d. In this demonstration, all the same procedures were followed except the applica-
tion of SSD and proposed WCDD algorithm for image inpainting to fill the missing
region by the bestmatching patches. Figure 4c shows some structures in the inpainted
image and WCDD method give better results of image inpainting. Similarly, these
tests were conducted over wide number of images for analysing the performance of
the proposed system with SSD method. Table 1 gives the PSNR value of the five
different test images for the SSD and WCDD method. From the results, it is proven
that the proposedWCDDalgorithmhas higher PSNRvalue and reproduces the image
that is more similar to the original image than SSDmethod. From the results of Table
1, it is inferred that the proposed WCDD method provides better PSNR value and
used for filling the filling order through CDSS function.
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Fig. 4 Analysis of Image inpainting techniques, a Original image, b corrupted image, c SSD, d
WCDD

Table 1 Analysis of image
inpainting method using
PSNR

Method SSD WCDD

Rose image (Fig. 4) 30.67 dB 38.15 dB

Plane image 33.51 dB 38.97 dB

Duck image 32.45 dB 37.98 dB

Baby image 36.02 dB 38.91 dB

Water falls 34.71 dB 39.12 dB

2.3 Estimation of Filling Order

The structure patch must be filled first and texture of the patches must be preserved
whist filling the missing patches from the neighboring pixels. To accomplish this,
a sturdy filling order must be calculated which is usually defined by the product of
color direction structure sparsity S(p) and the confidence term C(p). This product is
termed as the priority function V(p).

V(p) = S(p) · C(p) (5)

This procedure is performed to make sure that priority of filling the patch is given
to the structure patch compared to other patches by S(p) parameter. S(p) parameter
is used to preserve the texture and smooth patches in the patch filling.

A. Criminisi et.al [16, 17] defined the confidence term C(p) as a degree of reli-
able details neighboring the pixel in an image. Z. Xu and J. Sun [20] measured
the confidence of a patch present at the structure by introducing the structure spar-
sity. This produced a better filling order as that of the method explained in [16, 17,
21, 22]. But few constraints were identified like patches in complex structural and
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textural regions or the missing regions with less or absence of nearby patch details
or consistent confidence value is not provided by the structure sparsity.

To overcome the above limitations, a color direction structure sparsity (CDSS)
based on weighted color-direction distance (WCDD) is used to isolate the structures
and the textures of an image. A weighted color-direction similarity function built on
WCDD is given by the following expression

X p,k = 1

Z(p)
exp

(
−dw

σ 2

)
(6)

where Z(p) is a normalization factor and summation of Xp,k will be equal to 1, σ
= 5 and dw value is obtained from Eq. 4. The similarity function gives the similarity
measures between two patches that are present in the known and missing regions.
The color-direction structure sparsity (CDSS) S(p) is expressed by the following
way.

S(p) = (1 − θ)

√∑
k

X2
p,k + θ (7)

where θ is a correcting factor that can take up the value between 0 and 1. In the
proposed system, value of θ is assigned as 0.21 after evaluating using different values.
θ is mainly used to rise the minimum value of S(p) to fill the target patches exactly as
texture patch propagates poorly. CDSS uses color and MDS details to estimate the
similarity of the patches like the structure sparsity techniques and also more accurate
results are obtained.

3 Experimental Results

Various experiments were conducted to analyse the performance of the proposed
method. Initially the performance of image inpainting is analysed for different super
wavelet transforms like Curvelet and CT for four and eight direction features as
shown in the Fig. 5. From the results, it has been observed that the eight direction
curvelet transform provides higher PSNR value compared to other methods.

The proposedmethod is also applied for the application of block removal. Figure 6
is used to illustrate the results of image inpainting technique for the purpose of object
removal. The image is artificially corrupted by introducing objects or blocks in the
original image.

In this study, about 7 methods are used to remove the objects. But in the Fig. 6c,
d the reconstructed image from Exempler based image inpainting and the proposed
method is alone showcased. IN the analysis of output produced, it was found that
the TV-P method, sparsity method, Xu method, Wangs method produced the images
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Fig. 5 Comparative results of image inpainting by wavelet transforms with directions. a Four
direction feature extracted byCurvelet Transform and.bContourlet transform–CT. cEight direction
feature extracted by Curvelet Transform and. d CT

which has the traces of objects in the restored images. But the proposed method,
produced an image similar to the original image with higher PSNR values.
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Fig. 6 Analysis of results of image inpainting techniques for object removal. a Original image. b
corrupted image. c Exempler method [23]. d Proposed method

4 Conclusion

An image inpainting algorithm is proposed in this article to preserve the structural and
textural coherence characteristics along with the neighboring consistency through
process of adopting color and multi directional features in the process of image
inpainting. The proposed method can be used for various applications like object
removal, text and scratch removal. First, the multidirectional features are introduced
in the process of image inpainting and WCDD is estimated to measure the distance
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and similarity of the patches. Then to find the filling order of the patches, CDSS
which is a function of structure sparsity is used. To achieve sharp inpainting results,
limitations of the color andmulti-direction features are combined in the optimization
measure. It has been proved that the proposed method provides better structural
coherence over the other existing inpainting techniques.
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Classification of Sub-frequency Bands
Based Two-Class Motor Imagery Using
CNN

Muhammad Ahsan Awais , Mohd Zuki Yusoff , and Norashikin Yahya

Abstract EEG has been primarily used in both clinical and research applications.
Brain-computer system (BCI) is one of the leading EEG research applications that
offer special users a new means of communication. Previous studies have reported
the occurrence of MI patterns in mu and beta rhythms, but that does not provide
in-depth knowledge of the frequency range. This paper focuses on the classification
of 2-class Motor Imagery using several frequency sub-bands in the mu and beta
range. “EEG motor imagery dataset from the Physionet database,” has been used for
validation purposes. Although this data includes both imagery and real movements,
we have just used the imagination data. Data is collected from 109 healthy subjects,
but we have only used the first 15 subjects in the study. The study aims to divide
the data into multiple frequency bands to study the motor imagery classification
behaviour over different frequencies. Afterward, a CNN-based deep learning model
with two convolutional layers has been used to classify the left and right classes for
different types of same data. The study seeks to compare the results from various
sub-frequency bands.

Keywords EEG · BCI · CNN ·Motor imagery

1 Introduction

The number of people with disabilities who have lost their mobility is substantial.
In addition to their damaged body, they have a working sound brain in their bodies.
The brain should be used to allow them the freedom to move easily by using their
minds to power the wheelchair. The brain-computer interface offers a forum for
people to create a communication relationship between users and computers [1]. It
helps us to interact with the outside world using our brains independently. The BCI
framework does not require any actual muscle movement commonly involved in the
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communication process. Theworldwide scientific community is designing numerous
BCI-based technologies, supporting patients who are unable to speak and provide
mobility. Several tools are available for capturing electrical signals that match every
person’s mental or physical reaction. These techniques include electrocorticography
(ECoG), functional near-infrared spectroscopy (fNIRS), magnetoencephalography
(MEG), functional magnetic resonance imaging (fMRI) and electroencephalography
(EEG) [2, 3].

Electroencephalography is non-invasive, electrophysiological monitoring that
records electrical neural activities of the brain using small metal discs (i.e., elec-
trodes). Most of the brain-computer interface systems incorporate the EEG tech-
nology because of its portable, cost-effective and non-invasive nature. Each action
or thought emits a special brain signal that can vary between individuals.

Throughout thework, the brain signal undergoes signal treatment (pre-processing)
and signal processing (feature extraction and classification) to provide the state
machine’s feature for several applications such as a wheelchair. The integration of
robotic wheelchair and EEG technologies will enhance mobility, boost the quality
of lifestyle and reduce caregiver expenses for differently-abled people. To provide
basic mobility for the disabled people to move around by themselves, brainwave
controlled electrical wheelchair is the best solution. There are many factors like BCI
strategy (Motor Imagery, SSVEPs, etc.), EEG acquisition system, feature extraction
and classification schemes on which the quality of any BCI wheelchair depends [4].

Significant effort has been made by researchers in the field of EEG based BCI
wheelchair onwhichBCIs are categorized into different types based on theEEGbrain
activity patterns. These types are P300 component of event-related potentials (ERPs),
steady-state visual evoke potentials (SSVEP), Motor Imagery (Event-related desyn-
chronization/synchronization) [5]. For each category, a different type of experimental
paradigms is developed and utilized by researchers to collect the EEG data.

Themost common and feasible type of EEGdatasets for BCIwheelchair lies in the
category of motor imagery. Motor imagery can be interpreted as a dynamic state in
which a personmentally simulates an actionwithout actually performing it physically
[6]. Researchers have collected MI-based EEG data under multiple classes. The
data is divided into different classes based on actions (left-hand movement, feet
movement, etc.) against which imagery data has been collected.

Studies [7, 8] revealed the existence of MI patterns in the mu (8–13 Hz) and
beta band (13–32 Hz). But this does not provide in-depth knowledge about the MI
patterns. For this purpose, we have proposed a system in which the mu and beta
frequency range (i.e., 8–32 Hz) has been divided into several sub-frequency bands
to study the effect of frequency bands on classification accuracy.
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2 Methodology

The research will develop a brain-computer interface systemwhich aims to introduce
the use of several sub-bands of motor imagery-based EEG data. CNNwith frequency
sub-bands seeks to achieve better performance, reliability and flexibility.

2.1 Dataset

EEG MI dataset from the Physionet database has been used in the proposed system
[9]. In producing these records, the BCI2000 instrumentation system has been used.
The data collection comprises above 1500 recordings of one and two minutes from
109 subjects. The dataset incorporates both actual and motor imagination tasks
from the subjects. The experimental paradigm comprised 14 runs, where subjects
performed different tasks including rest state, the right fist/left fist movement, the
imagination of right fist/left fist movement, both fists/ both feet movement, and the
imagination of both fists/ both feet movement. The EEG signals were recorded from
64 electrodes as per the international 10–10 system. The data was sampled at 160 Hz
for all subjects. In this study, only the MI trials (imagination of left and right fist
movement) of the first 15 subjects were used. For motor imagery, subjects were
instructed to perform the imagination task as the target stimulus appears on the left
side of the screen or the right side of the screen. The subjects imagine the fist to
be opened and closed before the target stimulus disappears. Then the subject goes
to the rest state. Every subject recorded three sessions for each type of task. The
single-session comprises 7–8 random trials of each class, i.e., left or right movement
imagery. Each trial is carried out for 4 secs, followed by the rest period of 4 s± 5%.

2.2 Pre-processing

It is essential to remove the noise or unwanted components from the signal. The
undesired signals in our case can be EMG signals (real hand movement) and the
frequency components of the EEG signal other than the motor-imagery task.

The 15 subject’s data has been filtered using BrainStorm in MATLAB. Initially,
the data has been passed through 3 steps including, DC offset correction, notch filter
at 60 Hz in order to eliminate the electrical interference, and the bandpass filter from
8 to 32Hz, to eliminate other frequencies like EMG (50–250Hz) and other unwanted
signals.
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2.3 Sub-band Frequency Division

The pre-processed data from the previous stage has been divided into nine sub-
frequency bands using the same platform, i.e., Brainstorm, in order to study the
data in detail. The sub frequency bands include (8–12 Hz), (12–16 Hz), (16–20 Hz),
(20–24 Hz), (24–28 Hz) and (28–32 Hz), (8–16 Hz), (16–32 Hz) and (8–32 Hz).

2.4 Convolutional Neural Networks (CNN)

In this study, CNN based deep learning approach has been adopted to identify the
effect of MI pattern on different frequency ranges.

CNN is a Deep Learning algorithm that can take in any input and process it
efficiently to classify the different classes. CNN uses a system that has been designed
for reduced processing requirements. The layers of a CNN consist of an input layer,
an output layer, and a hidden layer containing multiple convolutional layers, pooling
layers, fully connected layers and normalization layers.

The overall 15 subject’s data is divided into training (10 subjects) and validation
(5 subjects).

The CNN model (Fig. 1) proposed in this research comprises 2 convolutional
layers with 5 kernels per layer. 1st layer performs convolution and the output data is
passed through batch normalization. ReLU activation function is used in the model
and the output is reduced in the max-pooling layer. The same process is applied
to the 2nd layer as well. The output of the 2nd layer is passed through the dropout
layer in which we have used the default value, i.e., 50%. The data is fed to the fully
connected layer after flattening it into 1-D. The output is generated by a softmax
layer with many neurons that fit the number of categories in the data to be classified.
In our case, the output is classified as the left and right class.

The CNN model is composed of 2 convolutional layers and the model is trained
for 10 epochs. The initial learning rate is set to 0.001, while the validation frequency
is 100.

The stated CNNmodel has been used for two different cases. In case 1, the model
has been implemented on all the 64 channels using 9 sub-frequency bands stated in
Sect. 80.3. Whereas in Case 2, all 9 sub frequency bands have been implemented
using only 3 channels (i.e., C3, Cz and C4) from the central region of the brain.

3 Result and Discussion

The CNN model has been implemented on the basis of two cases. Table 1 illustrates
the results derived from both cases (i.e., use of 64 channels data and the use of only
3 EEG channels). The accuracy of the model is calculated over 10 epochs.
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Fig. 1 Block diagram of the
proposed CNN model Input
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Table 1 Average validation
accuracy against
sub-frequency bands

Frequency Band (Hz) Accuracy (64
channels) (%)

Accuracy (3
channels) (%)

08–16 73.29 73.03

08–32 65.97 68.46

16–32 61.11 59.91

08–12 77.93 77.82

12–16 76.88 75.39

16–20 61.92 61.01

20–24 63.21 61.24

24–28 63.33 61.95

28–32 62.08 62.27
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Fig. 2 Classification comparison of different sub-frequency bands for both cases

In case 1, the maximum accuracy, i.e., 77.93%, was reported by the 8–12 Hz
frequency band. In contrast, the frequency band 16–32 Hz resulted in the lowest
validation accuracy, i.e., 61.11%. Whereas in case 2, the maximum accuracy, i.e.,
77.82% has been reported by 8–12 Hz. On the other hand, the minimum validation
accuracy for case 2 has been obtained by the sub-band 16–20 Hz. Figure 2 provides
a graphical representation of the classification comparison of cases 1 and 2.

Among 9 different frequency bands, the 8–16 Hz main band and its two sub-
bands, including 8–12 Hz and 12–16 Hz, has shown better results for 2-class MI
prediction. Figure 2 also demonstrates that frequency bands ranging from 16–32 Hz,
including sub-bands and themain band, has given the lowest classification accuracies.
Thus, it shows that there is no effect of dividing the frequency if the main band is not
giving a better performance. One of themajor limitations of getting low classification
accuraciesmight be theuseof a small dataset.Deep learning algorithms are enhancing
efficiency by reducing complexity. But still, it lacks the ability to handle the small
datasets with the same level of efficiency being addressed in the case of large EEG
datasets.

4 Conclusion

The objective of this research is the analysis of sub-frequency bands for the devel-
opment of the BCI system using 2-class motor imagery. CNN has been used for the
classification of two classes using several sub-frequency bands for 15 subjects’ data.
The maximum classification accuracy does not exceed 77.93% as the data is consid-
ered to be a small dataset in order to be processed in a deep learning algorithm. In
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the future, we will be using a sufficient dataset for deep learning algorithms in order
to achieve the maximum classification results effectively.
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Abstract The research of the hydrate formation has advanced over the last few
decades. Several models have been developed to understand the hydrates formation
kinetics and conditions. In this study, computer based model is used to predict the
gas hydrate formation rate. Since the hydrae formation is stochastic phenomenon
and it is common to get inconsistent data, Artificial Neural Network (ANN) model
has potential to outstand other conventional kinetic models. ANN used to predict the
methane hydrate formation rate in multiphase system. The liquid phase composed
of water + drilling oil + nonionic surfactants was used to form methane hydrates
at pressure 8.80 MPa and temperature of 274.15–277.15 K. This research would
essentially assess the effectiveness of ANN model for the kinetic modeling of the
formation of gas hydrate from the acquired regression analysis. The result of this
research revealed that ANN model with 16 number of hidden neurons had a better
prediction as the highest regression value R was found to be 0.9956.
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1 Introduction

Gas hydrates are an ice-like inclusion compound, which mainly consist of low
molecular weight gas molecules entrapped into hydrogen bonded water cages [1,
2]. Gas hydrate formation in gas production may hinder the flow and eventually lead
to serious operational problem and huge financial loss. Despite imposing negative
impacts in the oil and gas industries, gas hydrate has some potential application in
some industries [3, 4]. Gas hydrate-based technology could be applied for water
desalination, gas separation, transportation, and storage [5]. Not to forget that, gas
hydrates are available naturally at deep marine and permafrost area [6, 7].

Several modeling studies available are focusing mainly on the thermodynamics
properties of gas hydrate, e.g. phase equilibria andmolecular structures [8]. However,
less papers are available in the literature discussing and predicting the time-dependent
behaviour of gas hydrate formation and dissociation [9]. This is due to the naturally
occurring intrinsic stochastic phenomena of gas hydrate which lead to difficulty in
developing a well-established model [2, 10, 11]. Some of the hydrate growth kinetic
models available in the literature include reaction kinetics based model [12], mass
transfer basedmodel [13, 14], combination of reaction kinetics andmass transfer [15,
16], heat transfer based model [17] as well as model based on combination of heat
transfer and reaction kinetic [18]. Gas hydrate formation kinetics are very complex
process, and it is almost difficult to display a definite outcome from the kinetic model
as hydrates form are very uncertain and formation is based on various driving forces
[19]. In addition, the gas hydrate growth rate depends on the phases composition as
well as testing conditions. Recently, artificial neural network (ANN) has attracted a
massive attention due to its ability to dealwith scattered and big data to solve complex
problems. ANN is a technique used nowadays for prediction of data set which use
the structure and function of neuron [9, 20–22]. In gas hydrate studies, most of the
papers utilizing ANN focusing on the prediction of the phase equilibrium. However,
less research conducted on the kinetic of the hydrate formation.

Zahedi et al. used two different methods with 203 experimental data points from
literature to predict the hydrate formation temperature. It was found that the best
predictor of hydrate formation temperature was MLP with seven neurons [21].
Moreover, Chapoy et al. estimated hydrate dissociation pressure in the presence of
inhibitor. In their studies, 19 input variables with 35 neurons in one hidden layer were
trained, but various numbers of hidden layers and neurons have not been examined
to find the best structure in the neural network [23].

In this work, ANN was employed to predict methane hydrates formation rates in
multiphase system in the presence of nonionic surfactants. TheHLBvalueswere used
to identify the surfactant and used as input along with temperature and surfactants’
concentration.
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2 Methodology

The data used in this work were collected from experimental study of the gas hydrate
formation kinetics in multiphase system (water + oil + gas) by using 6 different
chemicals: Span 20, Span 40, Span 80, Tween 20, Tween 40, and Tween 80. The
experimental data is presented in Table 1. The network was trained to minimize the
errors between the desired target values and the values computed from the model
based on iterative gradient using MATLAB. The inputs are the types of non-ionic
surfactant represented by Hydrophilic-Lipophilic Balance (HLB), temperature, and
concentration. Meanwhile, the output is the rate of CH4 hydrate formation. The data
set were split into two subset which were for training as well as for validation/testing.
By default, the percentage of each set were 70% training, 15% testing and 15%
validation. For the training algorithm, it was selected according to the quantity of
the data set so that the network could simulate a task with minor error. Usually, the
Levenberg–Marquardt algorithm is themost used algorithm to automatically adjusted
the biases and weights of the neural network [9].

However, for this model, Bayesian Regularization algorithmwas selected because
this algorithm could result in good generalization for difficult, small, and noisy

Table 1 Raw experimental data from laboratory

Sample HLB Concentration (wt%) Temperature (°C) Rate of gas hydrate formation
(mol/min)

Sp20 8.6 1 4 0.021247

Sp20 8.6 2 4 0.016504

Sp40 6.7 1 4 0.030413

Sp40 6.7 2 4 0.030926

Sp80 4.3 1 4 0.006789

Sp80 4.3 2 4 0.016452

Tw20 16.7 1 4 0.004801

Tw20 16.7 2 4 0.004642

Tw40 15.6 1 4 0.004651

Tw40 15.6 2 4 0.004477

Tw80 15 1 4 0.005277

Tw80 15 1.5 4 0.004744

Tw80 15 2 4 0.004837

Tw80 15 2.5 4 0.004719

Tw80 15 3 4 0.004433

Tw 80 15 2.5 1 0.001705

Tw80 15 2.5 2 0.002763

Tw80 15 2.5 3 0.003638

Tw80 15 2.5 4 0.004719
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datasets which suits our input data sets. Next, the number of hidden layers were
manipulated to get the least error. The number of hidden layers were determined
through a process of trial an error [22]. In this paper, the number of hidden layers
were decided through theoptimizationof regression.Acorrelation coefficient (R)was
chosen to evaluate the prediction as 1 means a perfect correlation while 0 indicates
for random correlation.

3 Result and Discussion

Dividing the data to training, validation, and testing data set was the first step for
applying ANN prediction. This ANN model was built from 19 number of data of
six chemicals, each taken from different temperature, HLB value and concentration.
In ANN model, the number of hidden neurons were manipulated starting from 1 to
20 hidden neurons. Trial-and-error results showed that optimal hidden neurons 16.
Figure 1 illustrates the ANN architecture with respect to performance function.

Regression analysis was carried out to determine the correlation between the
experimental and predicted data by the ANN models. The highest R is found to be
0.9956 for the ANN model with 16 number of neurons. It is evident there is excel-
lent agreement between the predicted and experimental data for the same training
conditions as shown in Fig. 2. However, ANN model used in this work could have
insufficient number of data with only 3 inputs. Additional data might be required to
get more practical ANN model to predict the gas hydrate formation rate. Addition-
ally, another limitation of ANN model prediction is that the model valid only within
the studied range of HLB, concentration and temperature for the prediction of gas
hydrate formation rate. Consequently,ANNmodel is not applicable for extrapolation.

Lastly, it is worth mentioning that using too many hidden neurons increases the
complexity of the model which lead to over-fitting. In other hands, different problem
occurs when the network is assumed to has very few hidden neurons causing the
network unable to fit or in other words, under-fitting. The number of hidden neurons
in the hidden layers determines to a network’s capability to compute the output
results.

Fig. 1 Multilayer Perceptron with 16 hidden neurons
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Fig. 2 Correlation coefficient between experimental and predicted data by ANN with 16 number
of neurons

4 Conclusion

ANN was used to perform the numerical study of kinetic behavior of methane gas
hydrate formation rate in the presence of nonionic surfactants. It was found that
the predicted results by ANN with 16 number hidden neurons is the closest to the
experimental data. The correlation coefficient value for 16 hidden neurons is 0.99556.
Therefore, ANN could be an efficient method for predicting the hydrate formation
rate.
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Biomarker Identification Using Fourier
Transform Infrared Spectroscopy
for Lard Adulteration

Muhammad Aadil Siddiqui, Mohd Haris Md Khir, Gunawan Witjaksono,
Muhammad Junaid, Saeed Ahmed Magsi, and Abdul Saboor

Abstract Food authenticity is a major concern that is closely linked to public health
and safety in the period in which the long food supply chain is the norm. One of the
key problems facing customers in meat markets is the detection of non-halal meat.
While several studies have been carried out to identify biomarkers for adulterated
meats such as lard, still these studies are at an early stage, and there is no authenticated
biomarker availablewhich can produce specific identification as a result. The purpose
of this research is to utilize the technique of Fourier Transform Infrared Spectroscopy
(FTIR) to analyze pig, cow, lamb, and chicken fat to identify potential biomarkers
for the identification of lard. FTIR studies have shown that chicken and lard fat have
particular peaks relative to lamb and beef fats at wavenumbers 1600, 1750, 2750 and
2920 cm–1. Furthermore, PCA shows promising clustering and correlation between
the species which can lead to development of a model for successful adulteration
detection.

Keywords Near infrared spectroscopy · FTIR · Lard · Halal · Chemometric

1 Introduction

In the food industry around theworld, food authenticity is a significant concern. Food
fraud is still a problem because of the glut of packaged food with a long supply chain
on themarket. First coined bySpink andMoyerwhich stated that food fraud is defined
as alteration of the true food labeling ingredients inwhich costly, fewer accessible raw
materials are substituted by cheaper alternatives [1]. Some of these adulterationsmay
impact the public mass financially only, but others may be more seriously affected
by some adulteration, i.e. food allergy [2], food poisoning, religious views [3], etc.
Although food tampering is not a recent issue, some of these tampering was quite
poisonous. For instance, incidences such as addition of sawdust to make white bread
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[4], formulamilk adulterationwithmelamine [5], adulteration of consumable oil with
non-consumable [6]. Not only dangerous to health, but some incidences also involved
misrepresentation of food ingredients, such as adulteration of meat with horse meat
in 2013 in the UK [7]. Because the price difference between pork and other red
meats, halal and kosher consumers are always concerned with the authentication of
halal and kosher foods [8]. Global halal market is worth billions, and it is projected
to increase to Trillions by 2021 [9]. Therefore, the industry is very interested to
strengthen consumer’s trust in the halal brand. Market confidence is necessary to
protect this [10]. Several authentication techniques can be employed to ensure halal
and kosher brand food products adhere to the standards, such as DNA based methods
[11]. Majority of approaches still require considerable time for preparing sample or
getting vague results due to extreme sensitivity to adulterants which results in overall
poor accuracy. Nowadays, spectroscopy based on vibrations is popularized due to
its effectiveness for adulteration detection in various food [12]. This is because the
simplicity of this nondestructivemethod reduces time and cost for overall experiment.
FTIR spectroscopy can separate, easily and with high accuracy. For instance, pork
meat in meatball broth [13], chocolate [14], vegetable oils [15], etc. Some research
starts to veer to Near Infrared (NIR) spectroscopy mainly because the feasibility
of this would open possibilities to make food authentication instrumentation setup
to be portable [16]. However, the research done on this reported lower accuracy in
discrimination of adulterants. Although FTIR is quick and relatively inexpensive
with easier sample preparation and non-destructive process [17], it is still limited in
portability due to its bulky equipment. The aim of this research paper is to improve
the accuracy of NIR spectrometer by means of optimizing post-processing analysis,
and to quantify the level of lard adulteration in mixtures.

1.1 Food Authentication Based on Vibrational Spectroscopy

In food safety, the production of food authentication is important since this is the
mechanism that will verify whether a certain food follows its label definition. [18].
This can include the origin of the food (species, gene, geographical), production
method (conventional, organic, free range, etc.), and processing method (frozen,
etc.). Vibrational spectroscopy is based on the idea that inside molecules, atom-to-
atom bonds vibrate at frequencies that can be represented and are therefore subject
to measurement by the laws of physics. In molecules, during the compression step,
the respective electron clouds of the two bound atoms, as well as the charges on the
nuclei, limit the approach of the nuclei, forming an energy barrier. The bond will
inevitably split at the extension of the stretch when the vibrational energy exceeds
the energy of dissociation. Table 1 shows the different stretching frequencies.
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Table 1 Important IR stretching corresponding to their respective frequency and bond [19]

Chemical bond Spectrum location (Cm−1) Absorbance strength

C ≡ N 2260–2220 Medium

C ≡ C 2260–2100 Medium to weak

C = C 1680–1600 Medium

C = N 1650–1550 Medium

1500–1430 Strong to weak

C = O 1780–1650 Strong

C − O 1250–1050 Strong

C − N 1230–1020 Medium

O − H
(alcohol)

3650–3200 Strong

O − H
(carboxylic acid)

3300–2500 Strong

N − H 3500–3300 Medium, broad

N − H 3300–2700 Medium

1.2 Chemometrics

The use of statistical transformation techniques such as Principal Component Anal-
ysis (PCA), a classical statistical approach for translating a dataset’s attributes into a
new collection of uncorrelated attributes called main components (PCs), is the basis
of chemometrics techniques. The principle is that this allows the data to be reduced to
a smaller number of dimensions, with low loss of information, simply by discarding
some PCs. Each PC is a linear combination of the original inputs and each PC is
orthogonal, reducing the collinearity problem. Chemometrics is based on Beer’s law
that directly relates the concentration of a sample with the intensity in absorbance.
Beer’s law states that the absorbance of a key band of an analyte is proportional to
its concentration. The law can be expressed as.

A = ε cd (1)

where A is the spectra observances, ε is the molar absorption coefficient in lt/mol
cm, c is the concentration in dm2/mol, and d is the cell thickness in cm.



870 M. A. Siddiqui et al.

2 Materials and Methods

2.1 Meat Sample

Samples were purchased from a local market at Teronoh, Malaysia. After that, the
meat was cut into small element (1 cm × 1 cm) and keep it at –2C°.

2.2 Preparing Mixture Samples

Lardwas adulteratedwith fats of lamb,Beef andChicken to obtain a series of standard
sets of ten pure and thirty samples containing 10–50% v/v of lard in Lamb, Beef,
Chicken samples. This method follows according to Rohman et al. [18]. The mixture
samples are mixed according to Table 2.

Table 2 Meat Samples with composition percentage for each species

Mixture samples Pork% Lamb% Beef% Chicken% Number of samples

1 10 90 2

2 20 80 2

3 30 70 2

4 40 60 2

5 50 50 2

6 10 90 2

7 20 80 2

8 30 70 2

9 40 60 2

10 50 50 2

11 10 90 2

12 20 80 2

13 30 70 2

14 40 60 2

15 50 50 2

Total mixture samples 30
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2.3 Data Analysis

The data analysis was performed using MATLAB and Spectrograph. Spectrograph
1.1 has been used to extract information from spectrum results, where the data is pre-
processed as needed. To further examine the findings from pre-processing,MATLAB
R2017b was used. To analyze the consistency of lard adulteration, the Principle
Components Analysis (PCA) technique was used.

3 Results and Discussion

3.1 FTIR Spectra of Pure Fats

The FTIR Spectra of pure fats is shown in Fig. 1. This spectrum consists of four
regions: the first region from 4000 to 2500 cm–1, the second region from 2500 to
2000 cm–1, the third region from 2000 to 1500 cm–1, and finally the fingerprint
region from 1500 to 800 cm–1. For second region, there are no peaks showing no
functional group present in this range.Moreover, 1st and 3rd region have the potential
to differentiate between the sample species.

Figure 2 represents PCA results for all the samples, at 1-D PCA projection, some
of the samples such as Chicken and Pig are already starting to cluster together, even
though there is still overlap between samples of different species. PCA results at 2-D
projection shows that Chicken and Pig samples clustered together without overlap,
Lamb samples have one outlier, but the beef samples proved challenging since results
are still scattered. The 3-D PCA shows better results though with all pig samples
lined around third PCA Component.

Fig. 1 FTIR Spectrum of all the meat species with region identification
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Fig. 2 1D, 2D and three-dimensional representation of chicken, beef, lamb, and lard samples using
principal components

4 Conclusion

Identification of lard discrimination from chicken, lamb, and cow fats was demon-
strated in this paper. FTIR studies have shown that by having a peak at a wavenumber
1600 cm–1, while other species of fats do not have peak at this stage, lard differenti-
ates itself from other species of fats. In addition, shoulder peak was seen for lard in
the range of wavenumber 2950–2990 cm–1, while cow and lamb fats showed sharp
peaks, and double peaks showed chicken. In comparison to the usual peaks seen for
the other fats, at wavenumber 2750 cm–1 a reversed peak was detected for lard. For
future work we can further develop this method by analyzing the adulterated samples
as well.
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Deep Learning Approach for Divergence
Behavior Detection at High Density
Crowd

M. U. Farooq, M. N. Mohamad Saad, Y. Saleh, and S. Daud Khan

Abstract At high-density crowd gatherings, people naturally escape from the region
where any unexpected event happens. Escape in high-density crowds appears as a
divergence pattern in the scene and timely detecting divergence patterns can save
many human lives. In this paper, we propose to physically capture crowd normal
and divergence motion patterns (or motion shapes) in form of images and train a
shallow convolution neural network (CNN) on motion shape images for divergence
behavior detection. Crowd motion pattern shape is obtained by extracting ridges
of Lagrangian Coherent Structure (LCS) from the Finite-Time Lyapunov Exponent
(FTLE) field and convert ridges into the grey-scale image. We also propose a diver-
gence localization algorithm to pinpoint anomaly location(s). Experimentation is
carried out on synthetic crowd datasets simulating normal and divergence behav-
iors at the high-density crowd. Comparison with state-of-the-art methods shows
our method can obtain better accuracy for both divergence behavior detection and
localization problems.

Keywords Divergence · FTLE · LCS ·Motion estimation · Image shape

1 Introduction

Divergence detection at the high-density crowd is a tough task due to several chal-
lenges involved in high-density crowd videos e.g., few pixels available per head,
extreme occlusion, cluttering and noise, and perspective problems, etc. If crowd
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(a) (b)

(c) (d)

N1 
N2

N1

N2
D1 

D2

Fig. 1 Demonstration of crowd divergence at Love parade 2010: a crowd walking under normal
conditions with low density b crowd walking paths N1, N2 under normal conditions c high-density
crowd within the same region d crowd diverging through paths D1 and D2

divergence is not detected earlier at its development stage, it may lead to larger
disasters like a stampede. Figure 1 shows an example of high-density crowd diver-
gence behavior (Love parade 2010 musical festival [1]) where divergence eventually
leads to disastrous stampede. Figure 1a, b demonstrate high-density crowd normal
behavior following paths N1 and N2, whereas in Fig. 1c, d, a critical situation is
shown where the incoming crowd is blocked by a stationary crowd and diverge
through D1, D2 paths. Such divergence situations are common in mass gatherings
where the whole crowd is marching towards a common destination and with an
increase of density, ends up with a half-stationary half-moving crowd segments that
result in divergence behavior.

Previous divergence detection methods [2, 3] learn manual motion features for
every individual in the crowd from optical flow (OPF) including location, direction,
magnitude, etc. An inherent problem with such methods is with an increase of crowd
density, it is almost impossible to capture individual-level motion information and
one must learn global crowd features. Later several methods have been developed to
capture global crowd motion information e.g., optical flow with pathline trajectories
[4–7], pathlines with Lagrangian particle analysis [8], streakflow [9–13], etc. These
methods performedwell in capturing crowd global motion information under normal
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behavior scenes only. Unfortunately, no results are reported in the literature for
abnormal behavior detection at very high-density crowd levels.

In this work, we solve divergence detection in the high-density crowd by directly
capturing crowd global motion in form of images and learn crowd normal and diver-
gent motion shapes through a neural network that predicts crowd behavior for the
unknown scene. We also propose a novel divergence localization algorithm to pin-
point divergence location with the help of a bounding box. Finding a source of
divergence can help to efficiently deploy crowd management staff right at the critical
locations.

2 Related Work

Motion is one of the key ingredients in the crowd scene analysis and the success of the
behavior prediction scheme greatly relies on the efficiency of the motion estimation
(ME) method. Therefore, we provide a comprehensive review of ME techniques and
the corresponding abnormal behavior detectionmethodswith emphasis on their capa-
bilities for ‘high’ density crowded scenarios. OPF is considered to be one of the most
fundamental motion flow model [14–17] that has been widely employed for motion
estimation [18, 19], crowd flow segmentation [20], behavior understanding [21–23]
and tracking in the crowd [24]. However, OPF methods suffer from various prob-
lems like motion discontinuities, lack of spatial and temporal motion representation,
variations in illumination conditions, severe clutter and occlusion, etc.

To overcome problems of OPF ME, researchers employ particle advection
concepts from fluid dynamics into the computer vision domain [8] and obtain long-
term “motion trajectories” under the influence of the OPF field. We et al. [7] employ
chaotic invariants on Lagrangian trajectories to determined either the behavior of
the crowd is normal or not. They also perform localization of anomaly by deter-
mining the source and size of an anomaly. Unfortunately, no results were reported
for the high-density crowd. Similarly, Ali et al. [8] obtain Lagrangian Coherent
Structures (LCS) from particle trajectories by integrating trajectories over a finite
interval of time termed as Finite-Time Lyapunov exponent (FTLE). LCS appears as
ridges and valleys in the FTLE field at the locations where different segments of
the crowd behave differently. Authors perform crowd segmentation and instability
detection in the high-density crowd using LCS in FTLE, however actual anomalies
of the high-density crowd like crowd divergence, escape behavior detection, etc.
are not performed. Similarly, authors in [10, 11] obtain particle trajectories using
high accuracy variational model for crowd flow and perform crowd segmentation
tasks only. Mehran et al. [9] obtain streakflow by spatial integration of streaklines
that are extracted from particle trajectories. For anomaly detection, they decompose
streakflow field into curl-free and divergence-free components using the Helmholtz
decomposition theorem and observe variations in potential and streak functions used
with SVM to detect anomalies like crowd divergence/convergence, escape behavior,



878 M. U. Farooq et al.

Fig. 2 High-density crowd motion estimation by state-of-the-art methods

etc. However, results are reported for anomaly detection and segmentation at low-
density crowd and efficacy is still questionable for anomalies at the high-density
crowd. Eduardo et al. [25] obtain long-range motion trajectories by using the farthest
point seeding method called streamline diffusion on streamlines instead of spatial
integration.

Behavior analysis is performed by linking short streamlines using Markov
Random Field (MRF). However, only normal behavior detection and crowd segmen-
tation results are reported. Although particle flow methods discussed above are
better candidates for ME of the high-density crowd, but they are rarely employed
for abnormal behavior detection at high density crowded scenes. Figure 2 provides
a comparison of ME methods for high-density crowd performing Tawaf around
Kabbah. Conventional object tracking basedMEmethods [26, 27] (Fig. 2b, c) works
best at low crowd density but completely fails at high crowd density. TheOPFmethod
from Brox et al. [15] can estimate motion at high density but motion information is
short-term. SFM [28] method can provide better motion estimation in low-density
crowd areas but at high density, the performance of SFMalso degrades. Streakflow [9]
method also performs similarly to the SFM method at a high-density crowd. Unfor-
tunately, all these methods are unable to provide a clean motion-shape for the crowd.
FTLE method [9] (Fig. 2g) produce clear ridges at cowd boundaries and can be best
to describe high-density crowd motion. Therefore, in this work, we utilize the FTLE
method to obtain crowd motion-shape and translate it to a single channel greyscale
image (Fig. 2h) for both normal and abnormal behavior analysis. Our framework for
divergence detection is shown in Fig. 3 (top portion). It consists of two main phases:
Phase 1: low-level FTLE feature extraction and conversion into a grey-scale motion
shape image; Phase 2: behavior classification using a CNN. Motion shape images
are also used for divergence localization process.
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Fig. 3 Framework for divergence behavior detection in high-density crowd

3 Divergence Detection with Motion Shape and Deep
Convolution Neural Network

3.1 Data Preparation

Due to the unavailability of a very high-density crowd dataset with divergence
behavior, we generate synthetic data by simulating crowd in Massmotion software
[29]. We model two crowd scenarios: Stampede at Loveparade 2010 and Tawaf
around Kabbah. Example snapshots of normal and divergence crowd behaviors are
shown in Figs. 4 and 5.

3.2 Global Motion Estimation and Shape Extraction

In this work, high-density crowd motion is computed by the Finite-Time Lyapunov
Estimation (FTLE) method [8, 30]. Lagrangian Coherent Structure (LCS) appears as
ridges in the FTLE field where two crowd segments behave differently. We extract
LCS from FTLE field FTLE using the field-strength adaptive thresholding (FFSAT)
scheme and convert it into a grey-scale image. At every integration step in the FTLE
pipeline, maximum Eulerian distance (dmax) is calculated between LCS absolute
peak value and average FTLEfield strength, and a threshold (ffsat_thr) is set for dmax
(65% in our work). LCS values crossing ffsat_thr are extracted and converted into a
single-channel grey-scale image. FFSAT algorithm ensures only strong magnitude
LCS values from the FTLE field are extracted and noise is filtered out.

3.3 Deep Network for Divergence Detection

AdeepCNNnetworkdeveloped for normal anddivergence classes in thehigh-density
crowd is shown in Fig. 6.
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a. Normal behavior b. Diverging crowd 

c. K13 view d. K5 view e. K12 view

Fig. 4 Synthetic crowd data for Love parade 2010 disaster: a, b are camera-top views; c, d, e- same
crowd with perspective views

a. Normal behavior b. Diverging behavior

Fig. 5 Synthetic crowd data for Kabbah Tawaf—Normal behavior and divergent crowd

The greyscale image is first rescaled to 50 × 50 pixels at the input layer. A
convolution layer is used (24 filters) with ReLU activation. The purpose of using a
large number of convolution filters is to ensure all important receptive fields of CNN
are excited about a given motion-shape. ReLU is adopted as the activation function
because of its good performance for CNNs [31] and Max pooling is used for each
2 × 2 region. Finally, two fully connected layers are used and the softmax layer is
used for the classification of normal or divergent behavior.
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Fig. 6 Deep CNN for divergence behavior detection

3.4 Divergence Localization Algorithm

We propose a novel divergence localization algorithm that analyzes changes in
motion shape blob to search for the region of divergence. It was noticed that motion-
shape also exhibit undesired local variations (Fig. 7 top row) that could lead to false
divergence region detection. These changes are occurred due to the to-and-fromotion
experienced by the crowd at high densities crowd [32]. As these oscillatory motions
propagate and reach the crowd boundary, the shape does not remain consistent in
every frame. Whereas the initial occurrence of divergence also appears as a small
shape change and progressively increases in size (as shown in Fig. 7 bottom row). To
cater to undesired local shape changes, a blob processing pipeline is implemented
shown in Fig. 8.

Fig. 7 Top row: Undesired motion-shape variations due to crowd oscillatory motion; Bottom row:
Real shape change due to divergence
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Fig. 8 Baseline blob extraction pipeline for normal and divergence behaviors

Baseline blob extraction pipeline extracts a baseline blob from the normal and
divergence motion shapes and input to divergence localization algorithm is shown in
Table 1. The divergence localization algorithm indicates divergence location(s) with
the bounding box.

4 Experimentation Results

We evaluate proposed methods of crowd divergence behavior detection and diver-
gence localization using crowd datasets of Love parade andKabbah (data preparation
details in Sect. 83.1). A detailed qualitative and quantitative analysis is provided for
both methods on two selected scenarios. We also compare our methods with OPF
from Brox et al. [15] by converting the OPF field in binary images.

4.1 Divergence Behavior Detection

For divergence behavior detection at two scenarios, the crowd is simulated to diverge
from 25 different locations in each scenario and 1000 motion-shape images are
captured (total images for 25 divergence locations= 25× 1000= 25,000 divergence
images for each scenario). One thousand images for each divergence location are
generated to train CNN with minor local motion changes contributed by crowd
oscillatory motion. Similarly, 2500 images are generated for normal crowd behavior.
The dataset for each scenario is split into two parts: randomly 20 divergence locations
data (20× 1000= 20,000 images) are used for training/validation purposes, whereas
the remaining random 5 divergence locations data (completely unseen to CNN) is
used for prediction. Figure 9 provides a confusion matrix of divergence behavior
detection for both scenarios and performance is compared with the OPF method.

For both the Love parade and Kabbah scenario, our method can achieve 100%
accuracy. However, in both scenarios, OPF was able to detect approx. 50% of diver-
gence behaviors only. Motion-shapes obtained through the OPF method are not
as smooth and consistent as produced by our method; hence OPF performance
degradation is evident.
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Table 1 Algorithm for divergence localization with bounding box

Algorithm: Divergence localization using the bounding  box 

Init N: Total video frames, M: Total divergence frames to analyze=50, s_n:No. of frames for spa-
tial averaging =5, t_n: No. of frames for temporal averaging = 5, st_thr: FTLE field spatio-
temporal threshold = 0.5, blb_cnt: number of small blobs to process = 5, i_t: transition frame 
index 

Step 1 Search normal to divergence-starting Transition frame (global features analysis) 
 FOR frames i=1:N

             -Obtain FTLE motion-shape images for two frames i(previous) and i+1(current),  
-Run blob processing pipeline (fig. 8) on previous and current frames FTLE im-

ages  and obtain large single blobs for both frames 
            -Subtract the current large blob from the previous large  blob to obtain several 

smaller blobs 
            -Sort blb_cnt small blobs according to the area in descending order 
            -Blob shape analysis for ROI
              FOR blob_num=1: blb_cnt 

Compare blob shape with shape-list [square, rectangle, triangle, pentagon, 
hexagon,  semi-circle or nearly circular] 

                IF blob shape matches with any of shape-list 
                                      Transition frame ‘i_t’ with the first ROI, Exit this loop and go to 

step 2 
                ELSE 
                   Select next blob in area sorted list 

            END 
          -Increment frame number i  
END 

Step 2 Bounding box search for divergence location (global features analysis) 
 FOR frames j=i_t:i_t+M 

- Obtain FTLE motion-shape images for two frames j(previous) and j+1(current) 
- Run blob processing pipeline (fig. 8) on previous and current frames FTLE im-

ages  and obtain large single blobs for both frames  
- Subtract current large blob from previous large  blob to obtain several smaller 

blobs 
- Sort blb_cnt small blobs according to the area in descending order 
- Blob shape analysis for ROI

FOR blob_num=1: blb_cnt 
                         IF blob shape matches with any of shape-list 

Mark this blob as possible ROI and update ROI_list 
                        ELSE 
                               Select next blob in area sorted list 
              END 

- Jump to step 3 to obtain divergence location bounding box coordinates for all 
ROI of the current frame 

- Increment j 
END 

(continued)
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Table 1 (continued)

Step 3 FTLE field search for refined divergence location bounding box (local features anal-
ysis) 

 FOR  ROI=1:length(ROI_list) 
- Spatial Averaging: For each ROI boundary pixel, perform 8-connected spatial 

averaging of FTLE field (for all frames from j-s_n to j+s_n frames) 
- Temporal averaging: For each ROI boundary pixel in j-t_n to j+t_n frames, 

perform temporal averaging. 
- FOR all ROI boundary spatio-temporal averaged values 
                IF spatio-temporal averaging value >= st_thr,  
                      keep pixel as valid  
                ELSE  
                     discard pixel 
     END 
- Obtain bounding box coordinates of current ROI by calculating maximum and 

minimum (x,y) coordinates from selected valid pixels list in above step 
END 
Return bounding box coordinates for all ROIs in ROI_list 

Fig. 9 Confusion matrices for divergence behavior detection: Love parade scenario a Proposed
method b OPF method; Kabbah scenario c Proposed method d OPF method

4.2 Divergence Localization

The performance of the divergence localization algorithm is evaluated by calculating
the Intersection overUnion (IoU) area of the predicted bounding box and ground truth
bounding box for each divergence region. Ground truth bounding boxes are obtained
by hand labeling divergence regions of each abnormal frame. IoU is calculated using
Eq. (1).
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IoU = Area of overlap

Area of union
(1)

Generally, an IoU score greater than 0.5 (50% overlap) is considered a good
prediction by any bounding box (b. box) detection algorithm [33]. In this work,
the IoU score is calculated for N post i_t frames. IoU score of six selective frames
(out of N = 50 post i_t frames) for the Love parade scenario is shown in Fig. 10.
The green color b.box represents ground truth and the red color b.box represents
prediction by our algorithm. The Final IoU score is obtained by averaging N frames
IoU scores. The average IoU score of our algorithm for the Love parade scenario
is 0.501 (50% overlap). We also perform divergence region detection using OPF
motion images. The average IoU score with the OPF method is found to be 0.15
(15% overlap) which proves our method performs well than OPF for divergence

i_t+1 i_t+5

   i_t+10 i_t+15

   i_t+20 i_t+25

Fig. 10 Divergence region localization with our proposed method. IoU scores shown for six post
i_t frames
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region localization. Similarly, the average IoU score for the Kabbah scene with our
algorithm is 0.63 (63% overlap) and 0.18 (18% overlap) for the OPF method.

5 Conclusion

In this work, we propose a deep CNN-based divergence behavior detection frame-
work that extracts high-density crowd motion shapes in form of images to train deep
CNN. Experimentation results show that the proposed method can achieve close
to 100% accuracy for divergence detection in challenging Loveparade and Kabbah
crowding scenarios. Similarly, a novel divergence region detection algorithm effi-
ciently detects divergence regions with IoU of more than 50%. However, we notice
there are few limitations of our proposed methodology of converting crowd motion
into images using the FTLE method. Motion shape analysis is inefficient in the situ-
ations when a crowded segment in high density gets stationary due to any reason.
Since there is no more movement at the stationary crowd segment, FTLE is unable
to predict crowd motion shape at static crowd portions and results in incomplete or
broken motion-shapes. Therefore, for our framework to work efficiently, the crowd
needs to keepmoving (for consistent motion-shape) that is always not true. Secondly,
in the FTLE method, LCS ridges appear only at crowd boundaries, if any anomaly
takes place at interior portions of the crowd (far from crowd boundaries towards
the center), FTLE is unable to provide any information there. Therefore, in future
work, we shall improve our method by incorporating spatial and temporal crowd
density variations to capture static crowd behavior. And predict crowd behavior in
all segments of the crowd, either crowd is stationary or in motion.
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Anomaly Localization at High-Density
Crowd Using Motion Shape Image (MSI)

M. U. Farooq, M. N. Mohamad Saad, S. Daud Khan, and Y. Saleh

Abstract Anomaly localization plays a critical role if a disaster occurs in a high-
density crowd to efficiently rescue the crowd from the right location. This paper
enriches anomaly localization by introducing new localization features, in addition to
the ‘only’ localization feature of source/start point detection existing literature offers.
New features introduced include crowd density estimation in localized regions and
direction/angle of a localized region. Amotion shape image (MSI) based approach is
introduced for localization and features detection and experimentation is performed
on benchmark and our proposed high-density crowd datasets.

Keywords Anomaly · Localization · Divergence · Motion shape image · FTLE ·
LCS

1 Introduction

It iswell known that automated anomaly detection in surveillance videos has attracted
a lot of attention due to efficient methods developed in the past. However, anomaly
detection alone is less effective without localizing it. Anomaly localization is critical
information that can help to efficiently deploy rescue-resources at the right place to
save many precious lives.

There have been several methods developed in the past focusing anomaly local-
ization at low to medium density crowd [1–3], however, localizing anomaly at high-
density is challenging and there are notmanymethods available in the literature [4–7].
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Therefore, this work aims to propose an anomaly localizationmethod at high-density
crowd gatherings. Representative anomaly localization methods are discussed next.

Wu et al. [4] localize anomaly in the crowd by finding the position of abnormal
representative trajectories. Wu et al. [5] localize crowd escape anomaly by deter-
mining the divergence center locations using a reversible jump Mteropolis-Hasting
algorithm. Similarly, Chen et al. [1] localize escape behavior anomaly by applyingK-
nearest search and distance segmentation methods on optical flow features of magni-
tude, speed, and direction. Chaker el at. [6] localize anomaly using a social network
model that separates rare actions from dominant actions, however, their moving
object in a crowd, not localizing crowd anomaly. Mehran et al. [7] localize crowd
divergent or convergent behavior by computing potential functions from streakflow.
Ongun et al. [2] localize crowd anomaly by clustering finite-time Lyapunov expo-
nent heat maps and applying thresholding on clusters to detect an anomaly, however,
anomaly localization details are not clearly stated in this work. Ren et al. [3] perform
anomaly detection using an entropy model and anomaly is localized by detecting
high behavior entropy (BE) value pixels in an image.

The methods discussed above suffer from two types of important limitations: (1)
Majority of existing art localize anomalies at low or medium-density crowds, to the
best of our knowledge, no method is developed to localize anomalies at high/very
high-density crowds. (2) the localization information is limited i.e., all methods only
show the source or start of the anomaly. There is no updated information on an
anomaly at the localized region later in the video. Hence, limits the application of
existing methods in real-life anomaly localization tracking/updates.

In this paper, we propose a motion shape image (MSI) based approach for the
anomaly localization method. The proposed method not only locates start/source
points of an anomaly but also provides more useful pieces of information about
anomaly localized region throughout the video and hence is useful for practical
anomaly localization at high-density crowds. Specifically, the main contributions of
this paper are as follows:

1. An anomaly localization method, that generates localization masks for normal
as well as abnormal crowd segments,

2. Provides anomaly localization updates each frame i.e., if anomaly location is
moved in the video from initial detection, the method will provide an updated
location of the anomaly at later times,

3. Crowd density estimate is provided inside anomaly localized regions,
4. The angle and direction of the localized region are estimated with the help of

the angle of the localized anomaly region measured about the normal crowd
segments.

In this work, we focus on escape or divergence anomaly at a high-density crowd.
However, the definition of divergence in the existing literature is not clear and we
define the divergence of the crowd as the ‘significant change in crowdmotion pattern
from its normal walking motion pattern’. Usually a high-density crowd exhibit
two types of normal motion patterns i.e., straight and circular. And the significant
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change in motion pattern from the normal straight or circular patterns in any direc-
tion is considered as divergence. In the next subsection, the localization method for
divergence anomaly at the high-density crowd is discussed in detail.

2 Proposed Method

A detailed block diagram of our anomaly detection and localization framework for
divergence behavior at a high-density crowd is shown in Fig. 1. The top portion of the
block diagram shows an anomaly detection network using anMSI. The performance
evaluationof the proposed anomalydetectionnetwork is discussed in detail in [8]. The
proposed anomaly detection network outputs scores for two classes i.e., normal and
anomalous (divergent). A divergent class score greater than a pre-defined threshold
triggers the divergence localization process, shown at the bottom of Fig. 1.

Fig. 1 Divergence detection and localization framework
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2.1 Divergence Localization and Source/start Point Detection

Our divergence localization scheme is simple, it takes the difference of incoming
MSI from a reference motion shape as shown in Fig. 2. The differencing process
is started upon the indication of divergence detected by CNN and the motion shape
at that time instance is saved as a reference shape for the subsequent subtraction
process. However, motion shapes obtained at every integration step are not similar
and exhibit both local and global shape variations.

Figure 3 shows samples of shape variations for normal (top row) and divergence
(bottom row) behaviors for the crowd at the Loveparade scenario (crowd on the
ramp entering from left and right tunnels and heading towards ramp top for exiting).
Regions marked with squares in Fig. 3 (upper row) are motion shape variations
experienced during normal behavior frames. Simply differencing normal and diver-
gence motion shapes (in the presence of shape variations) produce many undesired
blobs that are not actual divergence sources and can lead to false divergence-source
detections.

As mentioned above, shape variations occur locally and globally at the high-
density crowd. Local motion shape variations are due to to-and-fro motion [9] and
global crowd motion shape changes are due to the segment(s) of the crowd become
‘stationary’ and results in no FTLE field. For the former problem, the crowd naturally
starts oscillating left and right at their central axis, generating crowd waves. As the
waves reach boundaries, the crowd naturally expands and shrink. As a result, the
FTLE field at the crowd boundary also expands/shrinks causing local (minor) motion
shape variations.

Fig. 2 Divergence localization method for source/starting point detection and divergence mask
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Fig. 3 Top row: undesired motion-shape variations due to crowd oscillatory motion; Bottom row:
real shape change due to divergence

Global motion shape variation occurs if any crowd segment stops that reduce
crowd velocities to zero, results in no OPF/ FTLE field in that crowd region. Thus,
LCS ridges in the FTLE field vanishes from stationary crowd segments and only
appear at the moving crowd segments, causing an undesired global motion shape
variation.Due to the undesired changes inmotion shape, rawMSI’s cannot be utilized
for further analysis and we need to extract baseline motion shape for both normal
and divergence behaviors. A baseline motion shape represents a shape that is most
common throughout all the specific behavior frames. Figure 4 shows the pipeline for
baseline motion shape extraction that extracts baseline motion shape for both normal
and abnormal video frames.

Baselinemotion shapes obtained for normal anddivergentmotionpatterns differ in
the shape in theway that divergentmotion shapewill contain extra blobs representing
diverging crowd. The reference normal baseline motion shape and baseline divergent
motion shape are then subtracted that generates smaller blobs. The resulting small

Fig. 4 Pipeline for baseline motion shape extraction for normal and divergence behaviors
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Fig. 5 Left side: Crowd circulatory normal motion with crowd diverging in the top second image
(lower row shows corresponding MSI’s); right side images for synthetic love parade dataset crowd
diverging from different locations (lower row are corresponding MSI’s)

Fig. 6 Top row: MELAN dataset with crowd diverging from left and right gates; bottom row:
PILGRIM dataset with two normal scenarios and last image showing divergent crowds for two
normal crowd scenarios

blobs contain the actual divergent region(s) and many noisy blobs. The noisy blobs
are filtered out by applying temporal and spatial filtering on OPF and FTLE fields
on current and past Nfilter frames.

The blobs obtained from the above process represent divergent regions or diver-
gence masks around the diverging crowd. However, we need to find an exact starting
point or source of divergence from the divergent mask detected above. Initially, the
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contour of the divergence mask is obtained and the Euclidean distance of contour
pixels from normal baseline motion shape pixels is computed. The contour pixels
having a distance less than a threshold is/are marked as divergence source or starting
point(s). The experimentations have shown that a threshold of 10 pixels is most
optimal for the majority of scenes and can represent correct source points. Euclidean
distances more than 10 pixels are generally far from the actual source point and can
represent false source point detections.

2.2 Crowd Density Estimation (CDE) in the Localized Mask

Our anomaly localization process discussed above primarily generate a localization
mask around the diverging crowd. Crowd density inside the divergence mask is
an important indicator of the severity of divergence i.e., a high crowd density crowd
inside the divergencemask indicates a life-threatening situation that forces the crowd
to take a divergence path, etc. In this work, crowd density is estimated using the
CSRNet method from [10] (Keras implementation is available at [11]). The model
is pre-trained on the ShanghaiTech dataset and further fine-tuned on our PILGRIM
dataset and on high-density crowd images from Hajj (a detailed discussion on crowd
datasets is provided in section III). To estimate the crowddensity inside the divergence
mask, initially, a density map and crowd density count is generated by CSRNet for
the whole image. The density map and crowd count are then cropped according to
the divergence mask produced by the divergence localization algorithm.

2.3 Direction and Angle of the Localized Mask

The diverging crowd direction and the angle of divergence are critical information for
first responders to effectively manage the crowd. To quantify the crowd divergence
information, crowd “dominant motion” needs to be computed. Dominant motion
represents the motion of the major segments of the crowd in the video. In the case of
divergence, we have to compute dominant flows for both normal and divergent crowd
segments to show how far the divergent crowd moves away from the normal walking
crowd. In this work, dominant motion flow is computed using the method from [12].
Summarizing the method of [12] for dominant motion flow, initially, video is divided
into several segments and particle advection is performed to obtain small size raw
tracklets in each segment. Raw tracklets provide short duration motion information
and crowd starting (source) and ending (sink) points cannot be determined. Local
long tracks are identified in each video segment by using an unsupervised hierar-
chical clustering algorithm that utilizes the Longest Common Sub-sequence (LCS)
similarity measure to combine smaller tracklets into local large trajectories. To find
dominant flow throughout the video, local trajectories from different video segments
are also combined using the same clustering and similarity method to produce global
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dominant flows. This method is also able to identify the source and sink point of a
dominant motion.

The above algorithm is run to obtain dominant motion flows in both normal and
divergencemasks. To quantify the divergent dominant motion from normal dominant
motion, we need to compute the mean angle for both dominant flows and the angle
difference between the two flows would show how far the divergent crowd moves
away from the normal crowd. A dominant motion trajectory represents the positions
of a particle Pi it takes from source to sink in video and there is associated angle
information (∅i ) at every position of a particle. The particle angle (∅i ) of each particle
Pi in the dominant flow trajectory is computed using OPF velocities given in Eq. 1.

∅i = tan−1
(v

u

)
(1)

where u and v are optical flow horizontal and vertical velocities respectively.
It is important to notice here that the OPF used in the particle advection process

is computed at an evenly spaced grid whereas particle positions of dominant flow
trajectory are at off-the-grid indexes. And we do not have OPF at off-grid particle
positions. Therefore, linear interpolation is implemented to obtain OPF at off-grid
particle positions and ∅i is computed from interpolated OPF u and v velocities. The
angle ∅i computed above lies in the range of [0, π]. To know the exact quadrant in
which a particle lies, ∅i is mapped to a unit circle with the angle from [0, 2π]. We
use the method in [13] to map the linear angle into a circular angle on the unit circle.
The circular angle shows the actual quadrant of a particle it lies in. A similar process
is repeated for all particles by mapping all on the unit circle. Then a mean circular
angle is computed that represents the mean direction of a dominant flow. The mean
angle for both normal and divergent dominant flows is computed and the divergence
angle is calculated by taking the difference of two mean angles.

3 Proposed Crowd Dataset

The majority of existing datasets containing divergent scenes consist of either
low-density crowd or contain normal behavior only A new large-scale dataset is
developed to evaluate our method under realistic high-density crowd divergence
scenarios. Mainly we construct three datasets: (1) Synthetic (SYN) dataset (2)
MELAN CONCERT dataset and (3) PILGRIMS dataset. A summary of the datasets
is provided in Table 1 (more details for the proposed dataset can be seen at [8]).
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4 Experimentation and Discussion

4.1 Parameters Settings

Divergence class score value from CNN lies between 0 and 1 and the threshold
at the class score is set to 0.65 (65%) to trigger the localization detection process.
Residual blobs are filtered out through temporal averaging filtering and spatially
through connected neighbors filtering. The number of images for temporal averaging
Nfilter is set to 10 i.e., averaging previous 10 frames OPF and FTLE fields. Spatial
filtering is applied by performing an 8-connected neighbor on residual blob(s).

4.2 Localization–Qualitative Evaluation

In qualitative evaluation, we compare our proposed divergence localization scheme
with two state-of-the-art divergence localization methods [5] and [1]. The method in
[5] estimates divergent centers by placing potential destination points over normal
image sequences. For the escape scene, a set of divergent points is initialized and
the foreground velocity patches start from the divergent points reach potential desti-
nations are marked as divergent centers. The Method in [1] analyzes intersections
of foreground velocity vectors and uses the distance segmentation method and knn
search to locate the divergent center. Intersections are obtained with the assumption
that there are three moving objects in the neighbor of the desired divergent center and
straight lines of moving objects should intersect to declare the point as the divergent
center.

Aqualitative comparison of threemethods is shown inFig. 7.Divergent centers are
marked with triangles for three methods and ground truth. Scenarios in the first two
rows of Fig. 7 depict divergent center detections at the low-density crowd. Existing
state-of-the-art methods accurately detect divergent center’s at low crowd density
whereas our method shows few false detections at the low crowd density divergence.
At low crowd density, the crowd motion shape is broken and produces many resid-
uals after the difference from the reference motion shape. The residual blobs cause
marking of false divergent centers by our method. Also, since our method analyzes
variations at crowd boundaries, the divergence points detected by our method at low
crowd density are slightly offset from the ground truth. The last two images in the
third row of Fig. 7 show divergence center detections at the high-density crowd. It
can be seen that existing art failed to detect divergence sources at the high-density
crowd.

Themethod at [5] analyzes variations in foreground velocity patches from high (in
non-escape) to low (in escape) case. However, at high density, foreground velocity
concentration is the same in both behaviors, no divergence center points are reaching
potential destinations. However, the method is still able to detect divergence center
points at the crowd boundary as patches at boundaries experience variations in
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Fig. 7 Divergence localization comparison with state-of-the-art methods. Legends: Red triangle
[5], Green triangle [1], Orange triangle our method, Blue triangle Ground truth. The top two rows
show divergence localization at low-density scenes. False divergent center detections by our method
at 2nd, 3rd image at the first row and 1st image, second row. Existing art failed to detect divergent
centers at high density (last two images in the third row) while our method can accurately detect
divergent centers

velocity. Similarly, the method in [1] shows poor performance at high-density diver-
gence. Assumption of three moving objects and solving three straight-line equations
is possible at low density but, at the high-density crowd. As there can be hundreds
of people in the neighbor of a divergent center and solving straight line equations
for hundreds of moving objects is computationally very expensive. The method with
existing model settings is unable to detect actual divergent center locations at high
density. However, the model can be improved by obtaining intersections of a large
number of neighboringmoving objects with reasonable compute. False detections by
existing art on the high-density crowd can be seen in the last two images of the third
row in Fig. 7. Our method perform well at high density scenario and can idenfity
divergence points at correct locations.

As mentioned earlier our localization algorithm also identifies divergence regions
(or divergence mask) evolves temporally. Figure 8 shows three examples of diver-
gence mask detected by our algorithm. The first row is a crowd divergence sequence
taken from the PETS2009 dataset, the second row shows people diverging from the
normal path of walking over the zebra crossing, and the last row shows people
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Fig. 8 Divergence region mask changes over time. Divergence regions: first row PETS2009;
second-rowUCF; and third-row Synthetic Kabbah datasets. The first column is the region at the time
of divergence detection (td) by CNN. The second column represents divergence region detection
n_frames after td, the third column represents divergence region detection 2*n_frames after td, and
so on. The value of n_frames is different for each sequence

diverging from circular Tawaf after completing seven laps of Tawaf. Images in
columns show the temporal progression of divergence where images are taken every
n_frames after the time instant (td) divergence is detected by CNN. Divergence mask
size can be seen increasing over time indicating variations in the size of divergence
and also shows the direction in which divergence is leading.

4.3 Localization—Quantitative Evaluation

As mentioned earlier our divergence localization algorithm not only identify diver-
gence source points but also detect region(s) of divergence. To qualitatively evaluate
the performanceof our algorithm,we compute Intersection overUnion (IoU) between
the predicted divergence region and ground truth divergence region. Ground truth
regions are obtained by hand labeling divergence regions at each abnormal frame.
IoU score is calculated using Eq. (2),

IoU = Area of Overlap

Area of Union
(2)
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where,
Area of overlap is the overlap area between the predicted region and ground truth

region.
Area of union is the area encompassed by both the predicted bounding box and

ground truth bounding box.
IoU score greater than 0.5 (50%overlap) is generally considered a good prediction

by algorithm [14]. Two samples of divergent regions detected overlaid with ground
truth divergence region are shown in Fig. 9. Again it is clear from Table 2 that at low-
density datasets (UMN, PETS2009, NGSIM), the divergence shape is not smooth
and is broken, resulting in a low IoU score, whereas the IoU score at high densities is
better meaning our algorithm is better able to detect divergent regions at high crowd
densities. IoU scores for divergent datasets used in this work are provided in Table
2.

Fig. 9 Examples of divergence region by our method (yellow) compared to ground truth (green)

Table 2 IoU score obtained
by our method for divergence
regions

Dataset IoU score

UCF 0.70

UMN 0.55

PETS2009 0.63

NGSIM 0.68

SYN-KABBAH 0.82

SYN-LOVEPARADE 0.89

CONCERT 0.76

PILGRIM 0.80

* IoU score is averaged for dataset contain multiple sequences
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4.4 Crowd Density Estimation Inside Localization Mask

We use pre-trained CSRNet from [10] on high-density crowd images from Kabbah
and Hajj and perform experimentation on benchmark datasets. Figure 10 shows a
crowd density map and crowd count inside divergence masks for various datasets.
The crowd count inside the divergencemask is comparedwith the ground truth count.

4.5 Angle of Localization

In this section, experimentation is performed on divergence at low-density datasets
(UCF and PETS2009) and divergence at high-density crowd datasets (PILGRIM and
CONCERT).

Figure 11 shows the normal crowdmotionmask (green color) and divergent crowd
mask (red color) for UCF. Tracklets obtained after the particle advection process are
also plotted on the same image (different segments tracklets superimposed on a
single image). Noisy tracklets whose length is shorter than a given threshold δ are
removed by computing the Euclidean distance between start and end points i.e.,(
x1i , y

1
i

) − (
xTi , yTi

)
2 < δ. Dominant flows inside each mask are also shown with

start and endpoint market with circle and arrow respectively.
One dominant flow from the normal mask and a single dominant flow of the diver-

gent mask is selected for subsequent computation of divergence angle. Initially, the
particle angle ∅i for all particles in a dominant flow are computed from interpolated
u and v velocities of OPF. ∅i are then mapped on the unit circle to find the exact
quadrant in which the dominant flow lies. Figure 11 shows the mapping of each
particle circular angle ∅i of a dominant flow onto the unit circle (first column) with a
mean circular angle (angles in radian). It also shows the quadrant in which particular
dominant flow lies and hence shows the direction of the normal and diverging crowd.
Similarly, the second column represents a circular angle histogram (in degrees) with
a mean circular angle plotted as well. The angle of divergence (�) is computed by
taking the difference of mean circular angle of normal dominant flow ( ∅n) and mean

circular angle of divergent dominant flow (∅d ) i.e., � =
∣∣∣∅n − ∅d

∣∣∣. Figure 11 also

shows � computed for UCF divergent scenario found to be diverging crowd drifts
aways 24.82° from the actual path of the normal walking crowd. Results for PETS,
PILGRIM, and CONCERT datasets are shown in Fig. 12.

5 Conclusion

In this paper, we introduce a more extended view of looking into anomaly localiza-
tion to make this information more useful for real-life rescue resource deployments.
a localization mask is initially generated and features of source/starting point, crowd
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Fig. 10 Crowd density map and density count inside divergence mask. 1st row: UCF; 2nd row:
PETS2009; 3rd row: PILGRIM left-divergence; 4th row: PILGRIM right divergence; 5th row: two
divergences at CONCERT
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Fig. 11 Divergence (localized) direction and angle estimation for UCF dataset

density estimation, and direction/angle of the localized region are computed. Exper-
imentation results show that the proposed method outperforms the existing state-of-
the-art method for source/starting point detection at the high-density crowd and CDE
and direction/angle estimations are close to the ground truth.
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Fig. 12 Direction and angle identification of localized region for PETS (1st row), PILGRIM (2nd
row), and MELAN (3rd row)
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EEG Based Brain Controlled RC Car
with Attention Level

Muhammad Talha Ejaz , Ammara Zahid ,
and Muhammad Mudassir Ejaz

Abstract The brain-controlled interface is gaining popularity in the academic and
research industry due to its promising performance in many fields. In this research
work, a prototype ismentioned to help theQuadriplegic patientsmove thewheelchair
from their thinking decision. The proposed method used the BCI technology that
takes the input data in an EEG signal using a Neurosky headset. The signal is then
processed and classified into five significant actions. The movement of the remote-
controlled (RC) car is controlled through attention levels.We incorporate the Internet
of Things (IoT) for wireless communication that transmits the data using an android
application. For safety purposes, we have designed a mobile application that allows
the user to control the RC car manually. The proposed method was implemented on
the RC car, and the attention level of 5 different subjects was recorded for 3 min. A
video of our experiments can be found at https://www.youtube.com/watch?v=UzP
Gdy54AZw.

Keywords EEG · BCI · Nuerosky · Quadriplegia

1 Introduction

Spinal Cord Injuries (SCI) are increasing rapidly. According to the study of the
National Spinal Cord Injury Statistical Center (NSCISC) at UAB. The most promi-
nent cause of SCI is vehicular accidents, which are approx. 39.3%, then by falling
31.8% and so on. One of the US studies shows that around 1.25 million died in road
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accidents in the world [1]. Quadriplegia is generally caused by road accidents, which
becomes a global catastrophe and leading cause of death by injury. Quadriplegia is
one of the spinal cord injuries in which the lower body becomes paralysis. It is caused
by damage to the spinal cord at a level of C1–C7 or sometimes brain injury.

Quadriplegia caused several complications, including pain, blood clots, pressure
sores, related injuries, spastic muscles, respiratory problems, automatic dysreflexia,
and loss of bladder and bowel control. The most important complication is the loss of
the motor sensing control of limbs and sometimes hands also. These complications
make a person handicapped. Different types of wheelchairs, including manual hand-
controlled, hand gesture-controlled, voice recognition control, eye motion, finger
movement control, and remote control, are available in the market. Still, some of
them are not feasible for Quadriplegia patients, and some are expensive.

Brain-controlled wheelchairs are designed for those patients who are unable to
use the powered wheelchairs for mobility. After the successful advancements in
robotics, artificial intelligence, and sensor technology, more advancedmethods come
into existence for designing a smart wheelchair. EEG based controlled wheelchairs
are very popular nowadays as they are cost-effective and easy to operate. EEG or
electroencephalography is a process to record and detect brain activity in terms of
signals in real-time. The human brain comprises 100 billion neurons, and signals
are transmitted from one neuron to another through electric impulses. Alpha, Beta,
Theta, Delta, and Gamma are five different waveforms found in the human brain, and
each one is different from another in terms of frequency and amplitude. Electrodes
are attached on a scalp, and conductive gel is used to get better results to record or
monitor an EEG signal. It takes around 30 min for the setup, which is not suitable
to drive a wheelchair. To consider this issue, Neurosky is being used to detect the
brain signals, which does not need any gel before using it, and this method is fast and
cost-effective. However, this method is not accurate as detecting the signals using
electrodes with gel.

Brain-Computer Interface (BCI) is an approachwhere a physical device is operates
using brain activity. Attention level and eye blink are the main methods used in the
BCIs application. In [2–4], attention level was used to analyze human activities such
as sleep patterns and recognized the degree of human attention.When a person blinks
an eye, a deflection in a waveform is detected. By capturing that deflection, several
applications were proposed in [5–8]. In [9, 10], methods were discussed for the
wheelchair for quadriplegia patients using the head movement and retina movement
utilizing the image processing and accelerometer technique. These methods were not
suitable for a person, as it causes fatigue while moving the head. A neuro handset is
used to record the attention level for driving a wheelchair that mitigates the issues.
It makes a system faster and allows the patient to control the wheelchair by focusing
the directions.

In this paper, we proposed a conceptional idea where RC car is drive using the
attention level. This method helps the handicapped especially quadriplegia patients
to move from one place to another on their own. We also incorporate IOT in the
proposed method, where signals are transmitted to an android application.
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The rest of the paper is organized as follows. Section 2, covers the background
knowledge of different types of EEG signals and recording methods. The proposed
methodology and results are discussed in Sects. 3, 4 respectively. Section 5 covered
the conclusion.

2 Background

Electroencephalography, abbreviated as EEG, is a process to monitor the brain
activity of a brain. Signals are taken using the electrodes attached to a scalp. Different
EEG headsets are used to monitor the different number of channels. It is currently
widely used for Brain Controlled Interface (BCI) applications as it is a non-invasive
method with high time resolution and a low cost. Countless research [11, 12] has
been conducted for the Motory Imagery BCIs, where users imagine the movements
in a brain, generates a signal that capture by an EEG headset. More the channels
in the headset mean more accurate results will be. The cells in the brain called
neurons produced an action potential by communicatingwith each other. The opening
and closing of the ion channels (Na+ and K+) in the neuron’s membrane cause this
discharge known as the action potential.

One main advantage of using an EEG headset is that it is less weight and a
portable device, allowing users to wear it and control the wheelchair. However, two
main challenges are faced by EEG signals, such as artifacts caused by the noise and
pose determination. EEG signals are mostly disturbed when the noise is present in
the surroundings, and it also affects the position of a body.

Alpha wave (α) is generated when a person is relaxed and profoundly found in the
frontal lobe or at the temporal lobe. It is more activated when a person thinks while
eyes are open, and the range of the frequency starts from 7.5 Hz to 12 Hz. Beta wave
(β) has the second-highest frequency, ranging from 12 to 30 Hz, and activated during
the stress and working a hazard scenario. It is further classified into two bands, such
as β1 and β2. It is also visible during sleep and rapid eye movement. Theta wave (θ)
is mainly shown when a person is emotionally disturbed and the time when a person
awake from a deep sleep. It lies between 3.7 and 7.5 Hz. Delta wave (δ) has the lowest
frequency bands, and it is activated when a person becomes unconscious or thinks
very deeply during sleeping. The frequency range of this waveform iss 0.5–3.5 Hz
[13]. A comparison is mentioned in Table 1.

Signal acquisition of MI BCIs is not expensive, but it’s a challenging task. EEG
signals are not stable, which, due to which sometimes it fails to classify the wave, and
many classifiers fail to consider time-series information [14]. The general structure
of MI BCIs application is depicted in Fig. 1.
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Table 1 Frequency description of EEG bands

Type Frequency (Hz) Location Normally

Alpha (α) 7.5–12 Posterior regions of head, both
sides, higher in amplitude on
dominant side. Central sites
(c3–c4) at rest

Relaxed/reflecting closing the
eyes

Beta (β) 12–30 Both sides, symmetrical
distribution, most evident
frontally. Low amplitude waves

Alert/working active, busy or
anxious thinking, active
concentration

Theta (θ) 3.7–6.7 – Young children drowsiness or
arousal in older

Delta (δ) 0.5–3.5 Frontally in adults, posteriorly
in children; high amplitude
waves

Adults slow wave sleep in
babies

Gamma (γ) 30–100 – Certain cognitive or motor
functions

Fig. 1 A signal processing flowchart of MI BCIs applications

3 Methodology

The novelty of the proposed method is that Neurosky was used as a sensor. It is
an EEG headset for acquiring the EEG signal. This setup not reduced the cost of
the overall system but increase efficiency. Neurosky is a one channel band with
a sampling rate of 512 Hz. It is the only sensor used to drive an RC car in four
directions: right, left, forward, and backward. The specification of Neurosky (Mind
wave) is mentioned in Table 2.

Neurosky is placed on a frontal side of a head precisely at the FP1 location. It has
a dry electrode, which senses the EEG and gives the value during attention and eye
blink. The Neurosky and the site where it is placed is shown in Fig. 2.

We dealt with the attention level of a person.Attentionwas calculated by acquiring
a signal from a device and passed to the signal processing unit. EEG is recorded as a
sampling frequency of 512 Hz with a 16-bit quantized level. Fast Fourier Transform
(FFT) is being used to convert time signal into a frequency domain with a low pass
filter with a cutoff frequency of 50 Hz.

Table 2 Frequency description of EEG bands

Channels Electrode type Bandwidth Sampling rate Communication Weigth

1 Dry 3–100 Hz 512 Hz Bluetooth 90 g
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(a) (b)

Fig. 2 a shows the Neurosky headset and b depicts the position where Neurosky attached to the
scalp

3.1 Design Flow

In this section, we are discussing the hardware and software flow of the proposed
method. (Appendix shows the hardware and software flow of a system). The flow
starts by calibrating the headset, as all the movement depends upon the data acquired
from the headset. After obtaining the data, it was propagated to the micro-controller
to perform the actions. L298N motor driver was also attached to the microcontroller
that received the command and then powered the motors for the actions. The actions
were also monitored in the mobile application, which was designed in an android
studio for this particular application. For communication between the RC car and
application was done by the Wi-Fi module (ESP8266). In the proposed method,
four basic movements were considered: forward, backward, left, and right. One
more additional command, stop, was considered for the safety purpose. The RC car
moved when the attention level was greater than 10. The actions were classified as
mentioned in Table 3.

Table 3 Action classification
according to the attention
level

Attention level Action

10≤ Attention level Stop

10≤ Attention level ≤40 Forward

40≤ Attention level ≤50 Reverse

50≤ Attention level ≤80 Right

80≤ Attention level ≤100 Left
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4 Experimental Results

We had conducted the experiments on the RC car, we named it as SpyShip. Figure 3
shows the model of SpyShip. The communication between the headset and actuators
of the car was done wirelessly using a Bluetooth module. The attention level was
measured for three minutes of 5 subjects, and they were asked to focus on the direc-
tions to move the car. Figure 4 depicts each subject’s attention level curves at each
time step. The result shows that the proposed method can capture the attention level
without any disturbance and then derived the car in real-time.

Figure 5 shows that the right direction was chosen mostly by all the subjects and
then the forward direction. The maximum value of the right direction taken by a
subject is 108. Whereas for forwarding is 75, backward is 52, and for the left is 62.
The mean value of each direction of five different subjects is calculated and depicted
in Table 2. The average mean value of the right direction is 83.4, and the p-value of
the data set is 0.0000367. Figure 6 shows the Android application interface and the
action selected by the subject.

The subjects mostly have their attention level between 50 and 80. It can also be
seen that the proposed method can capture the data in real-time and then classify

Fig. 3 SpyShip, side view
of the RC car

Fig. 4 Attention level of each subject at each time step
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Fig. 5 Illustration of actions selections by each subject

(a) (b) 

Fig. 6 a shows the Andriod application interface and b depicts the action selected by the subject

it accordingly. For wireless communication, we have designed an android app that
transmits and receives the data in real-time. It was possible by using the NodeMCU
that supports ESP8266 SOC. It acts as a LANHTTP server or LANweb server. This
research work used to convert IP base links into serial communication to process in
both station and hotspot mode. (see Appendix).
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5 Conclusion

In this article, a conceptual idea is presented that can be used for Quadriplegic
patients to control the wheelchair using the EEG signals. The signals have extracted
using the Neurosky headset placed at the FP1 position of the user’s head. Actions
are classified based on attention levels such as forward, backward, left, right, and
stop. The proposed method was tested on five different subjects and results shown
that all the subjects were able to classify the actions according to the attention level.
An IoT-based approach was also used in the proposed method that transmits and
receives the data wirelessly with the help of NodeMCU. An android app was also
developed that shows the actions, and again, a user can control the car manually if
malfunctions happen. In the future, the idea will be implemented in the wheelchair
and also incorporate the GPS for tracking.

Appendix

See Figs. 7 and 8; Tables 4 and 5.

Fig. 7 Hardware flow
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Fig. 8 Software flow
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Table 4 Station mode IP
base link to serial characters

No Links Serial output

1 http://192.168.1.12/?pin=Forward F

2 http://192.168.1.12/?pin=Backward B

3 http://192.168.1.12/?pin=Right R

4 http://192.168.1.12/?pin=Left L

5 http://192.168.1.12/?pin=Stop S

Table 5 Hotspot mode IP
base link to serial characters

No Links Serial output

1 http://192.168.43.12/?pin=Forward F

2 http://192.168.43.12/?pin=Backward B

3 http://192.168.43.12/?pin=Right R

4 http://192.168.43.12/?pin=Left L

5 http://192.168.43.12/?pin=Stop S
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Automated Pill and Syringe Dispenser

R. Paviya, S. Prabakar, K. Porkumaran, and Abu Bakar Sayuti Saman

Abstract This paper presents the Automated Fabrication of Pill and Syringe
Dispenser. As it is necessary to provide medication for the elderly people on time
a medication remainder is already developed. So, in addition to help the diabetic
patient, automatic pill and syringe dispenser is recommended. It is designed in such
away that, based on the real time clock it dispenses the pill and syringe for the patients
on required time and it acts as a reminder. In addition to this, automatic syringe
dispenser is developed, which loads the insugen automatically. The major compo-
nents of the combination of pill and syringe dispenser are DS3231 RTC, Arduino
UNO, Servo motor, LCD, LED, Buzzer, and in addition to this, the software called
BLYNK, is used to pass the information through Bluetooth and the medication is
dispensed on the required time for the elderly ones. And the components used for
automatic syringe dispenser are Arduino UNO, lead screws, L293d, DVD stepper
motor board, servo motor, piezo buzzer.

Keywords Medication dispenser · Automatic dispenser · Pill and Syringe ·Micro
controller · Servo motor · Alzheimer disease · Android application · Syringe
dispenser
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1 Introduction

As there are many elderly individuals who need constant help, to take their medi-
cations on time and to prevent any illness timing is must. So Pill Dispenser has
been developed. Also, many elders face problems like Alzheimer’s, poor vision and
Diabetics etc.., and most of the death occur due to the intake of wrong medications.

So, in addition to help the diabetic patient, Syringe dispenser is combined with the
Pill dispenser. In this combination of pill and syringe dispenser the patient themselves
has to load the insugen. So, the extension of Syringe dispenser is made. Where the
syringe is automatically loaded to the insugen and reminds the people to take their
drug on time.

1.1 Pill Dispenser

These are items which release pills at specified times.

• These devices are proposed in a motive to help the people with Alzheimer
disease. The main function of pill dispenser is to remind the patients to take
their medications on time.

• When the predetermined time comes to take the medication, the device automat-
ically releases the pill and it sounds a loud warning signal that it is time to take
the medication.

1.2 Syringe Dispenser

These are items which release syringe at specified times. And automatic Syringe
dispenser is developed. This mainly helps in loading the insugen for the required
amount and it dispenses the syringe at the predefined time. This is done with the help
of stepper motor, servo motor, lead screws, L293d IC, 3D print software for holding
the syringe.

• Their purpose is to help the Diabetic patients those who are insulin dependent, to
take their medications on time.

• It dispenses Syringe at a set interval of time, especially for the Diabetic patient.

2 Literature Survey

(i) “Smart drugs: Improving Healthcare using Smart pill box forMedicine remainder
and monitoring system” Diaa Salama Abdul Minaam, Mohamed Abd-elfattah [1].
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The paper “Smart drugs: Improving Healthcare using Smart pill box forMedicine
remainder and monitoring system” published in the journal Science Direct in 2018.
This has the concept, design and creation of pill boxprototypewhich has nine separate
sub boxes to solve the deficiency in medical area. It enables the care takers to take
the determined amount of pill and timing to take pill on every day. It requires the
client to stack the box consistently in order to refill it with medicines.

(ii) “Smart Medication Dispenser” Suraj shinde, Nitin bange, Monika kumbhar,
Snehal patil [2].

The paper “Smart Medication Dispenser” published in the International Journal
of advanced research in Electronics and Communication Engineering (IJARECE)
in 2017. This uses 4 × 4 matrix keypad, GSM module, LCD display and real time
clock (RTC) and this helps to provide information automatically to patients to take
their right dosages according to the prescription at appropriate time.

(iii) “Construction of a Smart Medication Dispenser with High Degree of
Scalability and Remote Manageability” Jugeon Pak, Keehyun Park [3].

The paper “Construction of a Smart Medication Dispenser with High Degree of
Scalability and Remote Manageability” published in the Journal of Biomedicine and
Biotechnology in 2012. In this each medication have a medication tray dispenser.
The time is set in RTC and when the pre-determined time reaches the time, it gives
some kind of notification and then the user has to push a button and the medication
is dispensed from the medication tray (MDT).

3 Methodology for Both Pill and Syringe Dispenser

3.1 Introduction

For the combination of pill and syringe dispenser same methodology is used and this
dispenses the syringe and pill and it reminds the patient to take their drug on time
and in this, the patient has to load the insulin into the needle.

3.2 Block Diagram

Construction: For both the pill and syringe dispenser, same methodology is used.
The Arduino UNO has two-way input, one from the power supply and another from
the ‘BLYNK’ app via Bluetooth. The time is set in BLYNK as well as in RTC and it
is compared. When the RTC (DS3231) reaches the BLYNK time, it starts dispensing
the medications on the predefined time. Thus both the pill and syringe is released for
the patients use, for the required time (Fig. 1).

Working: Once the power supply is fed into Arduino UNO and the information
from BLYNK is received, and it sends the signal to DS3231 and it again receives as
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Fig. 1 Block diagram of pill
and syringe dispenser
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an input to the Arduino UNO and then the Arduino processes the program to run a
servo in order to dispense the pill and syringe on the required time. An Alarm gives
off with the buzzing action which is also controlled by the Arduino and then the LED
glows.

4 Methodology for Automatic Syringe Dispenser

4.1 Introduction

In this, the extension of syringe dispenser is made as, the Syringe holder is made
by using the 3D printer and the syringe moves forward and backward as the syringe
holder is placed on the CD driver setup. This setup consists of the lead screws with
stepper motor which helps in the linear motion and IC L293d is used, it mainly helps
to run 2 DC motors with same IC. It can control both the speed and direction.

4.2 Block Diagram

Construction: Arduino UNO is connected to the IC L293d and also connected to the
stepper motors of CD drive. The syringe holder is made by using the 3D printer and
the servo setup moves front and back with the help of lead screws in CD driver. And
the syringe gets dispensed and it starts to buzzer. This process continues (Fig. 2).

Working: When the power supply is fed into Arduino UNO and then it initiates
the IC L293d and the IC starts moving the CD driver motor forward and backward
with the help of lead screws and the syringe moves forward into the insugen bottle
and then the back holder of syringe moves backward, so that the insugen is sucked
inside the syringe and then both the setup moves backward and then the micro servo
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Fig. 2 Block diagram of
automatic syringe dispenser
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pushes the syringe out and it starts buzzing off and notifies the patient to take the
syringe.

5 Results and Discussion

5.1 Overall Performance

The overall performance of this device is good. First the combination of both pill and
syringe dispenser (Fig. 3) has been developed. This helps to remind the patients or the
care taker to take the drug on time. It dispenses the Pill followed by the Syringe. In
this the syringe is dispensed without suction of insugen. So an extension of syringe
dispenser is done (Fig. 4). In this extension of syringe dispenser, it automatically
sucks the insugen with the help of the CD driver setup and IC. And the syringe gets
dispensed and alarm goes on and notifies the patient. This mainly helps the patient
in not missing their medications and it will not lead to any medication error.

6 Future Improvements and Scope

There are some improvements in this device to be made in future. It includes auto-
matic refilling of syringe after usage, sending message to the caretaker if the medi-
cation is not taken this can be done using the GPS, fixing the insugen bottle with the
needle, and also an input panel will be set so that the amount of insugen to be sucked
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Fig. 3 Combination of pill and syringe dispenser

Fig. 4 Automatic syringe dispenser

by the needle can be entered easily and time can be set easily by the care taker. This
would be very useful for the patients and also it reduces stress for the care takers.

7 Conclusion

There are many pill boxes available which are bit complicated and most of them are
costlier. But the combination of pill and syringe dispensers is not available, so it was
developed. In this fabrication of pill and syringe dispenser, with the help of BLYNK
app the time is set and when the time reaches the pre-determined time the pill gets
dispensed followed by the syringe. In this the syringe is not loaded with insugen.
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So, the extension of this process has been developed with the help of CD drivers
and IC L293d the syringe automatically loads the insugen and it is released with the
help of micro servo. This is user friendly and it helps the patients in not missing
the medications. It is less weight and portable, it reduces the medication errors. This
can be used in hospitals, homecare, and other old age homes. The main goal of the
system is to provide healthy, tension free life to those who are taking pills regularly
and to provide it at an affordable cost. This product is easy to design. So, thus it
requires less maintenance.
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Multi-classification of Brain Tumor
Images Using Transfer Learning Based
Deep Neural Network

Pramit Dutta, Khaleda Akhter Sathi, and Md. Saiful Islam

Abstract In recent advancement towards computer-based diagnostics system, the
classification of brain tumor images is a challenging task. This paper mainly focuses
on elevating the classification accuracy of brain tumor images with transfer learning
based deep neural network. The classification approach is started with the image
augmentation operation including rotation, zoom, horizontal flip, width shift, height
shift, and shear to increase the diversity in image datasets. Then the general features
of the input brain tumor images are extracted based on a pre-trained transfer
learning method comprised of Inception-v3. Finally, the deep neural network with 4
customized layers is employed for classifying the brain tumors inmost frequent brain
tumor types as meningioma, glioma, and pituitary. The proposed model acquires an
effective performance with an overall accuracy of 96.25% which is much improved
than some existing multi-classification methods. Whereas, the fine-tuning of hyper-
parameters and inclusion of customized DNN with the Inception-v3 model results
in an improvement of the classification accuracy.

Keywords Image augmentation · Transfer learning · Inception-v3 · Deep neural
network · Brain tumor classification

1 Introduction

A brain tumor is defined as an uncontrolled and unnatural growth of neural cells.
According to the world cancer report, in this year around 18,020 adults may die
from primary brain cancerous disease [1]. Therefore, the early classification of brain
tumors into their particular types plays an imperative role to treat the tumor efficiently
for reducing the human death rate. In this case, the implication of deep learning
methods to classify the tumor images can accelerate the treatment process more
effectively. Recently numerous researches have been conducted on deep learning-
based classification method to increase the classification accuracy of the brain tumor

P. Dutta · K. Akhter Sathi · Md. Saiful Islam (B)
Department of Electronics and Telecommunication Engineering, Chittagong
University of Engineering and Technology, Chittagong 4349, Bangladesh

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
R. Ibrahim et al. (eds.), International Conference on Artificial Intelligence
for Smart Community, Lecture Notes in Electrical Engineering 758,
https://doi.org/10.1007/978-981-16-2183-3_87

927

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-2183-3_87&domain=pdf
https://doi.org/10.1007/978-981-16-2183-3_87


928 P. Dutta et al.

images. For instance, Sajjad et al. [2] employed an unsupervised learning method
called the convolutional neural network (CNN) algorithm for the classification of the
brain tumor images in different classes. The accuracy was found to be almost 94.58%
for the classification of the multiple categories of tumors. Moreover, Amin et al. [3]
employed a fusion process using the discrete wavelet transform (DWT) method
to extract a more informative tumor region. Then the noise removal process was
applied based on a partial differential diffusion filter (PDDF) before segmentation.
After that, the CNN model was utilized for classifying the tumors as cancerous and
non-cancerous. In another study, Sultan et al. [4] developed an approach for the
multi-classification of brain tumors. The classification of the brain tumors images
in multiple classes was based on the CNN algorithm. The accuracy was found to be
almost 96.13% for the classification of themultiple categories of tumors. Abiwinanda
et al. [5] proposed a classification model based on CNN for the multi-classification
of brain MRI images. The architecture of the CNN model consisted of different
layers i.e., convolution, max-pooling, flattening, and fully connected one hidden
layer. The classification method based on CNN provided a classification accuracy of
approximately 94.68%.

Themajor contribution of this paper is to develop an efficient classificationmethod
using CNN with the aid of the inception-v3 transfer learning method. Moreover, a
suitable learning rate and batch size are employed to make the designed model
robust and also faster and smooth the training process. In addition, the effectiveness
of the designed method is analyzed by comparing it with some existing classification
methods in terms of classification accuracy.

The rest of the paper is organized as follows: Sect. 2 provides the methodology
of the proposed system with a detailed explanation of each of the steps. Section 3
represents the results with analysis and the comparative study is also conducted in
this Section. Finally, Sect. 4 shows concluding remarks.

2 Proposed Multi-classification Approach

The process of the proposed multi-classification method is divided into three steps as
illustrated in Fig. 1. In the first step, the image preprocessing is performed using the
image augmentation technique to increase the amount of total image dataset. After
the preprocessing step, the image features are automatically generated by employing

Image Preprocessing using Im-
age Augmentation (rotation, 
zoom, horizontal flip, width 
shift, height shift, and shear) 

Image Feature 
Extraction using 

Inception-v3 

Image Classification us-
ing Customized Four 

Layer Deep Neural Net-
work

Fig. 1 The process of proposed classification method
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the Inception-v3 transfer learning method. Finally, the extracted features are feed
into the modified DNN to classify the three brain tumor types.

2.1 Tumor Dataset

The dataset used for this model is obtained from 233 patients with three categories of
brain tumor images at different slices (a) 994 axial images, (b) 1045 coronal images,
and (c) 1025 sagittal images. This T1-weighted contrast-enhanced image dataset is
provided by Cheng [6]. It comprised of 3064 brain tumor MRI images. The datasets
are formulated with 1426 meningioma images, 708 glioma images, and 930 pituitary
images. Each of the images has a size of 512 × 512 in pixels. For decreasing the
computational time and dimensionality the images are resized to 150 × 150 pixels.
Then the total image datasets are splitting into training (80% of the total dataset)
and validation (20% of the total dataset) dataset. The validation dataset is employed
to estimate the proposed classifier model. Moreover, the details explanation of each
step of the classifier model are described as following.

2.2 Image Augmentation

Before feeding the classifier model, the image augmentation process is performed
because of the lower number of the image dataset. For this case, various opera-
tion including rotation, zoom, horizontal flip, width shift, height shift, and shear is
performed to enhance the diversity of the brain tumor dataset.

2.3 Classifier Model Using Inception-v3 and DNN

The architecture of the proposed classifier model is comprised of Inception-v3and
customized deep neural network as shown in Fig. 2a to classify the brain tumor
classes effectively.

2.3.1 Feature Extraction Using Inception-v3

After image augmentation, the features are automatically extracted by using the
Inception-v3 based transfer learning model. The model utilizes two or three layers
of a small convolutional layer based on factorized convolution operation instead of a
large convolution layer that reduces the parameter without reducing the efficiency of
the model. The factorization process is represented by the block as shown in Fig. 2a.
This model also employed a grid size reduction technique for mapping the features
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(a) 

(b) (c)

Inception-v3

Fig. 2 a The architecture of proposed classification model, b The detail of block, and c The detail
of block_1

as shown in Fig. 2b. For this factorization process, the 42 layers Inception-v3 model
with fewer parameters is much more efficient than the VGGNet [7]. Moreover, the
default weights are used for this particular model. This model containsmany filters to
detect simple feature that is very effective for classification problem. For this reason,
the images are convoluted to extract the desired features.

2.3.2 Classification Using DNN

In order to make the classifier more effective, the output of the Inception-v3 model
is coordinated with the customized DNN that results in fine tuning of the transfer
learning model. Figure 3 shows the network architecture of DNN with four layers
where the first layer is used to attend the output of the inceptionmodel and the second
layer consisting of 1024 neurons and the next layer is utilized to dropout. Finally,
the output layer is designed to generate the output with 3 neurons that represents the
brain tumor types of glioma, meningioma, and pituitary respectively.

For training the network, the Adam is employed as an optimizer and categorical
cross-entropy is utilized as a loss function with the learning rate of 0.00003 and
batch size of 32. The training process of the designed model is performed in the
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Fig. 3 The architecture of deep neural network

Google Colab environment using the Graphics Processing Unit (GPU). The training
process takes about 6 min for 19 epochs (callback stop) with 20 s per epoch. During
the training, the model occupied 3.06 GB RAM and 2.53 GB GPU in the colab
environment.

3 Results Analysis

After completing the training process, the loss and accuracy of the designed classifier
model are evaluated at different epochs as shown in Fig. 4. The training and validation
loss are found 0.0614 and 0.1468 that ensure optimum performance of the classifier
model since the validation loss shows a decreasing outline with the increasing of
the number of epochs. Moreover, the accuracy is obtained 97.80% and 96.25% for
training and validation sets that ensure a good fit of the classifier model because both
sets show an increase of accuracy value for every epoch.

Fig. 4 The loss and accuracy of the proposed classification model
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Table 1 Precision and recall of the proposed classifier set at different epochs

Epoch At epoch
1

At epoch
4

At epoch
7

At epoch
10

At epoch
13

At epoch
16

At epoch
19

Training
precision

0.7859 0.9166 0.9490 0.9524 0.9644 0.9726 0.9816

Validation
precision

0.8094 0.9373 0.9522 0.9343 0.9161 0.9195 0.9639

Training
recall

0.6663 0.9013 0.9412 0.9466 0.9621 0.9718 0.9755

Validation
recall

0.7276 0.9266 0.9429 0.9282 0.9086 0.9135 0.9592

For evaluating the performance of the proposed model, various metrics including
precision, recall are obtained at different epochs shown in table 1. The precision
and recall of the training set are found 98.16% and 96.39% and for validation set
are found 97.55% and 95.92% respectively. Moreover, the F1 Score for training
and validation set is calculated 97.85% and 96.15% respectively depending on the
following equation.

F1 Score = 2× precision * Recall

Pricision+ Recall
× 100% (1)

Table 2 shows the comparison of the proposed work with some existing research
works based on the classificationmethod andperformance parameter. From this table,
it is shown that the accuracy is quite improved by using the transfer learning-based
CNN classifier proposed in this work. Therefore, the proposedmethod is proficient to
significantly improve the multi-classification accuracy comparing with other models
presented in the table.

Table 2 Comparison of the
proposed model with the
existing model

References Classification method Accuracy (%)

[1] Modified VGG-19 CNN 94.58

[4] CNN 96.13

[5] CNN 94.68

[8] Deep transfer
learning with ResNet-50

95.23 ± 0.6

[9] VGG-16 with LSTM 84.00

This work Inception-v3 with
customized DNN

96.25
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4 Conclusion

This paper proposed a method of multi-classification of brain tumor images based on
inception-v3 transfer learningwith customizedDNN inMRI images. The fine-tuning
transfer learning model is employed after the image augmentation can improve the
accuracy of the classifier for precisely classifying the tumor images as glioma,menin-
gioma, and pituitary respectively. The proposed deep neural network-based classifier
provides satisfactory performance in terms of accuracy of 96.25%. Therefore, the
improved classification accuracy has a great impact on the computer aided diagnosis
of brain cancer that assists the physicians to make an exact decision for the treatment
of the neurological patient.
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AMeta Model Based Particle Swarm
Optimization for Enhanced Global
Search

Rasel Ahmed , Shuhaimi Mahadzir ,
and Nor Erniza Mohammad Rozali

Abstract The performance of a metaheuristic algorithm depends on the appropriate
selection of its behavioral parameters. A good selection of parameters increases the
search ability of an algorithmand avoids premature convergence. Particle swarmopti-
mization (PSO) is swarm-basedmetaheuristic algorithm, which needs few parameter
adjustments and less computational time. Meta-optimization has been used to tune
the parameters and to get better results. Previously, authors applied meta optimiza-
tion techniques to specific problems to tune the parameters and to get better results
for specific case studies in different fields, but the application of meta optimization
in benchmark functions are limited. The present study proposes meta optimization-
based PSO to minimize the computational effort required for manual trial and error-
based parameter selection. The proposed algorithm is tested for 14 benchmark func-
tions (8 unimodal and 6 multimodal), and its efficiency and robustness are assessed
via statistical analysis. The algorithm outperforms other renowned established algo-
rithms (GA, PSO), and its performance remains consistent with increasing modality
and dimensionality.

Keywords Particle swarm optimization · Genetic algorithm · Evolutionary
algorithms · Swarm intelligence · Computational intelligence ·Metaheuristic
algorithms ·Meta optimization · Stochastic optimization

1 Introduction

Population-based evolutionary algorithms belong to a higher level of stochastic tech-
niques, which do not need detailed information, high computational resources and
expert knowledge of a system [1, 2]. They improve the quality of a solution step by
step by utilizing the basic features such as selection, variation, updating velocity and
position [3, 4]. These all involve parameters; whose values need to be chosen prop-
erly to achieve the best results for a specific problem. Parameters could be set in two
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ways: tuning of parameters and parameter control [5]. Traditionally, researchers used
to do fine tuning of algorithm parameters manually to get better performance of the
algorithm. Shi and Eberhart conducted studies to manually improve the performance
of algorithms [7, 8]. Some researchers analyzed particle swarm optimization (PSO)
and showed how the parameters affect the convergence of particles to the global
optimum [9, 10]. However, these approaches are sometimes not systematic and have
limited scope. Another widely used path followed by researchers is to develop new
variants of algorithms [11, 15]. Two common ways to this are: hybridize one algo-
rithmwith another for better performance and controlling the particles contraction in
the swarm [11–13]. This article presents a meta-optimization of PSO and its evalua-
tion on 8 unimodal and 6 multi-modal benchmark functions (Table 1) to test both of
its exploration (global search) and exploitation (local search) ability. The proposed

Table 1 Details of 8 unimodal and 6 multi-modal benchmark functions [15]

Sl.
No

Function name Function Dimension Global
optima

Search
range

Initialization
range

Uni-modals

1 Sphere F1 30 0 [−100,
100]

[−100, 100]

2 Rosenbrock F2 30 0 [−5, 10] [−5, 5]

3 Dixon and price F3 30 0 [−10,
10]

[−10, 10]

4 Zakharov F4 30 0 [−5, 10] [−5, 10]

5 Beale F5 2 0 [−4.5
,4.5]

[−4.5, 4.5]

6 Rotated_Hyper_Ellipsoid F6 30 0 [−100,
100]

[−100, 100]

7 Branin F7 2 5/4Pi [−5, 15] [−5, 15]

8 Modified schaffer3 F8 30 0.001566 [−100,
100]

[−100, 100]

Multi−modals

9 Levy F9 30 0 [−10,
10]

[−10, 10]

10 Schwefel F10 30 0 [−500,
500]

[−500, 500]

11 Ackley F11 30 0 [−32,
32]

[−32, 16]

12 Griewank F12 30 0 [−600,
600]

[−600, 200]

13 Rastrigin F13 30 0 [−5.12,
5.12]

[−5.12, 2]

14 Shubert F14 2 −186.7 [−10,
10]

[−10, 10]
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algorithm showed significant improvement in terms of quality of solution and conver-
gence and outperforms other two well-known robust optimization algorithms such
as the genetic algorithm (GA) and PSO.

2 Meta Model Based Particle Swarm Optimization

Meta optimization is a systematic way of finding optimal parameters of an algorithm
for a specific optimization problem [6]. Meta optimization is a two-step algorithm,
where the super swarm (i.e., outer algorithm) tries to find the optimum values of
algorithm parameters for use by the sub swarm (i.e., inner second algorithm) to
optimize the objective function under investigation. Getting the optimum values
of algorithm parameters by this way is an established concept in the literature to
significantly improve the performance of an algorithm. Meta optimization-based
GA, DE and PSO have already been applied to different fields of engineering. The
main elements of a meta optimization for PSO are a) super swarm, b) sub swarm
and c) objective function [14]. Super swarm particles are related to the sets of sub
swarm, in order to determine the quality of the former; the sub swarm is run up to the
number of pre-defined iterations, then the optimum final values are transferred to the
super swarm. The super swarm parameter values are selected based on the analysis
from the ranges in the literature, namely, S= 20 to 70, w=−0.5 to 0, c1=−0.5 to
0 and c2= 0 to 4 [6]. The details procedure of the meta model based PSO algorithm
has been shown in the following flow chart (Fig. 1).

3 Experimental Result and Discussion

To demonstrate the robustness of our meta optimized particle swarm optimization
algorithm, we tested it against fourteen renowned benchmark functions as minimiza-
tion problem. Among them the first eight functions are unimodal (F1–F8) and the last
six functions (F9-F14) are multi-modal. Among these functions F11 has a narrow
valley, F12 also has a narrow global optimum and many trivial local optima, F10
is a complex multi-modal function with many local optima. The parameters values
assigned to the three algorithms are similar such as the iteration number and particle
numbers are considered as 100, number of dimensions is 30 for all problems where
F5, F7, F14 are considered as 2-dimensional problems (except few inherent prop-
erties of GA). The search area (lower and upper bounds) are kept similar for all
three algorithms. Each algorithm has been repeatedly run for 10 times and the mean,
standard deviation and the best (minimum) values are calculated from the MATLAB
simulation environment. The details summary of the benchmark functions and their
comparative performances are summarized in Tables 1 and 2.

The unimodal benchmark functions (F1–F8) are well known for testing exploita-
tion ability of an algorithm, whereas the exploration ability of an algorithm is judged
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Initialize Super swarms 

Update links  

Evaluation

Input parameters 

Run sub swarms 

J = J + 1

Evaluate fitness of particles 

Update velocity, position

J < Nsuper_swarm

If n < Niteration 

n =1

j =1 

c1, c2, w, ns 

Yes No 

n = n + 1 

Fig. 1 Working principles of meta model base PSO [14]

by multi-modal (F9–F14) functions. In addition to this the local optima avoidance of
an algorithm can also be validated bymulti-modal (F9–F14) functions. The proposed
algorithm outperforms other two algorithms in terms of exploitation, exploration and
local minima avoidance. In case of the convergence of algorithms, meta PSO shows
better convergence ability than PSO and GA for 13 of the 14 benchmark func-
tions, it also outstripped other two robust algorithms for both 30 dimensional and 2
dimensional problems simultaneously.

Among the 14 benchmark functions, for 8 benchmark functions the best
(minimum) value achieved by the meta PSO is better than other algorithms best
values. The meta PSO reached the exact global optimal solution for 6 (F5, F7, F8,
F12, F13, F14) functions where GA, PSO reached the exact global optima for 4 and 5
of these function but the GA, PSO couldn’t reach the global solution for the function
F12. For few functions F4, F6, F11 meta PSO performs significantly better than the
GA, PSO. It has been noticed from the figures (Figs. 2, 3, 4, 5, 6, 7 and 8) that for all
the considered cases meta PSO converge faster than GA, PSO except for F10 where
GA performs better than both PSOmeta PSO. In terms of themean, best and standard
deviation value (Table 2), the values that we get from the meta PSO is better than the
other two algorithms, which means that the results generated by meta PSO is more
accurate and stable. In terms of total computational time the meta PSO requires more
time to complete 10 runs (with 100 iteration each run) than GA, PSO. It happened
because of the complex nature of meta PSO algorithm and it’s wide spread search
ability where information is exchanged between the subswarms and super swarms.
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(a) (b)

Fig. 2 Convergence curve for Sphere and Rosenbrock benchmark functions

(a) (b)

Fig. 3 Convergence curve for Dixon Price and Zakharov benchmark functions

It agreed with the no free launch theorem, that if we want to emphasize any specific
property of any algorithm, we need to sacrifice some other properties as a tradeoff.

4 Conclusion

The main objective of this article is to analyze the performance of meta model based
PSO algorithm in case of optimization benchmark functions. It outperforms the other
algorithms in terms of efficiency, convergence and robustness, it also overcomes
the limitations of manually selecting optimal behavioral parameters. The proposed
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(a) (b)

Fig. 4 Convergence curve for Beale and Rotated_hyper_ellipsoid benchmark functions

(a) (b)

Fig. 5 Convergence curve for Branin and Modified Schaffer3 benchmark functions

meta optimization increases the exploration and exploitation ability of the algorithms
by continuously updating the parameter values and by maintaining a good balance
between exploration and exploitation, that makes the meta model based PSO algo-
rithm to outperform other renowned algorithms and keep its performance consistent
with increasing modality and dimensionality.
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(a) (b)

Fig. 6 Convergence curve for Levy and Schwefel benchmark functions

(a) (b)

Fig. 7 Convergence curve for Ackley and Griewank benchmark functions



A Meta Model Based Particle Swarm … 943

(a) (b)

Fig. 8 Convergence curve for Rastrigin and Shubert benchmark functions

References

1. Łapa K (2019) Meta-optimization of multi-objective population-based algorithms using multi-
objective performance metrics. Inf Sci 489:193–204. https://doi.org/10.1016/j.ins.2019.03.054

2. Smit SK, Eiben AE (2009) Comparing parameter tuning methods for evolutionary algorithms.
In: 2009 IEEE congress on evolutionary computation. IEEE, pp 399–406. https://doi.org/10.
1109/CEC.2009.4982974

3. De Jong K (2016) Evolutionary computation: a unified approach. In: Proceedings of the 2016
on genetic and evolutionary computation conference companion, pp 185–199

4. Eiben AE, Smith JE (2003) Introduction to evolutionary computation. Natural Computing
Series Springer. https://doi.org/10.1007/978-3-662-05094-1

5. Eiben ÁE, Hinterding R, Michalewicz Z (1999) Parameter control in evolutionary algorithms.
IEEE Trans Evol Comput 3(2):124–141. https://doi.org/10.1109/4235.771166

6. Pedersen MEH, Chipperfield AJ (2010) Simplifying particle swarm optimization. Appl Soft
Comput 10(2):618–628. https://doi.org/10.1016/j.asoc.2009.08.029

7. Shi Y, Eberhart RC (1998) Parameter selection in particle swarm optimization. In: Porto VW,
Saravanan N, Waagen D, Eiben AE (eds) Evolutionary Programming VII. EP 1998. Lecture
Notes in Computer Science, vol 1447. Springer, Berlin, Heidelberg. https://doi.org/10.1007/
BFb0040810

8. Eberhart RC, ShiY (2000)Comparing inertiaweights and constriction factors in particle swarm
optimization. In: Proceedings of the 2000 congress on evolutionary computation. CEC00 (Cat.
No. 00TH8512), vol 1. IEEE, pp 84–88. https://doi.org/10.1109/CEC.2000.870279

9. Clerc M, Kennedy J (2002) The particle swarm-explosion, stability, and convergence in a
multidimensional complex space. IEEE Trans Evol Comput 6(1):58–73. https://doi.org/10.
1109/4235.985692

10. Trelea IC (2003) The particle swarm optimization algorithm: convergence analysis and param-
eter selection. Inf Process Lett 85(6):317–325. https://doi.org/10.1016/S0020-0190(02)004
47-7

11. Keane AJ (1995) Genetic algorithm optimization of multi-peak problems: studies in conver-
gence and robustness. Artif Intell Eng 9(2):75–83. https://doi.org/10.1016/0954-1810(95)957
51-Q

12. Lovbjerg M, Krink T (2002) Extending particle swarm optimisers with self-organized criti-
cality. In: Proceedings of the 2002 congress on evolutionary computation. CEC’02 (Cat. No.
02TH8600), vol 2. IEEE, pp 1588–1593. https://doi.org/10.1109/CEC.2002.1004479

https://doi.org/10.1016/j.ins.2019.03.054
https://doi.org/10.1109/CEC.2009.4982974
https://doi.org/10.1007/978-3-662-05094-1
https://doi.org/10.1109/4235.771166
https://doi.org/10.1016/j.asoc.2009.08.029
https://doi.org/10.1007/BFb0040810
https://doi.org/10.1109/CEC.2000.870279
https://doi.org/10.1109/4235.985692
https://doi.org/10.1016/S0020-0190(02)00447-7
https://doi.org/10.1016/0954-1810(95)95751-Q
https://doi.org/10.1109/CEC.2002.1004479


944 R. Ahmed et al.

13. Krink T, Løvbjerg M (2002) The lifecycle model: combining particle swarm optimisation,
genetic algorithms and hillclimbers. In: International conference on parallel problem solving
from nature. Springer, Berlin, Heidelberg, pp 621–630. https://doi.org/10.1007/3-540-45712-
7_60

14. Atashnezhad A, Wood DA, Fereidounpour A, Khosravanian R (2014) Designing and opti-
mizing deviated wellbore trajectories using novel particle swarm algorithms. J Nat Gas Sci
Eng 21:1184–1204. https://doi.org/10.1016/j.jngse.2014.05.029

15. Xu X, Tang Y, Li J, Hua C, Guan X (2015) Dynamic multi-swarm particle swarm optimizer
with cooperative learning strategy. Appl Soft Comput 29:169–183. https://doi.org/10.1016/j.
asoc.2014.12.026

https://doi.org/10.1007/3-540-45712-7_60
https://doi.org/10.1016/j.jngse.2014.05.029
https://doi.org/10.1016/j.asoc.2014.12.026


HCShare: Blockchain Technology
in Healthcare System

R. Sangeetha and M. Krishnamoorthi

Abstract On this generous growing world, the medical healthcare system is expe-
diting by driving new modernizations in the healthcare system by providing contem-
poraneous varieties for an inmate’s management. The enhancement of the medical
system is done by collecting enormous preceding data, accommodating those records,
scrutinizing of the data, and interchanging them with the different medical system
layers. In the headway to enhance the medical system with further preservation
of the health records, the Blockchain Technology takes the part in the system. The
prospective system likewise supports to transfer or interchange the data of the inmates
between different healthcare system, which is in the guaranteed way. HCShare is a
confidential, protected, reliable and translucent data interchanging scheme between
the different healthcare organizations in a scattered decentralized mechanism. In
which some of the cryptographic algorithms are used to ensure the protection of the
inmate’s confidential records stored in the ledger and to enhance the data integrity
of the records.

Keywords Healthcare system (HCShare) · Blockchain technology · SHA-256. ·
Data integrity

1 Introduction

As the Blockchain technology has a power to change dramatically as it is transforma-
tional, it is considered by the most healthcare organizations. As the generous growth
in the blockchain system, extensive quantity of endeavor has done [1]. The health
records of the patients are kept and maintained in the different entities such as their
local, centralized servers of the hospice, pharmaceutical places, and sometimes in
the physician’s places according to the need and storage facility of the records over
cloud platform or maybe on local paper based records, which are scattered all around
the world depends on the intention of the data [2, 3]. Hence the improvement in the
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Fig. 1 Blockchain network structure

development of the healthcare system has delivered by the most looming sciences
like Blockchain Technology, Internet of Things, and Edge Computing techniques.
These are the major technologies drives the healthcare system in the smartest way
with better security and integration among the other healthcare organization’s data
[4]. HCShare Healthcare system is a confidential, protected, reliable and translucent
data interchanging scheme between the different healthcare organizations in a scat-
tered decentralized mechanism [5]. HCShare system helps consistently to distribute
and digitization [6] of the records between multiple medical organizations [6]. The
transaction of the records of the inmate are transferred from one of the hospitals to
other hospitals can be done by the blockchain network. As shown in the Fig. 1, every
data that are stored in themedical organizations are shared in the scattered distributed
blockchain network, in which all the data are stored in the secured mechanism by
encrypting the data of the inmates [2].

The blockchain is referred to as the amalgam of couple of decrepit automation
equally like cryptography [6] and peer-peer communication mechanisms [6]. It is a
kind of scattered storage of records in a distributed-ledger-technology [6] in which
the ledger can be increased generously within a massive collection of data directory.
In the HCShare System model, the blockchain technology helps in the transaction of
the medical records of the patients over the different medical institutions or over the
different clinics depends on the patient’s need about the records. For example, if the
patient has been treated from hospital 1 for over the one years of duration, then in
the critical situation, they have to claim another hospice for a quick treatment. In that
situation the patient can’t able to get all their previous medical reports again by doing
all the test cases of the hospital to ensure his problem, or they can’t go the hospital A
for records of their medical reports. This HCShare system model helps the patients
to get their medical data reports whenever they need through the blockchain system.



HCShare: Blockchain Technology in Healthcare System 947

2 Related Works

In the HS-BC [7] for the electronic medical record [8], that provides the permission
to approach the patients records in a secured manner, by implementing the KUNodes
algorithm [7]. Similarly, in the [9], for securing the data of the inmates the algorithms
likely SHA-256 [9] which is to calculate the hash key value, ECC (Elliptic Curve
Cryptography) algorithm [9] for creating irregularity hash key values and for the
encryption of the records of the patients, the AES (Advanced Encryption Standard)
Algorithm is used. In [9] there have been some of the inadequacy such as absence
of integrity of the records, and the system can’t be able to perform massive requests
simultaneously [2]. When the system uses cloud transaction via a blockchain tech-
nology, it is found that there is no security for the confidential data of the inmate’s
records. In which there is lack of the data integrity such as problems in the correct-
ness of the records, lack of accuracy in the data, lack of consistency of the records.
In some of the data sharing system, also used cloud environment, in which the data
can be presented in the different layers, along with the accessibility to the data [2]. In
such cases, the third party can filch the data, and can misuse the confidential data of
the inmate’s records. The SHealth works on the different layers such as government,
user, and the IoT layers [2]. In the ChainSDI [3], the home-based medical service
sharing programming introduced to manage the confidential data of the inmates [3].
In the Sshealth [4] system, massive records are analyzed also the difficulties in the
management to provide the secured storage for the inmate data preservation [4]. In
the [5], the objections in the blockchain scalability are well focused and found the
issues like size and number of transactions of a block, and the solutions to sort it out
was classified into storage optimization and redesigning blockchain [5].

3 Proposed Model

The proposed research work on the healthcare system is to yield the security of
the inmate data, from the third-party attacks. Figure 2 provides the structure of the
blocks [6] hash values in the blockchain system [10], in which the hash values are
ordered in theMerkle tree [6]. In theHCShare the physician depot themedical reports
in the corresponding servers of the specific hospice, in which the only authorized
administrator who were allowed creates and depot the private passcode to ensure
the safety of every dossier, in the permissioned [8] blockchain system to accomplish
secured scattered ledger of hospice records. So that, every data within the ledger can
be available for the hospice, physician and for the inmate of the hospice can access
them in anytime from anywhere.
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Fig. 2 Merkle tree block
structure [6]

3.1 Blocks

In the HCShare System model, blocks in the blockchain transaction consists of the
couple of things, which are called as block header [11] and block body [11], in which
it contains the version numbers represented in the blocks, and hash content from the
Merkle tree as shown in Fig. 2, timestamp value and the parental hash key values.
These are shown in Fig. 3.

In the Merkle tree, the hash key generation starts from the nodes in the leaf level,
in which the parental node hash value is calculated from its combination of leaf
nodes, in which manner all the node’s hash value is calculated. For example, assume
that the leaf node of the Merkle tree as H0, H1, H2, H3, and H4, in which the parental
node hash value is calculated as follows,

HV01 = Hash_VALUE [HV0 + HV1].
HV23 = Hash_VALUE [HV2 + HV3].
HV0123 = Hash_VALUE [HV01 + HV23].
In which the each and individual hash values of the leaf node contains the hash

value of the transactions. As it contains every transaction details of the blocks, the
complete Merkle tree contains the overall information of all transactions.

Fig. 3 Blocks in the blockchain system [11]
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Fig. 4 KUNodes algorithm
[7]

3.2 Encryption Algorithms

For the better secured data transaction among the multiple blockchain system in the
healthcare system, every blocks of the transaction contains the confidential private
key along with the hash values and the transaction details of the blocks. In the
transaction details the inmate’s records are stored according the specific hospice. For
the encryption of the inmate’s records, algorithms such as SHA-256, AES, KUNodes
algorithms are used to ensure the safety and security of the inmate records from the
malicious attacks.

In the encryption process of the HCShare System, pair of different keys has been
introduced to improve the security and safety of the ledger, they are as Priority
hash address key values and Secondary updated hash value. Where, with the help of
priority hash key, one can only view their records, which were updated in the system
by the reputed authorized hospice. So that the inmate and their family can view their
data, when it is needed in the emergency situations. Another secondary updated hash
value will help the hospice authorized admin or the physician to upload the records
the inmates, where only with the help of the secondary hash key value, one can access
completely of the ledger of particular inmate’s data.

In the HCShare system model, we propose SHA-256 for generating the priority
hash address key values, and to generate the secondary key values, KUNodes (Fig. 4),
AES algorithm is used to ensure the data integrity of the patient’s records.

3.3 Ethereum Smart Contracts

Every block in the blockchain system has its own unique key, in which each node of
the blockchain system is connected to the prior blocks of the system via a individual
hash key data [12]. Ethereum [12] is most widely used blockchain technology to give
a better transaction over the blockchain system. In which the smart contracts [12]
are used to secure the transaction details of the inmates. Smart contracts are used
to execute set of programs in which the program is executed automatically when
it is needed. These smart contracts manage the transaction of the ledger and the
cryptocurrencies [12] of the blockchain system. These programs can be encountered
without depending any other data, which performs and control overall transaction
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Fig. 5 Inmate record mapping with database

in the blocks. In the HCShare System model, we propose Ethereum blockchain
technology for the transaction among the hospice, physicist as well as to the inmates.
Figure 5 shows the mapping of the hash key values to access and retrieve the records
from and to the database.

4 Existing Model Analysis

SHealth [2] Multilayer-signature [2] based healthcare system designed
with sufficient functionalities like including and eradicating
of the data in the system design

Sshealth [4] External Edge is used here to manage and maintain the
efficiency of the system before every transaction occurs [4]

EHR system [1] Concussions on the blockchain system evaluated using
hybrid fuzzy-ANP TOPSIS [1] to implement the top
blockchain system for the better HER maintenance

ChainSDI [3] Home-based medical data management via smart contracts
[3], and CORD [3]

Scalability challenges [5] It focuses on the solution to the scalability challenges in size
of the block, high amount of transaction, number of nodes,
protocol used [5]. These objections were solved by the
couple of solutions as Storage Optimization [5] and
Redesigning Blockchain [5]

HS-BC [7] Efficient data security of the inmate is maintained by using
update key by KUNodes algorithm [7], which provides
another step of encryption to the data [7]. From the result of
the [7], it is proven that very cost effective

Decentralized Authentication [11] Efficient transaction duration for registering data and with
less access time for the data obtained and evaluated with the
help of NS-2V2.35 simulator [11]

In Fig. 6, the expected authentication delay of the HCShare system will be lesser
than the prior existing system, as the number of transaction increases over the commu-
nication of the inmates with the hospice, the response time is efficient as compared
to other systems.
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Fig. 6 Expected proposed
HCShare system

5 Conclusion

In this enormous world, the blockchain became most noteworthy technology in the
internet security [13], where the it gives all kinds of facility in the smart technological
world like in the fields of smart houses, smart grid [13] applications, as well as in
the food safety application [13], and so on. In this proposed HCShare system model,
the system gives better accessibility of the records in the blocks, by attribute-based
encryption [14] technology, in which the people without having the confidential keys
cannot have an access to the data of the inmates. So that the records of the inmates
will be stored in secured manner in the blockchain technology. We propose HCShare
system by using the Ethereum technology for the transaction of the medical reports
over the different medical institutions. Our research work plans to get the better data
integrity of the medical reports of the inmates in which all the records of the inmates
should be transferred from and to different hospice, with the complete records in
a secured manner. This HCShare is to give the better truncation efficiency over a
different block to ensure the performance of the data transaction. The lack of data
integrity is needs to be solved in the HCShare system, in which to overcome these
kinds of issues the data are secured using pair of different addresses to ensure the
safety and integrity of the data.
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SAZZ Converter Fed Fuzzy Logic Speed
Controlled BLDC Motor Drive

A. Senthilnathan, P. Palanivel, and R. Balakrishnan

Abstract BLDC motors possess high torque than the same rated Induction motor.
Due to electronic commutation and the absence of mechanic commutation and
brushes, BLDC motors are widely used in many industrial applications. The main
disadvantage of BLDC motor is high torque ripple. Commutation Ripple reduc-
tion of brushless direct current (BLDC) motor torque using the SAZZ converter is
proposed in this work; torque ripple is proposed to carry out under both conduction
and commutation intervals in this proposed work. The fuzzy logic speed controller
is used for generating reference pulse in the conduction interval by processing the
speed error. The performance of torque and speed based on the proposed control
method was analyzed. MATLAB/Simulink platform is used for implementing as
well as showing effective implementation of the proposed technique. PI and Fuzzy
logic control are used for evaluating the performance. SAZZ (Snubber Assisted Zero
Voltage and Zero Current Transition) topology was proposed to reduce switching
losses. The main switch snubber circuit reduces the voltage during turn off, and the
auxiliary circuit discharges the snubber before the next switching cycle.

Keywords BLDC motor · SAZZ converter · Fuzzy logic controller

1 Introduction

Brushless DC motors possess low electromagnetic interferences, high sensitivity,
and more efficiency than a brushed motor, making BLDC motor more reliable in
most industrial applications. So BLDCmotors are most commonly recommended in
industries for medium power applications such as electric traction, air conditioning,
robotics, etc. One of the major drawbacks of a BLDC motor is torque ripples due to
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Fig. 1 Energizing of two phases in a BLDC motor

cogging, commutation, and switching power devices [1, 2]. Many research works are
progressing to reduce current and torque ripples in PMBLDC motor. In the six-step
inverter conduction topology, at any time, only two phases are in conduction [3–
5]. Generally, the rectangular phase current is considered to be ideal for two-phase
conduction mode. Due to commutation, the incoming phase current’s slew rate time
is not equal to the outgoing phase current, which results in current pulsation [6].
This current pulsation produced torque ripple in the PMBLDC motor. Fuzzy logic
controlled SAZZ converter fed BLDC motor will create fewer torque ripples than
PI- Controller.

1.1 BLDC Motor

A permanent magnet BLDC is a synchronous motor with electronic commutation
rather than a mechanical one. A position sensor in a rotor such as a hall sensor is
used to locate the rotor position. Using rotor position sensor firing pulses for each
phase current of the Brushless DC motor is synchronized. Instead of mechanical
commutation, electronic switches are provided for proper commutation. Figure 1
shows the energizing of two winding when two switches are fired one from the upper
limb next from the lower limb.

1.2 SAZZ Converter

SAZZ (Snubber Assisted Zero Voltage and Zero Current Transition) converter is
used to reduce switching losses. The main switch snubber circuit is used to reduce
the voltage during turn off and the auxiliary circuit discharges the snubber before the
next switching cycle. Figure 2 Shows the block diagram of the SAZZ converter fed
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Fig. 2 Block diagram of SAZZ converter fed BLDC motor

BLDCmotor. The battery is used as the input source supply and the SAZZ converter
is used to step-up DC voltage and fed the supply to the inverter. Six step inverter is
used to energize the BLDC motor. At any point, only two phases are energized as
shown in Fig. 1. The Hall sensor is used to sense the rotor position and the PI and
fuzzy controller is used to control the MOSFET driver circuit. The error and change
in error are taken as two inputs to the controller and the output of the controller is
used to fire switches in SAZZ converters. The block diagram of proposed work is
shown in Fig. 2.

2 PI Controller Based SAZZ Converter for BLDC Motor

The reference voltage of the inverter is produced based on the speed received from
the brushless DC motor. The inverter’s output voltage is compared with the refer-
ence voltage, and an error voltage is generated. This error is used to control the PI
controller.

The PI controller has a proportional gain and an integral gain. The proportional
gain (KP = 0.8) supports the analog error function and an integrator (KI = 1.1)
to reduce the constant level error value to zero. Based on the fault voltage, the PI
controller produces pulses that regulates the MOSFET. Although the PMDC motor
current follows the change in torque and change in voltage, the armature current from
Fig. 3a has different deformations, and Fig. 3b and c back EMF and torque are more
distorted and take longer to resolve.
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Fig. 3 Performance of PI controller based SAZZ converter fed BLDC motor

3 FLC Operation

Fuzzy logic is the usually available control approach for the above twodecades. Fuzzy
logic consists of fuzzification, inference engine, and defuzzification. The Mamdani
fuzzy control system is used here. The input will be given to a fuzzifier [7–9]. A
fuzzy rule base contains the fuzzy rule set which we have to design. This input is
given to a fuzzy interface engine that compares the input with the fuzzifier inputs
to give the required output to the defuzzifier. The defuzzifier gives the output after
defuzzification and gives the respective output to the next system. The same input is
obtained at the output but after fuzzification i.e. the character of the output does not
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Fig. 4 Fuzzy partition

change. This output is given to the converter to boost up the voltage and obtain the
required output. The Fuzzy Logic Control is designed by MATLAB R2014a.

Where,

• N B- negative Big
• N M- negative Medium
• N S- negative Small
• Z E- zero
• P S-positive Small
• P M- positive Medium
• P B- positive Big

Figure 4 shows the Fuzzy partition. Each input and output set is assigned with
seven linguistic variables and forty-nine rules are enclosed in FLC. Mamdani algo-
rithm is used to design the set of rules for the FLC. The fuzzy partition is shown in
Fig. 4 which includes all the 7 sets of variables that use the IF–THEN logic to design
the 49 sets of fuzzy rules.

From Fig.5a it is very clear that stator current is almost rectangular in nature.
From Fig. 5c it is very clear that percentage average speed error is less than 1% and
the speed follow the command as fast as possible. Moreover the step change from
200V to 150 V at t = 1 sec produce a change in speed within 0.25 s.

4 Conclusion

AFuzzy Logic Controller based SAZZ converter for BLDCmotor has been designed
in this paper. This technique has been implemented as it proves to be more efficient
than any other method. By employing the Fuzzy Logic Controller (FLC), the varying
outputs can be brought in control to get a constant output. Here two sets of input
blocks have been used where several voltage variations have been obtained on the
input side in an FLC. Thus the simulation and its outputs have shown that even
though voltage variations occur to a large extent, the output tends to remain the same
throughout the whole process.
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Fig. 5 Performance of Fuzzy logic controller based SAZZ Converter fed BLDC motor
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Pedestrian Re-identification in Video
Surveillance System with Improved
Feature Extraction

Sina Salehian, Patrick Sebastian, and Abu Bakar Sayuti

Abstract In this work, we present a comparison between using different pedes-
trian re-identification (re-id) architectures. We have investigated the advantages of
using more complex and deeper convolutional neural networks (CNNs) at the feature
extraction stage. The re-id network is based on the summary network presented by
(Ahmed andMarks 2015) which we have modified and enhanced. The comparison is
done by replacing the feature extraction portion of the network. The newer improved
models performed better than the baseline model and resulted in an accuracy of
above 96% on our dataset and an accuracy of 92.09% on CUHK03 test dataset. The
network takes 2 images as input and, outputs a confidence level indicating whether or
not the 2 images depict the same person. The 2 images both go through a CNN with
shared weights and the resulting 2 feature maps are used to compare and classify the
2 images as a positive or a negative match.

Keywords Re-id · Pedestrian · Re-identification · CNN · Deep convolutional

1 Introduction

1.1 A Subsection Sample

Research in the area of full body pedestrianRe-identification (re-id) has been thriving
in recent years. Pedestrian re-id aims at identifying full body shots of people in
non-overlapping camera views [1–7]. There are a number of challenges involved in
identifyingpeople in a new location fromadifferent angle, such as drastic appearance,
lighting and image quality changes. These types of variations can make the task of
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person re-id seem quite challenging. The main goal of any re-id system is to identify
a subject based on a few sample images that it has seen of that subject before, these
images could be from a different camera at a different location. Pedestrians re-id is
of great importance for applications such as surveillance, security systems, activity
analysis and tracking. Some of the other non-obvious challenges are: pose, occlusion,
activity, angle and background variations in two images from two different cameras
[8–12].

In thiswork,we are investigating the video-based re-id, by implementing the state-
of-the-art image-based re-id techniques. Image based re-id is amore challenging task
compare to video-based re-id due to the lack of information in the very few images
available (in some cases only a single image) for each identity and also the lack of
spatial and temporal information. However, an image-based re-id model would be
more practical in a scenario with a small database of each ID. Moreover, the public
datasets that are typically used by the image-based re-id models are much more
diverse in terms of pose variation, lighting condition and angle variation, as compare
to the datasets used by the video-based re-id models. Thus, alleviating biases in our
model. Hence, our motivation for applying image-based re-id to perform re-id on a
video [1–3, 13, 14].

The first step in re-id is to create descriptors that characterize the appearance of a
person based on color and textural information of the person’s clothes. The descriptor
has to have high discriminative power in order to distinguish different people, but at
the same time be able to handle variations in pose, angle, lighting and etc. [15].

Typically, the images have large variation of poses and are low quality; conse-
quently, it has been proven by both, machine learning methods and also the conven-
tional image processing methods that color and texture are the two most important
features for the task of person re-id [15] and [16].

Recent work in the area of pedestrian re-id has been mainly on either creating
discriminative features that are view, lighting, pose and background in variance [4, 6,
8, 11] or producing a distancemetric between two positive or negative pairs of images
[5, 9, 10]. In some cases, both of these methods are being implemented together, to
achieve a better performance [1–3, 7, 12, 17]. Distance metric learning has proven
to outperform discriminative feature learning in most cases. Hence, the focus of this
work is on model utilizing both, distance metric and discriminative feature learning.

Using a single dataset that is bias to a particular pose, feature, background or
appearance would not generalize well to real world scenarios. Thus, it is important
to use a well-mixed batch of training data, in order to avoid bias towards a particular
category. For example, most of the pedestrian re-id datasets suffer from this problem
because either they are captured in an environment with a particular group of people
such as CUHK1 [18] and CUHK3 [19] in which most the subjects are university
students that are carrying backpacks or contains constant background information
like crosswalks in PRID [20] dataset. VIPeR [21] dataset is a good example of cases
where there is significant difference in resolution between the images. One solution
is to use a combination of these datasets to create a more diverse dataset which in
turn would help the model learn more robust features [22] the other solution is to use
better and deeper models.
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2 Related Work

Currently There are 2 main categories of pedestrian re-id, machine learning
approaches and traditional image processing. The traditional approaches are usually
carried out in two stages. Finding hand crafted features such as color histogram
[23], local maximal occurrence representation (LOMO) [24] and hierarchal Gaus-
sian descriptor (GOG) [25]. The handcrafted features are chosen in a way to contain
as much discriminative features as possible. The second stage is similarity metric
learning which has to determine if two images are a match or not. A number of
metric learning methods have been proposed over the past few years [26–29]. The
metric learning stage indicates how similar a pair of images are based on the features
extracted from the first stage. It is expected that two images of the same person
should have a smaller distance between them as compare to images from different
people. The problem with such systems is that the two stages cannot be optimized
simultaneously resulting in a sub-optimal system.

The deep learning based approaches have seen a lot of attention in recent years
due to their success in various computer vision tasks. Recently, the power of deep
convolutional networks in various tasks, including pedestrian re-id, has been demon-
strated. In [19] a Siamese network was proposed that takes two images as inputs and
compares them to one another. The visual features are extract using convolutional
layers and the result will indicate the similarity score. Most common networks can
be broken down into 2 main sub-network: one for feature extraction and another one
for matching. The feature extraction sub-network can be either a shallow network
with one or two convolutional and pooling layers or a deep network such as VGG,
AlexNet and etc. The deeper network have to first be retrained over large data sets
such as ImageNet dataset and then fine-tuned for person re-id. The matching sub-
network has to select the features that minimize the misalignment between the learnt
features and the ground truth. In short, the matching sub-network is at least one of
the loss functions that the system has to minimize. Pairwise loss [30, 31] and triplet
loss and its variations are the most commonly used loss functions in computer vision
tasks.

In our work the feature extraction stage and the metrics learning stage are
trained end to end simultaneously, which results in better optimization and higher
performance.

3 Methodology

This work is aimed to be used in a distributed surveillance camera system with
non-overlapping camera views. In a typical surveillance system there are multiple
cameras at different locations and backgrounds. This makes it impossible to use
simple tracking algorithms to follow each person around. Hence the need for a
pedestrian re-id network. The first step is to select/auto select a person in one of the
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cameras the subject is then detected and tracked throughout the field of view of that
camera. The cropped images generated by the detector are extracted, labeled and
stored in a database.

The pedestrian detector estimates the ROI (region of interest), which would be
a bounding box around the area with a person in a given frame. The tracker keeps
track of the identity of each box in consecutive frames in a video [32]. There are now
multiple images from subject in our database.

At this stage the database contains images of the subject, these images can now
be used to identify that subject in different cameras and locations. The new images
are passed to the re-id network to be compared against the database to be identified.

As shown in Fig. 1, the two images are resized appropriately to the input size of
the network, tabulated in Table 1. Each image is then fed to a CNN, which would
result in a feature map. The two feature maps are then stacked on top of one another
to form a cross-neighborhood difference layer based on the method described in
the original paper [1]. The result is then fed into a fully connected layer to make a
final classification. A positive match indicates that the two input images are from a
same individual and a negative match indicates that they are not depicting the same
person. The final stage is a SoftMax classification which would result in a probability
between 0–1 for each class.

In this paper we are going to focus on the re-id block which consists of 2 parts.

• Feature extraction stage
• Difference learning stage

Fig. 1 Network block diagram

Table 1 Network parameters

Network Baseline AlexNet DenseNet InceptionV3

Batch size 150 150 12 12

Input size 160 × 60 227 × 227 160 × 160 160 × 160

CNN layers 2 5 121 126

CNN output feature depth 25 256 1024 2048

Total variables 2,322,192 4,180,052 8,430,356 24,400,636

Total size (bytes) 18 MB 32 MB 65 MB 186 MB
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We have implemented the difference learning stage similar to the work done
by [1], by computing cross-input neighborhood differences from the output of the
feature extraction stage, which is then fed to a patch summary feature layer which
summarizes the neighborhood differencemaps by producing a holistic representation
of the differences in each block. It is then followed by another convolutional layer
in order to incorporate the spatial information into the model. This output is then
connected to a fully connected layer, to perform the final classification of whether
or not the 2 images belong to the same ID.

In this work we are going to mainly focus on the feature extraction stage, which
in the case of our baseline is just 2 convolutional layers. We have experimented with
3 different convolutional neural networks (CNNs). Some of the main parameters
of these networks are sown in Table 1. With the goal of achieving a much higher
accuracy of re-id by learning a deeper feature map from the input.

A pair of images are fed through the network, they each go through the same CNN
network and a feature map is extracted from each image. These 2 feature maps are
then passed to the difference learning stage. We have replaced the CNN used in the
baseline with AlexNet, DenseNet121 and InceptionV3. The networks have to first
be truncated because the difference learning stage expects a feature map and all of
the networks mentioned above are designed as classifiers with fully connected layers
at the end. In all 3 cases the output was taken from the last layer before the fully
connected layers (no top). In the case of AlexNet the original network has a max
pooling layer before the fully connected layers in order to reduce the dimensions of
the convolutional feature map so for AlexNet the output was taken from the max
pooling layer. The network with no top is then connected to the rest of the summary
network. The dimension of the feature map is different for each of the networks refer
to Table 1 for input, feature map dimensions.

The database of new IDs that are saved during registration contains a 50 image for
each subject.When a new image is being evaluated it has to be checked against all the
images in the database. Every comparison result in a probability score which is then
used to calculate an average for the 50 images that belong to each ID. The ID with
the highest average probability score is chosen as the final prediction. The accuracy
score is calculated based on the rate of correctly identified images in a batch.

In CUHK03, the dataset that is used for training, there are 13,164 images of
1,360 pedestrians. Therefore, the number of negative pairs is much greater than the
positive pairs. If the model is trained on this dataset, it will just learn to identify every
image as a mismatch which is an example of a data imbalance and overfitting. We
performed a 2D translation on the dataset to produce 5 images from every image,
based on [1]. However, the dataset is still imbalance and the negative pairs have to be
down sampled to just twice the number of positive pairs. We randomly divide 1360
identities into non-overlapping train (1160), test (100), and validation (100) sets.
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4 Results

The performance of these models was evaluated on the test data from the training
dataset and also our own dataset that we created. Our dataset is divided into 2 Batches
as follows: In batch number 1, all the videos have the same background with two IDs
moving from side to side, recorded from different distances of 4, 6 and 8 m. There
are also different conditions such as single subjects moving from left to right and
vice versa, complete occlusion of either subjects in the middle of the frame by the
other subject and subjects following each other. For batch number 1 all the videos
are recorded 1280 × 720 pixels resolution. In batch number 2, there are multiple
backgrounds and for each background there are multiple videos of two subjects
(different from batch number 1) walking from side to side at different distance (3,
5 or 7 m). However, there are no special conditions. All the videos in this batch are
recorded with a resolution of 320× 240 pixels. Figure 2 depicts some sample images
from our dataset.

In order to select the best Re-id dataset for the purpose of training, the baseline
model was trained and on 3 different datasets and tested on our own dataset. The
result from Table 2 shows that Market1501 performed well on ID0-2 but it had a
very bad performance on ID3. CUHK03 had an overall higher accuracy as compare

Fig. 2 Example of image from our dataset
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Table 2 Training result on
multiple datasets

ID Number of images Dataset Accuracy (%)

0 925 CUHK01 100

CUHK03 100

Market1501 96.61

1 837 CUHK01 99.64

CUHK03 93.44

Market1501 100

2 1105 CUHK01 80.68

CUHK03 95.55

Market1501 99.05

3 1309 CUHK01 90.15

CUHK03 90.12

Market1501 54.03

to CUHK01 hence, it was chosen as the primary training dataset. Choosing a diverse
dataset is an important factor in order to reduce unwanted biases, which could lead
to an underperforming re-id system.

Figure 3 also shows the accuracy for each ID which is a measure of how many
times the model correctly identified that ID for the given number of images.

Finding a perfect dataset with no bias is nearly impossible. Looking at the test
result from Fig. 3 we can observe that selecting a better model can alleviate some
of these biases. Ideally, we expect that the accuracy of the re-id be closer to a single
value. However, we can see that in the case of the baseline and DenseNet121 model
there is a 12% difference between the highest and lowest values.Whereas in AlexNet
this difference is only 6%.

The second important criteria in evaluating an identification system is space
between each user. In short, the difference in prediction probability of the model for a

Fig. 3 Result of training on
multiple networks
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Table 3 Probabilities of different networks for each ID

ID Network Prob ID_0 Prob ID_1 Prob ID_2 Prob ID_3

0 Baseline 96.50 39.15 3.49 0.61

AlexNet 95.76 22.42 1.833 0.01

DenseNet121 99.06 14.84 1.08 0.01

InceptionV3 92.65 5.35 0.7 0.02

1 Baseline 25.17 95.44 62.87 52.97

AlexNet 17.8 83.29 4.87 1.41

DenseNet121 17.83 87.99 13.39 2.43

InceptionV3 6.14 97.17 36.37 19.7

2 Baseline 3.46 52.11 98.54 95.87

AlexNet 0.08 1.84 89.51 73.86

DenseNet121 0.63 7.31 99.52 82.64

InceptionV3 0.22 19.21 94.01 84.96

3 Baseline 0.65 32.97 86.50 93.34

AlexNet 0.00 1.70 70.48 93.38

DenseNet121 0.13 2.52 65.17 97.49

InceptionV3 0.04 18.06 70.40 89.44

match and non-match should be maximized. Table 3. Shows the average probability
of each ID compared to all the IDs in the database.

For example, for ID 0 the average probability of all those images when they
pass through the baseline model is 96.50% meanwhile, the second highest average
probability for the same images is for ID_1 at 39.15% which means that the network
is very confident in distinguishing between images of ID 0 and all the other 3 IDs
in the database. However, the same cannot be said about ID2 where the average
probability of ID_2 and ID_3 are very close 98.54% and 95.87% respectively. This
is mainly caused by the bias in CUHK03 dataset that different subjects wear clothes
with different colors and ID 2 and 3 have similar color clothes which increases the
chance of misclassification. By optimizing the models, we can see that in all 3 cases
AlexNet, DenseNet121 and InceptionV3 the differentiation between the IDs is more
pronounced.

The probability column shows the average probability of those images belonging
to each of the 4 IDs. Ideally the correct ID should have a probability of 100% and the
rest be 0%. Therefore, a larger difference between these probabilities would ensure
a lower chance of misclassification.

Typically, the datsets are recorded either in a university, a shopping mall or in the
street and the subjects are wearing various color clothes and they appear in different
angles and distance. This is good for training but in order to investigate what are
the shortcomings of the system an engineered dataset like the one used in this paper
helps with analyzing each parameter separately.
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Fig. 4 Result of Training on
Multiple Networks at
Different Distances
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All the networks are trained on CUHK03 and the test accuracies are listed in Table
7. DenseNet121 performed the best with an accuracy of 92.09 as compare to the 88.7
which is the highest accuracy reported in the literature.

Table 6. AlexNet has the highest accuracy with InceptionV3 and baseline coming
at second and third place respectively and DenseNet121 had the lowest accuracy on
our dataset.

Figure 4 shows the accuracy of re-id of different models at different distances. Our
dataset is recorded at different distances which enables us to investigate the effects of
distance on performance of re-id networks. The database of existing IDs that every
new image is compared against is consist of images from ID0 at 8 m and right side
towards the camera, ID1 at 8 m and left side towards the camera, ID2 at 5 m and
right side towards the camera and ID3 at 5 m and right side towards the camera

As evident by Fig. 4 and Table 4 for ID 2 and 3 the accuracy is higher at 5 m
as compare to 7 m. This is mainly due to the lower quality of the images which
causes the far objects to be a lot blurrier than the images at 5 m. However, for ID2
the difference between the average probabilities are much closer at 5 m than they are
at 7 m. This is true for all of the models which means the models are struggling to
distinguish between images of ID2 and ID3 at 5 m. The main reason for this unusual
behavior is the fact that the images of ID 2 and 3 at 5 m have a lot of more similar
features which results in a higher probability on both IDs.

The accuracy of the re-id for different point of view where in one case the camera
sees the right side of the person and another that sees the left are shown in Fig. 5.
As mentioned earlier the database contains only images from one side therefore this
test can demonstrate the importance of having images from different angle in the
database.

Looking at Fig. 5we can see a patternwhere the accuracy is either higher or similar
when evaluating images with the same view. We can also observe that InceptionV3
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Table 4 Accuracy of re-id for different architectures at different distances

ID Range (m) Images Network 2nd Highest Prob Highest Prob

0 8 447 Baseline 12.37 93.99

AlexNet 22.52 86.34

DenseNet121 12.02 98.96

InceptionV3 3.33 91.96

4 451 Baseline 12.05 93.68

AlexNet 19.47 94.75

DenseNet121 13.79 99.07

InceptionV3 3.49 94.31

1 8 447 Baseline 23.93 91.74

AlexNet 12.22 82.86

DenseNet121 12.72 88.79

InceptionV3 33.41 97.56

4 451 Baseline 34.61 85.00

AlexNet 23.55 83.56

DenseNet121 24.1 86.73

InceptionV3 30.86 96.4

2 7 753 Baseline 84.3 95.89

AlexNet 62.1 84.98

DenseNet121 76.78 99.44

InceptionV3 80.34 91.81

5 352 Baseline 92.59 97.07

AlexNet 90.31 95.84

DenseNet121 90.85 99.63

InceptionV3 91.43 97.07

3 7 886 Baseline 63.93 82.86

AlexNet 62.33 89.57

DenseNet121 66.17 96.73

InceptionV3 67.72 87.57

5 423 Baseline 59.32 85.48

AlexNet 81.89 98.72

DenseNet121 63.77 98.57

InceptionV3 74.16 92.05
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Fig. 5 Result of training on
multiple networks at
different angles
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has a more uniform characteristic which results a similar accuracy for each ID,
regardless of the side.

Table 5 shows that the difference between the average probabilities are above
10% for AlexNet, DenseNet121 and InceptionV3 which is an improvement over the
7% of the baseline model. The models are capable of handling variations in viewing
direction which is evident by both the accuracy result and the difference in average
probability values (Tables 6 and 7).

As we mentioned earlier, our dataset is consisting of 2 batches that are quite
different in a few ways. Table 6 shows that all the 4 networks perform relatively
good on batch number 1 with 3 of them having an accuracy of above 97% and only
DenseNet121 is lower at around 95.6%. This could be either because batch 1 uses a
similar background for all the images or because the 2 IDs are wearing distinctive
clothing or just the fact that batch 1 has images with higher quality. As for batch 2,
AlexNet performed the best with an accuracy of almost 95%which is only 3% lower
than its batch 1 accuracy. InceptioV3 came second, with an accuracy around 91% in
this case 8% lower than its batch 1 accuracy. The baseline and DenseNet121 had an
accuracy around 90, with their accuracies dropping by 7 and 6% compare to batch 1
respectively. Because AlexNet had a high performance on both batches it has a much
higher overall accuracy than the other networks.

In terms of difference in average probability all three networks outperformed the
baseline based on values in Table 3.

As shown in Table 7 all three networks AlexNet, DenseNet121 and Incep-
tionV3 have outperform previous networks in the literature. This is mainly because
these designs are much deeper and more computationally expensive than the other
networks. Which is a tradeoff between speed and performance. DenseNet+ SumNet
achieved the highest accuracy with AlexNet + SumNet in the second place and
InceptionV3 + SumNet in third.

Looking at Figs. 3, 4 and 5 we can see a more uniform pattern in results from
AlexNet and InceptionV3 where the results from different IDs are closer to one
another.
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Table 5 Accuracy of re-id for different architectures at different angles

ID Side Images Network 2nd Highest prob Highest Prob

0 Right 414 Baseline 13.17 93.86

AlexNet 25.85 95.87

DenseNet121 12.70 98.96

InceptionV3 4.75 92.85

Left 512 Baseline 12.78 93.80

AlexNet 19.48 95.66

DenseNet121 16.66 99.14

InceptionV3 5.87 92.47

1 Right 360 Baseline 30.37 89.38

AlexNet 20.07 82.32

DenseNet121 20.36 84.38

InceptionV3 40.46 95.77

Left 477 Baseline 27.29 89.59

AlexNet 15.86 84.12

DenseNet121 15.67 91.09

InceptionV3 32.86 98.37

2 Right 539 Baseline 88.80 96.32

AlexNet 75.12 90.27

DenseNet121 81.32 99.45

InceptionV3 86.62 93.87

left 566 Baseline 86.70 96.45

AlexNet 72.60 88.75

DenseNet121 83.96 99.59

InceptionV3 83.31 94.15

3 Right 646 Baseline 59.41 80.76

AlexNet 67.84 93.80

DenseNet121 61.63 96.43

InceptionV3 69.26 88.18

Left 663 Baseline 80.17 87.14

AlexNet 73.12 92.97

DenseNet121 68.72 98.56

InceptionV3 71.54 90.69
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Table 6 Overall accuracy of
re-id

Batch Images Network Accuracy (%)

1 1762 Baseline 97.54

AlexNet 97.26

DenseNet121 95.67

InceptionV3 99.88

2 2414 Baseline 90.21

AlexNet 94.94

DenseNet121 89.84

InceptionV3 91.74

Overall 4176 Baseline 93.88

AlexNet 96.1

DenseNet121 92.76

InceptionV3 95.81

Table 7 Overall
accuracy comparison with
other re-id methods

Method Rank-1 (%)

IDLA [1] 54.74

CAN [3] 77.6

MLS [4] 87.50

PAR [5] 85.4

MSDL [6] 76.87

DCAF [8] 74.21

PersonNet [10] 64.80

LDNS [12] 62.55

Gated Siamese [14] 68.1

PDC [33] 88.7

DPFL [34] 86.70

DeepAlign [35] 85.40

Spindle [36] 88.50

JLML [37] 83.20

AlexNet + SumNet 91.89

DenseNet121 + SumNet 92.09

InceptionV3 + SumNet 90.18

The networks were trained using the following parameters, softmax cross-entropy
loss function, Momentum Optimizer, learning rate 0.001 with a batch size of 12
for DenseNet121 and Inception, learning rate of 0.01 with a batch size of 150 for
AlexNet. The networks were all pretrained on ImageNet which helps them converge
faster. AlexNet was trained end to end for 100,000 iteration but for DenseNet121
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and Inception only the top of the network was trained for the first 100,000 iterations
by freezing the weights in the CNN portion of the network, it was then trained end
to end for an additional 100,000 iterations.

5 Conclusion

We have investigated and demonstrated the advantages of using different datasets at
the training stage. We have also looked how a deeper network with a deeper feature
depth can improve the performance of pedestrian re-id systems.

Based on the result we can also conclude that a deeper network can pick up on
more robust and discriminative features. The deeper networks can also help reduce
the effects of biases in the data that they were trained on. This is evidence based
on the improved accuracy and increased distance between the average probability
values in deeper models such as AlexNet, DenseNet121 and InceptionV3.

Evaluating the network on an engineered dataset, similar to the one used in this
paper, enables us to compare and test cases that do not exist on typical publicly
available datasets.

During training the baseline and AlexNet models converged within 100,000 iter-
ations however, the DenseNet121 and IceptionV3 models took much longer (more
than 150,000 iterations) to converge which is expected, since they are much deeper
networks.

It is important to note that the training batch size for the DenseNet121 and Incep-
tionV3 models had to be reduced in order to reduce the overall size so that it would
fit on a GPU with 11 GB of memory.
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Smart Children Management Using Data
Analytics, Machine Learning and IoT

Md Jobair Hossain Faruk and Muhamad Hariz Muhamad Adnan

Abstract One of the biggest challenges faced by parents is managing the difficult
or defiant behavior of children of the twenty-first century. Technology can help
to provide support in managing children’s activities and helping parents to be in
control. Recent advances in IoT have sparked the interest of researchers to develop
a smart management system for children. This paper presents a review of the smart
management of children using the internet of things (IoT), machine learning, and
Data Analytics. The objective is to identify potential approaches regarding smart
management for children based on IoT for future researchers. The reviews were
conducted from secondary sources, where conference proceedings and journals have
been analyzed from Scopus and other databases. The finding indicates that IoT-based
smart system has robust accuracy and performance. Thus, exploiting IoT for the
development of a smart management system for children will provide significant
benefits to the future generation.

Keywords Smart children management · IoT ·Machine learning · Data analytics ·
Healthcare

1 Introduction

Children’s programs are now more important to parents as they are encouraged to
engage their children in as many activities as possible to help them plan for their
future [1, 2].Many studies have described variousmethods used by families to handle
all the work they need to do around the overlapping duties of work, education, home,
and enrichment events [1–7]. Managing the challenging or rebellious actions of
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twenty-first century children is one of the greatest challenges faced by parents [8].
As information and communication technologies (ICT) and smart devices can be an
integral part of self-management plans, technology can help support themanagement
of children’s activities and help parents to be in charge [1–9].

The concept of a smart system has been proposed by many scholars where the
generic term ‘smart system’ involves several classes of systems composed of sensors,
actuators, a network, and a signal processing unit that delivers definite signals and
fulfill subtasks or complete tasks [10]. Smart systems may visualize as an integration
of the ideas of smart people, smart environments, and smart living and it expands into
not only IoT but also data analytics and machine learning which is contextualized
with anopen and comprehensive networkof intelligent objects that can auto-organize,
share information, data and resources while reacting and acting in face of situations
and changes in the environment [4–13].

In this paper, we present potential approaches towards an ideal smart management
system for children that shall help future researchers to get a comprehensive knowl-
edge of plenty of existing techniques. Figure 1. presents some potential approaches
for the smart management of children.

The paper is organized as follows: In the second section, potential methods of
IoT based on the smart management system for children are presented followed by
presenting the discussions. The last section provides the conclusion.

Fig. 1 Illustrations of potential techniques towards smart management of children
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2 Smart Management of Children Review

2.1 Internet of Things (IoT)

Bed-Activities and Vital Signs Monitoring System: Monitoring sleep and physical
activities are vital because of their uncertain moves and emerging technologies offer
new opportunities for parents to monitor children regardless of their position and
pursuit. Besides, monitoring vital signs also significant as indicators of one’s health
condition and assurance of proper circulatory, respiratory, neural and endocrinal
functions towards keep track of the children’s health condition and it refers to the
parameters of the body’s basic functions [14].Agroupof researchers from theUniver-
sity of Georgia proposed vibrations based on a real-time, contactless bed-mounted
monitoring system that can estimate vital signs, body movement, falls from bed,
posture changes and on/off bed detection using during sleep time [15, 16].

One of its primary components is Raspberry Pi 3 that connects with a seis-
mometer to get real-time measurement data, maxima statistics and an instanta-
neous property-based approach towards enhancing the quality of monitoring sleep
condition and posture. Envelop based approach is integrated to estimate BPMh for
measuring heart rate (HR) [16]. System evaluation indicates its robust accuracy of
both approaches tomonitoring bed activities and detecting vital signs and bodymove-
ments. This approach can be one of the potential components of a smart management
system because of its robust filtering techniques to estimate the heart rate (HR) and
respiration rate (RR) as well as other sleep activities.

Health Care Monitoring System: According to the National Academy of Science
[17], In addition to supporting this viewpoint, wellness during childhood sets the
stage for adult health, but also provides an important legal, social and economic
obligation to ensure that all children are as healthy as they can be. Amrita University
researchers [18] present an IoT-based smart and secure health care monitor system
for children to monitor behavioral and health issues and predict child disorders.
C4.5 algorithm has been adopted to predict the disorder of children by analyzing
collected therapeutic games and bodily parameter data. Besides. an android game
has been presented that enables the device to evaluate the disorders of the child using
visuospatial and strop test, sustained in attention-al blindness, and ADD/ADHD test.
A case study is carried out among 500 children from schools and health centers. The
result indicates its capability in predicting disorders in the child with 93.4% accuracy.
Contact-free and privacy-preserving solutions for monitoring bed activities need to
be emphasized towards the smart management of children.

2.2 Machine Learning

Activity Recognition and Diagnostic Approach: Physical activity of children recog-
nition plays a significant role and value to measure towards analyzing, predicting,
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child-developmentmonitoring, energy-expenditure estimation, child-obesity preven-
tion, child safety in and around the home, etc. [19, 20]. The activity recognition
approach is one of the important methods for the SMART management system
[21], thus a group of researchers (2020) [22] proposed a real-time and continuous
activity recognition-based knowledge-driven systemwith aims to provide an activity
recognition approach for smart homes (SH).

The proposedmethod adopted an ontology-based recognitionmodel and semantic
subsumption reasoning algorithms towards recognition of activities for SH. To trace
the activity of daily living (ADL), the conceptual activity model has been structured
for the system. The agent-based integrated system architecture was conceived for
a real-time, continuous activity recognition system. The proposed system has been
evaluated in various scenarios and satisfactory accuracy in activity recognition has
achieved which is 94.44% while the average run time was measured 2.5 s.

2.3 Data Analytics

Emotion-Aware Big Data Framework: Recognition of feelings is an important topic
in different fields of activity in particular for futuristic SMARTmanagement systems
and it may be one of the influential fields for this area of research [23]. The ability to
recognize and understand emotions portrayed as non-verbal cues is essential to the
development of related approaches [24]. Hossain and Muhammad, [25] introduced a
5G enabled, emotion-aware connected, healthcare-based big data framework towards
classifying the data to recognize the emotions of the patient; particularly whether
they feel pain or not.

Thework integrated Bluetooth technology for the positioning, local binary pattern
(LBP), and an interlaced derivative pattern (IDP) to detect the signals. The study
also adopted sensor technology towards recognizing speech and image signals of the
patient as input data separatelywithin a smart home scenario. Input data is used to esti-
mate the final score to detect emotionwhere it processes the speech and signals where
center-symmetric LBP (CSLBP) has been utilized to calculate the histogram, Fig. 2.
The proposed approach has demonstrated by conducting experiments among fifty
trained university students where the system shows the highest accuracy (99.87%)
of detecting emotion.

ReadingEmotional Parameters:Agroupof researchers [26] investigated the possi-
bility of reading the emotional parameters of humanswhere they carried out an exper-
imental study to identify six emotional parameters including engagement, excite-
ment, focus, stress, relaxation, and interest using brain signals. Supervised learning
classifiers, Naive Bayes, and Linear Regression were adopted to show the accuracy
and competency of well-known electroencephalography (EEG) based Emotiv Epoc+
Neuroheadset. Experimental studies indicate 69 % and 62 % improved accuracy in
reading six emotional parameters of the human subjects and such study can be a
focal point for the smart children management.
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Fig. 2 Big data flow

3 Discussion

A review of smart management of children based on IoT,Machine Learning andData
Analytics has been presented where potential methods and techniques proposed by
researchers have been highlighted. The summary of the findings from the literature
review is illustrated in Table 1. Throughout the studies, we discovered the approaches
from different areas and a combination of suitable methods that may lead us towards
the development of a new smart management system for children.

Considering the challenges that the smart management applications for children
faced some common approaches have been identified. Eye-tracking data analysis,
emotion recognition, facial expression, infant activitymonitoring and real-time inter-
active growth management are some of the areas that have huge potentials for the
development of a smart management system for children. Similarly, the vital signs
monitoring approach is an important technique that can be further investigated and
integrated into a smart management system to keep track of the children’s health
condition. The development of such kind of SMART systems for children may
initiate a huge impact on the people globally, especially among the people in Asia.
We conducted a preliminary survey among 22 parents aged 35–45 fromMalaysia and
Bangladesh to estimate theguardian’s approaches tomonitoring their children.A self-
administered questionnaire was utilized to collect the data from the parents and there
were asked to answer and complete the questionnaire onlinewhere 48.2% are female.
The study indicates that most respondents have medium knowledge of technologies,
and they are more familiar and dependent on conventional techniques. A 14% of
respondents utilize the existingmonitoring approaches, for instance, CCTV cameras,
and tracking systems. However, such a tracking system was not efficient since each
component needs to monitor separately which leads the users dispassionate.
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Table 1 Initial findings of selected approaches

Approaches Objectives Outcome

Bed-activities and vital signs
monitoring system

Development of a real-time,
contact-free, privacy-protective
sensor-based system that shall
capable to monitor not only
sleeping activities, but also
vital signs, and fall detection
of an individual’s bedtime

Utilizing verities of novel
non-intrusive methods, the
system demonstrated robust
performance in three
environments in the principle
of measuring heart and
respiration rate, on-bed, off-bed
and sitting movements; finally,
posture changes. The accuracy
of detecting and alerting falls
from the bed, monitoring heart
and respiration rate is
significantly higher than 95%

Health care monitoring
system

Introduces a novel, IoT based
healthcare approach to monitor
behavioral and health issues
and predict child disorders.
Using an extended approach,
the system may be facilitated
by robot assistant diabetic
treatment for children

Both health care and eHealth
approaches indicate their
potentials and can be assets for
future researchers.
Combinations of two novel
healthcare approaches may
initiate a significant impact on
a smart management system for
children where guardians shall
be able to identify and monitor
their children’s health issues;
particularly, a few well-known
disorders. Such as ADHD,
mental health, and diabetics

Emotion-aware big data
framework

Introduces an emotion-aware
connected, big data-based
framework to recognize the
emotions of the patient;
particularly whether they feel
pain or not

The outcome of an emotion
recognition approach is
interesting particularly for its
accuracy that demonstrated
higher than 99.87%. Although
the system is evaluated among
university students; however,
such a system can be huge
potentials for smart
management of the system of
children because of the demand
and needs to ensure the
children’s health issues

4 Conclusion

In this paper, we reviewed and discussed the potentials of smart management of
children. The study shows a huge expectation of parents for the SMART system
towards monitoring their children in a way that is efficient, convenient, and that
parallels with the expectations. By utilizing IoT, a complete and robust smart child
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management system may be proposed. As similar to smart homes and smart cities,
not only sensors-based IoT but also data analytics and machine learning shall be the
revolutionary technique towards developing a smart management system. However,
it is expected to conduct future research to design and develop a fully functional smart
management system by interpreting the methods and approaches, and hundreds of
thousands of people shall be benefited using the futuristic system.
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Optical Wireless Communication Based
Wireless Body Area Network for Remote
Patient Monitoring

Komal Masroor , Sajid Mumtaz, Micheal Drieberg , and Varun Jeoti

Abstract Internet-of-Things (IoT) based Wireless Body Area Networks (WBANs)
are likely to change the traditional healthcare infrastructure by allowing remotemoni-
toring of patients outside the conventional clinical settings e.g. in homes. However,
technology remains a key enabler for such a system realization. Currently, Radio
Frequency (RF-) based Zigbee networks are being employed for data transmission
and reception, nevertheless, with the widespread use of IoT devices, the unlicensed
Industrial, Scientific and Medical (ISM) spectrum may exhaust soon. Consequently,
Visible Light Communication (VLC) technology is being considered as an alternative
to RF owing to its extremely high unregulated bandwidth and low cost. Additionally,
it is considered safe for human beings. Several studies in the literature have reported
the effects of transceiver related parameters on a VLC link, however, in this study,
we examine the impact of various parameters that are pivotal for VLC channel char-
acterization in healthcare settings. We show that reflectivity of room surfaces, angle
of irradiance of light emitiing diodes (LEDs), and on-body receiver heights have a
significant impact on the received power (RXPWR). Furthermore, we validate that
increase in number of transmitters (Txs) reduce the fluctuations in RXPWR by 75%.
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1 Introduction

Visible Light Communication (VLC) technology is becoming increasingly popular
as an alternative to Radio Frequency (RF-) based communication in many applica-
tions. Remote Patient Monitoring (RPM) is one such application where VLC enables
health monitoring inside indoor spaces via the pre-installed lighting infrastructure
[1]. The use of VLC in RPM can be attributed to its high unregulated bandwidth, low
cost, resistance to electromagnetic interference (EMI), simplicity of the transceiver
design, and its inherent features like security and safety for human body. Gener-
ally, communication in optical body sensor network (OBSN) is possible between the
coordinator and on-body motes or between coordinator and the optical access point
(OAP). In both the scenarios, reliable transmission and reception of patient’s data is
of utmost importance.

VLC enabled healthcare monitoring is in its early stage and investigations are
being done to prove its viability for such systems. The initial study to demonstrate
the use of optical technology for patient monitoring was presented in Torkestani et al.
[2]. Following this, several studies have established the use of VLC/ infrared (IR) in
monitoring applications. For instance, in Scully et al. [3], experimental demonstration
of use of mobile phone camera to derive various physiological parameters from skin
colour has been performed. The authors in Khalid et al. [4] used bipolar signaling
and high pass filtering to avoid unwanted background ambient light interferences in
a diffused mobile IR-based WBAN system along with power savings. Line-of-sight
(LoS) is usually a hindrance when it comes to mobility; however, use of this type
of link design to offer mobility has been investigated in Torkestani et al. [5]. The
inclusion of first and second order reflections along with the major LOS component
to evaluate system performance has been examined in Alyan et al. [6]. Effects of
using LoS and diffuse configurations for patient monitoring in indoor environment
using error coding scheme have been studied in Torkestani et al. [7]. Mostly, non-
LoS (NLoS) i.e. diffuse links are employed to ensure maximum coverage indoors,
nevertheless, there are several other factors that affect the OBSN link performance
including room size, transceiver locations, number of transceivers, semi-angle at half
power (SAHP) of the LED, field-of-view (FOV) of the receiver (Rx), reflectivity (ρ)
of room surfaces and body-shadowing. In our previous study [8], we highlighted
the importance of transmitter (Tx) locations on uniform distribution of RXPWR for
single and four transmitter scenarios. In this study, we use a single Tx scenario to
study the effects of SAHP and reflectivity on RXPWR. Subsequently, we use five
Txs to evaluate the impact of number of Txs on uniform distribution of RXPWR.
Besides, the effects of different on-body Rx heights are also invesigated (Fig. 1).
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Fig. 1 System model for OBSN

2 System Description

2.1 System Model

The indoor environment is assumed to be an empty room with dimensions 5 × 5 ×
3 m3 which is consistent with the literature [9, 10]. The LED transmitters, facing
vertically downward, are located on the ceiling as described inMasroor et al. [8] with
an additional Tx located at the centre of the room with coordinates (0, 0, 3). Also, a
photodetector (PD) is assumed to be placed around the patient’s arm and is oriented
towards the ceiling such that the LEDs and PD are facing each other at all times. The
simulations to determine the RXPWR have been performed in MATLAB using the
ray tracing algorithm as described in Barry et al. [11]. The simulation parameters
have been summarized in Table 1.

2.2 Channel Model and Received Power

An intensity modulation and direct detection (IM/DD) channel model has been
considered for VLC-based LED transmitters, given by Ghassemlooy et al. [12]:

y = Hγ x + n (1)
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Table 1 Summary of
simulation parameters

Parameters Values

For transmitter

Center luminous intensity per LED chip 0.73 Cd

Lambert’s order 1

Number of LEDs per array 3600 (60 × 60)

For receiver

Field-of-View 85o

Physical detector area 1 cm2

Gain of an optical filter 1.0

Refractive index of lens 1.5

Height (from the floor) → Sitting 0.85 m

Height (from the floor) → Standing 1.2 m

where y is the received signal power, H is the channel static gain, γ is the receiver
responsivity, x is the transmitted signal, and n denotes the Additive White Gaussian
Noise (AWGN) with double-sided noise power spectral density N0.

The total received power (Pr-total) due to LoS (H(0)) and first-order NLoS (Hk
nlos)

reflections can be calculated as [12]:

Pr−total =
(
H(0) +

∞∑
k=1

Hk
nlos

)
Pt (2)

where k is the order of reflections assumed to be 1 in this study.

3 Results and Discussion

In this study, simulations were carried out for a 5 × 5 × 3 m3 room to examine the
effects of physical parameters i.e. the reflectivity of walls and SAHP of LEDs on the
performance of an OBSN link. Illustrated in Fig. 2 is the RXPWR obtained in Watts
for LoS configuration at different angles of irradiance. It can be observed in Fig. 2a
that with single transmitter (Tx), the RXPWR is mainly concentrated at the centre
when angle of irradiance is 10ºwhile it ismore evenly distributedwhenLED transmits
at 60º (see Fig. 2b). Although the RXPWR has decreased in the latter due to the
increasing distance of the PD from the Tx, it provides better coverage. Consequently,
to ensure maximum coverage, further analysis will be based on LED transmissions
at SAHP = 60º. Furthermore, Fig. 2c illustrates the effects of reflectivity of walls on
the RXPWR via NLoS link for two values i.e. for ρmin and ρmax corresponding to 0.1
and 0.8, respectively. It can be observed that the reflected power reduces considerably
with low reflectivity and vice versa indicating that reflectivity of surfaces contributes
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(a) (b)

(c) (d)

Fig. 2 Received Power for Single Transmitter with a SAHP 10º and b 60º, c NLoS distribution at
ρ = [0.1, 0.8] and d SAHP = 10º

significantly to RXPWR computations. Besides, Fig. 2d depicts how a small value of
SAHP significantly reduces the RXPWR. Therefore, when designing an environment
for patient monitoring using a VLC link, a high value of SAHP and ρ is desirable.

Figure 3 illustrates the impact of number of Txs on RXPWR. From Fig. 3a, it is
evident that a single Tx is not sufficient to provide uniform coverage to the entire
area and there could be communication dips at several points in the room with
RXPWR spread over ~ 20dBm range; thereby, resulting in significant fluctuations.
Conversely, in Fig. 3b depicting the five transmitters’ scenario, the range has reduced
to ~ 5 dBm implying that the RXPWR fluctuations have reduced by 75%. Based on
these results it can be said that use of multiple Txs is inevitable to establish a reliable
communication link with uniformly spread RXPWR. Apart from the number of
Txs, the Rx heights also play a key role in determining the performance of the OBSN
network. As illustrated in Fig. 4, it can be seen that the values of RXPWR obtained
for standing at different points in the room are higher than those obtained for sitting.
This difference can be attributed to the varying distances (dTR) between the Txs and
Rx i.e. when dTR is high, the RXPWR would be less and vice versa.
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(a) (b)

Fig. 3 Received power for a Single and, b Five transmitters

Fig. 4 Received power for
varying PD heights

4 Conclusion

This paper emphasized the importance of different transceiver parameters that
affect the performance of an OBSN link to carry out the communication effec-
tively. It was found that reflectivity of surfaces and angle of irradiance of the LED
sources play an important role in determining the power received at the PD. Also,
it was shown that a single Tx leads to significant fluctuations in RXPWR, therefore,
multiple Txs must be used to establish uniform distribution.Moreover, it was demon-
strated that as the distance between Txs and Rx reduces, the RXPWR will be better
and vice versa.
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Development of an IoT-Enabled Stroke
Rehabilitation System

Huzein Fahmi Bin Hawari and Safuan Bin Abu

Abstract Electromyography (EMG) signal plays a crucial role in rehabilitation
training of the lower limb. An-IoT-enabled stoke rehabilitation system was imple-
mented in this study what was based on microprocessor, sensor, cloud and mobile
application. Some of the main concerns that we can fix for stroke rehabilitation real
timemonitoring for long-term. Currently, there are a lot of focus on rehabilitation for
upper limb muscle as this is more important as part of the stroke patient’s survival
skills to use their hand for eating, drinking etc. However, the lower limb is also impor-
tant skill for stroke patient to improve their mobility. Thus, this research is to help
explore lower limb stroke rehabilitation. The prototype was designed by combining
muscle sensor and accelerometer for real timemonitoring throughmobile application
and server. This prototype suitable apply and use in the house for home therapy.With
this prototype, doctor can monitor their patient health status in real time monitoring.
Besides, can connect patient health status for the right information.

Keywords Internet of Things · Stroke · Rehabilitation ·Mobile application ·
Cloud

1 Introduction

One of the effective methods to bounce back from stroke effectively is by taking
prevention steps such as identifying and understanding the signs of a stroke, although
prompt care can save lives and significantly affect the chance of full recovery. Unfor-
tunately, in stroke survivors the risk of a second stroke experiencing increase. About
25% of stroke survivors will suffer a second stroke, according to The National Stroke
Association. The probability of a second stroke is around 40% higher within the first
5 years after the first stroke.Apparently, it is predicted that about 80%of all secondary
strokes are preventable with improvements in lifestyle and medical care.
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By 2019, Malaysia be the 113 in the world according to stroke patients. This type
of disease is very dangerous and silent killer among Malaysia citizen. Due to slowly
growth disease in human body this stroke disease almost unnoticeable until disease
attack at the paralyzed stage. he goal of long-term recovery is to help insure that the
victim of the stroke is as healthy as possible. Theoretically this is achieved in a way
that keeps the patient comfortable and inspires them to learn the new simple skills
like bathing, eating, sitting and walking.

Rehabilitation usually begins in hospital following a stroke. If your diagnosis is
stable, recovery will begin during two days of the stroke and proceed after discharge
from hospital. It can often take several weeks, months, or even years for anyone
after a stroke recovery period is dissimilar. Few people completely recover while
others have long-term or lifelong disabilities. Rehabilition may include consultation
with speech therapists, physiotherapists and occupational therapists. Speech therapy
supports individuals who have trouble generating expression or hearing expression.
Because of the stroke, physical therapy uses exercises to help you relearn balance
and agility skills you may have lost. The aim of occupational therapy is to change
everyday habits, such as feeding, drinking, dressing, bathing, reading and writing.
A stroke rehabilitation system can be divided to upper limb muscle and lower limb
muscle [1]. The top limb or upper limb is the limb of a vertebrate extending from
the deltoid area to and including the neck, including the head, axilla and shoulder
Although, in the general sense of the term, the human leg is the entire lower limb
for the human body, including the foot, groin, and even the hip or gluteal region.
Nonetheless, in human anatomy the term only applies to the part of the lower limb
extended from the knee to the ankle, also known as the crus. Legs are used for
balancing, and all types of locomotion, including leisure activities such as dancing,
are an important part of the mass of a individual. Figure 1, show that the people using
armband upper limb stroke rehabilitation system. In past several past years, stroke
rehabilitation system widely have been invent to detect the movement of upper limb
muscle. A stroke rehabilitation system is a device that can detect lower limb muscle
expand and contract and in the same time, able to analyses the movement of lower
limb muscle.

Basically a stroke rehabilitation system consists of the 2 major parts. The first
part consists of the stroke rehabilitation equipment usually in a form of machine
exercise. Secondly, a wearable device that can detect the movement of lower limb
muscle during the stroke rehabs. In past several years, stroke rehabilitation system
widely been invent to detect the movement of upper limb muscle. From this concept,
it shows that there is a lot of room of possible application of stroke rehabilitation
system that can apply on lower limb of the body. In this research, we will develop an
stroke rehabilitation system that will be able to detect the movement of lower limb
muscle and able to provide useful information through the analysis of the stroke
rehabs to diagnose the movement of lower body muscle by using muscle sensor. By
looking at several criteria from lower limb muscle movement, such as how much the
muscle expand and contract.
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Fig. 1 Upper limb stroke
rehabilitation system

The severity of stroke complications and each person’s ability to recover vary
widely. Researchers have found that people who participate in a focused stroke reha-
bilitation program perform better than most people who don’t have stroke rehabili-
tation. For example, these skills can include coordinating leg movements in order to
walk or carrying out the steps involved in any complex activity [2]. According to Joel
Stein, MD, a physician under department of Rehabilitation Machine of Columbia
University’s College, repetitive exercising is the key to stroke rehabilitation. Since
there is no commercial device that is currently available to monitor real time stroke
rehabs at home, it is important to develop a system that a user is able to monitor their
health performance and in the same time, its data being monitor by medical expertise
to ensure the if abnormal sign happens in data.

In IoT, health information of the user can be stored in cloud and the data accessible
by third party like doctor and or medical officer to review the data and analyze the
condition of the user without having a appointment between them. This exchange
information of the user and the doctor will improve the medical check-up quality and
able to track the rehabs activity [3, 4]. With IoT, it is hope the application of stroke
rehabilitation system rehabs diagnostic will help society to boost the quality of life
and the same time, provide user as alternative device to monitor their health.
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2 System Design and Architecture

2.1 Central Processing Unit

NodeMCU is the controller which have an open source system for IOT devices and
application which make this controller special the device equipped with ESP8266
WiFi SoC make the device ready to be used for IOT loop from devices and to the
cloud based system [5]. This controller is improving version from Arduino type of
controller. The functioning and software for this controller are same with Arduino
and the only different is WIFI part inside the controller that makes this controller
ready to connected unlike Arduino need to buyWifiModule and write a programmer
to activate the Wifi by pairing the IP Address.

2.2 Myoware Muscle Sensor

Advancer Technologies muscle module monitors the behavior of muscles by quanti-
fying the electrical potential produced by the muscle cells. This is called electromyo-
graphy (EMG). The sensor magnifies and processes a muscle’s dynamic electrical
action and transforms it into a simple analog signal that can be interpreted efficiently
by any microcontroller with an analog-to-digital converter (ADC), such as an A-
Star or Arduino-or even a Maestro servo controller as we demonstrate [6]. When
the target group of muscles is flexing, the output voltage of the sensor is steadily
increasing. An onboard gain potentiometer can be used to fine-tune the exact rela-
tionship between the output voltage and the muscle operation. he MyoWare Muscle
Sensor is an upgraded version of the older Muscle Sensor v3 of Advancer Tech-
nologies with these upgrades, notably single-supply operation (no need for nega-
tive voltage supply) and built-in snap connectors for electrodes. Certain additional
features include a raw EMG performance, safety against reverse power, a control
switch and LED indicators. To be attached to the skin, the module needs three elec-
trode (not included) which snap into the snap-style connectors of the sensor, making
it simple to attach and disconnect electrodes. Two connectors are located directly on
the PCB, and at the end of the connected reference electrode cable is the third one.

2.3 Accelerometer Sensor

Accelerometers seem to be instruments that evaluate acceleration, which is the rate
of change of an object’s velocity [6]. It calculate in meters per second squared (m/s2)
or in G-forces (g). For us here on planet Earth, a constant G-force is equal to 9.8 m/s2,
although this ranges signficantly with the height (and may be a different magnitude
on different planets due to gravitational pull variations). Accelerometers are useful
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for vibration detection in devices or for guidance implementations. Accelerometers
can be plotted on one, two, or three axes. 3-axis platforms are now more popular
as the production costs for them significantly reduce. In fact, accelerometers have
internal capacitive plates. Most of these are set while some are connected to tiny
springs which shift internally as the forces of acceleration operate upon the sensor.
When these plates shift in relation to each other, their capacitance varies among them.
The acceleration can be calculated from certain capacitance changes.

2.4 Thing Speak Cloud

In information technology (IT) sectors, cloud computing is an efficient, scalable, and
costless way to employ and deploy the organization’s resources that include software,
platforms, and infrastructures [7–9]. ThingSpeak allows scientists and engineers to
test and build IoT systemswithout configuring servers or designingweb applications.
An IoT system is one of the main parts of an IoT program. ThingSpeak is one of that
kindwidget toolkit that provides a variety of different of features [10, 11]. At the heart
of ThingSpeak is a portal that is used to store and process information from ‘things’.
ThingSpeak also offers additional cloud services, other APIs and social networks
collaboration apps and provides the opportunity to develop the applications as plug-
ins. It is a fantastic forum with vast options to explore how the Internet of Things is
embedded.

2.5 System Block Diagram

The major process flow of whole project as per Fig. 2. Myoware muscle sensor
sense the muscle movement and the accelerometer give 3 axis data of the motion
and send the analog signal to the microcontroller which is NodeMCU powered by
battery. The data that been read by sensor will be connected to the ESP8266 which
a module Wi-Fi which sends the data to the mobile application and store inside
the cloud storage. Within this research, the most significant and one of the latest
technologies is a mobile application, based on extracting real-time information from
medical instruments attached to calculate the cardio details of patients [12].

As in Fig. 3, the wiring diagram show the wiring part and the wireless part is
being described. This project base an IoT technology show that the device portable
and connected to the smartphone and cloud database and smartphone via WiFi
technology.



998 H. F. B. Hawari and S. B. Abu

Fig. 2 Block diagram of the lower limb stroke rehabilitation system

Fig. 3 Circuit diagram of the lower limb stroke rehabilitation system
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2.6 System Prototype

As in Fig. 4, the description of the development of the lower limb stroke rehabilitation
system is highlighted. The prototype of this project is attached with the e-box that
contain microcontroller, muscle sensor, accelerometer and battery. The dimension of
the system prototype will be 360× 290× 180mm. The user is required to place their
leg on the rehabilitation platform where they are required to step down the pedal for
a number of tries. The output of accelerometer and muscle sensor will be displayed
real time in the Blynk mobile application and Thing Speak cloud.

3 Results and Discussion

The system prototype test is conducted at old folk’s home at Rumah Seri Kenangan,
Seri Iskandar Perak. The field testing is tested on random elderly at Rumah Seri
Kenangan. The testing is conducted using the whole system communicate together
with Thing Speak Cloud and main central system using wifi module. The data is
then observed through the Thing Speak Cloud. The objective of this field testing is
to study the effectiveness and the efficiency of the overall system.

Person X is a male, 42 years old person with related to asthma problem. Based
on Fig. 5, the muscle sensor attached to the leg is able to provide a good response
whenever the person tries to perform the steps using the system prototype where the
result is posted real time on the Thing Speak cloud. For the accelerometers, it also
good response on different axis, indicating good movement on the leg.

Figure 6 shows the Think Speak for Person Y. Person Y is a female, 46 years old
person with related to diabetic problem and osteoporosis history. The result for the
muscle sensor shows that the muscle movement is less compared to Person X. The
first response is almost similar to Person X, but as the Person Y continue to perform
more steps on the prototype, the movement is slightly stuttered possibly due to her
health condition. As a result, the muscle sensor did not show good response for the
remaining steps. Similarly, for the accelerometer the x axis indicate similarity for
person X, but for Y and Z axis, the results are not different due to stuttered movement
of the leg.

Person Z is an elderly male, 65 years old person with related to diabetic and gout
problem. Person Z has problem with his leg and has problem to perform the steps
movement on the prototype. Based on Fig. 7, the muscle sensor attached to the leg
show that person Z try to perform a step. However, due to his leg problem, he was
only to perform partial step and take about 10 min to perform it. From the Think
Speak cloud, the accelerometer response also shows difficulty in the leg movement
through indication of linear response for different x, y and z axis.
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Fig. 4 Lower limb stroke system prototype
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Fig. 5 Lower limb stroke system prototype think speak result for person ‘X’

Fig. 6 Lower limb stroke system prototype think speak result for person ‘Y’
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Fig. 7 Lower limb stroke system prototype think speak result for person ‘Z’

4 Conclusion

As a conclusion, this project is one of the important innovations needed in our
rehabilitation facilities with real time monitoring technology which are very benefit
for rehabilitation department to monitor citizen. The IoT based stroke rehabilitation
system will gives important information about the patient’s improvement for post
stroke patient. Stroke patient are required to do constant rehabilitation in the hospital.
In rural area there are low accessibility for rehabilitation facilities. Currently, the
conventional method where it requires patient to visit the hospital. At the same time,
the process is time consuming where it requires medical expert to process the data
from human body and identify the illness or disease of the patient. Through the
research, it will give benefits to the parents, caretakers doctors and therapist where
they can monitor the post-stroke patient’s online in real time. By combining the
stroke rehabilitation equipment and muscle sensor with online database system will
improve the efficiency in medical diagnostic where accurate data delivery which are
useful for rehabilitation department to diagnose the movement of the muscle. The
status of the project currently able to calibrate and measure the muscle performance
with a low data error produced.
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MRI Brain Tumor Classification
Technique Using Fuzzy C-Means
Clustering and Artificial Neural Network

Angona Biswas and Md Saiful Islam

Abstract Brain tumor is a deathly disease and it is indispensable to point out the
tumor immediately. Detection of brain tumor from MRI with higher accuracy has
become a major research region for the medical sector. In this paper, an automatic
brain tumor classification procedure applying fuzzy C-means and artificial neural
network is proposed which provides higher precision. For this proposed technique,
inputtedMRI images are resized and then sharpening filter is used for preprocessing.
After that, fuzzy C-means cluster process is chosen for image segmentation. At
the next step, discreate wavelet transform is utilized for feature extraction and then
features quantity are reduced by principal component analysis. Furthermore, reduced
features are taken to artificial neural network for brain tumor classification. An
effective training function Levenberg–Marquardt is used for neural network. This
proposed method provides 99.8% accuracy, 100% sensitivity and 99.59% specificity
which is comparatively better than other existing detection techniques.

Keywords Brain tumor · Fuzzy C-means · Discreate wavelet transform · Artificial
neural network · Levenberg–Marquardt function

1 Introduction

Brain tumor is another disease which is playing a dominant role to cause death.
ASCO published that 18,020 adults die from brain tumor in a year [1]. Cancerous
brain tumors can snatch life within 5 years from the diagnosis time [1]. Brain tumors
are mainly abnormal growth of cells that fill up the necessary brain space [2]. 120
types of brain tumors exist but they said all tumor types are not cancerous [2]. Glial
cells are the point fromwhere Glioma tumor arises. Pituitary tumor exists in pituitary
gland [3]. A patient needs to detect the tumor type quickly to initiate treatment. It is
already proved that Artificial Intelligence (AI) has enough skill to detect object more
perfectly than manual process [4]. Again, without trained-experienced radiologists,
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MRI cannot be diagnosed perfectly [4]. Magnetic Resonance Imaging (MRI) is an
efficient way for classification. In that theme, the proposed technique is based on
artificial neural network (ANN) and image segmentation is done by fuzzy C-means
(FCM) clustering.

Different research work was done previously to detect brain tumor types using AI
and several clustering techniques were trialed. Authors N. Nandha, Dr. Karnan was
found 98.87% rate for tumor detection by using FCMwith Particle SwarmOptimiza-
tion (PSO). They said theirmethodprovided a best result thanGeneticAlgorithmwith
FCM approach comparatively [5]. Authors Dipali M., Dr. N. Rana used histogram
equalization for pre-processing and thresholding for segmentation. They used Neuro
Fuzzy classifier and within eight tests they got three wrong results [6]. MRI brain
tumor image segmentation analysis was done by author Heena Hooda, Om Prakash.
They used K-means clustering and FCM. They claimed that FCM can detect the
tumor area more perfectly than k-means [7]. FCM was used for image clustering,
features were extracted byGrey level matrix (GLRLM) and the SVMwas utilized for
image categorization by Parveen and Amritpal Singh [8]. The authors found 91.66%
accuracy by using Kernel Linear Function with 120 images [8]. Malathi and Sinthia
[9] did an improved research work. They used Spatial FCM and Back Propagation
Algorithm [9]. They detected area, defected cells, detection time of tumor. Two
clustering algorithms were used combinedly by Rasel and Foisa [10] to reduce the
error. Templated K-means and improved fuzzy C-means (TKFCM)method provided
97.1% accuracy.

This paper is proposed an effective classification technique using FCM and ANN.
The novelty of the proposedmethod is to bring out 99.8%accuracy by utilizing proper
preprocessing, clustering algorithm and effective ANN training function from an
immense data. This paper arranges the remaining part as follows. Proposed frame-
work and briefly explanation are presented in Sect. 2. Obtained results are explained
using images, tables in Sect. 3. Finally, the proposed system is concluded in Sect. 4.

2 Methodology

The classification technique of proposed paper includes FCM and ANN to explore
the higher accuracy. The total process of classification can be divided into four steps:
pre-processing steps, image segmentation step, feature extraction and reduction and
finally, classification step with ANN. The workflow of technique is exhibited in
Fig. 1.

2.1 Pre-processing

This proposed technique applied resizing and sharpening filter for preprocessing:
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Fig. 1 Proposed
classification technique flow
chart

Image Resizing. Dataset consisted of different size of images. To work with all
images at a time, input images were resized by 200 × 200 pixels which means to
change the pixel information.

Sharpening Filter. Sharpening filter was used to strengthen the contrast shade of
the bright and dark area of the input image. This also enhanced the object’s edge.
Sharpening filter provides better accuracy in case of image processing.
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2.2 Fuzzy C-Means (FCM) Clustering

In 1981, Bezdek is the person who introduced FCM algorithm at first and FCM is an
improved version than previous clustering algorithms [11] and FCM allows two or
more clusters in one pixel [12]. FCM is unsupervised clustering process where data
points and centers of cluster’s distance create clusters [13]. It performs better than
k-means (result section). FCM works based on optimizing Objective Function [11].

J (U, V ) =
n∑

i=1

c∑

j=1

(
µi j

)m∥∥xi − v j

∥∥2
(1)

where, Objective Function= J (U,V), data points= n, fuzziness index=m,member-
ship=µi j , j th cluster center= v j , No. of cluster center= c, Euclidean distance of ith
particular to jth mid-point of cluster= ∥∥xi−v j

∥∥, k= iteration step, di j = Euclidean
distance.

FCM Algorithm

Step 1: Cluster center ‘c’ is selected randomly
Step 2: Calculation of Fuzzy membership function ‘µi j ’

µi j = 1

/
c∑

k=1

(
di j − dik

)( 2
m−1) (2)

Step 3: Computation of fuzzy centers, v j

v j =
(

n∑

i=1

(
µi j

)m
xi

)/(
n∑

i=1

(
µi j

)m
)
, v j = 1, 2, . . . , c (3)

Step 4: Repetition of step 2 and 3 before achieving the minimum Objective
Function.

From taking input tumor MRI to segmentation procedure of proposed method is
demonstrated in Fig. 2. InputMRIwas first preprocessed and then clustered by FCM.

(d) (e) (a) (b) (f) (c)

Fig. 2 a GliomaMRI. b Pituitary MRI. c Sharpening filtered image of GliomaMRI. d Sharpening
filtered image of Pituitary MRI. e FCM clustered image. f FCM clustered image
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Here, Fig. 2a isGlioma andFig. 2b is PituitaryMRI images.Contrastwas strength-
ened by sharpening filter, shown in Fig. 2c and d. Then in Fig. 2e and f, fuzzyC-means
clustering was applied after filtering to segment tumor from the image background
properly.

2.3 Feature Extraction and Reduction

Two-dimensional DWT was used in this proposed method and that was three-level
decompositionwavelet. DiscreateWavelet Transform is employed to extractmultiple
features from the filtered image. Fourier transformation has a serious disadvan-
tage as it doesn’t contain any information about time domain [14]. LL, LH, HH,
and HL are the four sub-bands for each scale [15]. Principal Component Anal-
ysis (PCA), an efficient way of feature reduction was used to reduce the quan-
tity of features after feature extraction to reduce computational time and memory.
Extracted multiple features were: Contrast, Energy, Kurtosis, Mean, Entropy, Corre-
lation, RMS, Variance, Homogeneity, Smoothness, Standard Deviation, Skewness,
IDM.

2.4 Proposed Artificial Neural Network Structure
for Classification

Input of this ANN was collection of 13 features, hidden neurons were 10 in hidden
layer and output layer had 2 neurons to indicate glioma and pituitary classes of
brain tumor. This neural network was constructed with the fastest training function
‘Levenberg–Marquardt’. ANN is dexterous tool for classifying brain tumors and
makes flawless decisions. ANN took 70% data for training firstly, 15% sample was
used for validation and then 15% was used for prediction in the testing stage.

3 Experimental Result and Analysis

3.1 Dataset

512 × 512 pixels dimension, T1-weighted data was obtained from [16]. Dataset
consisted of total 489 MRI images where 246 glioma and 243 brain tumors. Axial
and coronal plane images are used for this experiment and dataset was unbiased.
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(a) (b) (c) (d) (e) (f) 

Fig. 3 a Glioma MRI. b K-means clustered of Glioma. c FCM clustered image of Glioma. d
Pituitary MRI. e K-means clustered of Pituitary. f FCM clustered image of Pituitary

3.2 Selection of Perfect Clustering Algorithm

Figure 3a and d is sequentially Glioma and Pituitary MRI. Sequentially, Fig. 3b is
the k-means segmented image of Fig. 3a and e is the K-means clustered image of
Fig. 3d. Then, Fig. 3c and f are representing the FCM clustered image of Fig. 3a and
d respectively. The result of Fig. 3 makes clear that k-means algorithm was unable to
find out tumor location perfectly. But FCM had the ability to locate perfectly both of
the Glioma and Pituitary tumors which is shown in Fig. 3c and f. In case of k-means
clustering Fig. 3e, it was totally unable to indicate the Pituitary tumor. So, FCM was
selected for methodology and features values were taken for neural network training.

3.3 Classification Accuracy of Proposed Method

The best result confusion matrix is shown in Fig. 4 where 99.8% accuracy was found
for 18 iterations. Figure 4 proves that the proposed methodology can classify glioma
and pituitary brain tumors flawlessly.

Fig. 4 Obtained all
confusion matrix of best
result
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Table 1 Comparison of proposed technique with appurtenant work

Reference Classification technique Classification accuracy (%)

[4] Region of interest (ROI) + DWT + gabor
filter + BPNN

91.9

[8] Image enhancement + FCM + SVM
classifier

91.66

[9] K-means and SFCM (KISFCM) +
morphological filter + BPNN

93.28

[10] Templated- K-means + improved FCM
(TKFCM) + ANN

97.1

[15] GoogLeNet (learn features) + deep
CNN-SVM

98

Proposed method Resizing + sharpening filter + FCM + 2D
DWT + PCA + ANN

99.8

Accuracy = (T N + T P)/(T P + T N + FN + FP)100 (4)

Sensi tivi t y = T P/(T P + FN )100 (5)

Speci f ici t y = T N/(T N + FP)100 (6)

where, TP = True Positive, TN = True Negative, FP = False Positive, FN = False
Negative. Accuracy= 99.8%, Sensitivity= 100%, Specificity= 99.59%are elevated
from the confusionmatrix of Fig. 4 andEqs. (4)–(6).NetworkPerformancewas found
0.0033 from target data and output data.

3.4 Comparison of Proposed Technique

In Table 1, different applied methods of authors and obtained result of proposed
approach are compared. Table 1 makes it clear that the introduced approachment
is tremendously successful. The proposed method is simple and obtain the highest
accuracy of 99.8%. Reasons behind this higher precision are choosing FCM based
segmentation and using ‘Levenberg–Marquardt’ training function.

4 Conclusion

A unique and flawless technique is proposed based on FCM clustering and ANN
classifier to classify glioma tumors and pituitary tumors usingMRI. This method the
removes previous limitation of low accuracy by using 489 patient’s data.MRI images
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werepre-processedby sharpeningfilter to enhance the contrast. Thenbetter clustering
algorithm ‘fuzzy C-means (FCM)’ was selected for segmentation. DWTwas utilized
to extract features from clustered images and for feature reduction, PCAwas applied.
13 features were collected from images and then used for artificial neural network
training and testing. The fastest ANN function ‘Levenberg–Marquardt’ was used
for proposed network training. Test result provided 99.8% accuracy at 18 iterations,
100% sensitivity, 99.59% specificity. This proposed method is able to provide 99.8%
accuracy which is much better than some previous classification techniques. This
result is enough to claim that proposed technique can classify glioma and pituitary
tumor types magnificently. This improved accuracy is beneficial for medical sector
to classify automatically.
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An IoT Based Automatic Vehicle
Accident Detection and Rescue System

K. Gayathri Devi , K. Yasoda, B. Rajesh, R. Sowmiya, and S. S. Vishalidevi

Abstract A large variety of precious lives are lost because of road traffic accidents
each day that may occur due to the mistake of driver and delayed response from the
place of accident to the emergency services. The most important aspect of driver is
to own a good road accident detection and data communication system in place to
save injured persons. A system that sends information messages to close emergency
services regarding the accident location for timely response is completely essential.
The accident detection process uses raspberry pi, in detection of the data from the
vibration sensor and accelerometer during accident. The process of rescue system
uses GSM, in the process of sending message to the neighboring medical Centre or
relatives. GPS is used to track the location of the vehicle and used in the calculation
of the speed of the vehicle based on the position of (latitude, longitude) and time
difference. GSM in the system is used to send the location of accident through
message. Vehicle ad-hoc network (Wi-Fi) is used to transfer of the data from the
controlling unit to the application server in the later retrieval of data. Hyper Text
Transfer Protocol is used to transfer web page from remote server after internet
connection is established. The FireBase database is used in the storage of collected
data, and uploads over in the web-page and in the process informing the accident
location and in alerting.

Keywords Accident detection · Human rescue system · Global positioning system
(GPS) · Global system for mobile (GSM) · Vehicle ad-hoc network
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1 Introduction

Nearly 1.25 million individuals die in road crashes annually, on average 3287 deaths
on a daily basis. An additional 20–50 million are injured or disabled. Over 1/2 all
road traffic deaths occur among young adults ages 15–44. There are 1012 deaths in
2019. This can be 74 deaths (+7.9%) over an equivalent amount in 2018. Within the
12 months complete October 2019 there have been 1209 road deaths. Throughout
calendar 2018 there have been 1135 road deaths, 7% not up to in 2017. A recent
World Health Organization (WHO) report showed that each year 1.35 million people
die and 50 million place get injured. Road accidents are ranked because the eighth
leading reason behinds deaths (up from ninth its previous report in 2015), with the
Association for Safe International Road Travel (ASIRT) predicting that it’s going to
rise to the fifth leading reason behind deaths within close to future, unless forceful
changes occur.Moreover, because the social damage caused by road traffic accidents,
there is a big price. ASIRT estimates that between one and two percent of the annual
budget of each country is spent on road accidents. Now-a-days, it has become terribly
troublesome to understand that an accident has occurred and to find the position
wherever it’s happened. There is no system of identification and intimation relating
to an accident in the past. For intimation purpose messaging services is used. GPS
makes use of identification of location and GSM is built for the usage of intimation.
The most intention of an accident detection is to locate the accident spot anywhere
and intimating the emergency through the GPS and GSM networks. The GPS based
vehicle accident identification module contains Mostly of different sensors such
as accelerometer, MEMS etc., GSM module and a GPS modem connected to the
microcontroller. Global System for Mobiles (GSM) technology is employed for a
proper cellular mobile communication. Position of the vehicle accident location is
traced down by GPS.

2 Literature Survey

The self-collision detection sensor is used to detect the accident and the information
is uploaded to cloud based database server collision vehicle accident recognition,
and a connected emergency notification is provided [1]. The detection of accidents
supported by monitored speed and send the accident location acquired from the GPS
together with the time by GSM and therefore the speed by utilizing the GPS network
[2], sent to a OpenGTS server, providing a time period OpenStreetMap visualization
of traffic scenario. MongoDB appraise the close mobile APPs with alert messages
[3]. Auto continuous collision accident collision mechanism, exploitation physical
phenomenon preview iterative algorithm, trace examination reconstruction algo-
rithm, serial collision contact position reconstruction localization algorithm [4], self-
tuning iterative hard thresholding (ST-IHT) algorithm for learning distributed spatio-
temporal features and a weighted extreme learning machine (W-ELM) [5], Sudden



An IoT Based Automatic Vehicle Accident Detection … 1015

Lane Departure Avoidance Module and Rear-End Collision Avoidance Module [6]
is used over in the process of detection of accident. The accident is detected by
the in-Vehicle sensor and updates in database, verifies and compares the severity of
accident supported to different accident data [7] and notifies the emergency services,
uses remote cut off mechanism [8] and using GPS and GSM intimates the emergency
services [9, 10] and provides over an crash path reconstruction using Kalman filter
and GPS [11]. Data continuously collected from the smartphones accelerometer and
analyzed using Dynamic TimeWarping (DTW) [12], inputs from the accelerometer,
magnetometer, gyroscope and on vehicle crash detection [13] are analyzed and inti-
mated as e-Call with owner’s information. The local prediction is exchanged from
each sensor with neighboring vehicles aggregates the native predictions it receives
using aweightedmajority aggregation rule to get a final prediction [14], crash signals
at different locations of a vehicle and their implications on crash analyzes the severity
of accident [15], the system also sends a warning message. The system uses CAD-
CVIS consists of varied sorts of accident types, atmospheric conditions and accident
location, a deep neural network model YOLO-CA supported CAD-CVIS and deep
learning algorithms to detect accidents and in alerting [16]. The system detects and
assesses the severity of accidents with the assistance of an on-board unit and the
TestBed analyses different accident scenarios and helps in rejecting false alert and
serially detects the rollover and force [17]. Besides over these many systems, they
are costly and not applicable in every cars and lacking over in the process of saving
location for later use.

3 Proposed Model

Thisworks focuses on designing anddeveloping an accident detection using vibration
sensors and wireless modules. The block diagram of the proposed system is shown in
Fig. 1. In order to enhance real time accident detection andmonitoring, the systemhas
Vibration sensor SW-420, GPS and GSM module, which is connected to Raspberry
pi controller, which works with Wi-Fi in transfer of data. The Vibration sensor SW-
420 produces an digital output, on the detection of any collision or accident. GPS is
used to track over the location in which the vehicle travels. GSM is used to send the
location of accident as an URL link with the latitude and longitudinal information on
the place of accident. Raspberry pi controlling unit is used to sense the information
and to perform the entire controlling functions with database through Wi-Fi. For the
enhancement of real time accident monitoring, the system with sensors which works
on IoT basis [18, 19]. By using IoT, status on speed and the location of accident is
recorded and the database manages over the data and uploads over in the webpage,
in tracking of vehicle and its speed.

The connection and the flow diagram of the Vibration Sensor SW420 with Rasp-
berry pi is given in Figs. 2 and 3. The accident detection system operates with the
vibration sensor producing digital pulse output on the detection of any accident or
collision. It produces over an output based on the threshold which is been set over
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Fig. 1 Block diagram of proposed system

Fig. 2 Connection of the vibration sensor SW420 with Raspberry pi

Fig. 3 Flow diagram of the
vibration sensor SW420 with
Raspberry pi
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in the potentiometer. The sensor is tightly fitted over in any part of the car. The
variations in the output of the sensor are trapped and those are fed as input to the
micro-controller.

GPS is commonly used for both tracking and navigation in vehicles. Tracking
systems helps the base station to keep track of the vehicles in theway of travelwithout
the intervention of the driver whereas, the system also helps the driver to reach the
destination by navigation. The architecture of navigation or tracking system is more
or less similar. The connection and the flow diagram of the GPS with Raspberry pi
is given in Fig. 4. During the occurrence of accident in any place, tracking on the
position of the vehicle by GPS system and send the information by alerting person
through call or SMS by using GSM.

The connection and the flow diagram of the GSM with Raspberry pi is given in
Fig. 5. Now based on these variations, the micro-controller is programmed to take
decision which in turn.

• Sent as an message an through the GSM to relative or nearby emergency service.
• Data is updated over in the database through wireless transmission.
• Webpage provides over the alert message and update the location in the map.

Fig. 4 Connection and flow diagram of GPS with Raspberry pi

Fig. 5 Connection diagram
of GSM with Raspberry pi
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3.1 Wireless Transmission in IoT

Wireless communication system acts as a bridge for duplex communication for data
collection and control message delivery and is an essential part for IoT infrastruc-
ture. Various IoT applications can be applied usingWireless communication system,
which includes health care monitoring and home automation etc. and gains a lot of
attention in connecting devices to internet.

3.2 Device-To-Cloud Communication

Internet cloud services like an application service provider is used to exchange data
and manage the traffic of messages that will be connected directly to IoT devices
in a device-to-cloud communication model. There are numerous advantages when
a connection is established between the device and the IP network through cloud
service when compared with the existing communications mechanisms like Ethernet
or Wi-Fi connections.

The Device-to-cloud communication model that is proposed in our work is shown
in Fig. 6 and maintained by more consumer IoT devices like the nest labs learning
devices andmanySmartTv andSmart phones. TheNest LearningThermostat uses the
devices to broadcast data to a cloud database where the data can be used to analyzed
and problems can be identified. Cloud connection may help or enable user to obtain
remote accessing of data through smartphones or web interface and supporting in
some software updates to device.

The SmartTV technology make use of the Internet connectivity for the process
of transmitting the information viewed by the user to do further analysis by the
service provider and this enables the voice recognition features. The user can expand
capability of device further than its original features to device-cloud module with
respect to certain cases. Interoperability problem existwhen there is an amalgamation
of device detail from many diverse manufacturer it can be avoided if the authorized

Fig. 6 Device-to-cloud communication model diagram
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data protocols are used between the device and the cloud services. The device owner
or user can be coupled to a precise cloud service in order to prevent them the usage
of alternative service providers. This is referred to as “vendor lock-in”, a term the
compasses other facts of the relationship with the provider such as ownership of
and access to the data. In mean time, users can have confidence that devices can be
integrated based on the design for the specific platform.

IoT has made the change in the evolution today’s world by connecting things
over the Internet, which makes very much easier remote access. IoT is the emerging
and trending technology that can be implemented over in the safety and security
monitoring systems and in rescuing.

4 Results and Discussion

The Raspberry pi controls the functionality of the above mentioned sensor and
modules. Programming for the controller is done using Python coding. After comple-
tion of the entire program, debugging is carried out. Finally, the program is dumped
to the controller. Then, the working mechanism is verified. Figure 7 gives the snap-
shot of the prototype developed with major components. IoT plays a major role in
collection of database, from the user. Each user can reach the server using their own
e-mail id. This is achieved by means of mobile-to-cloud communication. When the
user access the server, any variation in sensor detection is updated in form of database
with the date and time. Therefore, real time accident detection is achieved by the
implementation of IoT.

Raspberry pi 3 

GPSVibration sensor

GSM SIM800A 

Fig. 7 Hardware implementation
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Fig. 8 Location of accident
occurrence

Figure 8 gives the snapshots of the location of the accident that were transmitted
through GSM. In this prototype firebase help in cloud based data storage and helps
in easy retrieval of data. Firebase provides developers in the platform of mobile and
web app development andwhich provides a plenty of tools and services which help in
developing high-quality apps, grow their user base, and earn more profit without any
back end server. Figure 9 gives the snapshot of the updation of location and speed in
the database along with the information on accident occurrence through wi-fi using
HTTPprotocol.Webpage provides over the view inwhich location the vehicle travels,

Fig. 9 Updation of accident occurrence in the database
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Fig. 10 Accident detection message in webpage

Table 1 Result comparison between existing and proposed system

Parameter Existing system [20] Proposed system

Accident detector Li-Fi system between cars Vibration sensor in every car

System adaption Hard Easy

Alert system Implemented using connected cars Implemented using IoT

Data collection Not implemented Implemented and stores the data over
in database

and provides over a pop-up information on the accident occurrence. Figure 10 gives
the snapshot of the webpage during accident occurrence which gathers information
from the database. The information based on the location helps in easy retrieval of
victim people.

The Comparison between the proposed and existing system is given in Table 1.
The existing system was designed with need to transmit the accident location using
IoT technology to cater the needs of people who are undergoing accident.

5 Conclusion

This proposed system with advanced features reduces manual work and allows
detecting the accident and reporting to the emergency services and updating data
in database. The IoT technology used in this system helps in treating the victim
people instantly in case of any emergencies and the route to the location of accident.
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Automatic Firefighting System Using
Unmanned Aerial Vehicle

K. Gayathri Devi , K. Yasoda, and Maria Nithin Roy

Abstract In the world of technological advancements, Internet of Things had
opened a vast opportunities and gained attention in academics and in industrial
automation. This paper focuses on the general representation of the design of the
Unmanned Aerial Vehicle with fire extinguishing balls that can be applied for fire-
fighting situation. The paper highlights the design, and the purview of the experiment
conducted with respect to fire extinguishing balls that is attached to the drone. The
observation of the experiments clearly signifies that the size of the fire extinguishing
balls connected to Unmanned Aerial Vehicle (UAV) system should be lesser to put
off the fire outbursts. The proposed work has implemented an drone of required
specification to extinguish the fire using fire balls attachable to drones. The hard-
ware consists of Navio 2 and Raspberry pi 3 as flight controller interfaced with drone
(UAV). The system design is a combination of internet of things and dedicated server
for continuous storage and monitoring system using Amazon web services.

Keywords Amazon web services (AWS) · Drones · Fire extinguishing balls ·
Remote sensing · Unmanned aerial vehicle (UAV) ·Wildfires · Navio · Raspberry
pi

1 Background

The implementation of the systems with drone and various remote sensing tech-
nologies is rapidly increasing to provide a mobile, and low-cost alternative for the
previous systems such as ground-based systems, air controlled vehicles, and satellite-
systems [1]. The images captured by the satellites with low resolution and noise are
not adequate to provide effective result. It is also proves ineffective in populated areas
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[2, 3] since there exist problem to classify the region of interest and there may be
misclassification. The constrained surveillance ranges affect measurement of ground
equipment [4]. The early stages of fire detection UAV system with image capturing
is now replaced by infrared cameras for detecting the radiation emitted by fires [5].
A direct view of the radiation is required by the infrared sensors for effective results
[3]. Visual cameras, a small size high resolution camera have been used for detection
of smoke produced by fire in daylight [6]. Visual cameras provide the details such as
flame height, angle, location and width. These cameras produce different contrast,
texture, and motion analysis [3]. Another mentioned is the usage of LIDAR devices
to identify smoke particles [7].

Holman et al. [4] proposed that UAV system can be used to capture images from
a camera fixed to systems in a real time environment. It was concluded that image
processing quality of topographic images which are in existence and the meta data
of the specific image is rectified and stored for later usage purposes. The paper
discusses the quality of resolution of images and how they are processed frame by
frame. He constructed a similar exiting prototype of unmanned aerial vehicle (UAV)
with a quadcopter setup to collect test images for specific enhancements of low cost
and flexibility. The autonomous functions in the UAV is capable of excellent ground
station. The accuracy of images from ground position could be found with accuracy.

Kumar et al. [8] had developed a optimization model for the detection of fire
and to extinguish the fire with fire suppressing fluid for a region where there are no
habitant withmultiple UAV. Two step approach is considered, the first step represents
the fire by a two dimensional shape with a boundary, it requires all the UAV to work
in coordination within the boundary and there should be no collision. The second
step proposes a model as a function of fire and time. This approach aims at reducing
the Euclidean distance between the quadcopter and the fire at any instant of time.
There are few studies that considered fire suppressants other than water. They tested
this theory with master model with use of 10 drones via simulation. The suppressant
fluid is not practical. The undergraduate project designed as a quadcopter with a
ball-dropping mechanism that can drop a single unit of fire-extinguishing ball by
using compressed springs.

Wallar et al. [9] suggested a approach for the surveillance of risky areas by using
three quadcopters to evaluate the coverage area of the sensors on board, the quality
of the data collected with reference to various altitudes and risk involved with ground
level. The two stage approach is implemented in which the movement of the quad
copter to maximize the coverage area is considered in first stage and the second
age optimizes the risk involved. It was intended for the examination of regions to
diminish the detection risk and to ensure the data provided by the sensor is of high
quality. This approach is more costly as more number of quad copters are used.

Mois et al. [10] has focused on the data transmission, security and success rate of
huge amount of environmental parameter data with three the Internet of Things (IoT)
based protocol, the cloud computations, and cyber-physical systems. Three types of
IoT-based wireless sensors for monitoring the environment and the surroundings
were analyzed in this paper. The web based communication established with User
Datagram Protocol (UDP) was not reliable as the number of packets that was lost
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in each minute and only the success of the transmission was 95.4% and it is mainly
due to the network and is not related with the hardware. The success rate of the
transmission was slightly increased, there exist a reduced battery life time when
the communication was established through Wi-Fi and Hypertext Transfer Protocol
(HTTP).The packets transmitted are received only when the devices is within a
certain range in the case of third one using Bluetooth Smart. This paper concludes
with various advantages and disadvantages of using the above three communication
protocol with respect to the factors such as power consumption and life time of the
devices, Internet facility, success and reliability of the transmission and revealed that
all three can be used for web based application. Wi-Fi and BLE are two technologies
suited for ZigBee protocol for monitoring applications that can successfully compete
with the concept established.

Zhou et al. [11] proposed a tracking framework and a systematic road detection
approach in video footage using UAV. Initially Graph cut algorithm is applied for the
extraction of the road regions from other non road regions. After the initialization,
for quick retrieval of the road region homography estimation is used. The proposed
framework has a precision of 97.4% and processing 35 frames per second for 1080
× 600 videos on average. Author has published a systematic approach for the identi-
fication of road by applying the relevant algorithm for different time instant in UAV
videos.

Lockheed Martin et al. conducted and demonstrated a collaborative system
comprising of drone and helicopter. The helicopter is designed to drop water exactly
on the hot spots identified by the UAV [12]. Companies such as Aerones, Nitrofirex,
and Singular Aircraft are focusing to design and implement drone systems that
make use of water to suppress fires [13–15]. Phan and Liu [16] developed a system
consisting of airship, UAV and unmanned ground vehicles (UGVs). The peak level
of the hierarchy the airship generates a mission plan by utilizing fire outbursts, UAV,
and UGV planned models [16].

The continuous research of developingUAVsystem for the detection and construc-
tion of wildfire implemented with drones, application program to program the hard-
ware and relevant algorithms for detection and tracking is in progress day by day
[4]. The main focus is different from the previous establishments or papers which
deliberately work in developing and resulting a remote-sensing capability which will
give an alarm not only for fires, but it also in detection of the fire head and flanks’
spreading. Thus remote sensing is designed to detect fires caused in buildings, fire-
fighters, and based on that will recognize the risk of the fire spreading to any other
area or a precise location parameters. The purview of this particular paper is designed
for this remote-sensing system.

Howden et al. developed a system with multiple that overlooks complex areas for
fires [17]. This systemwill split the area under surveillance into cells and the parame-
ters such as velocity, pheromone factor and the repulsion factor will be continuously
updated for every iteration. The simulation result for various parameters and giving
priority to the cell was also investigated in detail. Their algorithm proved successful
when implemented in real time environment as one of the UAV may have less fuel
and refilling is needed suddenly, one of themmay crash and one may become failure.
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Pham et al. also developed a similar algorithm for multiple UAV system that iden-
tifies the fire that is spreading across the boundaries [18]. It ensures collisions are
avoided between UAVs. Yuan et al. implemented a forest fire detection system for
a forest fire when the fire is spreading in regions [19]. The video captured by an
aircraft in real time environment and the detection proves the systems reliable and
accurate. Similarly, a decentralized autonomous system of multiple UAVs to monitor
and govern the perimeter of the forest fire and containment was presented by Alexis
et al [20].

The detailed analysis of the implementation of various system for fire detection
and methods to extinguish the fire motivated to implement the drone of required
specification to extinguish the fire using fire balls attachable to drones. This system
is implemented on low power chip Raspberry Pi 3 and Navio 2. The Raspberry
Pi 3 is interfaced with Navio 2 module for better specific controls such as barom-
eter, accelerometer etc. The hardware modules interfaced with raspberry pi 3 are 4
BLDC motor, 4 ESC, Power distribution board, a transceiver, and a thermal sensor.
The system design is a combination of internet of things and dedicated server for
continuous storage and monitoring system using Amazon web services.

2 Proposed System

Figure 1 is the representation of implemented wireless UAV system in two stages.
Stage 1 is for the detection and to extinguish the fire. The stage 2 of Fig. 1 highlights
the blocks used for transmitting the fire outburst information. Figure 2 shows the
interconnection of the various hardware of the UAV System. The central unit of the
drone is flight controller Raspberry pi3 connected to brushless motor and electronic

Fig. 1 Proposed UAV system
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Fig. 2 Connection diagram of the hardware of the system

speed controller (ESC) for the stable movement. The purpose of using electronic
speed control or ESC is for varying the speed of Brushless DC electricmotor (BLDC)
motor, its direction and also to act as a dynamic brake. The Raspberry Pi 3 is build
with powerful processor, ten times speeder than the first generation, wireless LAN
and with Bluetooth connectivity.

The drone frame used in the system is built from quality glass fiber and polyamide
nylon. The main setup of the UAV is connecting the motors with the power distri-
bution board where the power to the motors is controlled by the electronic speed
controller. The power distributed board is connected to the flight controller where
the input output to the ESC is connected to the flight controller. Then the LIPO
battery is connected to the power distribution board and tested for the function of
the motors. For wireless communications a transmitter is connected to the raspberry
pi. On bottom of the UAV the fire ball drop is fixed. The balls effectiveness and
robustness for building fires is maintained by conducted experiments. The fire extin-
guisher ball (AFO) which is approximately 0.7 kg, is used. The AFO was dropped
directly into fire, whereas they were located in bottom of the drone frame which can
be released the fire a few meters above.

The stage 2 focuses upon the software connection using dedicated server. Here
the raspberry pi is loaded with a pre-configured operating system and connected to
amazonweb services (AWS)which is used tomonitor and track theUAVmovements.
Here the operating system image configures the flight controller, so the dumping of
operating system is done on a memory card. The installation takes place containing
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Fig. 3 Prototype of the developed drone

all services, kind of a meeting point for nodes. Hence, the nodes are discoverable and
communicated to each other Raspberry Pi. There are different set of drivers within
one node.

Considering fire is around two meter diameter, 0.7 kg AFO ball was dropped, the
possibilities ofwhich if the ball exploded butwas not able to extinguish thefire and the
fir outbursts continues or if it did not explode and the fire passed an approximate area
of threemeters in diameter, the firewas going to be put outmanually by thefirefighters
These conditions were set for safety purposes. Figure 3 gives drone developed. The
drone is connected to the ground station and controlled via internet. Using the AWS
console a new account is createdwith the following services such as Lambda Service,
Simple Storage Service, Cloudwatch, Cloud alarm, SimpleNotification Services and
some additional services for external image processing. The servos are backed up by
the power to so a Bit Error Correction (BEC) should be present. BEC would serve as
back-up power supply to Navio+ incase themain power source supply is intervened.
ESCs will heat each other if many ESC central wire connected to Navio 2.

3 Results

Drone configurations are usually connected to motors and move when the downward
thrust of UAV system is equal to the gravitational pull working against it. When the
rotors provide an upward force greater than gravity, they automatically descend, and
the UAV is directed in the desired direction using pitch, yaw, and roll. When the
rotors provide an upward force greater than gravity, they automatically descend, and
the UAV is directed in the desired direction using pitch, yaw, and roll. Drones are a
microcosm because they are dependent to provide two-way communications for the
Internet of Things. Testing of the drone must be done for safety and reliability for
minimum cost and requirements. They must have fail-proof software that is certified
for safety and effective in communication systems. They also should have efficient
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power management and ability to operate in challenging and difficult environments.
The raspberry pi acts as an interface between the Navio and AWS console. The
mission planner software a GPS location is being fixed and controlled. The use of
IoT core enables us to dump software into the microcontroller. The transmitter is an
additional safe-switch.

The amazon web services console is a web application which enables the users or
organizations to establish their application worldwide. The management of console
consists of root user where certain permissions are allowed and denied. This enables
us to monitor in the AWS console which will be ground control station. Initially the
connection was checked using the putty window. In this window the reading that are
set in the program were tested. The drone works like any other drone flying up to an
extent and capturing views. But, in this case the drone flies above the fire affected
areas and helps to put off the fire. This drone works with the help of controller where
signals are connected through a transmitter. The drone carries fire extinguisher balls
along with it and drops it from a certain height. The ball further rolls down to the
center of the fire and blasts where it puts off the fire this step can be followed until
the fire is completely put off, their efficient in terms of time to activate id done by
AFO ball. Time taken is 280.9 s to explode. The 0.7 kg size ball extinguished a circle
of 1-m diameter fire outbursts yet the 1.5 kg balls are assumed to extinguish a radius
of 1.5 m. There is only need of little help from man to control the drone. AWS was
connected to Raspberry Pi to capture the images from the drone.

4 Discussion

Consider the assumption that the UAVs could be re-loaded with a new method, it
could be possible to prevent fire outbursts from spreading in multiple directions, or
to extinguishing fires igniting the surrounding objects in large amount. The system
should be increased exponentially if there is relation between increases in swarm size
to the number of balls per UAV increase. The Table 1 depicts the idea of required
components.

Power will be 200 amps combination of continuous current and 400 amps peak
current. Motor power capability can pull up to the amps which is 25 amps continu-
ouslywithout any disruptions. The thrust tests, eachmotor provides of 3 kgwith 1867
carbon propellers, at 22.3 V, 24.1 amps. A ball-release mechanism was designed
and built as a mechatronic system attachable to the firefighting UAV. The system
consists of electronic components such as microcontroller, power supply, sender and
receiver, and motor as well as a mechanism to carry and release the ball and its
connections to the fire-fighting UAV. The ball-releasing mechanism was attached
with the mechatronic components.
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Table 1 Table captions
should be placed above the
tables

Component Description

Frame Quadcopter frame 550 mm

Motors 2200 kV BLDC

ESCs 30 Amp

Flight controller Navio 2 + Raspberry Pi

GPS Navio 2

Telemetry 2.4 GHz transceiver

RC transmitter FS-i6S 2.4 GHz transceiver

Battery 2200 mAh 3S 20C Lipo

Propellers 10 × 5 carbon fiber

Raspberry pie Raspberry Pi 3

Thermal sensor DS18B20 temperature sensor

Camera Ardu-cam 5 MP 1080p sensor OV5847 mini
camera

5 Conclusion and Future Work

The project can be further improved by widening the obstacle detection range with
ultrasonic detectors. Further improvement can be made for this system. This system
can be improved with less latency and more accuracy. Deep learning algorithms and
Machine learning algorithms could be initiated. This proposed work with advanced
features reduces manual work and allows people to move to that place immedi-
ately and independently. The advancements in software side can reduce the latency
and produce high throughput. In the hardware side adding high resolution cameras
providing high sustainable circuit boards which have high durability. Therefore, real
time UAV is achieved by the implementation of web services in IOT.

These experiments were constructed and developed for a research project which
the main objective is to design a system of UAVs which can be automatic connected
to web server and monitored through internet and minimize the fire by extinguishing
the AFO balls above them. The idea can be simple if a single system of UAV could
drop them to optimal points, in optimal numbers, on time then there can be multiple
systems simultaneously working at same wavelength. Remote-sensing and image
capturing technology will be needed to determine points of attack and the web server
interfaced should be a dedicated one which cannot be used for other services. The
size of the fire-extinguishing balls depends upon the drones frame and the thrust it
can lift along with its own weight is a parameter that requires further investigation
for the usage of this system in real time applications. This is a promising result for
further studies that will be conducted for developing the proposed drone-assisted
fire-fighting system.
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and Kamran Dahri

Abstract Semantics can be used to assess responses in question answering systems
(QAS). The responses are typically short sentences. Assessing short sentences for
similarity with the expected answer is a challenge for Artificial Intelligence. Unlike
long paragraphs, short texts lacks the adequate and accurate semantic information.
Existing algorithms don’t work well for short texts due to insufficient semantic infor-
mation. This Paper provides the state of art on semantic similarity techniques and
proposed the research framework to enhance the accuracy of short texts.

Keywords NLP · Text summarization · Semantic similarity · Short text ·
Information content · Information retrieval · Text assessment · Accuracy QAS ·
Semantic information

1 Introduction

Natural language processing the semantic similarity put its tremendous impact on
question answers systems. Whereas short answers/texts observed to be most import
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techniques. Which commonly recognized as STSS. These short texts include social
posts, question/answers, conversations, keywords and comments etc. In STSS short-
questions provide a useful understanding of specific concepts in a particular subject
domain. Short texts semantic similarity (STSS) helps to measure 10–20 words long.

Due to limited information these texts consider themost challengeable for number
of applications. These texts contains more than one meaning so they are generally
difficult to understand. Short texts contains lots of textual errors and produce result
ambiguity. These Texts generate semantic errors like grammatical and real world
errors. The main reason of these errors are user’s insufficient knowledge. Analyzing
and fixing these errors in short-texts improves the effectiveness of learning environ-
ment. Semantic calculation of short texts influenced the text words that causes the
poor accuracy [1]. Usually, understanding the hidden semantic meaning of word is
difficult task.

In natural language processing the text represents sentence. Each sentence/texts
has set of words, these words counted with different Parts of speech. Machines only
understand the language of symbols rather than text. To recognize the particular
and intended meaning of words or sentences it’s highly needed to convert text into
symbols. Part-of-Speech (POSs) determines that eachword in the sentence contains a
specific sense of information. Generallymachines don’t understand the dualmeaning
of words/sentences. So therefore, natural language processing enables machines to
learn and seek the human natural language.

Text understanding plays a vital role in NLP. Most of the current methods are task
oriented such as information retrieval, relationship extraction andQ&A systems. The
main reason of using text in natural language processing make machines to know the
human languages. The aim of this paper is to summarize STSS techniques to identify
the trend of research.

1.1 Structure of the this Paper

The Paper is organized as follows: Section 2 is on literature study; Sect. 3 analyses the
various similarity approaches; Sect. 4 proposed the research framework and Sect. 5.
Gives the conclusion where section 6 provides the references of study.

2 Literature Review

Journal articles and proceeding papers from ISI and Scopus-indexed publications or
reputable institutions on STSS research in the past years have been carefully selected.
The papers are further filtered with focus on ML applications for A&Q systems. The
literature review identifies interesting development and trends of the study.

Refer to Table 1.1 in Attachment I. The table characterizes the STSSmethods and
show the years and trends.



State-of-the-Art: Short Text Semantic Similarity (STSS) Techniques … 1035

It is important that short texts (subjective answers) must be understandable and
disambiguated so that learner can find the accurate information. However, Short text
similarity also related to textual entailment (TE) and paraphrasing techniques.Which
mostly use in many natural language processing tasks. These techniques differs
from each other in different context. TE (Textual entailment) uses the direct relation
among text fragments by using the hypothesis techniques, whereas paraphrasing
used to recognize the same meaning of text. These both techniques works on yes/no
decisions. STSS use these techniques to rate the semantic relatedness among groups
of words/sentences [1].

There are so many traditional methods used in NLP and the most common are,
Bag of words, Vector space model, and BM25 [2], helps to generate the words in
text. In NLP usually traditional methods are poor methods that can’t properly detect
the semantics of text at conceptual levels. Because of the limited amount of text, it
is not easy to calculate semantic similarity with these methods.

Several other methods like n-gram based, word-based methods, long based
distance so on and so forth are used to fixing the real word errors to improve the
accuracy for short answers [3]. There are some limitation in the existing intelligent
subjective questions. Same similarity often repeated among the number of questions
during the assessment process, increases the problem of duplication as well as low
accuracy [4].

This text similarity not only because of synonyms but the similarity can also be
possible because of antonyms or other similarity domains with the different learning
context. When text reduced it increases the difficulty for the semantic similarity.
Number of approaches have been based on traditional methods of test items and
words similarity [5, 6]. But these methods are not applicable to our problem domain.

Moreover, some algorithms contain high time complexity because it uses number
of semantic relations. One of study [7, 8] mentions the relationship diagram short
texts known as knowledge graph and random walk method to improve the concepts
of optimal word segmentation.

Another study [9] provides the attention neural network approach for reading the
text. Thismethods distinguish the text summarization and conceptualization semantic
information of text. However, the Paper [10] proposed a method that provides the
input transformation to set the optimal changes to the model architecture.

Meanwhile a study [11] introduces a newQ&A system for selecting grounded and
commonsense information from Concept another study [12] reviewed how to gain
new facts about the world based on knowledge graphs. Most of these methods are
task oriented. Although these methods have good expressiveness on particular tasks
but they still lack understanding and improving the accuracy of text semantics. Some
studies focuses on external knowledge to upgrade the quality of topic identification
in short texts.

The textual similarity has been proposed in 2006, where only small amount of text
were supposed to be included but after that the research becomes enhanced from short
to long and long to individual words. [1] It also works well in many web applications
like ontology generation, keyword extraction, and entity disambiguation. Like, Phan
et al. [13] find out the hidden Model. According Zhang [14], suggest that when two
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or more words are collocated, there must be one word that works as the center word
and the other word as the collocation word. Parts of speech works well to construct
the center word.

However, Kim [15] suggest that related features can also help with disambigua-
tion. Furthermore, they worked to capture semantic relations between terms using
the novel approach LDA, this approach helps to improve the accuracy of short text
conceptualization by using context semantics into consideration. Whereas POSs like
verbs, adjectives, and other attributes, can also help to detect instance ambiguity.
Moreover, the study [16] introduces the framework for short texts that detect the errors
from text. More specifically, the work has divided into three subtasks to understand
the short text such as text segmentation, type detection, and concept labeling.

Wang [4] present an approach to solve the problem of semantic similarity in test
papers, with the help of density entropy they selected the test papers to screen the
various question papers from item bank and then applies the calculation of semantic
similarity to detect the intelligent test paper from the corpus.

Furthermore, Huang [17] developed the algorithm to improve the performance of
STSS with low time complexity. This algorithm incorporated the different WordNet-
based word measures to address the word pairs with specific POSs that helps to
enhance the evaluation of semantic similarity of unknown words in shorts texts.
Hesham [1, 13] represented the work, that focusing one Semantic Textual Similarity
(STS) of a question pair. In this study they finds if two questions have the same
answers, then they are semantically equivalent.

Otherwise, if the answers are different to one another, or partially different then
(the answer of the first question is included in the answer of the second question but it
considered the incomplete answers, or the questions share a portion of their answers
yet different otherwise) then these answers subsequently considered the semantically
nonequivalent.

To compute semantic similarity for short texts is important in many areas. Many
approaches have been proposed that use linguistic analysis. Thesemethods determine
whether the words in two short texts look alike, in terms of largest common substring
[18]. These approaches usually work for trivial cases.

This kind of methods creates a major problems, because the complex features are
derived from other NLP tools and components which use for other purposes. Some
application depends on parse trees that are completely restricted to syntactically
well-formed texts. More ever, the error from these tools also creates the problems in
Text semantic similarity models that are very hard to solve individually.

Furthermore Younes [19] proposes a technique for text summarization they
focused on identifying significant parts of text to create summary. To solve the
problem they represented an optimized algorithm that helps to produce summary
with the lexical chains and WordNet dictionary.

However, the Study [20], proposed methodology that consists on rules, based on
NLP algorithms like sentence splitting, tokenization and POS tagging. These rules
were applicable on user provided text which he want to summarized. In Algorithm
each word is assigned a score based on its frequency, this algorithmwill run sentence
by sentence.
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There are number of techniques that uses Part-Of-Speech (POS) as syntactic
information to compute similarity between sentences. Subsequently, thework present
[21], gives the concept of weighting strategy based on POS. They represent the idea
that many POS and certain relation between POSs are more important and beneficial
than others. In particular they combine the weighting strategy with bag-of-words
approach to computer semantic (sentences) similarity in texts.

3 Techniques for Textual Similarity

In this section, this study proposes the methods that have potential for further devel-
opment and the rationals. There are various approaches that used to measure the
semantic similarity. This section represents the proposed method for extracting simi-
larity in short-text questions in detail. These approaches needs to acquire similarity
from semantic and syntactic information that exist in the compared natural language
sentences. In a natural language processing (NLP) a sentence can be defines as a set
of words with Part-of-speeches (POSs) [22] (Fig. 1).

3.1 Corpus/Statistical-Based Semantic Similarity

A large variety of the proposed approaches in words similarity or primarily corpus
based. In this approach valuable data is extracted from analyzing an enormous

Fig. 1 Techniques for measuring the short text semantic similarity (STSS) [33]
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corpora. Furthermore, analyzing words using Eq. 1 would allow the massive corpus
helps to extract the words similarity accordingly. Corpus-based approaches also
known as statistical-based approach. Corpus/statistical based similarities can be
measured by two.

Different techniques, normal statistical analysis (LSA) and the other one is deep
learning. A large corpora analyzed statistically through counting the words within
the corpus and documents. Tf-idf is a vital statistical object for the corpus analysis
which is used to employ as a word co-efficient [23].

3.2 Latent Semantic Analysis/Approach (LSA)

In this technique, words usually expressed as vectors. In LSA, the word matrix and
vectors constructed by analyzing the large text. The word matrix represents in the
form of rows and columns. In this corpus based analysis, usually cosine similarity
is highly used for calculating the word similarity text, tables and figures. Substantial
changes in content, e.g., new results, corrected values, title and authorship, are not
possible and can-not be processed.

3.3 Deep Learning Analysis/Approach

This approach also known as word embedding technique which used to find the
words semantically. In the semantic space, a very big corpus is required to extract
the word representation. This technique is specifically used to guess the word from
the given surrounding words, usually known as bag of words model. This model also
helps to understand the vector representation. Deep learning also use the Skip gram
method to understand the context meaning of word. It also helps to understand the
word/vector semantically. For example if we perform some calculation on vectors
semantically,

[VECT (KING)− VECT (MAN) + VECT (Woman)]

The result of this vector shows the word “queen” which is generally very close
to the specific semantic calculation of word representation. Deep learning also use
web based similarity.

3.4 String-Based Similarity Approach

String-based also knowns as lexical based word similarity. It uses the
comparison technique between the sequences of characters. There are various
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methods/approaches used in String-based similarity to calculate the similarity of
words like, levenshtein distance, longest common sub string Q-gram and jaccard
distance.As for asLD, it computes the distance between two strings by using different
operations like, insert, delete or replace. And change the one form of string to another.
Whereas, longest common substring (LCS) finds the longest substring of string.

Example

LCSubtr (S1, S2) = max
1<i< m .1< j≤n

LCSu f f (S11...i, S2... j),

3.5 Topological/Knowledge Based

These methods works well to understand the meaning of word to process compu-
tationally. It actually use the WordNet for the lexical relationships. There are three
methods that helps WordNet to extract the similarity. These can be categorized as
node-based/Ic, edge-based and Glass-based measure.

3.6 Node-Based/Ic (Information Content)

This approach uses concepts to extract the similarity. This measure includes the
hierarchical structure. In this method every node uses IS-A taxonomy that are kept
in on set. There are also other measures that considers the node/Ic based measures
for example, RES, LIN and JCN [1]. Before implementing the node based model the
concepts can be divide into words(c) and classes defined as classes (w) [24].

classes (w) = {c/w ∈ words (c)}.

Here in the whole hierarchy the class works as a subtree and the class (w) contains
all sets of possible words [24].

3.7 Edge/Distance Based Measures

This is the direct approach for computing the similarity. This technique counts the
edges of those nodes that are correspond to each other. Distance basedmeasures used
the hierarchal concept for WordNet where the PATH length can be used to measure
the similarity There are three other approaches based on Distance measures PATH,
WUP, LCH [1].
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3.8 Gloss Based Measure

Thesemeasures uses the glosses between the concepts ofWordNet. Vector and LESK
are the type of this measure [1]. Table 1 Shows the Summary of various methods and
dataset used for the semantic similarity of short texts. This table presents the latest
work. Various datasets has been used by the different approaches the most common
is Microsoft paraphrase corpus. This dataset contain 5801 sentence pairs that can
extract from news, documents and various social network platforms.

4 Proposed Research Framework

This study proposed Research framework (Fig. 2) that has one independent variable
(Text assessment) whereas the other’s work as dependent variables. In this Frame-
work the text assessment will be done by the student’s essays. The evaluation will be
based on examiners or expert essays that will be available to check the relatability
among essays. These short texts divided into text extraction process that actually
extract the core keyword from text through the machine learning process. Further
the machine normalize the text through stemming and lemmatizing techniques to
remove the suffixes. In summarization the machine performs the text prepressing
that helps to reduce the noise from text to detect the stop words or punctuation
marks from Texts. Moreover the Intent recognition check the similarity among the
short texts to identify the relatable Keywords that has the highest similarity. This
technique helps to give the rank to the text (answers). Whereas (Table 2) Text assess-
ment, summarization, as well as similarity all these effects on the accuracy of short
texts. The measurable variables in framework are: Text Assessment, Text extraction,
intent recognition and accuracy.

In Q &A systems usually the Reponses works independently. So if the student’s
and examiner’s responses relate with each other than machine will understand the
context of word/sentence and indicates the predicate feature that has the higher
similarity. If the predicate feature has high similarity then the accuracy of STSS will
increase. If the predicate or candidate word failed to provide the accurate response
then the accuracy of answer will not match to the specific answer.

5 Conclusion and Future Possibilites

Themain consideration of this study is to give brief overview on short texts. There are
various approaches like string similarity, corpus based or knowledge based. Usually
these approaches provide good impact on text representation. From the literature and
previous workwe have identified and noticed that corpus based and knowledge based
measure are most suitable measures for text summarization. Corpus based measure



State-of-the-Art: Short Text Semantic Similarity (STSS) Techniques … 1041

Ta
bl
e
1

Su
m
m
ar
y
of

va
ri
ou
s
m
et
ho
ds

an
d
da
ta
ne
tu

se
d
fo
r
th
e
Se
m
an
tic

si
m
ila
ri
ty

of
sh
or
tt
ex
ts

R
es
ea
rc
h

M
et
ho
ds

W
or
dN

et
L
C
S

W
or
d
em

be
dd
in
g

St
ru
ct
ur
e
ba
se
d

V
ec
to
r
B
as
ed

PM
I-
IR

L
SA

B
as
e
m
et
ho

d
D
at
as
et

H
ua
ng

et
al
.[
3]
,

20
19

✓
✓

✓
St
ri
ng

B
as
ed

M
SR

Pa
r(
M
ic
ro
so
ft

pa
ra
ph
ra
se

co
rp
us
)

Is
la
m

et
al
.[
25
],

20
09

✓
✓

✓
C
om

bi
ne
d
(S
tr
in
g
&

C
or
pu
s
ba
se
d)

M
SR

Pa
r(
M
ic
ro
so
ft

pa
ra
ph
ra
se

co
rp
us
)

Z
ha
o
et
al
.[
26
],

20
19

✓
✓

C
or
pu
s
ba
se
d

G
ig
aw

or
d
&

D
U
C
-2
00
4

Su
le
im

an
et
al
.[
27
],

20
19

✓
✓

C
or
pu
s
ba
se
d

O
SA

C

Pa
w
ar

et
al
.[
28
],

20
18

✓
✓

K
no
w
le
dg
e
ba
se
d

PI
L
O
T

H
ie
n
et
al
.[
29
],
20
19

✓
✓

C
or
pu
s
ba
se
d

M
R
PC

P4
PI
N
.S
T
S2

01
5

C
ai
et
al
.[
30
],
20
20

✓
✓

✓
St
ri
ng

&
kn
ow

le
dg
e

ba
se
d

M
&
C
,R

&
G
,W

S-
35
3

Z
hi
gu

o
et
al
.[
30
],

20
16

✓
C
or
pu
s
ba
se
d

Q
A
Se

nt
,M

SR
P

A
va
ni

et
al
.[
28
],

20
19

✓
✓

C
or
pu
s
ba
se
d

K
ag
gl
e



1042 Z. H. Amur et al.

Fig. 2 Research framework

Table 2 Variables of proposed research framework

Variables Independent variable Dependent variable Technique (Measurable)

Student’ versus
examiner’s essay

✓ Text assessment

Summarization ✓ Text extraction

Similarity ✓ Intent recognition

Short Text ✓ Accuracy

provides the advantage of cosine similarity. These approaches helps to minimize the
risk of errors and improve the chances of accuracy between short texts. Morever, this
study proposed the research Framework that helps to find out the similarity among
short texts (answers). For the future work, there is a lot of work yet to be done on
unsupervised learning in semantic similarity.
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Modeling of Wireless Power
Transmission for Pacemaker Battery
Charging in MATLAB Simulink
Environment
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Abstract Cardiovascular pacemaker is a little gadget that utilizes electrical driving
forces conveyed to the terminal by contracting heart muscles and they can direct
the thumping of the heart. It requires the energy where ordinary wires are badly
arranged and dangerous to human body. When the life expectancy of the pacemaker
battery is finished, continued changing of pacemaker will influence the patients.
To build the lifetime of the implantable heart pacemaker. By utilizing remote force
transmission for cardiovascular pacemaker depends on inductive coupling between
the two curls has been proposed in this paper. The essential curl is to be put on the
body, while auxiliary loop is to be set inside the body. From this, sending and getting
loop can move power remotely, and beneficiary circuit will get the air conditioner
sign and convert it into DC signal for the battery of the cardiovascular pacemaker.
The reproduction results show that the moved productivity is about 80.01% at the
distance 2 cm.
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1 Introduction

These days the world without electric force is troublesome thing to live. For instance,
the day-day items like electronic vehicle, versatile, PC, clothes washer and so on,
requires electric force. Like that force move through the little attachment containing
numerous wiresmay cause firemishaps and demise [1]. Pacemaker is only it is a little
gadget that utilizes electricalmotivation conveyed to the terminal by contracting heart
muscles after that they can direct the pulsating of the heart [5]. In 1958, the pacemaker
was embedded first with battery-powered battery made of nickel cadmium. In 1973,
lithium battery was utilized to control the pacemaker. A pacemaker is put in the chest
(just underneath the collarbone) to help manage moderate electrical issues with the
heart.

Pacemaker leads might be situated in the chamber (upper chamber) or ventricle
(lower chamber) or both, contingent upon the clinical condition [6]. Inherent coro-
nary illness in conceived babies needs to the implantation of pacemaker from their
introduction to the world to whole lifetime. And furthermore utilized in mature age
individuals to aid appropriate working of heart. Boundaries of pacemaker are; capac-
itor, timing circuit, terminal, beat generator, battery. In this paper we zeroed in on to
charge the battery.

1.1 Battery Technology

In pacemaker battery generally they are utilizing Lithium batteries in light of longer
life expectancy and 5 V has been utilized, battery substitution is needed after 3.3 V.
Mercury batteries likewise utilized however 3–5 cells are utilized to make one
mercury battery, it makes costly. Natural force source battery is as yet in explo-
ration not yet emerged. Plutonium based batteries were utilized in times past, and
its life expectancy around 30 years however plutonium is atomic receptive and
undependable, harmful subsequently not utilized.

1.2 Wireless Power Transmission

Remote Power Transfer (WPT) is a strategy for sending the electrical energy starting
with one point then onto the next in a remote medium (without actual association).
Two sorts in WPT,

• Near field it is non radiative and the force can be communicated to the short
distance and inductive coupling is utilized.

• Far field it is radiative and the force can be communicated to the significant
distance and capacitive coupling is utilized. For remote force transmission close
documented is utilized on the grounds that it is non radiative (Fig. 1).
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Fig. 1 Basic wireless power
transmission

Table 1 Battery technology Battery type Life span

Nickel Cadmium 7 years

Mercury battery 10 years

Biological power source Still in research

Lithium Iodide 10—12 years

From the above circuit when the power can be feed into the transmitter side then
by through the coupling devices the power can be goes to the receiver side and then
voltage is transferred to the battery. This is the basic wireless power transmission [7]
(Table 1).

1.3 Current Issue

Once the life span of battery is over, repeated changing of pacemaker would affect
the patients in these ways,

• Re-implantation of whole device cause defect to the surrounding tissues.
• Frequent surgeries for every 10 years interval for the new born babies with

congenital heart disease may lead to weakness of the patient body.
• As well as senior citizens who are above 60 years cannot opt surgery method

frequently [4].

To overcome the above issues, we adopted wireless power transmission to charge
the cardiac pacemaker can be the alternative for surgery. In this paper we designed
a simple model using MATLAB Simulink software for pacemaker wireless charger
that constitutes amplifier, oscillator, inductive power transfer coupler, rectifier, LC
filter and resistance load which represents pacemaker battery.
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2 Proposed Work

In the wireless power transmission, the output circuit consists of a coil, a transmitter
which transmits the power and receiver receives the power and send it to the battery.
Whereas the transmitter side consist of an input voltage that is an AC voltage source,
amplifier and the oscillator. The receiver circuit consists of rectifier, monitoring
circuit and battery. All my simulation and output were generated using MATLAB
(Fig. 2).

2.1 Amplifier

From the transmitter side foremost component is class A amplifier with Darlington
pair. Moreover, in biomedical devices, the most commonly used type of amplifier is
the class A amplifier, it is the simplest form of power amplifier during one complete
cycle of input signal waveform producing minimum distortion and maximum ampli-
tude of the output signal. Amplifier is used to increase the power of the signal.
The current gain of the two-transistor individual is multiplied together along with
collector currents are compared to the single transistor circuit (Fig. 3).

From the above circuit the input power 5 V and the frequency is 50 Hz then the
supply goes to the capacitor C1 and value is 0.22 µF and it reaches the resistor
R1, R2 and value is 2000, 7250 k� and then supply goes to the Darlington pair
of collectors and the process continues along the Darlington pair and the amplified
voltage is approximately 9 V (Fig. 4).

Fig. 2 Proposed work flow
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Fig. 3 Class A amplifier with Darlington pair

Fig. 4 Output for class A amplifier

2.2 Oscillator

The acceptable range of frequency for a human body is 300 kHz and 3.55 MHz.
Hence the 5 V is given as the input voltage and obtaining the frequency in the range
300 kHz after oscillation (Fig. 5).

After we get the amplified voltage form the amplifier it reaches the oscillator. The
oscillator can oscillate the frequency. In the above circuit 555 timer is an 8 pin IC.
Pin 2 trigger is connected to the capacitor and the value is 0.1 nF, then the discharge
pin is said as pin 7 and pin 4 is said as reset pin, this is connected to the input DC
voltage source which is 5 V and control voltage pin is pin 5, which is grounded with
capacitor value 0.1 nF. We are using the Astable mode 555 timer as an oscillator and
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Fig. 5 Oscillator by using 555 timer

it can generate the pulse. Generally, the Astable mode generates a square wave, in
order to obtain a Sine wave, we add L resonance of value 100 µH and C of value
2.5 nF along with the Astable mode 555 timer. The obtaining frequency range after
simulation is about 318 kHz (Fig. 6).

f = 1÷ 2π)Lc

Then substituting the values for above equation then the frequency is about, f =
318 kHz.

2.3 Receiver Side

The output from the oscillator goes the capacitor which is connected parallel. The
AC voltage from the capacitor goes to the transmitter coil and the consists of mutual
inductance L1, L2 = 95.7 nH, by through the magnetic coupling signal goes to the
receiver coil. In the receiver side rectifier is present, here half rectifier is used, because
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Fig. 6 Output for oscillator

the secondary coil is placed inside the heart so component should not be complex.
Full wave rectifier is not used here because it is still in research. Rectifier is used
to convert alternating current into direct current. To the charge the battery, the input
will be in DC. The output from the rectifier is appeared as pulsated DC, for charging
of the battery pulsated DC is enough. By adding LC filter pure DC is formed. This
is more appropriate compared to pulsated DC (Fig. 7).

Fig. 7 Half wave rectifier with LC filter
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3 Results and Discussion

The above circuit mentioned is the overall circuit. When the input here is DC of
about 5 V then it goes to the amplifier circuit then it amplifies voltage about 9 V
then it goes to oscillator, and it converts DC voltage into AC voltage and it shapes
the frequency which is about 318 kHz and it goes to the transmitter coil through
the coupling device, it goes to the receiver coil, in that rectifier converts AC to DC
voltage.After rectification the output voltage is about 4V, in spite of the loss occurred.
The simulation results show that the transferred efficiency is about 80.01% at the
distance 2 cm (Figs. 8 and 9).

Fig. 8 Overall circuit

Fig. 9 Overall output for WPT
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4 Future Work

More experimental analysis should be done with different background of cases in
order to ensure the quality and effectiveness.

References

1. Gore VB, Gawali DH (2016) Wireless power transfer technology for medical applications
2. Peng K, Liu X, Huang P Study on the wireless energy supply system in the implantable cardiac

pacemaker
3. Campi T, Cruciani S, Palandrani F, De Santis V, Hirata A, Feliziani MWireless power transfer

charging system for AIMDs and pacemakers
4. Lafrance A Who killed the rechargeable pacemaker? The Atlantic, 4 Feb 2014
5. Ali KK, Jarndal AH Remote-monitoring and wireless-powering system for pacemaker patients
6. Khan MU, Jafar A, Karimov KhS, Feroze S A proposed optimized solution for wireless power

transfer using magnetic resonance coupling
7. Hu Y, Zhang Y, Xu C, Lin L,Snyder RL, Wang ZL Self-powered system with wireless data

transmission
8. Vulfin V, Sayfan-Altman S, Ianconescu RWireless power transfer for a pacemaker application
9. https://en.wikipedia.org/wiki/Wireless_power_transfer
10. Sung SH, Kim YS, Joe DJ, Mun BH, You BK, Keum DH, Hahn SK, Berggren M, Kim D,

Lee KJ Flexible wireless powered drug delivery system for targeted administration on cerebral
cortex

11. https://en.wikipedia.org/wiki/Artificial_cardiac_pacemaker
12. https://www.hopkinsmedicine.org/healthlibrary/test_procedures/cardiovascular/pacemaker_

insertion_92, p 07980

https://en.wikipedia.org/wiki/Wireless_power_transfer
https://en.wikipedia.org/wiki/Artificial_cardiac_pacemaker
https://www.hopkinsmedicine.org/healthlibrary/test_procedures/cardiovascular/pacemaker_insertion_92
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Abstract In software testing, test case generation is the most challenging activities
and expensive tasks. Where has a considerable impact on the ability to produce
a desired or intended result (i.e., quality and efficacy) of software testing. As a
result, several researchers have developed a number of t-way test case generation
strategies (where t points the interaction strength between parameters) due to the
market demand to the various types of tests based on different approaches. This paper
presents an orchestrated survey of the latest test case generation strategies such as
Binary Black Hole (BBH), Sine Cosine Variable Strength (SCAVS), Combinatorial
Testing Based Jaya Algorithm (CTJ), deterministic genetic multi-parameter-order
(GAMIPOG) and Hybrid Artificial Bee Colony (HABC). This survey illustrates the
strengths and weaknesses of each strategy, and indicates potential research studies
in the field for future work.

Keywords Meta-heuristics · Combinatorial testing · Optimization algorithms ·
t-way testing · Software testing

1 Introduction

The researchers in the software testing have sophisticated a number of helpful tech-
niques in order to avoid bugs and promote bug detection the last few decades.
Although the sophisticated techniques are useful. However, the manufactured soft-
ware produced has no bug-free guarantee [1]. Thus, the only procedure that can
demonstrate the achieved quality and recognize the remaining problems, and risks
is software testing.
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In spite of the exhaustive testing, is desirable, but often is impossible due to
limitations on time and resources. As a result, a new sampling technique named t-way
test case generation based on combinatorial testing (where t points the interaction
strength between parameters) has begun to appear as an alternative to exhaustive
testing to systematically reduce the test cases to a manageable one. For example,
BTS [2–4], GS [5], IPOG families [6–8], PSTG [9] and ABCVS [10, 11]). In the last
20 years, several new t-way test case generation strategies have developed in order
to find the most efficient strategies are able to produce optimal test cases for each
configuration system (i.e., every single combination covered at most once a time).

The t-way test case generation strategies based on meta-heuristics have gained
a huge deal of attention in software testing as part of a general interest in recent
years. In spite of, is desirable, most of the current existing t-way test case generation
strategies do not support the Input output relations, variable interaction strength,
constraint, high interaction strength t > 3 and etc. This paper is an attempt to survey
the current t-way test case generation strategies and collect the knowledge (i.e., the
strengths and weaknesses) of some current strategies that published recently.

The rest of paper structured as follows. Sect. 2 describes the theoretical back-
ground of t-way testing. The t-way test case generation strategies based on
meta-heuristics in Sect. 3. Finally, the conclusion given by Sect. 4.

2 Theoretical Background of t-way Testing

Every configuration systemunder test (CSUT) is consists of a different set of elements
called parameters (p), and each parameter is associated with different values (v).
Table 1 shows a simple software system to easily understand the interaction between
parameters and the associated values (i.e., t-way testing).Where this software system
consists of 3-parameters associated with 2-values each, 1-parameter associated with
3-values each and the interaction strength t = 2. This software system can be
expressed as covering array CA (N; 2, 23 31).

The exhaustive test suite size in this software system is 24 test cases (3 × 2×2
× 2 = 24) in order to test this system exhaustively as shown in Fig. 1. By executing
2-way testing, where interaction strength between parameter’s t = 2. The possible
combinations are 6 combinations between parameters (AB, AC, AD, BC, BD and
CD) respectively. The optimal test suite size achieved is 6 test cases (See Fig. 1) that

Table 1 Simple software system

Input parameters

A B C D

System configurations 0 0 0 0

1 1 1 1

2
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Fig. 1. 2-way test suite generation

able to cover each interaction between parameters. Therefore, t-way testing achieved
aminimization from 24 test cases to 6 test case only (75% of total exhaustive testing).

3 Current t-way Test Case Generation Strategies

The generation of optimal test suite size can be considered as an optimization problem
[12]. Test case generation strategies based meta-heuristics (i.e., optimization algo-
rithm) always outstanding in this regard. Numerous of the existing meta-heuristics
algorithms based strategies are using the one-test-at-a-time (OTAT) approach exclu-
sively. In general, all the test case generation strategies basedmeta-heuristics generate
non-deterministic solutions due to the randomization. In comparison, most studies
are limited to small interaction intensity values for pure computation-based equiva-
lents (e.g., 2 ≤ t ≤ 6). In addition, there was also inadequate investigation of support
for variable strength and constraints.

Binary Black Hole (BBH) is one of the most recently developed test case gener-
ation strategy based on meta-heuristic algorithms called Black Hole (BH) algorithm
[13, 14]. The inspiration of BBH strategy came by the interaction of the phenomenon
of the black hole and the star’s behaviour together. In case of the star become close
to the black hole, the black hole will swallow it. Where the algorithm will begins to
generate a new solution (i.e., new star) randomly and will be searched again by the
algorithm. BHH is an attractive strategy to solve the t-way testing problem because
it is a tuning-free. BHH does not need multiple parameters for balancing between
the global and local search like other generation strategies based on meta-heuristics.
These features make it simple and easy for implementation. Up until now, BBH
address small values of interaction strength (i.e., t ≤ 4). In fact, BBH do not address
variable strength interactions and do not provide the support for constraints.
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Sine Cosine Variable Strength (SCAVS) strategy [15] based on Sine Cosine Algo-
rithm (SCA)Algorithm for t-wayvariable test suite generation. SCA ismeta-heuristic
based on exploit the mathematical properties of both sine and cosine trigonometric
functions. SCAVS is as any other algorithm starts first to produce random solutions.
SCAVS supports the interaction strength up to t = 6 and addressing variable strength
interaction. Although SCAVS addressing variable strength interaction, SCAVS does
not support the constraints.

Hybrid Artificial Bee Colony (HABC) strategy [16–19] is an extended version
based on Artificial Bee Colony (ABCVS) [10, 11] strategy in order to overcome the
limitations of the original Artificial Bee Colony (ABC) algorithm. HABC based on
hybridization of twometa-heuristic algorithms that can help the search capabilities of
each by compensating for the limitations of one algorithmwith the strength of others.
HABCstrategy based onmerging the advantages of the originalArtificial BeeColony
(ABC) algorithm with the advantages of an original Particle Swarm Optimization
(PSO) algorithm. Unlike other strategies, HABC does support the high value of
interaction strength (i.e., t ≤ 6) and addresses the variable strength interactions.
HABC also addresses the support for constraints through its variant, called PhABC
[20, 21].

Unlike BBH, SCAVS and HABC that generate non-deterministic solutions,
GAMIPOG is deterministic strategy. Deterministic Genetic Multi-Parameter-Order
(GAMIPOG) strategy [22], based on Modified Input Parameter Order General
(MIPOG) for test case generation [23]. GAMIPOG overcomes many desired chal-
lenges by combined them together in one strategy in order to take the benefits of
each one such as meta-heuristics, one-parameter-at-a-time and one-test-at-a-time. In
addition, GAMIPOG comparing to other existing strategies have less complexity,
manageable test size and fast execution time. Where GAMIPOG works to find the
global solution by breaking the problem into sub-problems merging all solution’s
together iterative steps. Thus far, GAMIPOG addresses high values of interaction
strength (i.e., t ≤ 15) and addresses the variable strength interactions. Furthermore,
GAMIPOG does not provide the support for constraints.

Unlike all the above-mentioned strategies, CTJ is support input–output based
relation (IOR) for test case generation [24]. Combinatorial Testing based on Jaya
Algorithm (CTJ) strategy is one of the recently proposed strategies that support
input–output based relation (IOR) for test case generation. Where CTJ adopts the
Jaya algorithm as the main engine for generating the solutions. CTJ has two common
control parameters: (1) maximum iteration and (2) population size. This feature
makes CTJ performance to produce the solutions easily than other existing strategies.
Thus far, CTJ addresses small values of interaction strength (i.e., t ≤ 3) and addresses
the input–output based relation (IOR). Furthermore, CTJ does not provide the support
for constraints and variable strength interactions.

In conclusion, Table 2 gives a brief statement of the current t-way variable test
generation. Referring to Table 2, all the existing strategies are non-deterministic due
to the randomization (i.e., different test suite size in every implementation) except
GAMIPOG strategy. There was a lack of investigation of constraints support, input
output relations and as well as variable strength. GAMIPOG is the only strategy
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Table 2 Current t-way test case generation strategies

Strategies Non-deterministic Deterministic Interaction
strength

Variable
strength

Constraints Input–output
relations

SCAVS
√

X t ≤ 6
√

X X

CTJ
√

X t ≤ 3 X X
√

GAMIPOG X
√

t ≤ 15
√

X X

BBH
√

X t ≤ 4 X X X

HABC
√

X t ≤ 6
√ √

X

support the addressing of high interaction strength (t ≤ 15). Unlike GAMIPOG,
SCAVS and HABC support the interaction strength up to t ≤ 6. Unlike existing
strategies, HABC only has the ability to support constraints. All strategies support
the variable interaction strength, except CTJ and BBH. In contrast, CTJ addresses
the input output relations unlike the other existing strategies.

4 Conclusions

This paper summarizes the current existing t-way test case generation strategies based
onmeta-heuristics and emphasises the strengths andweaknesses of each strategy. The
software market is massive, and therefore, the test is needed to ensure compliances
are varied; so new test ideas and test suite development are still needed. There are
also numerous other meta-heuristics algorithms that still do have good potential and
have not been adopted for t-way test suite generation.
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Research and Accomplishments
in Applications of Non-negative Matrix
Factorization

Phong Cao Nguyen, Cao Hong Nga, and Huong Hoang Luong

Abstract Since its introduction in the 1990s, non-negative matrix factorization
(NMF) has captured a great amount of attention due to its capability and effec-
tiveness in processing data in such a way that few earlier methods could perform,
partly due to its non-negative constraint. This paper first briefly presents the basic
NMF algorithm and concerns with the algorithm itself, then demonstrates its power
with three applications in three different fields, namely face recognition in Com-
puter Vision, distance prediction in Networking and molecular pattern discovery in
Genetics. The paper ends with a quick look at other applications of NMF and recent
developments that researchers have made.

Keywords Non-negative matrix factorization applications · Face recognition ·
Network distance prediction · Molecular pattern discovery

1 Introduction

Non-negative matrix factorization was popularized, to a large extent, by D. D. Lee
and H. S. Seung when they introduced some algorithms and related proofs [1] after
the idea was first described in [2] under the slightly different name positive matrix
factorization (PMF). Since then, many applications of NMF have been found in
different fields, from Informatics to Biology or Astronomy and beyond. This paper
looks at some among that large collection of its uses. It starts with a scenario which
reveals the need for such an efficient data analysis algorithm and touches briefly
on the challenges accompanying the algorithm (Sect. 2). It then presents how NMF
has been applied in Image Processing and Face Recognition, Network Distance
Estimation, and Molecular Pattern Discovery by reviewing several typical works
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in the respective subjects in Sects. 3–5. Finally, it ends by describing how NMF is
being applied in even more fields, and how research to enhance NMF’s performance
in current applications is being carried out in Sect. 6, which is followed by a brief
conclusion.

2 Non-negative Matrix Factorization Overview

Methods for summarizing and analyzing mass datasets are needed in order to effec-
tively utilize the huge amount of data available nowadays. For example, an online
movie platform should be able to recommend new movies to users based on their
past ratings, other users’ ratings, similarities between movies and so on. Consider
a simple case where users’ ratings (m users on n movies) are stored in the m × n
matrix X . The (i, j)-entry of X denotes the rating of user i towards movie j . Such
a matrix could easily be large; one million users and 10,000 movies constitute 10
billion entries. What NMF does is, for a relatively small integer k, finding an m × k
matrix W and a k × n matrix H such that every entry in W and H is non-negative
and X ≈ WH . The W and H matrices are usually called basis and weight matrices
respectively because each column in X can be viewed as a linear combination of the
rows inW with coefficients provided by columns in H [1] (see Fig. 1). The n movies
are also said to be divided into k clusters.

The NMF problem itself is NP-hard [3], which means algorithms for exact NMF
have exponential time complexity, thus too slow for real-world scenarios. Conse-
quently, most practical algorithms are heuristic with acceptable accuracy. One of the
most common algorithms is that presented by Lee and Seung in [1], on which many
variants have been based. The core of the standard algorithm lies in the iterative
updates of W and H [1]. The main steps of the algorithm are briefly listed below.

1. Define a function that measures the quality of the approximation, called a cost
function. A simplemeasure is the Euclidean distance E(A, B) between twom × n
matrices A and B:

Fig. 1 Reconstructing original data using W and H
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E(A, B) =
√
√
√
√

m
∑

i=1

n
∑

j=1

(

Ai j − Bi j
)2

(1)

Alternatively, the divergence of A from B can be used:

D (A||B) =
m

∑

i=1

n
∑

j=1

(

Ai j log
Ai j

Bi j
− Ai j + Bi j

)

(2)

The goal is to minimize E(X,WH) or D (X ||WH), depending on what function
was chosen.

2. Initialize W0 and H0. The initialization should depend on the specific conditions
of each problem.

3. At each iteration, update W and H according to the multiplicative rules.

(a) If the Euclidean distance was chosen, the (i, j)-entry of the matrices are updated
as follows.

Wi j ← Wi j

(

XHT
)

i j
(

WHHT
)

i j

(3)

Hi j ← Hi j

(

WT X
)

i j
(

WTWH
)

i j

(4)

(b) If the divergence was chosen, the (i, j)-entry of the matrices are updated as
follows.

Wi j ← Wi j

∑

k
Hjk Xik

(WH)ik
∑

l Hjl
(5)

Hi j ← Hi j

∑

k
Wki Xk j

(WH)k j
∑

l Hli
(6)

Iteration continues until the value of the chosen function falls within the pre-specified
desired range.

The authors proved the convergence property of the algorithm, by which contin-
uous iterations would converge to a locally optimal factorization [1].

The algorithm is not without its flaws, however. Certain concerns regarding the
use of heuristic algorithms like this have been raised, including the non-uniqueness of
W and H (multiple satisfactory pairs may exist, in which case initialization must be
carefully determined) and the choice of rank k (an understanding of the underlying
structure of the objects may be required). Research into these issues is still on-
going, along with the development of variants of the standard algorithm like graph
regularized NMF [4] or hierachical NMF [5], just to name a few. Readers interested
in such research are referred to [1, 3, 6] and the mentioned works.
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3 Applications of Non-negative Matrix Factorization
in Image Processing and Face Recognition

Image processing is one of the earliest applications of NMF. A collection of n images
containing m pixels each is represented by the m × n matrix X . The j th image—
the j th column of X—can be approximated as the linear combination of k basis
images—k columns in W (see Fig. 2).

If the image is about a human face, the basis images are usually facial parts like
the eyes, the nose or the mouth. An advantage of NMF becomes clear in this case:
it expresses the face as a sum of facial parts. The non-negative restriction on the
matrix entries is useful intuitively; it is hard to interpret what a negative weight for
the mouth component means.

Lee and Seung applied this method to a collection of n = 2429 images contain-
ing m = 19 × 19 pixels each [7]. They compared NMF with Principle Components
Analysis (PCA) and Vector Quantization (VQ), which are holistic approaches; that
is, in these methods, the basis images are whole faces rather than parts of a face.
PCA approximates the original image with only one prototypical basis image, while
VQ allows negative weights, which the authors deemed not intuitively meaning-
ful [7]. These two algorithms were chosen for comparison primarily to highlight
the effectiveness of the non-negative and part-based properties of NMF over the
whole-object-based property of other existing algorithms.

The part-based property of NMF has also been utilized in face recognition. Guil-
lamet and Vitriá compared NMF against PCA and two commercial techniques—
FaceIt and Bayesian—in terms of their ability to recognize faces under different
conditions [8]. FaceIt and Bayesian are considered leading techniques in computer
vision, thus comparison with these two techniques aid the community in determin-
ing if NMF can replace these commercial techniques and work well in a production
environment. The authors used the well-known AR face database [9]. The database
consists of images of 116 people taken in two sessions two weeks apart. Features
like facial expressions and external conditions were also present in the collection for
each session (see Table1) [9]. The images with neutral expression (labelled 01) were
used as the training set.

Fig. 2 NMF on a collection of images
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Table 1 Features in each collection

Neutral

01 Neutral expression

Facial expression

02 Smile

03 Anger

04 Scream

Light

05 Left light on

06 Right light on

07 Both lights on

Sunglasses

08 Sunglasses

09 Sunglasses, left light on

10 Sunglasses, right light on

Scarf

11 Scarf

12 Scarf, left light on

13 Scarf, right light on

14–26: second session

For each of PCA and NMF, training was conducted with dimensions of 50, 100
and 150 to reveal, if any, the relationship between dimensionality and the results of
face recognition. Initialization is effectively random. The experiments pointed out
that NMF performed better than PCA at recognizing smiles and was comparable
with FaceIt when it came to anger. However, scream proved too difficult for both
NMF and PCA. For the illumination set, NMF, when used in a high dimensional
space (150), even outperformed both FaceIt and Bayesian [8].

Under the effect of sunglasses, recognition rates for all approaches decreased
remarkably, implying the importance of eyes in recognizing faces [8]. NMF did best
when there was no light, but when lighting conditions affect the photos, it became
less capable. Similar results were observed for the scarf set, suggesting NMF was
good for a certain level of occlusions without another change in the scene [8].

NMF’s ability to recognize face could be enhanced by adding various sets of
constraints to the matrices W and H , enforcing these constraints by using different
cost functions, which in turn produce variants of pure NMF. A number of such
variants has been proposed, including local NMF (LNMF), Fisher NMF (FNMF)
or PCA NMF (PNMF). For example, LNMF adds three constraints to pure NMF,
which are (1) the number of bases should be minimized, which essentially means a
basis component should not be decomposed any further, (2) bases must be made as
orthogonal as possible, which is to minimize redundancy among bases and (3) only
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bases with the most important information should be retained. LNMF consolidates
these constraints into its divergence function (specific limits for i and j have been
omitted for simplicity):

D (X ||WH) =
∑

i, j

(

Xi j log
Xi j

(WH)i j
− Xi j + (WH)i j

)

+ α
∑

i, j

Ui j − β
∑

i

Qii

(7)
where α, β > 0 are constants, U = WTW and Q = HHT .

The reader is referred to [10] for a detailed description of these variants. Other
than the mentioned constraints, the core steps should remain more or less the same
to what was described in Sect. 2. Experiments with different databases demonstrated
the improved performance of FNMF and PNMF against NMF or LNMF in certain
circumstances due to the ability of these methods to better localize basis images to
the certain facial parts [10].

4 Applications of Non-negative Matrix Factorization
in Network Distance Estimation

Network distances (including, but not limited to, round-trip time between hosts or
network latency) have a great effect on the operation of distributed applications. A
user who wants to download a file is able to choose the fastest server to fetch the file
from if information about network distances is available. However, obtaining all pair-
wise distances for N hosts is expensive: it would take O

(

N 2
)

measurements. Thus,
an issue of interest is estimating unknown distances from O(N ) measurements and
many studies have been dedicated to solving this problem. Early models are based on
Euclidean distance, in which hosts are represented as coordinates in a d-dimensional
systems. The distance between Hi and Hj represented by

(

Hi1 , Hi2 , . . . , Hid

)

and
(

Hj1 , Hj2 , . . . , Hjd

)

respectively is

Di j =
√
√
√
√

d
∑

k=1

(

Hik − Hjk

)2
(8)

Examples include Global Network Positioning (GNP), in which estimations are
made by obtaining known distances from predetermined hosts called landmarks [11]
and Vivaldi, one of the most widely-used distributed system [12]. Such systems
have two common major drawbacks. First, the distances predicted are symmet-
ric; that is, Di j = Dji . This is sometimes not true as some studies have indicated
[13, 14]. Second, distances predicted this way have to observe the triangle inequality:
Di j + Djk ≥ Dik . H. Zheng et al. have shown that triangle inequality violations are
not rare in networks [15], and other studies have analyzed the effect they can have
on the accuracy of Euclidean distance-based systems [16, 17].
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Fig. 3 Matrix factorization in estimating network distances

A system based on matrix factorization, called Internet Distance Estimation Ser-
vice (IDES), was introduced in [18]. In IDES, N × d matrix W and d × N matrix
H are found such that the N × N distance matrix D is approximated byWH . Then,
the distance from host i to host j can be approximated as the dot product of the i th
row of W and the j th column of HT (see Fig. 3) [18]:

D̂i j = −→
Wi · −→

HT
j (9)

Under this model, distances do not have to observe the triangle inequality, and
D̂i j is not necessarily equal to D̂ ji . Hence, it better predicts real-life distances com-
pared to earlier Euclidean distance-based models. In the paper, the authors proposed
two factorization algorithms—Single Value Decomposition (SVD) and NMF—and
found that NMF had a major advantage over SVD: it could “fill” missing values
in the distance matrix with a slight modification in the algorithm, while SVD had
to “skip” hosts with missing values [18]. The predictions were closer to the actual
values, but were still negatively affected by landmarks that often produced incorrect
values. Chen et al. [19] introduced weight to the system—landmarks that provided
correct values more often would play a larger part in calculating the prediction. They
demonstrated a significant decrease in relative error on predictions of certain datasets
when weight was added compared to the IDES model in [18, 19].

The NMF algorithms behind IDES and Phoenix both try to minimize the error
function E , which is the Euclidean error function presented in Sect. 2 [18, 19]:

E =
N

∑

i=1

N
∑

j=1

(

Di j − D̂ ji
)2

(10)

Chai et al. showed that higher accuracy in predicting network distances can be
achieved if the error function used is the divergence of D from R = WH , also
mentioned in Sect. 2 [20]:

K (D||R) =
N

∑

i=1

N
∑

j=1

(

Di j log
Di j

Ri j
− Di j + Ri j

)

(11)
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This class of NMF is usually called NMF using KL divergence (KL-NMF), and
it was also discussed in [1]. Apart from this difference, the steps in the algorithm
of [20] are similar to those in [18], making use of landmarks or reference hosts. Chai
et al. observed a 10–14.2% increase in prediction accuracy on four datasets when
compared with the version of NMF used in IDES [20]. The authors attributed the
improved performance to the ability of KL divergence to model network delay as
having a Poisson distribution rather than the normal distribution that the Euclidean
distance-based error function assumes [20].

5 Applications of Non-negative Matrix Factorization
in Molecular Pattern Discovery in Genetics

Some genes in our body belong to the same group and contribute to an expression
or a disease. Clustering a large number of genes into a small number of metagenes
and analyzing the expression patterns of these metagenes are useful in discovering
hidden or unclear biological structure or relationships between groups of genes and
certain expressions. These clusters are comparable to facial parts in face recognition
applications. Brunet et al. applied NMF on Leukemia, Medulloblastoma and Cen-
tral Nervous System Tumors datasets to classify cancer subtypes [21]. This section
describes the experiment with the Leukemia set.

N genes and their expression levels in M samples (in the Leukemia dataset [24],
M = 38) are stored in the N × M matrix X . When an approximation X ≈ WH
is found (W is an N × k matrix), each column in W defines a metagene that is a
positive linear combination of the N genes, and each column in H represents an
expression pattern of each sample as a positive linear combination of the metagenes.
This factorization also divides M samples into k clusters; sample j belong to cluster
i if the (i, j)-entry of H is the largest in column j (see Fig. 4) [21].

Acute leukemia is generally divided into two types—acutemyelogenous leukemia
(AML) and acute lymphoblastic leukemia (ALL),with the latter being further divided
into two subtypes—T and B cells. The authors compared NMFwith two other meth-
ods, namely hierarchical clustering (HC) and self-organizing maps (SOM). HC is
essentially a process of clustering that involves merging the closest pair of clusters

Fig. 4 NMF as a clustering method



Research and Accomplishments in Applications … 1069

at the previous step into a larger one until a strong cluster, which consists of all
objects, are obtained [22]. The result is a tree-like structure of clustering, hence the
name hierarchical. An SOM consists of nodes that are initially placed at random
into k-dimensional space, whose positions are then adjusted by moving the points
toward a random data point selected for that iteration. After the specified number
of iterations (about 20,000–50,000), the points that are near each other are likely to
form a related cluster [23]. Among the three, better methods would correctly classify
the samples into the 2 or 3 abovementioned clusters (depending on the rank used in
the algorithm) and provide more stable results (sample j belongs or does not belong
to cluster j in almost all of the runs of the algorithmwith different initial conditions).
The findings were as follows [21].

HC

(1) HC split ALL-B samples into two subgroups (when they should have been
together).

SOM

(2) While SOM could divide the samples into two clusters, such classification was
not stable as the two groups could be either [AML] vs [ALL] or [AML + ALL-T] vs
[ALL-B].
(3) SOMwith k = 3 classes did not correctly divide the samples into the three known
classes (ALL-T and ALL-B were mixed).

NMF

(4)NMFcorrectly split the samples into two clusterswith remarkable stability regard-
less of initialization.
(5) When used with rank k = 3, NMF correctly distinguished ALL-T from ALL-B.
(6) Under higher ranks, NMF found a 4-cluster division quite robust while showing
considerable dispersion when k = 5, implying that many clusters were not likely.

The authors concluded NMF had multiple strong points when compared with HC
and SOM, and was better at discovering biological substructure [21]. sThis was con-
sistent with the observation that HC imposes strict hierachical structure to objects,
whichmay not always be the case, and at times needs subjective clustering definition,
while SOM, though imposes only a partial structure on the objects, which is more
appropriate, is unstable and may produce different clusterings with different initial-
izations [21]. Y. Gao and G. Church later demonstrated the enhanced performance
of sparse NMF, a variation, over classic NMF [25].

The non-uniqueness of W and H , however, may produce inconsistent results
between various runs ofNMF.Yang and Seoighe studied some post-processingmeth-
ods to improve the stability of the algorithm [26]. They standardizedW and H using
1-norm, 2-norm, 3-norm and maximum norm in addition to quantiles and sample
standard deviation. Normalization maps the matrix W to a diagonal matrix D and
updates the solution as follows: W ′ = WD−1 and H ′ = DH . The authors also tried
applying filters to the resultingmatrices so that irrelevant genes were removed before
running the algorithm again. Irrelevant genes were defined as those that had similar
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values in the clusters, and thus it was not clear as to which metagenes they belonged
to [26].When performed on the Leukemia dataset, maximum norm remarkablymade
no errors even when there were two well-known outliers in the dataset [21]. In con-
trast, both outliers were incorrectly categorized when basic NMFwas used. For most
of the other datasets in the experiments, NMF with maximum norm was also singled
out as the best classifier, and a filter was also proved to be able to boost performance
in certain cases [26].

In medical, NMF is also used to detect new subtypes of diseases. Chalise et al.
proposed combiningNMFand similar network-based clustering (nNMF) acrossmul-
tiple data sources to recognize latent clustering structures in the data [31]. In this
method, each consensus matrix constructed from each dataset represents the simi-
larity between patients. These matrices are integrated into a robust consensus matrix
which represents the network of patient similarities and the nNMF clusters. Since
consensus matrices are calculated separately, they are not affected by the discrepan-
cies in the distributions and scales of the datasets. Consensus matrices are built on a
cross-validation approach that partially solves the overfitting and underfitting issues
of unsupervised methods. This method is applied on both real and simulated data
and proves the applicability of this method.

6 Other Applications and Recent Developments

Applications of NMF are not limited to the above three fields. Texts of hundreds of
thousands of words are clustered into a few topics [27]. In astronomy, Ren et al. used
NMF to extract images of astrophysical objects out of direct imaging data [28] and
Berne et al. analyzed the emission of dust particles from spectro-imagery data [29].
New recommendation systems using NMF are being proposed [30]. Along with
improvements in the algorithm for NMF itself, new applications in existing and new
fields are certain to be discovered.

7 Conclusions and Future Works

NMF in three different fields—computer vision, networking and genetics, demon-
strates the ability ofNMF to both act as a predicting/estimatingmodel and a clustering
method. The results of the experiments indicate certain edges NMF has over existing
approaches due to its constraint of allowing only non-negative entries in thematrices.
It is certain that improved versions of these applications as well as new applications
will emerge, thanks to the continuous effort researchers put into the field. As part
of our future research, we will focus on a particular use of NMF, namely recom-
mendation systems. Specifically, we will build new models by using session-based
and streaming session-based in conjunction with the NMF and set up a new recom-
mendation system using our models. In addition, we will carry out some research
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to overcome the drawbacks of face recognition in some conditions like screaming
faces, face with sunglasses, or face in different light conditions by combining NMF
with deep neural networks.
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Abstract The Fourth Industrial Revolution has brought up a vast amount of new
innovative implementations. These can be used for numerous areas to make wealth
and to improve human ways of living. Our point of view is to consider medical
problems for enhancing prediction first. In this study, we like to rise a question about
whether if we could enhancing Inflammatory Bowel Disease (IBD) prediction for
early detect related sickness by feature selection on metagenomic data. Over the
last few years, the prediction has been a challenge. Because of rare information and
lacking data, the problem is not well considered enough. To bring back the subject, in
this work, we propose a new way of enhancing Inflammatory Bowel Disease (IBD)
prediction by using the Correlation Matrix with the Pearson on Metagenomic Data.
Our implications have the purpose of finding out whether we could do predictions
better using a specific amount of features selected by Pearson correlation coefficient.
The result with the proposed method is quite promising, when we address some high
correlation features out, the model can predict better comparing to randomly select
features.
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1 Introduction

In recent years, the quantity of deaths related to the gastrointestinal tract is increas-
ing. Inflammatory Bowel Disease (IBD) is not a doom disease but worth of mention
because of its part to develop some deadly diseases. IBD is also one of the primary
causes of colorectal cancer (CRC) [1]. IBD [2] is a term for two main categories
including Crohn’s disease (CD) [3] and Ulcerative colitis (UC) [4], which is char-
acterized by chronic inflammation of the digestive tract. Digestive tract damages
could be caused by prolonged inflammation which is also a major risk factor for
the formation and development of malignancies. Generally, cancer [5–7] is a dis-
ease characterized by an uncontrolled nature division and the existence of abnormal
cells. There are abnormal growth occurs in the colon or rectum, it is called colorectal
cancer [8, 9].

There are many factors that result in the disease including lifestyle, genetics,
and environmental surroundings. According to WHO statistics in 2018 [10], CRC
is the second most deadly cancer and the third most commonly diagnosed cancer
in the world. There are 1.80 million new cases and 862 000 deaths. In the United
States, CRC is the second most common cancer diagnosis. The American Cancer
Society’s [11] estimate for 2020 is 147,950 new cases. It is expected to cause around
53,200 deaths by 2020. The dangers if the person has this disease: cancer cells only
form and grow in the colon area in an early stage. Therefore, treatment is not too
difficult. Moving into the second stage, the pathogenic cells attack other parts of
the colon. This is a milestone that marks the development of cancer in the colon.
If cancer cells are not controlled in time, they begin to work harder, spreading to
lymph nodes. More lymph nodes that are attacked, the more severe your condition
becomes, and the harder it is to control. Finally, when the disease enters a terminal
stage, almost every organ of the patient is affected by the cancer cells. Treatment
does not bring much hope for the patient. The risk of death is high. For prevention
and early detection of the disease, an improved approach is required to cut back the
number of individuals who are becoming this illness, further leading patients into a
brand new healthy lifestyle.

Later to improve patients’ experiences with the growth of personalized medicine.
We see that patients are diagnosed with the disease in less time, assess the risks,
evaluate the optimal treatment, and last but not least help them improve health while
reducing expenses. On the other side, medical manufacturers also are provided a
chance to develop agents that are targeted to patient groups that do not respond to
medications as intended. New value assessments for personalizedmedicine products,
together with return-on-investment models, will be required as these new strategies
for pharmaceutical and diagnostic products emerge. For the direct side, hospitals,
health care providers, and health plan sponsors, personalized medicine represent yet
one more challenge in uncertain times. Innovation in provider and benefits manage-
ment, together with clarity in regulatory and legal constructs are required, even as
new national insurance reforms begin to emerge. The applications of PM are diag-
nosis and intervention, drug development and usage, respiratory proteomics, cancer
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genomics, and population screening. And through that use metagenomic to research
methods for personalized medicine. Metagenomics is the research of metagenomes
that aims to obtain genetic material directly from samples within the real living envi-
ronment. This field is included in environmental genetics, ecological genetics, or
simply genetics generally. Due to its important role within the discovery of microbial
diversity, metagenomics are often considered as a prism to assist us better understand
the planet of small organisms, contributing to humanity’s understanding of the entire
living world. In medicine, personalized medicine could be a type of using informa-
tion a couple of person’s genes or proteins, from the data above wont to diagnose,
prevent, or treat a disease that someone may have. For that individual field of study,
aimed by the expansion of machine learning technology. We will combine medi-
cal data and machine learning by determining the concentration of bacteria that are
characteristic of the chance of making tumors that cause sickness.

Some current applications of personalized medicine and machine learning tech-
nology are extremely helpful not only within the way of supporting doctors in early
diagnosis but also for the sake of all stakeholders [12]. Machine learning has created
an unlimited amount of applications in healthcare. These are a number of imple-
menting machine learning in healthcare like diagnosis and identifying diseases, drug
discovery, medical imaging diagnosis, etc. Personalized medicine is one in these
applications which is referenced during this article [13].

During this particular article, we illustrate a way approaches for using the correla-
tionmatrix to boost InflammatoryBowel disease prediction. Our goal is to represent a
brand new efficient set of methods thanks to the trustworthy results of the prediction.

Our paper consists of 4 main sections. In the next Sect. 2, we present some high-
lights of related work. Afterward, the methodology Sect. 3 where we introduced to
you themethods which we use on the topic later. The next Sect. 4 will be details about
the Experiments. Finally, in the final Sect. 5, we conclude our paper and summarize
the point of our experiments.

2 Related Work

Numerous research studies have applied Machine Learning to analyze and visual-
ize metagenomic datasets. In particular, authors have done a study on the method
to increase disease prediction based on Metagenomic using Unsupervised Binning
Approaches. Their research aims to present one-dimensional (1D) using a binning
and scaler approach. They also use Multi-layer Perceptron (MLP) and traditional
artificial neural networks. In the paper, their purpose is to divide the bin into differ-
ent which includes frequency, width, and proposed breaks. From there, the process of
learning withMLP is to classify diseases with multi-fold (K-fold). The Binning clas-
sification method was implemented in the test with 10 bins. The implemented MLPs
are the Rectified Linear Unit (ReLU) [14]. Additionally, the authors investigate many
methods for visualizing features of metagenomic datasets relate to colorectal cancer.
Their objective is to propose an efficient method to present data distribution visually
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and use for classification. They proposed three methods including Image Generation
andModels for Evaluation,VisualizationsBased onDimensionalityReductionAlgo-
rithms, and Visualization Based on Data Density. Image Generation and Models for
Evaluation use Species Bins andQuantile TransformationBins to generate the image,
then CNN is used to evaluate the considered visualization and models. Visualiza-
tions Based on Dimensionality Reduction Algorithms apply dimensionality reduc-
tion algorithms such as t-SNE, Principal Component Analysis, Random Projection,
Spectral Embedding, Isomap, Locally Linear Embedding, Multidimensional scaling
and Non-negative matrix factorization. They are used to shaped high-dimensional
data in 2D images for improving prediction results. Visualizations based on the Data
Density illustrate the data based on the data density with Fill-up [17]. Besides, data
visualization is a challenge for many areas. With measurement data, it is character-
ized by the size of the data that is difficult for humans to interpret. In diseases that
use measurement data to predict, DL is often less effective than Classical Machine
Learning in predicting CRC. Authors present an approach using Manifold Learning
with t-SNE [15] and Spectral embedding to visualize digital data into images and
using DL to improve performance in predicting CRC. Results come from 5 different
areas used to combine visualization with Deep Learning to improve performance in
diagnostics.

In the last few years, Metagenomics is a study that includes many genomes at
the same time. This Metagenomics can be collected from a variety of environments.
For example, Bacteria in the human intestine are estimated to have between 500 and
more than 1000 species in the human intestine. However, investigating the disease
remains a major challenge due to inconsistent results in disease prediction and dis-
ease complexity. High-dimensional researchers have difficulty understanding data.
Many studies use 2D illustrations to interpret data and find patterns in the data. To
explain metagenomic data, many studies devise methods to visualize data. Krona
[16] allows to display data in order and use the zoom feature of multi-layered pie
charts. The survey study shows that: Manifold Learning-based approach shows the
abundance of bacteria that cause colon cancer through data samples, from which 2
out of algorithms are selected. The best is Spectral embedding (SE) and t-SNE [15]
for further investigation in preparation for the filling method and based on the mean
magnitude of the feature. Visualization based on the fill approach: arrange and fill
the values of the features into a matrix in order of right to left and top to bottom. The
author fills in using phylogenetic ordering and random sorting. Then, the proposed
visuals are loaded into a DL algorithm for prediction. In short, this article uses Man-
ifold Learning with 2 methods of embedding SE and t-SNE to put data into a Deep
Learning algorithm to predict and then Fill-up [17, 18]. Moreover, authors show
how to use the CNN network on data that has no original visual structure. The first
is to map the data and define it to a 1D or 2D image. Based on that description they
apply the CNN network to predict the disease. The collection of data in the medical
field has created a revolution in medical research, application and biotechnology.
These data are called omics data, they reflect aspects of the biology of the system.
More and more data sets are available and models are using this information to make
decisions. Today, the most successful techniques applied to this omics data set are
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mainly Random Forest (RF) and sparse regression. In this paper, authors use DL
directly onto 6 measurement datasets to reflect the abundance of bacterial species,
their presence in the intestines of sick and healthy patients. This technology works
well in image classification we focus on using CNN. The purpose of the paper is to
propose an effective, concise presentation in images and demonstrate the DL tech-
niques as an effective tool for the metagenomics prediction tasks. Methods include
the Visualization of image-based representations. Its steps are 1 color is chosen and
applied according to the abundance of distribution. The division can be done on a lin-
ear or logarithmic scale. The features are displayed as images in 1 of 2 ways, namely
phylogenetic-sorting (PLG) or t-SNE. In short, this paper proposes the MET2IMG
method to predict the patient’s disease using measurement data. Authors use two
main methods to construct synthetic images which are Fill-up [17] and t-SNE [19].
The Fill-up [17] used small and simple images. The T-SNE [19] feature is embedded
in two-dimensional space using classic embedding in ML [20].

3 Methodology

3.1 Feature Selection Using Correlation Matrix with Pearson

In our study, we select features using the Correlation Matrix with Pearson [21]. It is
a widely used method to classify and visually. We use the Correlation Matrix with
Pearson which measures linear dependence between two variables [22]. Later we
will be able to pick out some of the features that have a high correlation coefficient.

The datasets as mention in 4.1 Datasets Description, consisting of 6 sets of data.
Each of the datasets includes the number of rows corresponding to be called, the
subjects. These next columns contain the code of the bacteria and their valueMetage-
nomicData corresponding to the subjects.After implementing theCorrelationMatrix
with Pearson, we get a matrix n · n, with n is the number of features. Matrix values
are the Correlation Coefficient values range from −1.0 to +1.0 with −1.0 is a total
negative correlation, 0.0 is no correlation and +1.0 is a total positive correlation.
Regardless of the sign correlation, we only take absolute values. These absolute val-
ues will be considered to be greater than n to let the features to be selected. In the
study, we set n to 0.1, 0.2 and 0.3.

3.2 Feature Selection Randomly for Later Comparison

For the comparison purpose,we used randomly select features to compare the Feature
Selection using the Correlation Matrix with Pearson for the final result. We used the
IBD datasets mentioned in the previous Sect. 3.1 as well. With this method, we based
on the number of features that using Feature Selection using CorrelationMatrix with
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Pearson has filtered out to random. From there we will have the Feature Selection
randomly correspond to Feature Selection using Correlation Matrix with Pearson in
quantity terms. The later process is the same.

3.3 Predict Using K-Fold Cross Validation Method on Both
3.1 and 3.2

For both methods, randomly selection or feature selection using Correlation Matrix
with Pearson, we apply K-Fold cross-validation [23] after finding out Feature Selec-
tion using Correlation Matrix with Pearson or randomly which one predict better.
K-Fold cross-validation is a statistical technique to estimate efficiency of ML model
to independent datasets. The goal of this method is to test the model’s skill to eval-
uate how accurately the model’s prediction result can generate with an unknown
dataset with the purpose of avoiding overfitting [24] or selection bias [25]. Due to
the amount of data is not abundant, we assigned Kwith values 5 whichmeans divides
datasets into 5 groups. In every group of data, the train data and the test data was
divided by the algorithm so that we can evaluate the effectiveness of the model, and
the remaining groups for training the model. Based on the metrics mention in 4.2.

4 The Experiments

4.1 Dataset Description

Data is originally published on 3 February 2016 [26] which is well-known research
about Fungal microbiota dysbiosis in IBD. In this original research, the authors
extract data from 235 patients with IBD and 38 healthy subjects (HS) was deter-
mined using clinical 16S and ITS2 sequencing [26]. Later on, a paper published on
6 September 2017 provided the data with classification on IBD datasets includes 6
sets of data [27]. In this paper, we use all of them as follows:

• HS_UCr - Healthy (HS) and Ulcerative Colitis (UC) in remission
• HS_iCDr - Healthy (HS) and ileal Crohn’s disease (iCD) in remission
• HS_UCf - Healthy (HS) and Ulcerative Colitis (UC) in flare
• HS_iCDf - Healthy (HS) ileal Crohn’s disease (iCD) in flare
• HS_CDr - Healthy (HS) Crohn’s diseasen(CD) in remission
• HS_CDf - Healthy (HS) Crohn’s diseasen(CD) in flare.

As the purpose of learning these data to predict whether a subject is determined as
IBD patient. We will use one set for train UCr, and tests on iCDr, UCf, iCDf, CDr
and CDf. Information about these sets shows in the Table1.
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Table 1 Datasets information detail

Information Dataset

UCr iCDr UCf iCDf CDr CDf

Total
features

238 258 251 248 258 260

IBD
patients

44 59 41 44 77 60

Healthy
subject

38 38 38 38 38 38

Total
subjects

82 97 79 82 115 98

4.2 Data Division and Scoring Metrics

In the previous Sect. 4.1, we have been explored 6 informative datasets. Further to the
problem, we divide these datasets into two groups: one group for train and another
group for tests. In the first group, we choose UCr for feature selection later on for the
train. In the other group, five others set later on for tests. For evaluating the results
we used three scoring metrics:

• Accuracy (ACC): ACC metrics results in range from 0.0 to 1.0. The value 1.0
indicates perfect prediction and value 0.0 means that prediction all false. Depend-
ing on the number of correct predictions ncorrect and total predictions ntotal the
equation accuracy be:

ACC = ncorrect
ntotal

• Matthews correlation coefficient (MCC): a widely used measurement in biomed-
ical research [28]. MCC measures result in range −1.0 to +1.0. The value +1.0
shows that prediction is true one hundred percent, the value +0.0 means predic-
tion is no better than random and −1.0 indicates prediction and observation has
nothing to do with each other [29].

• Area Under Curve (AUC): another widely used measurement in biomedical
research. AUC measures the entire area under the curve, values result in range
from 0.0 to 1.0 [30].

4.3 Using Correlation Matrix with Pearson to Select Features

We describe three scenarios for selecting features using Correlation Matrix with
Pearsonon the datasetUCr.When all features have the absolute correlation coefficient
greater than n, these features later will be used for the trained model and give out
prediction.
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Fig. 1 Features with the absolute correlation coefficient >0.1

In the first scenario, we select all features which have n > 0.1 (159 features are
selected). That means a feature has a positive correlation or negative correlation
which is greater than 0.1 will be selected. The matrix is shown in Fig. 1

In the second scenario, we select all features which have n > 0.2 (30 features
are selected). That means a feature has a positive correlation or negative correlation
which is greater than 0.2 will be selected. The matrix is shown in Fig. 2.

In the final scenario, we select all features which have n > 0.3 (10 features are
selected). That means a feature has a positive correlation or negative correlation
which is greater than 0.3 will be selected. The matrix is shown in Fig. 3.

4.4 Prediction Result with ACC, MCC, AUC Metrics

Following Sect. 3, we got three sets of selected features from three scenarios : cor-
relation>0.1 (159 features are selected), correlation>0.2 (30 features are selected)
and correlation >0.3 (10 features are selected). We also take three sets of random
features with the same size, correspondingly. Totally, we got 6 sets from UCr. These
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Fig. 2 Features with the absolute correlation coefficient >0.2

sets will be used for the trained model, then test on the other datasets (iCDr, UCf,
iCDf, CDr and CDf).

After predict using K-fold cross-validation method we got results in three scoring
metrics. These metrics include Accuracy (ACC), Matthews correlation coefficient
(MCC) and Area Under Curve (AUC). The results shown in Tables2 and 3.

5 Conclusion

As the prediction result has shown,we could state that using theCorrelationMatrix on
Metagenomic Data with Pearson for Feature Selection has an extraordinary improve-
ment during predicting IBD patients compared to random features selection. This is
made evident by the number that same size random features are not well suited for
the train prediction model. The way of using the Correlation Matrix to take the high
relatemutually feature to train is better for enhancing the prediction. Further research
based on that premise could lead people to a healthy life with early detection of any
kind of illness not just only IBD.
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Fig. 3 Features with the absolute correlation coefficient >0.3

Table 2 Results with metrics corresponding ACC, MCC and AUC
Dataset

Scenario Features Metrics iCDr UCf iCDf CDr CDf

corr > 0.1 159 ACC 0.95258 0.97975 0.99268 0.93750 1.00000

MCC 0.90300 0.95957 0.98543 0.87500 0.96875

AUC 0.95540 0.97972 0.99210 0.96875 1.00000

Random 159 ACC 0.90928 0.92911 0.94390 0.87500 0.93750

MCC 0.82009 0.85999 0.88830 0.78125 0.87500

AUC 0.91699 0.92978 0.94377 0.90625 0.93750

corr > 0.2 30 ACC 0.99381 0.99747 1.00000 1.00000 1.00000

MCC 0.98734 0.99499 1.00000 1.00000 1.00000

AUC 0.99491 0.99756 1.00000 1.00000 1.00000

Random 30 ACC 0.87422 0.90886 0.84375 0.78125 0.87500

MCC 0.75353 0.82036 0.71875 0.59375 0.75000

AUC 0.88443 0.90969 0.87500 0.81250 0.87500

corr > 0.3 10 ACC 1.00000 1.00000 1.00000 1.00000 1.00000

MCC 1.00000 1.00000 1.00000 1.00000 1.00000

AUC 1.00000 1.00000 1.00000 1.00000 1.00000

Random 10 ACC 0.72371 0.80253 0.87500 0.75000 0.87500

MCC 0.50249 0.61778 0.78125 0.56250 0.75000

AUC 0.75227 0.80552 0.87500 0.78125 0.87500
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Table 3 Top 10 features with highest correlation score
Feature name Score

k__Bacteria.p__Firmicutes.c__Clostridia.o__Clostridiales.f__.g__ 0.46782

k__Bacteria.p__Firmicutes.c__Clostridia.o__Clostridiales.f__ .Mogibacteriaceae..g__ 0.45053

k__Bacteria.p__Firmicutes.c__Clostridia.o__Clostridiales.f__ Christensenellaceae.g__ 0.38269

k__Bacteria.p__Firmicutes.c__Clostridia.o__Clostridiales.f__ Dehalobacteriaceae.g__
Dehalobacterium

0.55617

k__Bacteria.p__Firmicutes.c__Clostridia.o__Clostridiales.f__ Lachnospiraceae.g__Coprococcus 0.40403

k__Bacteria.p__Firmicutes.c__Clostridia.o__Clostridiales.f__ Ruminococcaceae.g__ 0.34405

k__Bacteria.p__Firmicutes.c__Clostridia.o__Clostridiales.f__ Ruminococcaceae.Other 0.38699

k__Bacteria.p__Firmicutes.c__Clostridia.o__Clostridiales.Other. Other 0.31592

k__Bacteria.p__Proteobacteria.c__Deltaproteobacteria.o__ Desulfovibrionales.f__
Desulfovibrionaceae.g__Desulfovibrio

0.41116

k__Bacteria.p__Tenericutes.c__Mollicutes.o__RF39.f__.g__ 0.30068
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