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Preface

The National Conference of Theoretical Computer Science (NCTCS) is the main
academic activity in the area of theoretical computer science in China. Up until 2020,
NCTCS has been successfully held 37 times in over 20 cities. It provides a platform for
researchers in the area of theoretical computer science or related areas for academic
exchanges and possible cooperation.

This volume contains the papers presented at NCTCS 2020: The 38th National
Conference of Theoretical Computer Science held during November 13–15, 2020, in
Nanning, China. Sponsored by the China Computer Forum (CCF), NCTCS 2020 was
hosted by the CCF Theoretical Computer Science Committee and Guangxi University.

NCTCS 2020 received 28 submissions (in English) in the areas of algorithms and
complexity, theory or algorithm aspects for data science and deep learning, network
communication, and security. Each of the 28 submissions was reviewed by at least
three Program Committee members. The committee decided to accept 13 papers that
are included in this Springer Communications in Computer and Information Science
(CCIS) publication.

NCTCS 2020 invited prestigious researchers carrying out a wide range of academic
activities in the field of theoretical computer science to give a keynote speech, and
introduce their recent advanced research results. We had six invited plenary speakers at
NCTCS 2020: Huimin LIN (Institute of Software, Chinese Academy of Sciences,
China), Haimin WANG (National Defense University of Science and Technology,
China), Wenfei YU (University of Edinburgh, UK), Xiaomin LI (Peking University,
China), Zhiwei XU (Institute of Computing Technology, Chinese Academy of Sci-
ences, China), and Lian LI (Hefei University of Technology, China). We express our
sincere thanks to them for their contributions to the conference and proceedings.

The proceedings editors wish to thank the dedicated Program Committee members
and external reviewers for their hard work in reviewing and selecting papers. We also
thank Springer for their trust and for publishing the proceedings of NCTCS 2020.

December 2020 Kun He
Cheng Zhong
Zhiping Cai
Yitong Yin
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Accelerating Predicate Abstraction
by Minimum Unsatisfiable Cores

Extraction

Jianmin Zhang(B), Tiejun Li, and Kefan Ma

School of Computer, National University of Defense Technology,
Changsha 410073, China
jmzhang@nudt.edu.cn

Abstract. With the growing scale and complexity of software and hard-
ware designs, model checking generally results in the combination explo-
sion of state space. Predicate abstraction is an important technique to
solve this problem. The number of refinement iterations will be reduced
by extracting the unsatisfiable cores. The smaller unsatisfiable cores
are, the more false counterexamples are eliminated. Therefore, a fast
algorithm of deriving the minimum unsatisfiable cores is employed in
the formal verification tool of hardware. The two optimal algorithms of
computing minimum unsatisfiable cores are compared on the instruction
Cache unit of a microprocessor. The experimental results showed that
the greedy-generic algorithm outperforms the branch-bound algorithm.
Furthermore we analyzed that the unsatisfiable cores plays an important
role in predicate abstraction, and it can improve the efficiency of model
checking.

Keywords: Formal verification · Model checking · Predicate
abstraction · Boolean satisfiability · Minimum unsatisfiable core

1 Introduction

Many real-world problems, arising in software verification, electronic design,
equivalence checking, property verification and Auto Test Pattern Generation
(ATPG), can be formulated as constraint satisfaction problems, which can be
translated into Boolean formulas in conjunctive normal form (CNF). Modern
Boolean satisfiability (SAT) solvers, such as Chaff [1] and MiniSAT [2], which
implement enhanced versions of the Davis-Putnam-Logemann-Loveland (DPLL)
backtrack-search algorithm, are usually able to determine whether a large for-
mula is satisfiable or not. When a formula is unsatisfiable, it is often required
to find an unsatisfiable core, that is, a small unsatisfiable subset of the origi-
nal formula. Localizing a small unsatisfiable core is necessary to determine the
underlying reasons for the failure.

Supported by the National Natural Science Foundation of China under grant No.
62072464 and U19A2062, and the National Laboratory of Parallel and Distributed
Processing Open Fund under grant No. WDZC20205500116.

c© Springer Nature Singapore Pte Ltd. 2021
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Explaining the causes of unsatisfiability of Boolean formulas is an essential
requirement in various fields, such as electronic design automation and formal ver-
ification of software and hardware. A typical paradigm is the predicate abstraction
and refinement of model checking. Since the function of VLSI circuits is more and
more complicated, the number of gates in the chips is getting larger. Then during
the formal verification on the chips, the state space may result to a “combinational
explosion” problem. Therefore, in both academic and industry fields, the abstract
and refinement technology is generally used to map the original RTL design to an
abstract model, and then performs model checking on the abstract model. In recent
past, the predicate abstract method [3] is one of the current main abstract tech-
nologies, and has been addressed rather frequently in the last few years, owing to
its increasing importance in numerous fields.

The predicate abstraction technology of hardware is to map the original
state space of a Register Transfer Level (RTL) design or a gate-level design to
a smaller state space, and then check whether the functional assertions are vio-
lated or not. If the properties are violated, a counterexample will be generated.
Sometimes the false counterexamples are caused by over abstraction, and then
the abstract model should be refined. The simulation process of the counterex-
ample on the concrete model can be converted into a Boolean formula. If this
formula is unsatisfiable, it indicates that a false counterexample has occurred.
In the refinement process, these false counterexamples will be removed from the
abstract model through unsatisfiable cores; and then on the refined abstract
model, it will continue to loop until the properties are satisfied or produce the
real counterexamples. In general, the size of the unsatisfiable cores determines
the number of refining cycles, that is to say, it affects the efficiency of the entire
verification process.

The unsatisfiable subformulas solver plays a very important role in the pred-
icate abstraction and refinement of model checking for VLSI circuits. In general,
the smaller unsatisfiable cores are, the more false counterexamples are elimi-
nated, and the fewer number of refinement iterations are. Then the total runtime
of formal verification of the designs will be reduced. Therefore, a fast algorithm
of deriving the minimum unsatisfiable cores is employed in the property check-
ing tool of hardware. A minimum unsatisfiable core has the smallest cardinality
of all unsatisfiable subsets of a formula, and its size is generally much smaller
than the size of minimal unsatisfiable ones. We have compared two optimal
algorithms of computing minimum unsatisfiable cores, respectively called the
branch-and-bound algorithm [4] and the greedy-genetic algorithm [5], on the
instruction Cache unit of a 32-bit microprocessor PicoJava-II from Sun. The
evaluation results show that the greedy-genetic algorithm strongly outperforms
the branch-and-bound algorithm on runtime. It is also shown that the minimum
unsatisfiable cores can help the model checking tool to accelerate the predicate
abstraction and refinement process.

The paper is organized as follows. The next section gives the basic definitions
and notations of unsatisfiable cores used throughout the paper. Section 3 sur-
veys the related work on computing unsatisfiable cores. Section 4 introduces the
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architecture and predicate abstraction of PicoJava microprocessor. Section 5
shows and analyzes experimental results of two algorithm of extracting unsatis-
fiable cores on the instruction Cache unit. Finally, Sect. 6 concludes this paper.

2 Preliminaries

Resolution is a proof system for CNF (Conjunctive Normal Form) formulas with
the following rule:

(A ∨ x)(B ∨ ¬x)
(A ∨ B)

, (1)

where A, B are disjunctions of literals. The clauses (A ∨ x) and (B ∨ x) are
the resolving clauses, and (A ∨ B) is the resolvent. The resolvent of the clauses
(x) and (¬x) is the empty clause (⊥). Each application of the resolution rule is
called a resolution step. A sequence of resolution steps is that each one uses the
result of the previous step or the clauses of the original formula as the resolving
clauses of the current step.

Definition 1 (Boolean Satisfiability). Given a CNF formula ϕ(V ), where
V is the set of variables, and a Boolean function F (V ) : {0, 1}n → {0, 1}, the
Boolean satisfiability problem consists of identifying a set of assignments V ′ to
the variables, such that F (V ′) = 1, or proving that no such assignment exists.

Lemma 1. A CNF formula ϕ is unsatisfiable iff there exists a finite sequence
of resolution steps ending with the empty clause.

It is well-known that a Boolean formula in CNF is unsatisfiable if it is possible
to generate an empty clause by resolution sequence from the original clauses. The
set of original clauses involved in the derivation of the empty clause is referred
to as the unsatisfiable core.

Definition 2 (Unsatisfiable Core). Given a formula ϕ, φ is an unsatisfiable
core for ϕ iff φ is an unsatisfiable formula and φ ⊆ ϕ.

Observe that an unsatisfiable core can be defined as any subset, which is
infeasible, of the original formula. Consequently, there may exist many differ-
ent unsatisfiable cores, with different number of clauses, for the same problem
instance, such that some of these cores are subsets of others.

Definition 3 (Minimal Unsatisfiable Core). Given an unsatisfiable core φ
for a formula ϕ, φ is a minimal unsatisfiable core if and only if removing any
clause ω ∈ φ from φ implies that φ − {ω} is satisfiable.

For Boolean formulas in CNF, an unsatisfiable core is minimal if it becomes
satisfiable whenever any of its clauses is removed. According to the definition,
a minimal unsatisfiable core has two features: one is unsatisfiable, the other is
irreducible, in other words, all of its proper subsets are satisfiable.
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Definition 4 (Minimum Unsatisfiable Core). Consider the set of all unsat-
isfiable cores for a formula ϕ : {φ1, . . . , φj}. Then, φk ∈ {φ1, . . . , φj} is a mini-
mum unsatisfiable core iff ∀ φi ∈ {φ1, . . . , φj}, 1 ≤ i ≤ j : |φk| ≤ |φi|.

That is to say, a minimum unsatisfiable core has the smallest cardinality of all
unsatisfiable subsets of a formula. From the above definition, one may conclude
that any unsatisfiable formula has at least one minimum unsatisfiable core. We
should note that in many cases the size of a minimal unsatisfiable core may be
much larger than the size of a minimum unsatisfiable core, because the minimal
unsatisfiable cores probably contain many redundant clauses which cannot be
found by simple resolution rules. Whereas, the existing works have very little
attention on minimum unsatisfiable cores extraction and its applications.

3 Algorithms of Extracting Unsatisfiable Cores

There have been many different contributions to research on unsatisfiable cores
extraction in the last few years, owing to the increasing importance in numerous
practical applications. An algorithm [6] to derive a minimum unsatisfiable core
enumerates all possible subsets of a formula and checks which are unsatisfiable
but all of whose subsets are satisfiable. In this way, it can find the solution
exactly, but the technique is unlikely to scale well. Some research works, based
on a relationship between maximal satisfiability and minimal unsatisfiability,
have developed some sound techniques for finding a minimum unsatisfiable core
[4,5], or all minimal unsatisfiable cores [7].

CoreTimmer [8] iterates over each internal node that consumes a large
number of clauses and attempts to prove them without these clauses. In [9],
the authors presented the algorithms which tracks minimal unsatisfiable cores
according to the trace of a failed local search run for consistency checking. Two
new resolution-based algorithms are proposed in [10]. These algorithms are used
to compute a minimal unsatisfiable core or, if time-out encountered, a small
non-minimal unsatisfiable core. Based on these algorithms, seven improvements
are proposed in [11], and the experiments have shown the reduction of 55% in
run time and 73% in the size of the resulting subformula.

In [12], the authors also proposed two algorithms, one is to optimize the
number of calls to a SAT solver, the other is to employ a new technique named
recursive model rotation. An improvement to model rotation called eager rota-
tion [13] is integrated in resolution-based minimal unsatisfiable subformulas algo-
rithm. Anton et al. [14] have proposed some techniques to trim CNF formulas
using clausal proofs. A new algorithm [15] is to exploit the minimal unsatis-
fiable subformulas (mus) and minimal correction sets connection in order to
compute a single mus and to incrementally compute all muses. An algorithm
[16] is proposed to improve over previous methods for finding multiple muses
by computing its muses incrementally. The authors [17] aimed to explore the
parallelization of partial MUS enumeration. The evaluation results show that
the full parallelization of the entire enumeration algorithm scales well.
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A technique [18] implements a model rotation paradigm that allows the set
of minimal correction subsets to be computed in a heuristically efficient way.
The authors [19] proposed a new algorithm for extracting minimal unsatisfiable
cores and correction sets simultaneously. Liu et al. [20] intoduced an algorithm
for extracting all muses for formulas in the field of propositional logic and the
function-free and equality-free fragment of first-order logic. Luo et al. [21] pro-
posed a method for accelerating the enumeration of muses based on inconsis-
tency graph partitioning. A novel algorithm [22] is presented for computing the
union of the clauses included in some muses, by developing a refined recursive
enumeration of muses based on powerful pruning techniques.

Jaroslav et al. [23] firstly approximated mus counting procedure called AMU-
SIC, combining the technique of universal hashing with advances in QBF solvers
along with a novel usage of union and intersection of muses to achieve runtime
efficiency. They proposed a novel maximal satisfiable subsets enumeration algo-
rithm called RIME [24]. The experimental results showed that RIME is several
times faster than existing tools. In [25], they focused on the enumeration of
muses, and introduced a domain agnostic tool called MUST. This tool out-
performs other existing domain agnostic tools and is even competitive to fully
domain specific solutions.

Computing minimum unsatisfiable cores is the most difficult, time-
consuming, the highest time and space complexity. Therefore there is lit-
tle consideration on extracting the minimum unsatisfiable subformulas by the
researchers. To the best of our knowledge, only a few existing works [4–6] can
derive the minimum unsatisfiable cores. Because the branch-and-bound algo-
rithm [4] and greedy-genetic algorithm [5] are the two optimal ones, they are
selected to accelerate the predicate abstraction.

4 Predicate Abstraction of PicoJava Microprocessor

Since the emergence of the Java language, it has been received considerable
attention due to its inherent advantages. The execution speed of Java bytecode
is continued to increase because its execution mechanism is from interpreting to
compiling. In addition, it also attempts to improve the execution performance
of the Java language by designing a new type of microprocessor. Consequently,
PicoJava is the microprocessor series designed by SUN to meet this requirement.
The PicoJava microprocessors can support the Java virtual machine environment
in hardware, and directly execute the Java virtual machine bytecode. PicoJava-II
is the second generation microprocessor after PicoJava-I.

PicoJava-II is a 32-bit microprocessor, and supports 300 instructions. It
includes a 6-stage integer pipeline, which are the fetching instruction stage, the
decoding stage, the reading registers stage, the execution stage, the accessing
memory stage and the writing back stage. The PicoJava microprocessor can
flexibly configure the size of the data cache and instruction cache, and choose
whether contains floating-point unit or not. The architecture of PicoJava-II is
illustrated in Fig. 1. It mainly is composed of the following modules: the instruc-
tion Cache, the data Cache, the integer unit, the floating-point unit, the stack
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Fig. 1. Architecture of PicoJava-II

management unit, the power/clock/debug unit, and the bus interface unit, etc.
Since the application paradigm of predicate abstraction is mainly based on the
instruction Cache unit of PicoJava-II, the architecture and function of this mod-
ule will be introduced as following.

The instruction Cache unit is primarily used to store the instructions in
the software programs. The instruction Cache of PicoJava-II can be flexibly
configured as 0 KB, 1 KB, 2 KB, 4 KB, 8 KB and 16 KB. The instruction Cache
unit mainly consists of several modules such as the direct mapping memory
banks, the 16-byte instruction buffer, the instruction Cache control logic, the
instruction buffer control logic, and the instruction Cache data path, etc. This
instruction Cache unit supports low power consumption mode. The architecture
of instruction Cache unit is depicted in Fig. 2. The instruction Cache control
logic fetches instructions from the Cache memory banks and sends them to the
instruction fetch stage of the integer pipeline. The instruction buffer stores the
instructions fetched from the memory banks until the integer pipeline reads
them. If the instruction buffer is empty and the Cache is missed, the integer
pipeline will stop. Then the instruction Cache unit will issue a memory reading
request to the main memory outside.

While utilizing formal method to verify the assertions of the instruction
Cache unit in the PicoJava-II microprocessor, it is necessary to abstract and
refine the RTL-level codes of the circuit design. In the process of abstraction, a
counterexample will be generated by the model checking tool. Then the simula-
tion of the counterexample on the concrete model is converted into a formula ϕ
= ConcreteModel∧Counterexample, so as to check whether the abstract coun-
terexample is true or not. If the formula ϕ is unsatisfiable, it indicates that a
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false counterexample is produced. Then the unsatisfiable subformulas of ϕ need
to be extracted. These unsatisfiable cores are used to eliminate false counterex-
amples during the refinement process. The smaller unsatisfiable subformulas
are, the more false counterexamples are removed. Since the unsatisfiable cores
can reduce the number of refined iterations, the minimum unsatisfiable cores
extraction algorithms are adopted to accelerate the predicate abstraction of the
circuits’ verification. According to the construction rule of the formula ϕ, some
formulas can be generated for the counterexample simulation process of each
module in the instruction Cache unit, and are employed as the benchmark to
evaluate runtime of two algorithms in the next section.

Fig. 2. Architecture of the instruction Cache unit

5 Evaluation Results and Analysis

To experimentally evaluate the efficiency between two algorithms of computing
unsatisfiable cores on predicate abstraction of the circuits, we have selected a
typical paradigm of the instruction Cache of the PicoJava-II microprocessor.
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During verification of each module in the instruction Cache unit, some formulas
were produced from the counterexamples simulation on the concrete model, tak-
ing advantage of the rules introduced in Sect. 4. These formulas are respectively
named picojava icu1.cnf through picojava icu6.cnf. The branch-and-bound algo-
rithm and the greedy-genetic algorithm are employed in the predicate abstrac-
tion process. The two algorithms are currently published fastest algorithms to
derive the minimum unsatisfiable cores. The limit time was 1800 s. The exper-
iments were conducted on a 2.5 GHz Athlon*2 machine having 2 GB memory
and running the Linux operating system.

The experimental results of the branch-and-bound algorithm and greedy-
genetic algorithm on the 6 formulas of the instruction Cache unit circuits are
listed in Table 1. Table 1 shows the number of variables (vars) and the number
of clauses (clas) for each Boolean formula. Table 1 also provides the runtime in
seconds (BaBA runtime) of branch-and-bound algorithm, and the number of
clauses (BaBA size) in the derived minimum unsatisfiable core, and the number
of removed clauses per second (BaBA nps). The next three columns present the
runtime in seconds (GGA time), and the size of the minimum unsatisfiable core
(GGA size), and the number of removed clauses per second (GGA nps). The
last column shows the percentage of clauses in the minimum unsatisfiable core
occupying the original formula (per %).

Table 1. Experimental results of BaBA and GGA algorithm

Benchmarks vars clas BaBA GGA Per

Runtime Size nps Runtime Size nps (%)

picojava icu1.cnf 561 1513 0.78 32 1899 0.61 32 2428 2.1

picojava icu2.cnf 630 1645 1.64 54 970 1.08 54 1473 3.3

picojava icu3.cnf 970 2718 1.36 16 1988 0.83 16 3255 0.6

picojava icu4.cnf 1143 3128 1.65 18 1885 0.98 18 3173 0.6

picojava icu5.cnf 1150 3151 1.85 18 1694 1.07 18 2928 0.6

picojava icu6.cnf 1568 4520 17.5 30 257 14.3 30 314 0.7

From Table 1, the greedy-genetic algorithm outperforms the branch-and-
bound algorithm, and has about 20%–40% reduction over the branch-and-bound
algorithm on runtime. The greedy-genetic algorithm also has computed the exact
minimum unsatisfiable subformula. The nps column represents the number of
clauses removed by each algorithm in one second. It is computed by the equation
nps = (num−len)/time, in which num denotes the number of clauses in the orig-
inal formula, and len is the number of clauses in the minimum unsatisfiable cores,
and time is the runtime of each algorithm in seconds. Then from the Table 1,
the nps values of the greedy-genetic algorithm are much larger than the branch-
and-bound algorithm. Therefore, the following conclusion can be reached that
the runtime of greedy-genetic algorithm strongly exceeds the branch-and-bound
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algorithm, although the greedy-genetic algorithm occasionally obtains the nearly
exact minimum unsatisfiable subformulas. Because the greedy-genetic algorithm
achieves the best balance of computing efficiency and the unsatisfiable cores
size, it remarkably outperforms the branch-and-bound algorithm on number of
deleted clauses per second.

From the last column of Table 1, we may observe the following. For 6 formu-
las, the percentage of clauses in the minimum unsatisfiable cores is quite small,
in most cases from 0.6% to 3.3%. In general, the minimum unsatisfiable cores
can provide the most succinct explanations of infeasibility, and is very valuable
for a variety of practical applications, such as the predicate abstraction. There-
fore, in the process of predicate abstraction and refinement of the instruction
Cache unit, the minimum unsatisfiable cores can help the tool to eliminate false
counterexamples, and then minimize the number of refinement iterations.

From this typical application of the predicate abstraction and refinement,
the advantages of unsatisfiable subformulas can be drawn as follows: by means
of deriving the unsatisfiable cores, the causes of producing false counterexamples
can be removed from the abstract model; furthermore the smaller unsatisfiable
subformulas are, the more false counterexamples are pruned. Consequently, the
greedy-genetic algorithm can compute the minimum unsatisfiable cores more
efficiently, and then it can minimize the number of refinement iterations.

6 Conclusions

A minimum unsatisfiable core generally provides the most accurate explanation
of infeasibility and is valuable for many applications. The predicate abstraction
and refinement of microprocessor circuits is very difficult and time-consuming.
Therefore, two algorithms of deriving minimum unsatisfiable cores, respectively
called the greedy-genetic algorithm and branch-and-bound algorithm, are inte-
grated into the predicate abstraction and refinement procedure. The instruc-
tion Cache unit of the PicoJava-II microprocessor is utilized as the benchmark.
The results show that the greedy-genetic algorithm outperforms the branch-
and-bound algorithm on runtime and removed clauses per second. We also ana-
lyzed that the unsatisfiable subformulas play a very important role in predicate
abstraction and refinement of the circuits’ verification.
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Abstract. It has been suggested that the notion of reuse be introduced to the
formal process of generating algorithms from their specifications so that the pro-
grams can be developed automatically with low costs. Through studying algorithm
generation under guidance of formal method we develop reuse-based techniques
for reliable algorithm generation by reusing subsets of formal processes. We for-
malize the concepts and definitions for the approach via the language of category
theory. The proposed method minimizes the process for the generation of a series
of reliable algorithms for problems with linear structures, and transfers algorithm
design tasks into routine work that can be implemented automatically. Further-
more, under the proposed framework, a series of algorithm variants for an ordered
searching problem and a new sorting algorithm are generated, which demonstrate
the effectiveness of the technique as well as its capacity to produce new advanced
algorithms that have different structures from existing ones.

Keywords: Algorithm Generation · Formal method · Reuse-based
optimization · Software development

1 Introduction

Computer software is required to be highly trustworthy due to pervasive, intensive, and
critical computations. This need can only be met by developing more rigorous method-
ology for software development [1]. As the core of computer software [2], algorithm,
especially its reliability and productivity, plays a critical role in both trustworthiness and
application of software. Formal method and automation of algorithms have been shown
to be important ways to improve the reliability and productivity of various algorithms.
Many well-known computer scientists, such as T. Hoare, E. Dijkstra, R. Milner, A.
Pnueli, D. Gries, etc. [3–7], have made significant con-tributions in this research area.
As the Turing Award winner J. Gray points out in [8], automatic programming is the one
of 12 important research goals in 21st century.

Software design relies on algorithm development that involves mathematical for-
mulation, reasoning, and subtle techniques. Automatic programming must be built on a
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solid framework in which algorithms can meet various requirements with reliability and
desirable efficiency. However, the establishment of such a framework is by no means
an easy task since algorithms can be highly mathematically complex. Formal method is
particular kind of mathematically based techniques for the specification, development
and verification of software systems, and has been shown to be an effective approach
for automatic programming. For high-integrity systems involving safety and security,
program generations require formal development and formal verification such as proofs
of refinement from specifications. Thus the formal development/verification becomes
vital in the automated generation of algorithm in applications. This is a challenging
research area, and how to reduce the costs of formal development that can lead to the
improvement of automatic generation of algorithms is still a main concern in software
design in current literature.

Software reuse enables developers to leverage the past effort and facilitates signifi-
cant improvements in software productivity and quality. It catalyzes improvements for
productivity by avoiding redevelopment and allows us to incorporate the existing com-
ponents whose reliability has already been established [9]. This idea can be extended to
algorithm design with the support of mathematics. For instance, for most problems with
linear structure, once a particular algorithm is formally specified and designed, parts of
its design process may be reused by other algorithms so that the overall cost of algorithm
development can be significantly reduced.

In this paper, we develop a formal framework for algorithm reuse that can optimize
the process of algorithm generation and further improve the efficiency of the automatic
generation. Based on the features of formal method in algorithm design, we establish
the necessary underlying rules by formally developing a series of algorithm variants in
terms of a class of important formal specifications. Its related concepts and definitions
are formalized via the language of category theory. We further show that the proposed
approach and technique can produce new algorithms different from existing ones and
thus offer the flexibility in software design.

Different from current approaches in literature, our proposed approach provides
a broader framework by establishing formal reuse-based program semantics from the
viewpoint of optimization. A few related works are reviewed below.

Based on theDijkstra-Hoare calculus [3, 4, 7], Franssen [10] developed an interactive
programming tool, named Cocktail, that keeps track of all proof obligations, supports
programmers for the proof construction and verifies the correctness of proofs and pro-
grams, and now it is mainly used in university education systems. Similar to algorithm
calculus, Smith et al. [11] tried to implement automatic development from problem
specification to executable code through specification refinement supported by category
theory, and provided large reusable specification libraries and taxonomies of algorithm
design theories for specification construction, specification refinement and programopti-
mization. How-ever, there is no available effective guidance as well as procedure on how
to select a proper algorithm design theory from libraries for a given problem. Moreover,
how to incorporate the optimization rules for a specific program remains untouched.

By using generic technique and generalization, Yakhnis et al. [12] constructed a
library of about 30 reusable generic algorithms in which, for a given problem, develop-
ers may only need to select a suitable generic algorithm from the library and adapt it
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through replacing its generic identifiers by conceptually similar data types and operations
instead of directly using the program derivation techniques. Novak [13] allowed rapid
specialization of generic procedures for applications through a computational mapping
that de-scribes how a concrete type is implemented in an abstract form. Zheng et al. [14]
presented four typical varieties of shuttle transportation problems where a supplier sends
goods to a set of customers, returning to the source after each delivery, and designed
a simple generic greedy algorithm that yields optimal solutions for all of them. Three
generalization algorithms based on the von Neumann algorithm for linear programming
are proposed in [15], and a C++ generic framework for modeling and solving convex
optimization problems of variational image analysis is given in [16]. In terms of using
generative programming approach, there has been some notable work, (see, e.g., [17]
and references therein), which developed a system called Expression Code Generator
that automatically generates the code for themathematical formula. Nedunuri et al. com-
bined problem specifications with flexible algorithm theories to derive efficient Haskell
algorithms for three varieties of maximum segment sum problems [18]. However, a
formal framework for the general case has not been seen yet.

In order to optimize system design by means of existing formal tools, Robidoux
et al. [19] proposed a reliability markup language to formally describe dynamic reliabil-
ity block diagrams (DRBD model) that defines a framework for modeling the dynamic
reliability behavior of computer-based systems, and presented an algorithm that auto-
matically converts a DRBD model into a colored Petri net, so that system properties of
a DRBD model can be verified using an existing Petri net tool. In addition, Bolton et al.
[20] developed the enhanced operator function model (EOFM) for describing task ana-
lytic models that capture the descriptive and normative human operator behavior, and
presented an automated process for translating an instantiated EOFM into the model
checking language, and then the system model can be verified using model checking in
order to analyze properties related to the human-automation interaction, and they also
summarize the works in this area [21].

Moreover, Liu [22] proposed a general and systematic design and optimiza-
tion method, including three steps of Iterating, Incrementalizing and Implementing,
for transforming clear specification of straight-forward computations into efficient
implementations of sophisticated algorithms.

Our proposed optimization technique shares the similar motivation with the afore-
mentioned works in the specification trans-formation, automated algorithm generation,
or in the reuse methodology, but differ in the concerns and approach are quite differ-
ent. We focus on the reuse of formal notions at a smaller granularity than those exist-
ing techniques and our method supports the auto-mated generation of most algorithms
(recurrences) for problems with linear structure with a minimum cost. The approach is
shown to be effective and is confirmed by the proposed prototype system. It demonstrates
that the proposed approach substantially reduces the difficulty and the cost of formal
algorithm development/generation. Moreover, the reliability of resultant algorithm is
effectively guaranteed because of the formal and automatic support from the underlying
software platform.

Sorting and searching are two fundamental problems in computer science. From
a broader perspective, they make a benchmark case study of how to solve computer
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programming problems in general [23]. Yet little research on automated searching algo-
rithms generation has been conducted so far. Different from the aforementioned works,
we generate a variety of algorithms for a searching problem from a same formal specifi-
cation, and produce a new algorithm for sorting problem. Although Clark et al. [24] have
indicated early that by gaining experience about what choices are crucial for the deriva-
tion of an existing algorithm, new algorithms can be discovered by systematically inves-
tigating alternative derivation paths, current available results only can produce known
algorithms. Under our framework, one can actually generate many new algorithms dif-
ferent from those existing ones, and thus the approach provides richer architectures in
both algorithm development and software design.

The paper is organized as follows. In Sect. 2, we briefly introduce formal method
and some basic notions of category theory that are relevant to our approach. Section 3
provides a formal framework of our proposed approach. The optimization technique is
basedon the partition selection for problemswith linear structure in termsof algorithm re-
use to lower the cost of algorithm generation. Under this framework we generate a series
of algorithm variants for an ordered searching problem to illustrate the effectiveness of
the proposed approach, and also produce a new efficient sorting algorithm to demonstrate
its generative features. The paper ends with concluding remarks in Sect. 4.

2 Preliminaries

2.1 The Formal Method

A formalmethod specifies a given problem as formal specification rigorously by employ-
ing mathematical techniques, and makes the refinement process from a specification
provable and derivable. Not only can it demonstrate the correctness and subtle ideas of
algorithms, but also it plays an important role in revealing rules behind the algorithm
design, and in exploring various automatic programming.

PAR (Partition-and-Recur) [25–29] is a practical formal approach for software devel-
opment that effectively tackles the complexity of loop programs. It combines two pow-
erful strategies that are often used in dealing with particular problems, i.e., partition and
iteration, to form a unified and systematic approach, and covers a number of known
algorithm design strategies, such as greedy algorithm, dynamic programming, di-vide-
and-conquer method, enumeration, and so on. Hence it is an important methodology in
automated algorithm generation.

As shown in Fig. 1, it consists of algorithm design language Radl, abstract pro-
gramming language Apla, systematic algorithm design method, a set of rules for the
specification transformation and a set of transformation tools called PAR platform.

Fig. 1. Formal algorithm process based on PAR
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Under the support of PAR platform, transforming Radl algorithms to Apla programs
and transforming Apla programs to the programs of executable language are automatic.

The key concept to PAR is the recurrence relationship of the problem solving
sequence, which is described in [25] as follows:

Definition 1 (Recurrence relation): Suppose that the solution of a problem P can be
obtained by n computing steps which generate the solution sequence: S1, S2,…, Sn,
where each Si, 1 ≤ i ≤ n, produced by one computing step, is a sub-solution of P, and
Sn is the solution of P. Constructing a equation Si = F(S j), i.e. a sub-solution Si is the
function of sub-solutions S j, where 1 ≤ i ≤ n, 1 ≤ j < i, and S j stands for several
sub-solutions. The equation Si = F(S j) is called recurrence relation of problem solving
sequence, or recurrence for short.

In this setting, the process of developing an algorithm with its loop invariant for a
given problem, as shown in Fig. 1, can be divided into five steps:

(1) Describe the formal functional specification of a problem using Radl.
(2) Partition the problem into a number of sub-problems, each of which has the same

structure as the original problem but with a smaller size.
(3) According to the partition equation, formally construct the recurrence(s) from the

formal functional specification.
(4) Generate the Radl algorithm as well as the loop invariant based on the recurrence

and our new loop invariant strategies.
(5) Transform the Radl algorithm to Apla program based on the loop invariant, and

further to the executable language program, say C++, Java, etc.

Most of specification transformation rules are quantifier properties. Let θ be a
binary operator and � be the quantifier of operator θ, then (�i: r(i): f (i)) means the
quantity of f (i) where i range over r(i). The quantifier of binary operator +, ∧, ∨,
max(maximum),etc., are

∑
, ∀, ∃, MAX, etc., respectively.

In general, provided that a problem can be divided into sub-problems and there
is recurrence relationship among problem solving sequences, a reliable and efficient
algorithm can be generated by PAR. This can be applied to develop many ingenious
algorithms that have been shown to be convincing, such as Knuth’s binary to deci-
mal algorithm [26], complicated graph algorithms [27], cycle permutation [28], binary
tree algorithms, combinatorial algorithms, etc., including the well-known algorithm of
graph’s planarity test and generating a planar one that was proposed by Turing Award
winner J. Hopcroft and his student Tarjan.

2.2 Category Theory

As a “theory of functions”, category theory offers a highly formalized language for
software/algorithm specifications, and is especially suitable for focusing concern on
reasoning about inter- and intra- relationships among software objects. Also, it is suf-
ficiently abstract for formal development and has been proved useful in the semantic
investigation for programming languages [30], which is proposed as a theory of data
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types and a framework for synthesizing formal specifications, e.g., see, Goguen [31].
Here we briefly introduce some categorical concepts that will be used later in the paper.
More details can be found, for example, in [30].

Definition 2 (Category): A category C is.

– a collection ObC of objects
– a collection MorC of morphisms (arrows)
– two operations dom, cod assigning to each arrow f two objects respectively called
domain and codomain of f

– an operation id (identity) assigning to each object b amorphism idb such that dom(idb)
= cod(idb) = b

– an operation z (composition) assigning to each pair f , g of arrows with dom(f ) =
cod(g) and arrow f z g such that dom(f z g) = dom(g), cod(f z g) = cod(f )
identity and composition must satisfy: (1) for any arrows f , g such that cod(f ) = b
= dom(g), we have idb z f = f and g z idb = g; (2) for any arrows f , g, h such that
dom(f ) = cod(g) and dom(g) = cod(h), we have (f z g) z h = f z (g z h)

Definition 3 (Diagram): A diagramD in a categoryC is a directed graph whose vertices
i ∈ I are labeled by objects di ∈ ObC and whose edges e ∈ E labeled by morphisms f e
∈ MorC .

Definition 4 (Cocone): Let D be a diagram in C, a cocone to D is.

– a C-object x
– a family of morphisms {fi: di → x | i ∈ I} such that for each arrow g: di → dj in D,

we have fj z g = fi, as shown in Fig. 2(a).

Definition 5 (Colimit): LetD be a diagram inC, a colimit toD is a cocone withC-object
x such that for any other cocone with C-object x’, there is a unique arrow k: x → x’ in C
such that for each di in D, f i: di → x and f i’: di → x’, we have k z f i = f i’, as shown
in Fig. 2(b).

x

di dj

g
fi fj

x

di

x'k

fi f'i

(a) Commuting diagram 
of cocone

(b) Commuting diagram 
of colimit

Fig. 2. Basic diagrams in category theory

Definition 6 (Functor): Let C and D be categories, a (covariant) functor F: C → D is a
pair of operationsFob:ObC →ObD,Fmor :MorC →MorD such that, for eachmorphism
f : a → b, g: c → d in C,
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– Fmor(f ): Fob(a) � Fob(b)
– Fmor(f z g) = Fmor(f ) z Fmor (g)
– Fmor(ida) = idFob(a)

Definition 7 (Contravariant functor): Let C and D be categories, Cop be a category that
reverses the directions of arrows in categoryC, a functorF:Cop D is called a contravariant
functor.

3 Optimization Technique for Algorithm Generation

In this section, based on the characteristics of PAR in algorithm design, we present an
optimization technique to generate algorithms from formal specifications by reusing
the formal development process, and implement the proposed approach in a supporting
platform.

3.1 Optimization Technique and Its Formal Model

According to PAR, a problem partition introduces a general algorithm design strategy
by constructing a partition equation. It guides us to unfold and transform the problem
specification by applying transformation rules to seek the relationship between solutions
of original problem and its sub-problems. Obviously, different partitions correspond to
different recurrences, and thus to different algorithms. Therefore it is the key design
choice in algorithm development process, and is extremely crucial to the performance
and style of the final algorithm.

For problems based on linear structure, there are often more than one feasible
partition strategies. Generally, they can be categorized into two types: balanced and
unbalanced, and the precise definition is given below.

Definition 8 (Balanced partition): Let P(n) be a problem with size of n, balanced par-
tition is to partition P(n) into k sub-problems with equal size or differing by maximum
of 1, 1 < k ≤ n/2. More specifically, supposing n mod k = s, P(n) will be partitioned in
a balanced way into k-s sub-problems with size of 	n/k
 and s sub-problems with size
of �n/k�.

Unbalanced partition strategy is just the opposite that doesn’t satisfy Definition 8.
For example, given a problem of computing the sum of an integer sequence a[0:

n−1](n≥ 1), and let sum(a, 0, n−1]) store this sum, we can express the problem partition
as the following equation:

sum(a, 0, n − 1) = F(sum(a, 0,
n − 1

2
), sum(a,

n − 1

2
+ 1, n − 1)), n ≥ 1

Here F is a function to be determined. Besides the above partition equation that
implies a divide-and-conquer algorithm design strategy, we also have other alternative
partitions that may lead to different design strategies, two of which are given below.

sum(a, 0, n−1]) = F1(sum(a, 0, n−2), sum(a, n−1], n−1])), n ≥ 1.
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sum(a, 0, n−1]) = F2(sum(a, 0, 0), sum(a, 1, n−1])), n ≥ 1.
According to the definition, sum(a, 0, n−2) is the sum of a[0: n−2]; if n = = 1, a[0:

−1] denotes an empty section and its sum is 0.
Itmay be critical to observe that a problemwhich can be partitioned in a balancedway

can also be partitioned in an unbalancedway, i.e. unbalanced partitionmay be considered
as a special form of balanced one. Because the ideas behind algorithms are captured
naturally in terms of recurrences with PAR method, the intrinsic logic of algorithms
may be similar as far as different partitions of a category are concerned. Hence, once
the recurrence, i.e. algorithm corresponding to a balanced partition, has been derived
from a problem specification, various algorithmic solutions with different performance
for the problem can be generated by the reuse of that formal derivation process instead
of carrying out a new formal derivation, and algorithm generation process thus can be
optimized in terms of overall generation cost.

For example, suppose the F function has been determined, as listed below.

sum(a, 0, n − 1) = sum(a, 0,
n − 1

2
) + sum(a,

n − 1

2
+ 1, n − 1), n ≥ 1

The other two functions F1 and F2 can be worked out by constructing a mapping
between the equations and the first one, respectively. It is easy to have the following two
algorithms by different partitions.

sum(a, 0, n−1) = sum(a, 0, n−2) + sum(a, n−1, n−1]), n ≥ 1.
sum(a, 0, n−1) = sum(a, 0, 0) + sum(a, 1, n−1), n ≥ 1.
Taking advantage of rigorous formal derivation and automatic generation, the

correctness of final algorithm (with respect to the specification) is guaranteed effectively.
By means of language of category theory, we further develop semantics for the

technique, and make its description to be formal and precise. Thus the reliability of the
proposed procedure can be guaranteed.

First we present the category theoretical semantics of problem specification and its
solutions by defining problem category, problem solving category, and problem solving
functor, respectively.

Definition 9 (Problem category): Given a problem structure P, P-SPEC is a category
with problem specifications on P as objects, and a morphism between problem specifi-
cation p1 and problem specification p2 is a mapping such that a morphism f : p1 → p2
denotes p2 is a sub-problem of p1.

Obviously, morphisms in P-SPEC category satisfy composition. For any arrows f ,
g ∈ Morp-SPEC , f : b → c, g: a → b, we have f z g: a → c, i.e., c is a sub-problem of a.

Definition 10 (Problem solving category): Given a problem structure P, P- RECUR
is a category with the problem solving recurrences of P as objects, and a recurrence
morphism between recurrence r1 and recurrence r2 is a calculation such that f : r1 →
r2, indicating that r2 can be obtained based on r1 through finite calculation steps.

For any arrows f , g ∈ Morp-RECUR, f : r2 → r3, g: r1 → r2, we have f z g: r1 →
r3, i.e., r1 is a sub-solution of r3. Therefore, the morphisms in P- RECUR category also
satisfy composition.



22 H. Shi et al.

Definition 11 (Problem solving contravariant functor): Given a problem structure P,
psf : P-SPEC → P-RECUR is a problem solving contravariant functor by mapping
problem specifications and their morphisms p1→ p2 of P-SPEC to the problem solving
recurrences and recurrence morphisms r2 → r1 of P-RECUR.

Definition 12 (Problem partition functor): npf : P-SPEC → P-SPEC is a problem parti-
tion functor by mapping problem specifications and their partition morphisms p1 → p2
of P-SPEC to the problem specifications and partition morphisms p3 → p4 of P-SPEC.

The colimit operation can be used for constructing new recurrences mechanically.
As shown in Fig. 3, it just need to compute colimit of f ∈ psf and h ∈ npf to optimize the
process of algorithm generation from a problem specification by our technique, which
is demonstrated as follows.

SPEC bP1

Partition2
g

f
Recur1 Alg1

f1 f2

Recur2 Alg2g1 g2

h1 h2h

Partition3

g'

Recur3 Alg3g'1 g'2
h'1 h'2h'

prg1

prg3

prg2

Fig. 3. Process optimization

Given a problem specification SPEC, we have derived one of its problem solving
recurrences Recur1 by a balanced problem partition bP1, and generated its algorithm
Alg1 based on Recur1. Suppose a new unbalanced specification partition Partition2 on
SPEC gives the same number of sub-problems as bP1, instead of carrying out the new
algorithm calculus of gzg1zg2, Recur2 can be obtained by constructing a morphism h:
bP1 → Partition2 and computing the colimit of h and the existing calculus f 1: bP1 →
Recur1. And also the algorithm Alg2 can be obtained by computing the colimit of h1:
Recur1 → Recur2 and the existing calculus f 2: Recur1 → Alg1. Similarly, for a new
unbalanced partition Partition3, if there is a morphism h’: bP1 → Partition3, then Alg3
can also be derived via the category theoretical computations. After the algorithms have
been derived, they can be further refined into programs automatically, i.e., prg1, prg2,
prg3, respectively.

Combined with the problem partition rules and specification transformation strategy
that have been studied, we constructed an interactive Spec-Radl system that provides
formal and semi-automatic support for the generation of Radl algorithms according
to formal specifications. Its output is the input of our Radl-Apla program generation
system, and then by the integrated program generation systems, such as Apla-Java, the
Radl algorithm can be finally converted into executable programs.

And now we have extended our Spec-Radl system library with algorithm derivation
of several classes of problems, such as searching, sorting, etc., and implemented this
technique with C++ language through defining the following types and functions.
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Part: <problem: String, num: Int>
Recur: String.
Map: <domain: String, range: String>
compPart: Part × Part → Map.
genRecur: Recur × Part × Part → Recur.

Here, Part type denotes problem partition; Part.problem stores sub-problems in
the corresponding problem partition equation and Part.num stores the number of sub-
problems; Recur type is used to denote recurrence, and Map type denotes mapping.

Additionally, function compPart is used to obtain the sub-problem mapping h
between problem partitions Partition1 and Partition2, and function genRecur is used
to generate the recurrence Recur2 according to a new partition Partition2.

Therefore, supported by the enhanced Spec-Radl system, an algorithmic solution
may be derived step by step from a given formal specification formally and interactively,
and algorithmic solutions for problems of the category may be generated automati-
cally by our presented optimization technique. With further development, the algorithm
derivation database can be extended and thus enable Spec-Radl system to generate more
algorithms automatically in a way for minimizing the cost of algorithm generations.

3.2 Generation of Series of Ordered Searching Algorithms

One of the important prototypes of algorithms is searching algorithm that has been
studied bymany computer scientists (e.g., see [23] and references therein). It ismotivated
by a common belief that there are always some important features by studying how
algorithms might be designed from the searching specifications. The searching problem
is to look for a desirable element in a given set according to some specific key (perhaps
containing other information related to the key).

Here we use our technique to formally develop series of algorithms for an ordered
searching problem and demonstrate its effectiveness in our proposed approach.

Below two transformation rules used in the paper are presented.

(1) Split with no overlap.
(� i: r(i): f (i)) = (� i: r(i) ∧ b(i): f (i)) θ (� i: r(i) ∧ ¬ b(i): f (i)), where b(i) is a
boolean expression over i.

(2) One point split.
(� i: 0 ≤ i < n: f (i)) = (� i: 0 ≤ i < n−1: f (i)) θ f (n−1).

The problem is to find an element key in a given sorted sequence a[0:n−1]. First we
formally specify it as a decision problem. In fact, if necessary, we can obtain the location
of key during the decision process.

|[sometype elem; in n: integer, key: elem, a[0:n−1]:list of elem; out b: boolean]|
AQ: n ≥ 1 ∧ (∀i: 0 ≤ i < n−1: a[i] ≤ a[i + 1]);
AR: b = (∃k: 0 ≤ k ≤ n−1: a[k] = = key);
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Here in and out in front of preconditionAQ are two keywords defined in Radl and are
used to denote the input and output respectively; sometype is another keyword denoting
type parameter; integer, boolean, etc., are the predefined types in Radl and Apla, and
AR stands for post-condition of algorithm.

Sequence is a predefined abstract data type that is implemented as list in Radl and
Apla. Given a list variable S, S[h], S[t] and [] denote the head element of S, the tail
element of S, and the empty list, respectively; S[i] visits the ith element of S, and S[i..t]
denotes a sub-sequence of S.

The Binary Search Algorithm. Let P(a, 0, n−1) = (∃k: 0 ≤ k ≤ n−1: A[k] = = key),
it can be partitioned evenly as follows:

p(a, 0, n−1]) ≡ F(p(a, 0, ((n−1])/2) −1), p(a, ((n−1])/2) + 1, n−1])), n ≥ 1.
Generally we have:

p(a, i, j) ≡ F(p(a, i, ((i + j)/2) − 1), p(a, ((i + j)/2) + 1, j)), 0 ≤ i ≤ j ≤ n − 1.
(1)

Corresponding to the balanced partition, we can unfold problem specification to
construct recurrence relation F as follows. Both explanations and transformation rules
that are used are given in brace.

p(a, i, j) = (∃k: i ≤ k ≤ j: a[k] = key).
= {Split with no overlap}.
(∃k: i ≤ k ≤ ((i + j)/2)−1: a[k] = key) ∨ (∃k: k = (i + j)/2: a[k] = key) ∨ (∃k: ((i

+ j)/2) + 1 ≤ k ≤ j: a[k] = key).
= {One point split}.
(∃k: i ≤ k ≤ ((i + j)/2)−1: a[k] = key) ∨ a[(i + j)/2] = key ∨ (∃k: ((i + j)/2) + 1 ≤

k ≤ j: a[k] = key).
= {Folding using definition of p}.
p (a, i, ((i + j)/2)−1) ∨ a[(i + j)/2] = key ∨ p(a, ((i + j)/2) + 1, j).
<= {A known condition of AQ: (∀i: 0 ≤ i < n−1: a[i] ≤ a[i + 1])}.
(a[(i + j)/2] = = key∧((a[(i + j)/2] = key)≡true ∨ ( p(a, i, ((i + j)/2)−1) ∨ p(a,

((i + j)/2) + 1, j)) ≡ false))∨(a[(i + j)/2] < key ∧ (p(a, i, ((i + j)/2)−1)∨ a[(i + j)/2]
= key) ≡ false) ∨ p(a, ((i + j)/2) + 1, j)) ∨(a[(i + j)/2] > key ∧ (p(a, i, ((i + j)/2)−1)
∨(a[(i + j)/2] = key ∨ p(a, ((i + j)/2) + 1, j)) ≡ false)).

= {Simplification}.
(a[(i + j)/2] = = key ∧ true) ∨(a[(i + j)/2] < key ∧ p(a, ((i + j)/2) + 1), j) ∨ (a[(i

+ j)/2] > key ∧ p(a, i, ((i + j)/2) −1)).
Therefore we have.

p(a, i, j) ≡(a[(i + j)/2] == key ∧ true) ∨ (a[(i + j)/2]
< key ∧ p(a, ((i + j)/2) + 1), j)) ∨ (a[(i + j)/2]
> key ∧ p(a, i, ((i + j)/2) − 1)), 0 ≤ i ≤ j ≤ n − 1. (2)
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It can also be rewritten in a mathematically transparent way as follows:

p(a, i, j) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

true, a[(i + j)/2] == key

p(a, i,
i + j

2
− 1), a[(i + j)/2] > key

p(a,
i + j

2
+ 1, j), a[(i + j)/2] < key

If i = = j = = 0, a[i:((i + j)/2)−1)] and a[((i + j)/2) + 1: j] denote empty sections,
and p(a, i, ((i + j)/2)−1) as well as p(a, ((i + j)/2) + 1, j)) are false.

Radl algorithm can be easily produced based on (2). And according to our new
strategies for developing loop invariant [25], let a variable b store the searching result,
we then can generate the following loop invariant mechanically based on recurrence.

ρ: (b = true ∧ a[(i + j)/2] = = key) ∨ (b = p(a, i, ((i + j)/2)−1) ∧ a[(i + j)/2] <

key)∨ (b = p(a, i, ((i + j)/2) −1) ∧ a[(i + j)/2] > key) ∧ 0 ≤ i ≤ j ≤ n−1.
The loop invariant clearly reveals the idea of a binary searching program.Byusing the

Radl algorithm and loop invariant as input, code generator of PAR platform can generate
the Apla program as well as the corresponding executable program automatically.

Next we will focus on generation of recurrences using our optimization technique,
and spare the details of generation of final executable program which can be done
automatically by our formulation.

The Ordered Linear Searching Algorithm. Alternatively, we can partition the origi-
nal problem at its right boundary into two sub-problems with unequal size.

P(a, i, j) ≡ F(p(a, i, j − 1), p(a, j + 1, j)), 0 ≤ i ≤ j ≤ n − 1. (3)

Instead of carrying out new algorithm calculus, using our technique to construct a
sub-problems mapping between (1) and (3), and the following recurrence corresponding
to (3) can be achieved straightforwardly from (2).

P(a, i, j) ≡ (a[j] = = key ∧ true) ∨ (a[j] < key ∧ p(a, j + 1, j))∨ (a[j] > key ∧ p(a,i,
j −1)), 0 ≤ i ≤ j ≤ n−1.

According to the definition of p predicate, we have p(a, j + 1, j) ≡ false, and the
above recurrence can be simplified as.

p(a, i, j) ≡ (a[j] = = key) ∨ (a[j] > key ∧ p(a, i, j − 1)), 0 ≤ i ≤ j ≤ n − 1.
(4)

It exactly embodies the idea of ordered linear searching algorithm that is similar to the one
proposed by Knuth[23]. The important difference lies in that our algorithm is generated
automatically through process reuse and optimization, governed by Radl algorithm and
loop invariant.

The Other Three Linear Searching Algorithms. Given the following three unbal-
anced problem partition equations:

p(a, i, j) ≡ F(p(a, i, j − 2), p(a, j, j)), 0 ≤ i ≤ j ≤ n − 1. (5)
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p(a, i, j) ≡ F(p(a, i, i − 1), p(a, i + 1, j)), 0 ≤ i ≤ j ≤ n − 1. (6)

p(a, i, j) ≡ F(p(a, i, i), p(a, i + 2, j)), 0 ≤ i ≤ j ≤ n − 1. (7)

Note that p(a, i, j−2) ≡ (∃k: i ≤ k ≤ j−2: a[k] = key) with the condition 0 ≤ i ≤ j
≤ n−1 according to the definition of p predicate, and it is false if i == j == 0 and a[i:
j−2] is an empty section. The sub-problem p(a, i + 2, j) is similar.

It is easy to obtain the corresponding recurrences for the above three partition equa-
tions by applying our optimization technique via reusing formal derivation of binary
searching algorithm. For partition Eq. (5),

p(a, i, j) ≡ (a[j−1] = = key ∧ true) ∨ (a[j−1] < key ∧ p(a, j, j))∨ (a[j−1] > key ∧
p(a,i, j −2)), 0 ≤ i ≤ j ≤ n−1.

And we have its recurrence (8) as follows by simplification.

p(a, i, j) ≡(a[j − 1] == key) ∨ (a[j − 1] < key ∧ a[j] == key)

∨ (a[j − 1] > key ∧ p(a, i, j − 2)), 0 ≤ i ≤ j ≤ n − 1. (8)

Similarly, we have the following recurrences for (6) and (7) respectively.

P(a, i, j) ≡(a[i] == key ∧ true) ∨ (a[i] < key ∧ p(a, i + 1, j))

∨ (a[i] > key ∧ p(a, i, i − 1)), 0 ≤ i ≤ j ≤ n − 1.

≡ (a[i] = = key) ∨ (a[i] < key ∧ p(a, i + 1, j)), 0 ≤ i ≤ j ≤ n − 1. (9)

p(a, i, j) ≡(a[i + 1] = = key ∧ true) ∨ (a[i + 1] < key ∧ p(a, i + 2, j))

∨ (a[i + 1] > key ∧ p(a, i, i)), 0 ≤ i ≤ j ≤ n − 1.

≡(a[i + 1] == key) ∨ (a[i + 1] < key ∧ p(a, i + 2, j))

∨ (a[i + 1] > key ∧ a[i] == key), 0 ≤ i ≤ j ≤ n − 1. (10)

Clearly, the asymptotic time complexities of these algorithms represented by recurrences
(8), (9) and (10) approximate the ordered linear searching algorithm, that is, O(n).

The Other Two Approximate Binary Searching Algorithms. Besides the balanced
partition (1), the problem may also be partitioned into sub-problems as follows.

p(a, i, j) ≡ F(p(a, i, (i + j)/2), p(a, ((i + j)/2) + 2, j)), 0 ≤ i ≤ j ≤ n − 1.
(11)

p(a, i, j) ≡ F(p(a, i, i + ((j − i + 1)/3) − 1), p(a, i + ((j − i + 1)/3) + 1, j)), 0 ≤ i ≤ j ≤ n − 1.
(12)

And their recurrences obtained by means of the optimization technique are listed below.

p(a, i, j) ≡ (a[((i + j)/2) + 1] == key ∧ true) ∨ (a[((i + j)/2) + 1]
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< key ∧ p(a, ((i + j)/2) + 2), j)) ∨ (a[((i + j) /2) + 1]
> key ∧ p(a, i, (i + j)/2)), 0 ≤ i ≤ j ≤ n − 1. (13)

p(a, i, j) ≡(a[i + ((j − i + 1)/3)] == key ∧ true) ∨ (a[i + ((j − i + 1)/3)]
< key ∧ p(a, i + ((j − i + 1)/3) + 1, j)) ∨ (a[i + ((j − i + 1)/3)]
> key ∧ p(a, i, i + ((j − i + 1)/3) − 1)), 0 ≤ i ≤ j ≤ n − 1. (14)

Above two algorithms are similar to the binary searching algorithm, but differ from
the split position of the sequence. The performance of first algorithm corresponding to
(13) is close to the binary searching algorithm, and the asymptotic time complexities of
second one is O(log3/2n).

3.3 Generation of a New Sorting Algorithm

The sorting problem presented in [23] can be formulated as follows. An array of n integer
elements a[0], a[1],…, a[n−1]] are given. We are to sort them into a non-decreasing
order such that a[i]≤ a[i+ 1] for 0≤ i< n−1. Its formal specification may be described
as follows.

|[in n: integer; out a[0:n−1]: array of integer; aux b[0:n−1]: array of integer]|
AQ1: n ≥ 0 ∧ a[0:n−1] = = b[0:n−1];
AR1: sort(a,0,n−1) ≡ ord(a,0,n−1) ∧ perm(a, b, 0, n−1);
ord(a,0,n−1) ≡ (∀k: 0 ≤ k < n−1: a[k] ≤ a[k + 1]);
perm(a,b,0,n−1) ≡ (∀i: 0 ≤ i < n: (Nj: 0 ≤ j < n: a[j] = a[i]) = (Nk: 0 ≤ k < n:

b[k] = a[i]));
Here, aux is a keyword in Radl, denoting the auxiliary variable(s); Auxiliary variable

is used to establish the specification clearly and not allowed to be involved in algorithm,
that is, as an auxiliary array, b[0:n−1] cannot be computed in algorithm; N is a counting
quantifier that satisfies:

(Ni : r(i) : f (i)) ≡ (
∑

i : r(i) ∧ f (i) : 1)
Generally we have the definitions:

|[in n,i,j: integer; out a[i:j]:array of integer; aux b[i:j]: array of integer]|
AQ2: n ≥ 0∧0 ≤ i ≤ j < n ∧ a[i:j] = = b[i:j];
AR2: sort (a, i, j) ≡ ord(a, i, j) ∧ perm(a, b, i, j),
ord(a, i, j) ≡ (∀k: i ≤ k < j: a[k] ≤ a[k + 1]),
perm(a,b,i,j) ≡ (∀k: i ≤ k ≤ j: (Ns: i ≤ s ≤ j: a[s] = a[k]) = (Nt: i ≤ t ≤ j: b[t] = a[k]));

(1) Problem partition.
The problem can be partitioned into three sub-problems. Generally we have.
sort (a, i, j) ≡ F(sort(a, i + 1, j−1), sort(a, i, i), sort(a, j, j)) ∧0 ≤ i ≤ j < n.
Further we can rewrite it as follows due to the single size of its last two sub-problems.
sort (a, i, j) ≡ F(sort(a, i + 1, j−1), a[i], a[j]) ∧ 0 ≤ i ≤ j ≤ n−1.
(2) Recurrence construction.
Below the recurrence relation F is constructed by means of specification transfor-

mation.
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ord(a, i, j) ≡ (∀k: i ≤ k < j: a[k] ≤ a[k + 1]).
≡ {Split with no overlap and one point split}.
a[i] ≤ a[i + 1] ∧ (∀k: i + 1 ≤ k < j: a[k] ≤ a[k + 1]).
≡ {Split with no overlap and one point split}.
a[i] ≤ a[i + 1] ∧ a[j−1] ≤ a[j] ∧ (∀k: i + 1 ≤ k < j−1: a[k] ≤ a[k + 1]).
≡ {Folding using definition of ord}.
a[i] ≤ a[i + 1] ∧ a[j−1] ≤ a[j]∧ord(a,i + 1, j−1).
= > {Let Min(a, i, j) and Max(a, i, j) denotes the minimum and maximum of a[i:j]
respectively, and a[i] ≤ a[i + 1] ∧ ord(a,i + 1,j−1) = > a[i] = Min(a,i,j), a[j−1] ≤
a[j] ∧ ord(a,i + 1,j−1) = > a[j] = Max(a,i,j)}.
a[i] = Min(a,i,j)∧a[j] = Max(a,i,j)∧ord(a, i + 1, j−1).

Through substituting this result into the definition of sort (a,i,j), we have.

Recurrence 1.
sort(a,i,j) ≡ a[i] = Min(a,i,j) ∧ a[j] = Max(a, i, j) ∧ sort(a, i + 1, j−1), 0 ≤ i ≤ j ≤
n−1.

Here sort(a, i+ 1, j−1) is a sub-problem satisfying specification {AQ3, AR3}, given
briefly as follows:

|[in n,i,j: integer; out a[i + 1:j−1]: array of integer; aux b[i + 1:j−1]: array of integer]|
AQ3:n ≥ 0 ∧0 ≤ i + 1 ≤ j−1 < n ∧a[i + 1:j−1] = = b[i + 1:j−1];

And a[i] = Min(a, i, j) and a[j] = Max(a, i, j) should be taken as two new problems
to solve. Here we give the solutions directly.

Recurrence2.

Max(a,i,j) ≡ max(Max(a,i,(i + j)/2),Max(a, ((i + j) /2) + 1, j)), 0 ≤ i ≤ j < n.
Min(a,i,j)≡ min(Min(a,i,(i + j)/2),Min(a, ((i + j) /2) + 1,j)), 0 ≤ i ≤ j < n.

(3) Loop invariant development.
Let two variables mi and ma store the minimum index and maximum index of a[i:

j] respectively, the following loop invariant can be obtained mechanically based on
recurrences:

ρ: sort(a,0,mi) ∧ sort(a,ma,n−1) ∧ a[ma] = Max(a,i,j) ∧ a[mi] = Min(a,i,j) ∧ 0 ≤
i ≤ j ≤ n−1.

Further we have the following loop invariant through unfolding ρ by substituting
those predicate definitions into it.

(∀k: 0 ≤ k < mi: a[k] ≤ a[k + 1]) ∧ (∀k: ma ≤ k < n −1: a[k] ≤ a[k + 1]) ∧ a[ma]
= Max(a,i,j) ∧ a[mi] = Min(a,i,j) ∧ 0 ≤ i ≤ j ≤ n−1.

It shows the idea that sorts a bymeans ofminimum selection andmaximum selection
simultaneously, and a consists of three sections at any time in the sorting process: two
sorted sub-section located in two ends and one sorting sub-section in the middle.

(4) Program generation.
Apla program can be easily produced based on the recurrences and above loop

invariant. Key code is given below.
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i, j: = 0, n−1];
do i �= j → mi, ma: = i,j;
MaxMin(a, i + 1, j−1, mi, ma);
a[i], a[mi], a[j], a[ma]: = a[mi], a[i], a[ma], a[j];
i, j: = i + 1,j−1;
od;

HereMaxMin(a, i + 1, j−1, mi, ma) is a function, produced from the second recur-
rence, to search maximum and minimum of array a[i + 1, j−1] simultaneously, and
variable parameters mi and ma are used to store their indices respectively.

Further Java program can be generated from above Apla program by means of PAR
platform.

(5) Algorithm complexity.
The time complexity of MaxMin(0, n−1, max, min) is T (n) = (3n/2)−2. The time

complexity of the loop body of the program is (3(n−2 * i)/2)−2, hence the time
complexity of above algorithm T(n) is

n/2−1∑

i=1

(
3(n − 2i)

2
− 2) =

n/2−1∑

i=1

(
3n

2
− 2) −

n/2−1∑

i=1

3 ∗ i

=
(n

2
− 1

)(
3n

2
− 2

)

− 3

(
n(n − 2)

8

)

= 3n2 − 14n

8
+ 2

Obviously, its asymptotic time complexity is O(n2). However, it is slightly more
efficient than those sorting algorithms whose time complexities are also O(n2) due to its
constant factor, i.e., 3/8, is smaller than the constant factors of those algorithms, such as
select sorting algorithm, insert sorting algorithm, bubble sorting algorithm, etc.

This is a new algorithm that comes from formal derivation and is unknown within
the bound of our knowledge, and series of sorting algorithms can further be produced
by reusing its formal derivation results.

3.4 Summary

Instead of constructing a new algorithm calculus, by applying our proposed technique, a
series of ordered searching algorithms as well as sorting algorithms have been obtained
with minimum costs. The generated algorithms include many variants that may contain
different non-functionality properties. Each algorithm could be chosen to solve the cor-
responding problem under different scenarios. Clearly, it is also possible that the new
algorithm that is not listed above may be generated by providing different partition equa-
tions. This approach can not only offer many new algorithms but also keep the total cost
of algorithm generation as low as possible, and provides us the flexibility in software
development at the same time. Figure 4 summarizes the generation of some searching
algorithms, in which details of more morphisms are omitted.

The Radl algorithms can be easily established based on the above recurrences, and
Apla programs can be generated from the algorithms. Moreover, executable programs
can also be generated from Apla programs automatically, such as Java, C++/C#, Delphi,
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Fig. 4. Generation process for some of the searching algorithms by optimization (details of more
morphisms are omitted)

etc., by making use of our PAR platform. We have transformed these Apla programs
into Java programs by our Apla to Java system and their running results are desired,
respectively.

Our approach, illustrated by the ordered searching problem and sorting problem,
presents the idea of how the algorithm generation process can be optimized via reuse
of algorithm (specification) refinements, and demonstrates the fact that the proposed
method/technique is capable of producing new algorithms with little cost, rather than
just verifying the correctness of previously known algorithms.

4 Conclusion

In this paper we present a reuse-based optimization technique for the reliable algorithm
design of a class of linear-structural problems, and apply the category theoretical frame-
work to formulate the desirable model. By applying the proposed approach, a series of
ordered searching algorithms, including many new ones differing from those existing
searching algorithms, as well as a new sorting algorithm have been generated automat-
ically, and the mathematical setting of our framework can guarantee the reliability of
the output codes with respect to various input specifications. Furthermore, an interactive
algorithm design prototype system is also enhanced to support the application of our
technique.

Our method can be used, according to the different user requirement with respect
to time and space, to produce the different algorithms of a same problem. In order to
generate a corresponding concrete program according to actual requirements, one just
needs to decide howmany sub-problemswill be divided, and to select a preferred problem
partition for the original problem. This enables a high-level of reusability and dynamic
adaptability, and therefore makes the significant reduction of mathematical formulation
required by formal development process, and thus the optimized procedure. This leads
to the improvement of productivity and correctness of algorithms.

A large number of applications in practice demonstrate the favorable benefits by
using the proposed optimization technique in this paper for algorithm development.
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We have applied it to solve many algorithmic problems quite successfully, including
those benchmark problems such as the permutation problems class, the searching prob-
lems class, the optimization problems class, etc. Our approach is also suitable to the
trustworthy software fields including military support and reliable information systems.
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Abstract. Software defect prediction (SDP) plays an important role
to help software development, where various advanced intelligence algo-
rithms but no firefly algorithm (FA) are used to improve the predic-
tion accuracy within a project or across projects. Current FA faces the
problem of many unnecessary movements which reduces its efficiency
of searching for an optimal solution. Therefore, an improved multiple
swarms with different strategies firefly algorithm is proposed, named
MSFA. The key principle of MSFA is to divide the swarm into three
groups, where each group plays a different role to balance exploration
and exploitation. Experimental studies were tested on CEC 2013 and
SDP. The test results on CEC 2013 prove that MSFA achieves a high
balance between the exploration and the exploitation. The test results
conducted on SDP show that MSFA has a higher prediction accuracy,
but much less computation cost compared with other FA variants.

Keywords: Firefly algorithm · Multi-swarm · Optimization · Software
defect prediction

1 Introduction

Software defect prediction (SDP) is used to estimate the most defect-prone com-
ponents of software by the most software engineers. To build a software defect
prediction model, many classic algorithms are used as classifiers for SDP, such
as logistic regression (LR) [1], decision table (DT) [2], support vector machine
(SVM) [3], Bayesian Network (BN) [4]. Besides, some intelligence algorithms
are employed for SDP, including the classic particle swarm optimization algo-
rithm (PSO) [5], differential evolution algorithm (DE) [6], artificial bee algo-
rithm (ABC) [7], ant colony optimization algorithm (ACO) [8], firefly algorithm
(FA) [9], brain storm optimization algorithm (BSO) [10]. Although intelligence
algorithms are simple in concept, easy to implement, and powerful in solving
nonlinear, multidimensional, and complex optimization problems [11], the per-
formance of the SDP employing these algorithms is not ideal. Based on these
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observations, an enhanced firefly algorithm (FA) is presented as an optimizer of
SDP in this paper.

Firefly algorithm (FA) is a swarm intelligence algorithm. Due to its global
search and intensive local search capabilities, it is widely applied in real-world
applications. Recently, FA has been used to optimize software effort estimation
models in [12]. However, few studies have applied FA to software defect predic-
tion.

In FA, there is an attraction among any two fireflies. It may be unneces-
sary to introduce more attractions, where the bright fireflies are trapped in the
local search. Therefore, how to reduce the redundancy of the search process is
a fascinating topic. On the other hand, how the better fireflies move is often
overlooked.

From the above investigations, a multiple swarms framework is suggested.
The population is divided into three groups, each of which plays a different
role in the search process, thus achieving a balance between exploration and
exploitation. Also, MSFA is used to improve the prediction accuracy for SDP.
Experimental results prove that MSFA is promising.

The main contributions of this paper are summarized as follows:

1. To improve the efficiency of FA, a framework for multiple swarms with dif-
ferent strategies is suggested.

2. A little-noticed of new research on how the better fireflies move is carried out.
3. The proposed approach is used to improve the accuracy of SDP with low time

cost.

The rest of this paper is structured as follows: Sect. 2 introduces related work.
The details of the proposed algorithm are described in Sect. 3. Section 4 provides
the results of comparison with other improved FA variants and the results of
comparison with other state-of-the-art intelligence algorithms for SDP. Finally,
conclusions are drawn in Sect. 5.

2 Preliminary

2.1 Original Firefly Algorithm

FA is inspired by the flash characteristics of the fireflies, which is proposed by
Yang (2009) [9]. Based on swarm intelligence, the simple concept is easy to
implement, including three rules as follows:

1) Any two fireflies would introduce an attraction that is regardless of its gender.
2) The attractiveness is proportional to its brightness, and decreases as their

distance increases. The weak firefly would move toward the brighter one. The
brightest firefly would move randomly.
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3) The fitness indicates the value of the objective function and is determined by
the brightness of fireflies. For any fireflies xi and xj , the weak brightness xi

moves toward the brighter xj , that movement is calculated by:

Xid = xid + β0e
(−γr2

ij)(xjd − xid) + α(rand() − 1
2
) (1)

rij =
√

Σd
d=1(xjd − xid)2 (2)

xid and xjd is the dth dimension of firefly xi and xj in tth iteration. Xid is the
dth dimension of firefly xi in (t + 1)th iteration, which β0 is the attractiveness
when r = 0. γ is the light absorption coefficient set to 1. β0 is set to 1. rij is the
distance between xi and xj . a as well as rand() is a random value between [0,1].

Algorithm 1. Firefly Algorithm
Initialize population and generate N fireflies;
Compute the fitness value of each firefly;
FEs=N , Input MaxFEs;
while FEs ≤ MaxFEs do

for i=1 to N do
for j=1 to i do

if Light(i) > Light(j) then
Update the new position of xi according to Eq.(1);
Evaluate the new solution;

end if
end for

end for
Rank the fireflies and find best value;
t=t+1;

end while
Output the optimal solution;

2.2 Related Work

Since FA was proposed, many improved FA variants have been suggested. Wang
et al. (2016) proposed a novel attraction model that random selected fireflies
attract any other fireflies from the whole population, called random attraction
firefly algorithm (RaFA) [13]. Its experimental results proved that the efficiency
of FA was improved by reducing the unnecessary attractions. However, FA with
less attractions may be poor in the global search.

Fister et al. (2012) suggested a perfect strategy on parameter level, named
MFA [14]. It dynamically adjusts between parameter α and iteration t, which
avoids trapping in the local search and obtains a good ratio between the explo-
ration and exploitation, but ignores the efficiency of searching for an optimal
solution.
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Zhou et al. (2014) [15] introduced a role assignment scheme(RA) to enhance
the performance of DE. In the proposed RA scheme, according to both the fitness
and positional of individuals, the population was divided into some groups, and
each played a different role in balancing the exploration and exploitation. Chen
et al. (2019) [16]employed RA to improve BSO and obtained a good performance.
In this paper, the population was divided by fitness information and location
information, but unlike RA, they follow different grouping rules.

Other FA variants also achieved good performance. In [17], learning from
the worst fireflies or the best fireflies to replace the worst fireflies, a new firefly
was constructed, and the diversity of the population is successfully preserved.
The slow convergence rate may be a disadvantage of it. In [18], to obtain a fast
convergence rate, the Gaussian bare-bones approach was presented. Meanwhile,
in [19], it suggested that all fireflies movements applied with the Gaussian dis-
tribution, but it has a high computational cost. A new method has been shown
in [20], fireflies were divided into two groups by define gender. Male fireflies and
female fireflies attract each other following different strategies.

Some algorithms were presented in hybrid level. A hybrid FA and PSO algo-
rithm has been proposed by Berkan Aydilek in [21], it could exploit the advan-
tage of both. Another hybrid FA and Cross-Entropy Method (CME) algorithm
has been presented in [22]. Although its ability of the global search has been
enhanced, the cost of CEM was still expensive. Additionally, a comprehensive
analysis of FA various was introduced in [23,24].

From the above, most of the research is to achieve a balance between the
exploration and exploitation. In FA, if the attraction model is changed, the
structure of the swarm and the number of attractions will be changed, as well as
the ability of the exploration and exploitation. Therefore, a novel multiple swarm
attraction models is proposed. Where the numbers of the attraction become
smaller, the exploration efficiency of search space is enhanced. To achieve a high-
balance between the exploration and exploitation, three strategies are designed
for the sub swarms.

3 Proposed Algorithm

3.1 Basic Idea

FA employs a full attraction model, attractions between any fireflies maybe not
promising and redundant, which may reduce the efficiency of searching the opti-
mal solution. Another reason is the use of fixed randomization parameters, which
leads to a low balance between exploitation and exploration. To enhance the
performance of FA, a multiple swarms with different strategies firefly algorithm
(MSFA) is proposed in this paper. The framework is shown in Fig. 1.

Inspired by Zhou et al. (2014) [15] and Chen et al. (2019) [16], the population
is divided into three groups, each of which plays a different role in the search
process. These groups play three roles, called explorer, builder, and exploiter,
respectively. The exploiters are expected to be individuals with better fitness.
The objective of the exploiters is to avoid trapping in local search and find
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Fig. 1. The framework of MSFA.

better candidate solutions in their neighborhood. The explorers should be the
individuals with worse fitness. The mission of the explorers is to explore new
regions for some exploiters. The remaining population is the builders, whose
goals are to explore new regions for themselves.

How to divide the population into three groups is as follows:

1. The average fitness of the whole population is calculated. It indicates as
pmean.

pmean =
1
n

∗ Σn
i=1fi (3)

2. Two fireflies xi and xj are random selected firstly, Δfi is computed by Eq. 4.
It is used to represent the difference between the value fitness of the firefly
and the average value of the whole population.

Δfi = |fi − pmean| (4)

If Δfi is less than Δfj , then firefly xi is expected to be a builder. If the fitness
of xj is worse than pmean, it is expected to be an explorer, otherwise, it is
expected to be an exploiter.

3. Repeat 2 for the remaining individuals, until there are no fireflies to group.

In order to obtain a good ratio between the exploration and exploitation, each
group employs a different strategy. Besides, the update equation of parameters
α and β proposed in MFA [14] are adopted as follows:

xi(t + 1) = xi(t) + β(xj(t) − xi(t)) + α(t)ε (5)

β = βmin + (β0 − βmin)e(−γr2
ij) (6)

α(t + 1) = (
1

9000
)

1
t α(t) (7)

The proposed strategies are presented as follows:
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Exploiters: they move towards fireflies randomly selected from the entire
population.

xi(t + 1) = xi(t) + μ(
G + t + 1
t + G − 1

)timesi(xi(t) − xr) (8)

xi(t) represents the current firefly, xr is a firefly random selected in the entire
population, G is maximum of iteration, t is the tth iteration, μ is a random value
between [0, 1], timesi is the number of times that xi has moved, the new position
is xi(t + 1).

Builders: they learn from the better builders and follow Eq. (5).
Explorers: they learn from some of the better exploiters and follow Eq. (5).
The details of MSFA are described in the Algorithm 2.

Algorithm 2. Proposed MSFA
Input: sub swarm size k, number of movements of free firefly times, the maximum
value of times Tmax, conditions for iteration termination MaxFEs;
Initialize the population;
Compute the brightness of each firefly;
FEs=N ;
while FEs ≤ MaxFEs do

calculate pmean and Δfi;
Divide the population into explorers, builders and exploiters;
Compute the mean value of each group, pexplorers,pbuilders and pexploiters

if pmean ≥ pbuilders then
Builders learning from itself, according to Eq. (8);
Exploiters random walk, according to Eq. (5);

else
if pexplorers ≥ pexploiters then

Builders moves to the best individual, according to Eq. (5);
Exploiters random walk, according to Eq. (8);
Explorers moves to part of exploiters, according to Eq. (5));

else
Builders moves to part of exploiters, according to Eq. (5));

end if
end if
Rank the fireflies and find best value;
t=t+1;

end while
Output the best solution;

In the proposed algorithm, the exploiters with better fitness or better posi-
tion, containing most of the better individuals, and maybe some of the medium
individuals, which are expected to find the better candidate solutions in their
neighborhood. The builders with medium fitness or position, including most of
the medium individuals, maybe some of the better ones, and maybe some of
the worse ones, which are expected to explore new regions. The explorers are
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made up of most the worse individuals, and perhaps some of the medium ones,
which are expected to explore the search space of the exploiters. In that case,
the diversity of a swarm is protected in each group, thus ensuring the sufficiency
of exploring the search space. Also, not all groups working at the same time by
setting conditions. Where the average fitness of the builders is better than that
of the whole population, the exploiters and the builders get jobs. Otherwise, all
the population take a mission. The attractions are reduced, thus the efficiency
of FA is enhanced.

4 Experimental and Results

4.1 Experiment Preparation

To verify and analyze the performance of the proposed MSFA algorithm, a suit
of well-known 28 benchmark functions called CEC2013 is used to test in the
following experiment studies. More details about CEC2013 can be found in [28].
To ensure the fairness and objectiveness, all experimental studies are performed
on a Laptop with Inter Core i7-9750 CPUS and 8 Gb RAM under Windows 10
platform. The proposed algorithm is compared with 5 FA versions. Besides, the
parameters setting of the competitors involved is shown in Table 1.

Table 1. Parameters settings of compared algorithms

FA [9] β0 =1, γ = 1
Γ2 , α =0.2

DFA [26] α =0.5

RaFA [13] βmin =0.1, β0 =1, α =0.5

NSRaFA [27] βmin =0.3, βmax =0.9, γ = 1
Γ2 , α =0.5

MSFA [14] βmin =0.2, β0 =1, γ =1, α =0.2, μ =0.2

To get scientific results, each algorithm independently runs 30 times on
CEC2013 problems with 30 dimensions. Also, two non-parametric statistical
tests are used to analyze the numeric results, including the Wilcoxon test and
Friedman test.

4.2 Comparison with FA Variants

Experimental results compared with several improved FA variants are shown
in Table 2, including FA, DFA, RaFA, and NSRaFA algorithms. Besides, the
number of individuals is set to 20, and the maximum of iterations is set to
5.0E + 5.

To have statistically sound conclusions, the common tool Wilcoxon test is
introduced to analyze the experimental results at a 0.05 significance level. The
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Table 2. Experimental results of all algorithms on 30 dimensions

Function FA DFA RaFA NSRaFA MSFA

f1 MEAN 4.80E−02 2.79E−06 6.97E−13 3.51E+01 6.52E−13

STD 4.54E−03 3.12E−07 2.75E−13 7.17E+00 1.85E−13

f2 MEAN 7.63E+04 5.37E+06 1.70E+07 1.53E+07 1.09E+06

STD 3.27E+04 2.26E+06 2.82E+06 3.35E+06 6.88E+05

f3 MEAN 2.25E+07 1.08E+08 2.31E+09 4.07E+09 1.35E+07

STD 2.44E+07 1.20E+08 1.52E+09 3.60E+09 8.58E+06

f4 MEAN 1.06E+03 1.91E+04 1.55E+04 1.46E+03 2.40E+04

STD 6.41E+02 5.13E+03 4.72E+03 5.34E+02 7.80E+03

f5 MEAN 7.93E−02 1.14E+01 2.37E+01 1.12E+01 1.15E−03

STD 1.04E−02 1.50E+01 3.73E+00 2.16E+00 1.71E−04

f6 MEAN 1.24E+01 5.04E+01 8.25E+01 7.16E+01 2.79E+01

STD 1.69E+01 2.77E+01 3.15E+01 4.59E+01 2.40E+01

f7 MEAN 2.21E+07 1.93E+01 7.89E+01 1.18E+02 2.63E+00

STD 7.21E+07 1.41E+01 1.78E+01 3.23E+01 2.07E+00

f8 MEAN 2.09E+01 2.09E+01 2.10E+01 2.10E+01 2.10E+01

STD 4.34E−02 3.75E−02 7.93E−02 4.31E−02 5.02E−02

f9 MEAN 4.38E+01 1.28E+01 2.19E+01 2.70E+01 9.87E+00

STD 2.96E+00 2.98E+00 4.03E+00 2.49E+00 2.25E+00

f10 MEAN 6.28E−01 3.64E−02 3.04E+01 3.01E+01 1.11E−02

STD 5.82E−02 3.22E−02 9.42E+00 6.79E+00 9.48E−03

f11 MEAN 8.15E+02 3.81E+01 6.57E+01 1.24E+02 3.30E+01

STD 2.06E+02 9.42E+00 1.67E+01 3.11E+01 8.11E+00

f12 MEAN 7.05E+02 4.03E+01 6.45E+01 1.80E+02 2.64E+01

STD 1.50E+02 1.70E+01 1.58E+01 4.65E+01 1.56E+01

f13 MEAN 8.82E+02 8.12E+01 1.70E+02 1.94E+02 5.65E+01

STD 1.24E+02 2.46E+01 3.65E+01 4.34E+01 1.87E+01

f14 MEAN 4.78E+03 2.68E+03 3.74E+03 3.87E+03 2.32E+03

STD 7.00E+02 7.55E+02 6.85E+02 4.43E+02 7.36E+02

f15 MEAN 4.85E+03 2.40E+03 3.40E+03 4.72E+03 2.20E+03

STD 6.14E+02 5.76E+02 1.15E+03 5.43E+02 7.24E+02

f16 MEAN 4.00E−01 2.32E−02 2.61E−01 1.65E+00 3.98E−02

STD 2.35E−01 9.65E−03 1.69E−01 3.34E−01 1.91E−02

f17 MEAN 9.49E+02 6.83E+01 6.96E+01 2.14E+02 6.34E+01

STD 1.46E+02 9.68E+00 1.03E+01 2.25E+01 1.33E+01

f18 MEAN 8.94E+02 6.95E+01 7.31E+01 2.11E+02 6.22E+01

STD 1.46E+02 1.75E+01 1.19E+01 1.84E+01 1.27E+01

f19 MEAN 1.20E+02 3.22E+00 7.98E+00 1.53E+01 3.35E+00

STD 1.34E+01 7.50E−01 4.62E+00 2.14E+00 7.70E−01

f20 MEAN 1.50E+01 1.50E+01 1.49E+01 1.44E+01 1.43E+01

STD 8.89E−02 0.00E+00 3.22E−01 7.75E−01 2.93E−01

f21 MEAN 3.48E+02 3.48E+02 3.96E+02 3.64E+02 3.18E+02

STD 8.07E+01 6.77E+01 6.63E+01 4.61E+01 8.20E+01

f22 MEAN 6.83E+03 2.72E+03 4.54E+03 3.75E+03 2.63E+03

STD 9.97E+02 8.09E+02 1.06E+03 5.79E+02 1.14E+03

f23 MEAN 6.53E+03 3.22E+03 4.43E+03 5.47E+03 2.59E+03

STD 7.56E+02 8.46E+02 1.05E+03 7.47E+02 1.11E+03

f24 MEAN 5.22E+02 2.08E+02 2.43E+02 2.69E+02 2.02E+02

STD 6.71E+01 6.63E+00 1.01E+01 7.53E+00 3.50E+01

f25 MEAN 4.42E+02 2.29E+02 2.95E+02 2.65E+02 2.42E+02

STD 2.12E+01 2.91E+01 1.33E+01 1.00E+01 3.15E+01

f26 MEAN 3.62E+02 2.00E+02 2.65E+02 2.34E+02 2.67E+02

STD 1.09E+02 3.30E−02 6.88E+01 6.73E+01 4.94E+01

(continued)
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Table 2. (continued)

Function FA DFA RaFA NSRaFA MSFA

f27 MEAN 1.87E+03 4.38E+02 7.41E+02 1.01E+03 5.05E+02

STD 1.44E+02 9.95E+01 9.95E+01 8.00E+01 9.86E+01

f28 MEAN 5.29E+03 3.00E+02 9.01E+02 7.29E+02 3.08E+02

STD 6.99E+02 2.74E−03 6.50E+02 6.42E+02 3.29E+02

Average Ranks 3.98 2.13 3.54 3.71 1.64

+/≈/− 23/1/4 17/6/5 20/7/1 22/4/2

Wilcoxon’s sum test results are indicated by “+/≈/−”, “+” means MSFA per-
forms significantly better than the algorithm in the corresponding column, “≈”
means equivalent to, and “−” means worse than. The optimal solutions for each
problem are shown in bold. One can observe that MSFA is significantly bet-
ter than FA, DFA, RaFA, NSRaFA on 23, 17, 20, and 22 out of 28 benchmark
functions, and worse than them on 4, 5, 1, and 2 problems, respectively. It indi-
cates that MSFA not only improves the efficiency of the searching for an optimal
solution, but also exploits a satisfied solution.

To analyze the stability of MSFA, the Friedman test is employed which is
frequently applied in many fields. The smaller the value, the better the per-
formance. From the results of the Friedman test, MSFA obtains average ranks
of 1.64 as the minimal value from the comparison, and the result denotes that
MSFA obtains the best performance in the comparison.

To give an intuitive comparison of these algorithms, Boxplots of the optimal
solutions on 6 functions are shown in Fig. 2, including unimodal function(f3, f5),
multimodal function(f9, f13) and composition function(f21, f24). The numeric

Fig. 2. Boxplots of FA, DFA, RaFA, NSRaFA, and MSFA for some selected functions
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results come from Table 2. Compared with the competitors, MSFA achieves
higher and more stable accuracy. It indicates that MSFA achieves high-balance
between the exploration and exploitation.

To analyze the performance of MSFA furthermore, the convergence rate of
all competitors are shown in Fig. 3. As we all known, if the MaxFEs value is the
same, the better algorithm obtains both fast convergence rate and high accuracy
value. From the results of convergence, MSFA is the better algorithm. It can be
concluded that MSFA gets robustness and outperfors other competitors in the
comparison.

Fig. 3. Convergence graphs of FA, DFA, RaFA, NSRaFA, and MSFA for some selected
functions

4.3 Applied in Software Defect Prediction

SDP becomes one of the important issues in software development, which is
used to defect prone code according to software metrics, thereby improving soft-
ware quality and safety [29]. In [30], CoDE used as an optimizer and a lin-
ear defect prediction model were proposed, which performed well in predicting
defect-proneness rankings of multiple modules. In [31], a ranking performance
measures were suggested, named fault-percentile-average. The equation of metric
is defined as follows.

1
k

Σk
m=1

1
n

Σk
i=k−m+1ni (9)

where k denotes the modules number, f1, f2, . . . , fk are listed in an increasing
order of predicted defect number, ni indicates the actual defect number of the
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modules i, and n = n1 +n2 + . . . +nk is the total number of defects. The larger
fault-percentile-average, the better the performance.

Peng et al. (2019) [32] proposes neighbor-guided artificial bee colony algo-
rithm(NABC) which applied in SDP, and obtains good performance. Based on
these investigations, to verify the performance of MSFA over SDP, the metric
fault-percentile-average is used. The larger value of testing means and train-
ing means indicates that the actual defects in software can be predicted more.
Besides, the public benchmark datasets are employed, including five open-source
software systems data - Eclipse JDT Core, Eclipse PDE UI, Equinox framework,
Mylyn, and Apache Lucene, proposed by DAmbros et al. (2012) [33]. Compared
with CoDE and NABC, the experiments are performed 10 times of tenfold cross-
validation which conducted on the laptop with the MATLAB language, and the
mean value of fault-percentile-average for 100 testing and training results are
shown in Table 3.

Table 3. The experimental results of CoDE, NABC and MSFA for software detect
prediction

Datasets CoDE NABC MSFA

Training Testing Times(Sec) Training Testing Times(Sec) Training Testing Times(Sec)

JDT 0.8276 0.8436 33.7 0.8330 0.8363 33.9 0.8333 0.8377 33.8

PDE 0.7658 0.8650 70.2 0.7714 0.8695 71.4 0.7724 0.8703 70.1

Equinox 0.7933 0.6830 6.1 0.7958 0.6970 6.3 0.7962 0.6946 6.1

Lucene 0.8795 0.7610 18.5 0.8860 0.7530 19.3 0.8843 0.7557 18.7

Mylyn 0.7952 0.8168 101.4 0.7999 0.8266 103.5 0.8002 0.8215 103.1

Average ranks 2.6 1.9 1.5

From the results of experiments, although the CPU time costs of all com-
petitors are similar, the prediction accuracy for SDP is different. MSFA wins on
training means of JDT, training means of PDE, testing means of PDE, train-
ing means of Equinox, and training means of Mylyn. CoDE wins on the testing
mean of JDT and the testing mean of Lucene. NABC wins in the remaining
datasets. While MSFA compared with CoDE, MSFA wins in 8 datasets except
2, it indicates that MSFA is significantly better than CoDE in SDP. While MSFA
compared with NABC, MSFA wins in 7 out of 10 datasets, it denotes that MSFA
is still better than NABC in the application of SDP. From the results of Friedman
test, MSFA obtains average ranks of 1.5 as the best value from the comparison.
Therefore, MSFA is the winner in the comparison.

To further verify the performance of MSFA for SDP, a comparison experiment
of MSFA and two improved FA variants, RaFA and DFA, were carried out.
The result of experiment is expressed in Table 4. MSFA not only obtains higher
prediction accuracy, but also performs very well in terms of CPU times cost.
The CPU time costs of MSFA is about one-third of RaFA, about one-thirtieth
of DFA, respectively. It indicates that MSFA is much more effective than RaFA
and DFA to solve SDP problem.
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Table 4. The experimental results of RaFA, DFA and MSFA for software detect pre-
diction

Datasets RaFA DFA MSFA

Training Testing Times(Sec) Training Testing Times(Sec) Training Testing Times(Sec)

JDT 0.8336 0.8418 104.1 0.8353 0.8367 1464.2 0.8333 0.8377 33.8

PDE 0.7716 0.8688 206.7 0.7721 0.8701 2994.5 0.7724 0.8703 70.1

Equinox 0.7960 0.6926 18.1 0.7961 0.6903 193.1 0.7962 0.6946 6.1

Lucene 0.8856 0.7553 54.0 0.8880 0.7545 535.0 0.8843 0.7557 18.7

Mylyn 0.8005 0.8193 307.5 0.8011 0.8208 4193.8 0.8002 0.8215 103.1

Average ranks 2.2 2 1.8

As far as we know, CoDE and NABC are the two state-of-the-art intelligence
algorithms. The results of comparison with those indicate that MSFA has good
performance in prediction accuracy of SDP. Compared with two improved FA
variants, RaFA and DFA, MSFA is much more efficient than those in SDP.
Thereby, MSFA is an effective and powerful new method for SDP.

5 Conclusion

Although FA is simple to implement and efficient in searching the optimal solu-
tion, it is easy to fall into a trap. In this paper, an improved multiple swarms with
different strategies firefly algorithm is proposed, named MSFA. In the framework,
the explorers, the exploiters, and the builders employ different strategies to play
different roles in the search process. To verify the performance of MSFA, expen-
sive experiments were conducted. All the experimental results proved that MSFA
achieves a fit ratio between the exploration and exploitation. Furthermore, the
application of MSFA in SDP also obtained good results. How to employ MSFA
in solving other real-world application problems (Test case prioritization of soft-
ware testing) would be our future work.
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Abstract. In this paper, we study the online problem on three hierarchical
machines with a buffer size of 1, and have two hierarchy, the objective is to mini-
mize the maximum machine load. When there is only one low-hierarchy machine,
we give a low bound 3

2 and present an online algorithm with competitive ratio at
most 5

3 . When there are two low-hierarchy machines, we give a lower bound 3
2

and present an online algorithm with competitive ratio at most 12
7 .

Keywords: Semi-online · Hierarchical machines · Competitive ratio · Buffer

1 Introduction

Given m hierarchical machines and n independent jobs, each job can be processed on
some machines and each job only be processed by a machine. The hierarchical schedul-
ing problem, with the objective is to maximize the minimum machine load [14,15].

When the objective is to minimize the makespan, denoted by P|GoS|Cmax. Hwang
et al. [1] investigated the offline problem P|GoS|Cmax and proposed a 5

4 -competitive
algorithm for m = 2; also designed a 2 − 1

m−1 -competitive algorithm for m ≥ 3. Then,
Ou et al. [2] designed a 4

3 -competitive algorithm and obtain a polynomial time approx-
imation scheme (PTAS, for short) for P|GoS|Cmax. For a special case of the problem
P|GoS|Cmax, Li et al. [3] presented an efficient polynomial time approximation scheme
(EPTAS, for short) with running time O(nlogn); for the problem Pm|GoS|Cmax, and m is
a constant, they also designed a fully polynomial time approximation scheme (FPTAS,
for short) with running time O(n).

Online scheduling over list is a scheduling that jobs arrive one by one, any new
incoming job will be scheduled only according to the information of arrived jobs. An
online algorithm’s performance is measured by the competitive ratio. For any given
instance I, let CA(I) (CA, for short) be the objective value of algorithm A, for a mini-
mization scheduling problem and a corresponding online algorithm A, the competitive
ratio of the online algorithm A is defined as ρ = supI

CA(I)
COPT (I)

, i.e., ρCOPT (I)≥CA(I) for

any instance I, where COPT (I) (COPT , for short) is the optimal offline objective value
of the instance I. For the problem, if there is no online algorithm make the competitive
c© Springer Nature Singapore Pte Ltd. 2021
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Table 1. Buffer size of 0 and 1

One machine with hierarchy 1 Two machines with hierarchy 1

LB UB LB UB

Buffer size of 0 1.801 1.857 1.824 1.857

Buffer size of 1 1.5 1.667 1.5 1.714

ratio less than ρ , the ρ is called a lower bound of this problem. If an online algorithm
has a lower bound equal to its competitive ratio, it is called an optimal online algorithm.

For the online problem, Park et al. [4] and Jiang et al. [5] presented an optimal
online algorithm for two hierarchical machines with competitive ratio of 5

3 respectively.
Lim et al. [6] presented an optimal online algorithm with a competitive ratio of 2 on
three hierarchical machines. Wu et al. [7] designed some optimal semi-online schedul-
ing algorithms for two hierarchical machines. Zhang et al. [8] first designed an online
algorithm with a competitive ratio of 1+ m2−m

m2−km+k2 < 7
3 for any k and m, the k is the

number of high-hierarchy machine, and got a competitive ratio of 1.857 for m = 3.
For jobs have tightly-grouped processing time, Zhang et al. [9] designed some optimal
online algorithms on the two hierarchical machines.

For the online problem Pm|bu f f er|Cmax, Englert et al. [10] gave a lower bound of
3
2 with a buffer size of �m

2 � − 1, Lan et al. [11] gave a 1.5-competitive online algo-
rithm with a buffer size of 1.5m. When m= 2, Zhang [12] presented an optimal online
algorithm with competitive ratio of 4

3 and the buffer size of 1. For the online prob-
lem P2|GoS,bu f f er|Cmax, Chen et al. [13] designed an optimal online algorithm with
competitive ratio of 3

2 and the buffer size of 1.
In this paper, we consider the online problem on three hierarchical machines with

a buffer size of 1. There are two cases for this problem, when there is one machine of
hierarchy 1 and two machines of hierarchy 2, we denote it as P3(1,2,2)|bu f f er|Cmax.
When there are two machines of hierarchy 1 and one machine of hierarchy 2, we
denote it as P3(1,1,2)|bu f f er|Cmax. Results of lower bound and the competitive ratio
of buffer size of 0 and 1 can be found in Table 1. The rest of the paper is organized
as follows. In Sect. 2, we define some basic notations. In Sect. 3, we consider the
P3(1,2,2)|bu f f er|Cmax, we give a lower bound 3

2 and propose an online algorithm
of competitive ratio at most 5

3 . In Sect. 4, we consider the P3(1,1,2)|bu f f er|Cmax, we
give a lower bound 3

2 and propose an online algorithm of competitive ratio at most 12
7 .

Finally, we make a summary.

2 Preliminaries

We are given three identical parallel machines M1, M2, M3 and a job set J =
{J1,J2, . . . ,Jn}. All jobs arrive online and all be scheduled irrevocably in their order
of arrival. A new job arrives only after the current job is scheduled. We denote the j-th
job in the arrival list as Jj = (p j,g j), p j > 0 is the processing time(also called the job’s
size) of the job Jj, and g j ∈ {1,2} is the hierarchy of the job Jj. Each machine Mk has a
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hierarchy g(Mk) and g(Mk)∈ {1,2}, k ∈ {1,2,3}. For any job Jj, only can be processed
by the machines which the hierarchy no more than it. p j and g j are not known until the
job Jj arrives. If g j = i, job Jj is called the job of hierarchy i, i ∈ {1,2}.

A schedule can be regard as a partition (S1,S2,S3) of J, where Sk (k = 1,2,3) con-
tains the all jobs assigned to Mk. Let Lk = ∑Jj∈Sk p j be the load of Mk, and Ti be the
total processing time of the jobs of hierarchy i, i = 1,2. Our goal is to find a schedule
such that max{L1,L2,L3} is minimized.

For each j ∈ {1,2, . . . ,n}, k ∈ {1,2,3} and i ∈ {1,2}, we define the following
notions.

T j
i : the total processing time of the first j jobs of hierarchy i.
Lj
k: the total processing time of the first j jobs scheduled on machine Mk after assign-

ing job Jj.
p j
max: the maximum processing time of the first j jobs of hierarchy 1.

q j
max: the maximum processing time of the first j jobs of hierarchy 2.
Bj: the job in the buffer after scheduling the first j jobs.
For convince, we also let Lnk = Lk, Tn

i = Ti, pnmax = pmax and qnmax = qmax.

3 One Machine with Hierarchy 1

In this section, we consider the hierarchy of machine M1 is 1, the hierarchy of machine
M2, M3 is 2, and a buffer is available for storing at most one job. When a new job arrives,
we have to assign it on a machine irrecoverably, or temporarily store it in the buffer. We
give a lower bound 3

2 and design an online algorithm with the competitive ratio at most
5
3 . In this section, for j = 1,2, . . . ,n, we let

LBj = max{T j
1 ,q

j
max,

T j
1 +T j

2

3
}. (1)

Lemma 1. For the online problem P3(1,2,2)|bu f f er|Cmax, the optimal makespan is at
least LBj after scheduled the first j jobs.

Proof. LetC j
OPT be the optimal makespan after scheduled the first j jobs. For the online

problem P3(1,2,2)|bu f f er|Cmax, after the job Jj be scheduled, it is clearly that the

C j
OPT ≥ max{T j

1 +T j
2

3 ,q j
max}. Note that all jobs with hierarchy 1 only be processed on

machine M1, which implies C j
OPT ≥ T j

1 . So, the lemma holds.

Lemma 1 implies

COPT ≥ max{T1,qmax,
T1 +T2

3
}. (2)

Theorem 2. Any online algorithm A for P3(1,2,2)|bu f f er|Cmax has a competitive
ratio at least 3

2 .
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Proof. For any online algorithm A, the first two jobs in the sequence are J1 = (1,2) and
J2 = (1,2), where the first number in brackets is the size and the second number is the
hierarchy. We first consider algorithm A schedules the first two jobs to the machines. If
A assigns both of them to the same machine, the last job J3 = (1,1) arrives, it’s implies
CA ≥ 2, COPT = 1. Else, the first two jobs are assigned to different machines, then, the
last two jobs J3 = (2,1) and J4 = (2,2) arrive, then CA ≥ 3 and COPT = 2.

Next, we consider algorithm A stores a job in the buffer, without loss of general-
ity, we consider A stores J1 = (1,2) into the buffer and assigns J2 = (1,2) to someone
machine. If A assigns J2 = (1,2) to M1, the last job is J3 = (1,1), then CA ≥ 2 and
COPT = 1. If A not assigns J2 = (1,2) to M1, the next job is J3 = (2,2), and we distin-
guish three cases for the storage of the buffer.

Case 1. B3 = φ , which means that A assigns first three jobs to the machines.
Case 1.1. A assigns J1 = (1,2) and J3 = (2,2) to the same machine.
The sequence stops, then CA ≥ 3 and COPT = 2.
Case 1.2. A does’t assign J1 = (1,2) and J3 = (2,2) to the same machine.
If A assigns J3 = (2,2) to M1, the last job is J4 = (2,1), then CA ≥ 4 and COPT = 2. If
A assigns J3 = (2,2) to the machine which J2 = (1,2) is assigned in M2 and M3, the
sequence stops, then CA ≥ 3 and COPT = 2. If A assigns J3 = (2,2) to the machine that
is not assigned J2 = (1,2) in M2 and M3, and assigns J1 = (1,2) to M1, the last job is
J4 = (2,1), then CA ≥ 3 and COPT = 2. If A assigns J3 = (2,2) to the machine that is
not assigned J2 = (1,2) in M2 and M3, and assigns J1 = (1,2) to the machine which
J2 = (1,2) is assigned in M2 and M3, the last two jobs are J4 = (4,2) and J5 = (4,2),
then CA ≥ 6 and COPT = 4, implies CA

COPT
≥ 3

2 .

Case 2. B3 = J3 = (2,2), and A assigns J1 = (1,2) to someone machine.
Case 2.1. A assigns the J1 = (1,2) to M1.
The last job is J4 = (2,1), then CA ≥ 3 and COPT = 2.
Case 2.2. A assigns J1 = (1,2) to the machine that is not assigned J2 = (1,2) in M2 and
M3.
The last job is J4 = (2,2), then CA ≥ 3 and COPT = 2.
Case 2.3. A assigns J1 = (1,2) to the machine which J2 = (1,2) is assigned in M2 and
M3.
Next job is J4 = (2,2), then one of J3 = (2,2) and J4 = (2,2) must be assigned, without
loss of generality, we assume that J4 = (2,2) be assigned. If A assigns J4 = (2,2) to
M1, the last job is J5 = (3,1) and the sequence stops, then CA ≥ 5 and COPT = 3. If A
assigns J4 = (2,2) to the machine that is not assigned J1 = (1,2) and J2 = (1,2) in M2

and M3, the last two jobs are J5 = (2,1) and J6 = (4,2), then CA ≥ 6 and COPT = 4. If
A assigns J4 = (2,2) to the machine which J1 = (1,2) and J2 = (1,2) is assigned in M2

and M3, the sequence stops, then CA ≥ 4 and COPT = 2.

Case 3. B3 = J1 = (1,2), and assigns J3 = (2,2) to someone machine.
Case 3.1. A assigns J3 = (2,2) to M1.
The last job J4 = (2,1) arrives, then CA ≥ 4 and COPT = 2.
Case 3.2. A assigns J3 = (2,2) to the machine which J2 = (1,2) is assigned in M2 and
M3.
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The sequence stops, then CA ≥ 3 and COPT = 2.
Case 3.3. A assigns J3 = (2,2) to the machine that is not assigned J2 = (1,2) in M2 and
M3. The next job J4 = (2,2) arrives.
Case 3.3.1. B4 = φ , which means that A schedules first four jobs to the machines.
If A assigns J4 = (2,2) to M1, and assigns J1 = (1,2) to the machine which J2 = (1,2)
is assigned in M2 and M3. The last job is J5 = (3,1), then CA ≥ 5 and COPT = 3. Other-
wise, the sequence stops, then CA ≥ 3 and COPT = 2.
Case 3.3.2. B4 = J1 = (1,2), and A assigns J4 = (2,2) to someone machine.
If A assigns J4 = (2,2) to M1, the last job J5 = (3,1) arrives, thenCA ≥ 5 andCOPT = 3.
If A not assigns J4 = (2,2) to M1, the sequence stops, then CA ≥ 3 and COPT = 2.
Case 3.3.3. B4 = J4 = (2,2), and A assigns J1 = (1,2) to someone machine.
If A assigns J1 = (1,2) to M1, the sequence stops, then CA ≥ 3 and COPT = 2. If A
assigns J1 = (1,2) to the machine which J2 = (1,2) is assigned in M2 and M3, the last
two jobs J5 = (2,1) and J6 = (4,2) arrive, then CA ≥ 6 and COPT = 4. If A assigns
J1 = (1,2) to the machine which J3 = (2,2) is assigned in M2 and M3, the sequence
stops, then CA ≥ 3 and COPT = 2.

Our algorithm is a modified version of the algorithm proposed in [13].

Algorithm H1

Step 1. Set j = 1 and Lj−1
1 = Lj−1

2 = Lj−1
3 = 0.

Step 2. If g j = 1, assign Jj on M1, and set Lj
1 = Lj−1

1 + p j, L
j
2 = Lj−1

2 and Lj
3 = Lj−1

3 .
Step 3. Else g j = 2. Compare job Jj and the job that in the buffer(if no job in the

buffer, regarding it as a job with size 0 in buffer). Put the bigger one job in
buffer and denote it be Bj(Bj also indicate its size), and the smaller one be S j

(S j also indicate its size).
Step 3.1. If Lj−1

2 +S j ≤ 5
3LB

j, schedule S j on M2, and update Lj
i .

Step 3.2. If Lj−1
3 +S j ≤ 5

3LB
j, assign S j on M3, and update Lj

i .
Else, assign S j on M1, and update Lj

i .
Step 4. If there exist another job, set j = j+1, return to step 2.

Otherwise, assign Bj to the least loaded machine, and stop.

Theorem 3. ALGORITHM H1 for P3(1,2,2)|bu f f er|Cmax has a competitive ratio at
most 5

3 .

Proof. Proof by contradiction, we assume this theorem does not hold, then, we consider
three cases according to which machine Bn is assigned to. Remember also using Bn to
denote its size and Bn = qmax.

First, by algorithm H1, we can get Ln−1
2 ≤ 5

3LB
n and Ln−1

3 ≤ 5
3LB

n.

Case 1. Bn is assigned to M1.
This means Ln−1

1 ≤ min{Ln−1
2 ,Ln−1

3 } and L1 = Ln−1
1 + qmax, L2 = Ln−1

2 , L3 =
Ln−1

3 . By the assumption of this theorem does not hold, we have Ln−1
1 + qmax >

5
3LB

n. Since qmax ≤ LBn, we have Ln−1
1 > 2

3LB
n. By the definition of LBn, we
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have Tn = Ln−1
1 + Ln−1

2 + Ln−1
3 + qmax ≤ 3LBn, so Ln−1

2 + Ln−1
3 < 4

3LB
n, implies

min{Ln−1
2 ,Ln−1

3 } < 2
3LB

n. Then Ln−1
1 > 2

3LB
n > min{Ln−1

2 ,Ln−1
3 }, which contradicts

with Ln−1
1 ≤ min{Ln−1

2 ,Ln−1
3 }.

Case 2. Bn is assigned to M2. This means Ln−1
2 ≤ min{Ln−1

1 ,Ln−1
3 } and L1 = Ln−1

1 ,
L2 = Ln−1

2 +qmax, L3 = Ln−1
3 .

Case 2.1. L2 ≥ max{L1,L3}. If L2 = Ln−1
2 + qmax > 5

3LB
n, since qmax ≤ LBn, we

have Ln−1
2 > 2

3LB
n. Then by T = Tn = Ln−1

1 +Ln−1
2 +Ln−1

3 + qmax ≤ 3LBn = 3LB, so
Ln−1

1 +Ln−1
3 < 4

3LB
n, implying that min{Ln−1

1 ,Ln−1
3 } < 2

3LB
n, which contradicts with

Ln−1
2 > 2

3LB
n and Ln−1

2 ≤ min{Ln−1
1 ,Ln−1

3 }.
Case 2.2. L1 ≥ max{L2,L3}.
If L1 >

5
3LB

n, since T1 = Tn
1 ≤ LBn, there must exist at least one job with g j = 2 sched-

uled on M1. Let job Jt be the last job of hierarchy 2 scheduled on M1. Let T
′

1 be the
total size of the jobs on M1 after assigned job Jt , and the hierarchy of these jobs is
1. When job Jt is assigned on M1, by algorithm H1, we have Lt−1

2 + pt > 5
3LB

t and
Lt−1

3 + pt > 5
3LB

t , implies Lt−1
2 > 2

3LB
t and Lt−1

3 > 2
3LB

t . Since Tt = Lt−1
1 + Lt−1

2 +
Lt−1

3 + pt + qtmax ≤ 3LBt , so Lt−1
1 + qtmax <

2
3LB

t , implies Lt−1
1 + pt < 2

3LB
t ≤ 2

3LB
n.

Since L1 = Ln1 = Lt−1
1 + pt+T

′
1 >

5
3LB

n and T
′

1 ≤ T1 ≤ LBn, we have Lt−1
1 + pt > 2

3LB
n,

which cause a contradiction with the Lt−1
1 + pt < 2

3LB
n.

Case 3. Bn is assigned to M3. This case is similar as the Case 2.

Thus, this theorem holds, we get
CH1
COPT

≤ 5
3 .

4 Two Machines with Hierarchy 1

In this section, we consider the hierarchy of machine M1 and M2 is 1, the hierarchy of
machine M3 is 2, and a buffer can temporarily store at most one job. When a new job
arrives, we have to assign it on a machine irrecoverably; or temporarily store it in the
buffer. We give a lower bound 3

2 and design an online algorithm with the competitive
ratio at most 12

7 . In this section, we let

LBj = max{T
j

1

2
, p j

max,q
j
max,

T j
1 +T j

2

3
}, (3)

clearly, LB= LBn.

Lemma 4. For the online problem P3(1,1,2)|bu f f er|Cmax, the optimal maximum
machine load is at least LBj after scheduled the job Jj for j = 1,2, . . . ,n.

Proof. We denote the optimal maximum machine load after scheduled Jj as C j
OPT . For

the online problem P3(1,1,2)|bu f f er|Cmax, after the job Jj be scheduled, it is clearly

that the C j
OPT ≥ max{T j

1 +T j
2

3 , p j
max,q

j
max}. Note that all jobs with hierarchy 1 can be

processed on machine M1 and M2, which implies C j
OPT ≥ T j

1
2 . So, the lemma holds.
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Lemma 4 implies

COPT ≥ LB= max{T1

2
, pmax,qmax,

T1 +T2

3
}. (4)

Theorem 5. Any online algorithm A for P3(1,1,2)|bu f f er|Cmax has a competitive
ratio at least 3

2 .

Proof. For any algorithm A, the first three jobs in the sequence are J1 = (1,2), J2 =
(1,1) and J3 = (1,1).

Case 1. B3 = φ , that means A assigns first three jobs to the machines.
If A assigns at least two jobs to M1 or M2, the sequence stops, we haveCA ≥ 2,COPT = 1.
Else, the last job J4 = (2,1) arrives, then CA = 3, COPT = 2, implies CA

COPT
≥ 3

2 .

Case 2. B3 = J1 = (1,2).
If A assigns J2 = (1,1) and J3 = (1,1) to M1 or M2, the sequence stops, then CA ≥ 2,
COPT = 1. If A assigns J2 = (1,1) and J3 = (1,1) to M1 and M2 respectively, the last job
J4 = (2,1) arrives, then CA ≥ 3, COPT = 2.

Case 3. B3 = J2 = (1,1) (B3 = J3 = (1,1) that is same as B3 = J2 = (1,1)).
Case 3.1. A assigns J3 = (1,1) and J1 = (1,2) to M1 and M2. The sequence stops, we
have CA ≥ 2, COPT = 1.
Case 3.2. A assigns J3 = (1,1) to M1 or M2 and assigns J1 = (1,2) to M3. Next job
J4 = (2,2) arrives.
Case 3.2.1. B4 = φ .
If A assigns the J4 = (2,2) and at least one another job to the same machine, the
sequence stops, we have CA ≥ 3, COPT = 2. Else, the last job is J5 = (1,1), we have
CA = 3, COPT = 2.
Case 3.2.2. B4 = J2 = (1,1).
If A assigns J4 = (2,2) to machine that is assigned one job, sequence stops, we have
CA ≥ 3, COPT = 2. If A assigns job J4 = (2,2) to the machine that is not assigned a job,
the last job J5 = (1,1) arrives, then CA ≥ 3, COPT = 2.
Case 3.2.3. B4 = J4 = (2,2).
If A assigns J2 = (1,1) to M1 and M2 that is not assigned job J3 = (1,1), the sequence
stops, we have CA = 3, COPT = 2. If A assigns the J2 = (1,1) to the machine which
J3 = (1,1) is assigned in M1 and M2, the last job J5 = (1,1) arrives, then CA ≥ 3,
COPT = 2.

The main ideal of algorithm H2 is to schedule as many jobs with hierarchy 2 as
possible to M3, the details of algorithm H2 are as follows.
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Algorithm H2

Step 1. Let j = 1 and Lj−1
1 = Lj−1

2 = Lj−1
3 = 0.

Step 2. If g j = 1, assign Jj to M1 and M2 which the load is the least, and update Lj
i .

Step 3. Else g j = 2. Compare job Jj with the job in the buffer (if no job in buffer,
regarding it as a job with size 0 in buffer). Put the bigger one job in buffer and
denote it be Bj(Bj also indicate its size), and the smaller one be S j

(S j also indicate its size).
Step 3.1. If Lj−1

3 +S j ≤ 4
7T

j
2 , assign S j on M3, and update Lj

i .
Step 3.2. Else, assign S j to M1 and M2 which the load is the least, and update Lj

i .
Step 4. When no new job arrives, if Ln−1

3 +Bn ≤ max{Ln−1
1 ,Ln−1

2 }, assign Bn on M3;
else, assign Bj to the least loaded machine, and stop.

Theorem 6. The competitive ratio of ALGORITHM H2 for P3(1,1,2)|bu f f er|Cmax at
most 12

7 .

Proof. Consider three cases according to which machine Bn is assigned to. We denote
the total processing time of the jobs of hierarchy 2 that assigned to Mi as Li(2), for
i= 1,2, and remember Bn = qmax.

Case 1. Bn is assigned to M3.
Case 1.1. L3 > max{L1,L2}, this means Ln−1

3 ≤ min{Ln−1
1 ,Ln−1

2 } and L1 = Ln−1
1 , L2 =

Ln−1
2 , L3 = Ln−1

3 +qmax. Since Ln−1
3 ≤ min{Ln−1

1 ,Ln−1
2 }, we have

CH2 = L3 = Ln−1
3 +qmax ≤ T1 +T2 −qmax

3
+qmax =

T1 +T2

3
+

2
3
qmax.

Following (4), we have

COPT ≥ max{T1

2
, pmax,qmax,

T1 +T2

3
}.

So the competitive ratio
CH2
COPT

≤ 5
3 .

Case 1.2. L3 ≤ max{L1,L2}.
If no jobs of hierarchy 2 be assigned to M1 and M2, then L3 = Ln−1

3 +qmax = T2. By
algorithm H2, in this situation, the load between the M1 and M2 not exceed pmax, so

CH2 = max{L1,L2} ≤ T1 − pmax
2

+ pmax =
T1

2
+

pmax
2

.

We get
CH2
COPT

≤ 3
2 .

Else, we let the last job of hierarchy 2 that be assigned to M1 and M2 is Jt , by
algorithm H2, we have Lt−1

3 +qtmax ≥ Lt−1
3 + pt > 4

7T
t
2 . If there exist jobs of hierarchy 2

after Jt , them will all be assigned to M3. Hence, L3 >
4
7T2, implies L1(2)+L2(2)< 3

7T2.
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By algorithm H2, in any time, we know the load between the M1 and M2 not exceed
max{pmax,qmax}, so

CH2 = max{L1,L2} ≤ 3T2/7+T1 −max{pmax,qmax}
2

+max{pmax,qmax}

=
3
14

(T1 +T2)+
2
7
T1 +

max{pmax,qmax}
2

.

Following (4), we know COPT ≥ max{T1/2, pmax,qmax,(T1 +T2)/3}, then, we get
CH2
COPT

≤ 12
7 .

Case 2. Bn is assigned to M1. This means Ln−1
1 ≤ min{Ln−1

2 ,Ln−1
3 } and L1 = Ln−1

1 +
qmax, L2 = Ln−1

2 , L3 = Ln−1
3 .

Case 2.1. L1 ≥ max{L2,L3}. Since Ln−1
1 ≤ min{Ln−1

2 ,Ln−1
3 }, by algorithm H2, we get

CH2 = L1 ≤ T1 +T2 −qmax
3

+qmax =
T1 +T2

3
+

2
3
qmax,

By (4), implying that
CH2
COPT

≤ 5
3 .

Case 2.2. L1 < max{L2,L3}. If L2 < L3, by algorithm H2, we know CH2 = L3 ≤ 4
7T2,

following (4), we get
CH2
COPT

≤ L3
T2/3 ≤ 12

7 . If L2 ≥ L3, we assume L2 >
12
7 LB, because Bn

is assigned to M1 and the load between the M1 and M2 not exceed max{pmax,qmax}, we
have L1 ≥ L2 − max{pmax,qmax}. By algorithm H2, because Bn is not assigned to M3,
we get L3 > L2 −Bn = L2 −qmax. Hence,

T1 +T2 = L1 +L2 +L3 > 3L2 −max{pmax,qmax}−qmax

≥ 36
7
LB−2LB

=
22
7
LB

> T1 +T2.

Contradiction, so L2 ≤ 12
7 LB, and

CH2
COPT

≤ L2
LB ≤ 12

7 .

Case 3. Bn is assigned to M2. This case is similar as the Case 2.

Hence, this theorem holds, obtain
CH2
COPT

≤ 12
7 .

5 Conclusion

We consider two cases for the online problem P3|Gos,bu f f er|Cmax, but we can’t get
optimal online algorithms. It’s valuable to design their optimal algorithms in future.
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GDAssister: Graphic Design Assistant
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Abstract. In the process of modern graphic design, designers usually get
inspiration from a large number of art graphs and then choose graphic
elements for graphic design. However, the process is generally manual,
limiting the alternatives a designer can explore. In this paper, we pro-
pose GDAssister, a graphic design assistant system with optimal algorithm
of associated rule mining. The system can automatically generate corre-
sponding graphs according to the requirements of designers and use style
transfer technology to change the style (color and texture) of the graphs.
The system introduces four modules referring to the process of graphic
design (e.g., graphic element extraction, association rule mining, auto-
matic layout, style transform). Association rule mining is the core mod-
ule of the system, and the efficiency of association rule mining algorithm
determines the running efficiency of GDAssister. We design an improved
association rule mining algorithm (IFP-Growth), which can reduce time
consumption and memory usage. We use Chinese ethnic apparel database
to verify the feasibility and efficiency of the system. Our experiment shows
that GDAssister: (1)helps designers create more graphic alternatives to
explore design creativity and (2)helps designers generate different styles
of graphs more quickly to shorten the design cycle.

Keywords: Graph design · Graph elements extraction · Association
data mining · Automatic layout · Style transform

1 Introduction

Graphic designers play a key role in contemporary social culture, and cultural
industries related to graphic design account for an increasing proportion of the
economy. According to the main responsibilities of the graphic designer, we
divide the design process into four steps: the first step is to collect inspiration
and materials, the second step is to select the basic graphic elements, and the
third step is to form the first draft of the design by constantly adjusting the
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layout and style. Finally, the first draft is modified and fine-tuned to output the
final draft. For most graphic designers, especially for novice graphic designers,
the above process takes a lot of time and effort to explore alternatives. Although
there are many kinds of design tools available, none of these tools can produce
a large number of alternative designs in a short period of time.

With the gradual maturity of artificial intelligence image-related technol-
ogy, more and more design tools begin to be infiltrated by artificial intelligence
technology. The rapidly changing social needs often require the quickness of
the design process. One of the main jobs for professional graphic designers is
to organize several graphic elements to create different styles and themes. Our
work is to design a graphics generation assistant system to support the possi-
bilities of designing. We describe the main flow of current graphic design and
analyze how designers make use of our proposed auxiliary system in the design
process. In order to better assist designers in exploring graphic design, we pro-
pose GDAssister, to help designers explore the layout and style changes of image
elements quickly. GDAssister can generate a variety of alternative layouts that
can broaden the designer’s vision. GDAssister includes the following four main
modules:

• The graphic element extraction module uses content-based image retrieval
technology, its purpose is to extract the basic elements contained in the Chi-
nese ethnic apparel database, and then use these basic elements to build the
basic element database, so as to provide data support for association rule
mining.

• Mining association rules between basic elements and skeleton module uses
the association rule mining algorithm, and then analyzes the relationship
between skeletons and elements based on the graphic skeleton in the Chinese
ethnic apparel database and the basic elements database. This module pro-
vides a creative source for designers and can recommend associated elements
or skeletons according to the designer’s input. The general mining process
(e.g., Apriori, FP-Growth) consume large time and memory. Therefore, we
design an improved association rule mining algorithm, which reduces the time
consumption and memory usage in the mining process.

• According to the input of designer and the association between elements and
skeletons, the automatic layout module produces a variety of graphics for
designers to choose, and the designs of the layout module are used as the
input of the style transform module.

• The style transform module generate style transform models that represent
different styles to render the results of the layout, which can change the color
and texture of the original image and provide inspiration for designers.

2 Related Work

The concept of association rule mining was first put forward in 1993, and it is
widely used in various industries. The technology of association rule mining con-
sists of two steps: finding all frequent itemsets and generating association rules.
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It can find hidden value information from a large number of fuzzy, incomplete and
random data. The representative algorithms are Apriori proposed by Agrawal et
al. and FP-Growth proposed by J. Han et al. [1,11]. The whole mining process
of FP-Growth only needs to scan the original data set twice, which improves
the efficiency compared with Apriori. However, in practical application, these
traditional association rule mining algorithms will produce redundant frequent
item sets of worthless association rules.

The content-based image retrieval technology gives the expression and simi-
larity measurement of image content for automatic processing, which overcomes
the defects faced by using text in image retrieval, and gives full play to the advan-
tage that the computer is good at computing [6,16]. In the method of feature
extraction, content-based image retrieval can extract traditional features, such as
SIFT, SUP, HOG, and other invariant local features with good anti-interference
[19], and can also extract features of a certain layer of CNN classification model,
such as VGG, ResNet, Inception and other classification models.

The traditional nonparametric image style transfer methods are mainly based
on physical model rendering, texture, and synthesis. Efros et al. proposed a sim-
ple texture algorithm to synthesize a new texture by stitching and reassembling
the sample texture [8]. With the rise of deep learning, Gatys et al. creatively
proposed a kind of image style transfer based on convolution neural network
[3,21]. At present, the application of image style transfer based on deep learning
in intelligent graph design mainly has the following two main directions.

(1) Image processing. The traditional image processing technology intelligently
processes the image with a fixed graph, while the emergence of image style
transfer based on deep learning brings more imagination space for image
style design and puts forward a content-aware style transfer method. Based
on this method, we can use it to repair incomplete or blurred art images [9].
Zhang and others proposed a method of coloring cartoon sketches, which
can be used to assist designers [5].

(2) An auxiliary tool for style design. Image style transfer can be used as a
useful auxiliary tool, such as painting creation, architectural design, clothing
design, game scene design and so on. Shengchao Li of Nanjing University has
studied the application of deep learning in the rendering of image ink style
and achieved good results [17]. Through the style transfer algorithm, Sun
Dong et al. put forward a method that transfer the painting elements of Van
Gogh’s classic works to the film to form a unique animation artistic effect and
verify the feasibility and scientific nature of the artificial intelligence style
transfer algorithm applied to animation special effects design [18]. Jialin Ai
has implemented a Web application based on B/S mode, in which designers
can upload their own pictures. After selecting a style picture, the program
will render the picture in the background and return the results to the
designers [13].
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3 The Design of GDAssister

GDAssister includes two databases: graphic elements and basic element
database, and has four main functional modules (graphic element extraction,
association rule mining, automatic layout, style transfer). Figure 1 shows the
modules’ interrelationship of GDAssister.

Fig. 1. Moudels of GDAssister.

(1) Chinese ethnic apparel database.
The Chinese ethnic apparel database is responsible for managing the cul-
tural information, which is not only the knowledge source of association
rule mining but also the material source of the graphic element extraction
module. It mainly includes basic information such as type, function, format,
size, year, author, collection place, skeleton, color matching. The database
provides the administrator with the operation of adding, deleting, modify-
ing, and querying the cultural element information, and the information in
the database can be constantly updated and modified.

(2) Graphic elements extraction.
The graphic element extraction module is used to extract the basic elements
for each graph in the Chinese ethnic apparel database, and then store the
basic elements in the basic elements database. The graphic element extrac-
tion module is used to obtain all the basic elements contained in the Chinese
ethnic apparel database and indirectly serves the association rule mining
module.

(3) Basic elements database.
The basic element database stores the basic elements extracted from the
graphics extraction module, and the information of each basic element
includes theme, shape, dynasty, horizontal symmetry, central symmetry,
and vertical symmetry. The basic element database directly serves the asso-
ciation rule mining module and records the information of all the basic
elements.
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(4) Association rule mining.
The association rule mining module is the core module of the GDAssister,
which not only mining the association between the basic elements but also
mining the association rules between the basic elements and the skeleton of
the graph. The module provides inspiration, and without it, the recommen-
dation results will be completely dependent on the user’s input. Therefore,
we introduce relevance rules to describe the relationship between elements
and elements, we can recommend the material associated with the input
material and generate new ideas.

(5) Automatic layout.
The automatic layout module receives the input from the user, then uses
association rules to generate similar basic elements and skeletons, and
then combines different elements and skeletons to generate multiple graphs,
which are displayed to the user at the front end.

(6) Style transform.
The style transform module is based on style transfer technology, and many
color schemes are designed in advance according to the common needs of
designers, such as Edward Monk’s famous painting “Scream”, Van Gogh’s
famous painting “Starry Sky” and so on, as shown in the following pic-
ture. The module receives the design drawings from the layout module and
renders different color styles for designers.

4 Implementation of GDAssister

4.1 Graphic Elements Extraction

The graphic element extraction module uses content-based image retrieval tech-
nology to complete the extraction of elements. Content-based image retrieval
technology is used to analyze and classify the input image, extract its color,
shape, texture, outline, and spatial location and other features, establish a fea-
ture index and store it in the feature database. During retrieval, the user submits
the source image of the query, sets the query conditions through the user inter-
face, and can be represented by one or more combinations of features, and then
extract the desired associated image from the image database and feed it back
to the user in the order of similarity from large to small. According to their own
restrictions, designers can choose whether to modify the query conditions and
continue to query in order to achieve satisfactory query results.

The core of the module is the image feature database. Features are extracted
from the image itself and used to calculate the similarity between images.
The module’s framework mainly include the following basic functional modules:
retrieval method setting, retrieval results browsing, database management, and
maintenance, as shown in Fig. 2.

The module is implemented by VGGNet16 [22], VLAD(Vector Of Locally
Aggregated Descriptors) algorithm [15], and PQ(Product Quantization) quan-
tization algorithm [12]. VGGNet16 is responsible for extracting image features,
VLAD improves the search efficiency and accuracy by reducing the dimension of



62 D. Zheng et al.

Fig. 2. Structure of graphic elements extraction module.

the image features, PQ quantization is used to accelerate the distance calculation
between the feature vectors obtained by the VLAD algorithm.

4.2 Association Rule Mining

Association rule mining is to generate validity rules. These rules’ support and
confidence benchmark are greater than the minimum benchmark set by the user.
Mining association rules is usually divided into two steps: firstly, finding out that
all the occurrence frequencies are bigger than the predefined minimum support
degree, secondly, generating rules by utilizing frequent itemsets.

General cultural graphs are composed of a certain number of circular units,
which refer as elements. A graph generally consists of one or more element units.
The structure of elements in the graph is called skeleton. An graph element unit
is the smallest design unit in a graph, and contains the following descriptive
information.

• The identification id of the element. The identification id consists of two parts.
One is the graph id of the element, the element of the same graph has the
same graph id, and the other is the element id, which is the id of the element
in the element database.

• The content information about the element, including the theme, age, way of
expression, etc.

• Structural information. The structure information of graphic unit describes
the shape, symmetry information, and classification information. The shape
not only includes circle, triangle, rectangle, fan, and other basic shapes, but
also complex shapes such as heart shape, instrument shape, cloud color shape,
and so on. Symmetry include horizontal symmetry, vertical symmetry, and
central scale.

The skeleton represents the arrangement rule of the graph unit in the graph,
and it is the minimum repeatable structure in the graph. Its function is to
determine the arrangement and expression of the elements. The skeleton has
two kinds of information, one is the location information about the elements,
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Algorithm 1. Product quantization algorithm in graphic element extraction
1: function Spatial Segmentation(d,nsq)
2: int ds=d/nsq
3: for i = 0; i<nsq; i + + do
4: for j = 0; j<ds; j + + do
5: vs.pushback(vtrain.row(i ∗ ds + j))
6: end for
7: end for
8: end function
9:

10: function Quantification(Mat mat1, Mat mat2)
11: int d=mat1.cols
12: float sum d=0.0
13: for i = 0; i<d; i + + do
14: float pp=mat1.at < float > (0, i) − mat2.at < float > (0, i)
15: sum d=sum d+pp ∗ pp
16: end for
17: return sum d
18: end function
19:
20: function Distance Calculation(Mat D, Mat x, Mat dis)
21: dis=Mat::zero(1, x.rows, CV32FC1)
22: for i = 0; i<x.rows; i + + do
23: float distmp=0
24: for j = 0; j<D.cols; j + + do
25: distmp=distmp + D.at < float > (x.at < int > (i, j), j)
26: end for
27: dis.at < float > (0, i)=distmp
28: end for
29: return dis
30: end function

which is described by coordinating parameters and defines positions need to be
placed in a canvas, and the other is the nature of the position itself, such as
the number, size, flipping mode and spin angle of the element in this position.
Designed graphics can be created by combining the defined skeleton with the
selected elements.

The most representative algorithms for association rule mining are Apriori
algorithm and FP-Growth algorithm. However, These traditional association
rule mining algorithms will produce redundant frequent item sets of worthless
association rules. Although FP-Growth algorithm has its own advantages over
Apriori algorithm, the process of rule mining using FP-Growth algorithm in most
databases requires a long time and a large amount of main memory. Therefore,
we propose an improved FP-Growth algorithm, named IFP-Growth algorithm
(Improved FP-Growth). We use IFP-Growth algorithm to mine frequent itemsets
in Chinese-style database, and finally get the association rules between elements
and skeletons.
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IFP-Growth’s key points are as follows.

• Creating RFP-tree and CFP-tree. RFP-tree is responsible for rare data, and
CFP-tree is responsible for commom data. RFP-tree is expected to be much
smaller than CFP-tree.

• Using the mining process of FP-Growth algorithm to mine RFP-tree, and
obtaining frequent itemsets of rare data.

• The flag item is introduced in the process of establishing CFP-tree, which is
convenient to reduce the cyclic recursive process of mining frequent itemsets,
so as to improve the efficiency of the algorithm.

IFP-Growth’s process is as follows.

• If itemset contains rare items. Fisrtly, extracting conditional pattern library.
Starting with each frequent item in the header table, getting the conditional
pattern base of each item, and the prefix path that needs to be deleted has
been marked with a Boolean flag during the establishment of the CFPtree,
which will greatly reduce the next step of recursive calls. Secondly, creating
a FP-tree that belongs to a frequent item. Creating a conditional FP-tree
that belongs to that frequent item for each frequent item. In the process of
using cyclic recursion to obtain the prefix path of frequent items, when the
Boolean flag is judged to be zero, we immediately end the prefix path search
of the node, go back to the previous node to continue the process of cyclic
recursion, and finally get all the prefix paths of the item. Using the above
process to build the FP-tree that belongs to this item. Thirdly, inputting
minimum support to get frequent itemsets. According to the FP-tree of each
frequent item in the second step, the frequent itemset satisfying the condition
can be obtained according to the process of FP-Growth algorithm.

• If itemset does not contain rare items. Use the original FP-Growth process
to mine RFP-tree to obtain frequent itemsets.

We use Apriori, FP-Growth and IFP-Growth to mine association rules. Under
different minimum support, Fig. 3 show that in the process of mining association
rules in the silk cultural relic database, the Apriori has the longest execution
time, because Apriori needs to scan the whole database frequently. Compared
with Apriori algorithm, FP-Growth algorithm has been greatly improved the
mining efficiency. However, when the database is large, the FP-tree will also
be very large. IFP-Growth reduces the running time of the whole algorithm by
reducing the recursive calls in the process of finding frequent itemsets.

At present, the Chinese ethnic apparel database contains more than 5000
graphs. It concludes 1000 elements approximatly and more than 300 kinds of
skeletal structures. It is meaningless for these graphic elements to participate in
association data mining as a single individual, and it is necessary to properly
classify elements and skeletons. Similar elements or skeletons are grouped into a
large category, and association rules are used to describe the relationship between
different categories. In order to maintain the number of reasonable individuals
in each category, the criteria for classification should be neither too detailed nor
too broad.
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Fig. 3. The runing time of Apriori, FP-Growth, and IFP-Growth under different min-
imum support.

The id here is not the same id that in the actual database, which only marks
the categories in the process of association rule mining. In fact, many element id
will have the same mapping to an element id. A graph can be defined as a trans-
action, such as (Transaction1, P1, P2, S1), (Transaction2, P1, P3, P5, S2), etc.
Using Pi to represent the id of the element. Use Si to represent the id of the
skeleton. These transactions use the data structure of list as the data set to input
into the process of IFP-Growth mining, and the mining results are the following
two rules.

[(P1, P2 → P3), γ] (1)

[(P1, P2 → P3), γ] (2)

The first rule describes the relationship between elements, especially the rela-
tionship between the main graph and the auxiliary graph, which is derived from
the main graph or the combination of the main graph and the auxiliary graph.
The second rule describes the relationship between the element and the skele-
ton structure. The rule deduces the skeleton structure according to the main
graph and auxiliary graph. We refer to gamma as the confidence of the nor-
malized rules, which indicating the strength of rules. The generated rules are
stored according to key-value pairs in the form of Map <String, Integer>, and
the required association rules are sorted according to the gamma from high to
low. At the end of the association mining process, these association rules will
be stored in the rule database. Figure 4 shows the process of association rules
mining.

4.3 Automatic Layout

The automatic layout module provides design tools for designers at the portal
web. This module includes layer design and pattern editing. Pattern editing
includes the processing of pattern size, position, angle, arrangement and so on.
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Fig. 4. The process of mining association rules using IFP-Growth algorithm.

The graphic elements come from the database, the design scheme comes from
the output of the association rule mining module, and the designer adjusts and
optimizes the design drawing on the basis of the recommended scheme. The
design drawing is sent to the style transform module after the format conversion
is carried out on the background server. Figure 5 shows the result of automatic
layout.

Fig. 5. Automatic layout presentation

4.4 Style Transform

The style transform module is implemented by color-based style transfer, which
refers to the use of algorithms to learn the style of famous paintings, and then
apply this style to another picture. The module contains two network models,
one is the loss network, the other is the generation network. The dataset uses
the coco dataset. Figure 6 shows the training model with shouting style and an
case of style conversion.

The loss network is implemented by the image recognition model VGGNet.
The convolution layer in front of VGGNet extracts “features” from the image,
while the later full connection layer converts the “features” of the image into
category probability. Among them, the features extracted from the shallow layer
are often relatively simple, and the features extracted from the deep layers are
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Fig. 6. The training process of shouting style model and an case of style conversion.

Fig. 7. Style transform presentation.

often more complex. The process of VGGNet is to input images, extract features,
output image categories, image style transfer is just the opposite, input features,
output the corresponding pictures, as shown in the following figure. Specifically,
the style transfer uses the middle feature of the convolution layer to restore the
original image corresponding to this feature.

Loss network is used to define content loss and style loss, the total loss is
composed of content loss and style loss, the degree of content loss and style loss
is controlled by setting different weights, and the total loss is used to train the
image generation network. Each generation network represents a style. Figure 7
shows the result of style transform.
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5 Conclusion

In view of the lack of creativity in modern art design, we propose an assist-
ing graphic design system(GDAssister) and design an improved association rule
mining algorithm for extracting associations between graphic elements. In the
process of graphic design, GDAssister can automatically generate corresponding
graphs according to the requirements of designers, so as to provide inspiration for
designers. As a result, the experiment conducted demonstrates GDAssister has
positive significance for the graph design of cultural elements and IFP-Growth
algorithm has higher execution efficiency than other association rule mining
algorithms.
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Abstract. Multiple kernel algorithms in a late fusion manner have been
widely used because of its excellent performance and high efficiency in
multi-view clustering (MVC). The existing MVC algorithms via late
fusion obtain a consensus clustering indicator matrix through the lin-
ear combination of the base clustering indicator matrix. As a result, the
optimal consensus indicator matrix’s searching space reduces, and the
clustering effect is limited. To learn more information from the base clus-
tering indicator matrices, we construct a consensus similarity matrix as
the input of the spectral clustering algorithm. Furthermore, we design
an effective iterative algorithm to solve the new resultant optimization
problem. Extensive experiments on 11 multi-view benchmark datasets
demonstrate the effectiveness and efficiency of the proposed algorithm.

Keywords: Late fusion · Kernel k-means · Similarity matrix

1 Introduction

Many datasets in the real world are naturally comprised of different representa-
tions or views. Observing that these multiple representations often provide com-
patible and complementary information, it becomes natural to integrate them to
obtain better performance rather than rely on a single view. Because data rep-
resented by different views that can be heterogeneous and biased, how to fully
utilize the multi-view information to obtain a consensus representation for clus-
tering is a challenging problem in multi-view clustering (MVC). In recent years,
various kinds of algorithms are developed for a better clustering performance
or higher efficiency, such as multi-view subspace clustering [4,17,18], multi-
view spectral clustering [7,9,19], multiple kernel k-means (MKKM) [5,6,8,11,12].
Among them, MKKM has been widely used due to its excellent clustering per-
formance and strong interpretability.

According to the stage of multi-view data fusion, the existing literature of
MVC can be roughly dividing into two categories. The first category, which
can be described as early fusion, fuses the information of all views before cluster-
ing. Huang et al. [6] optimize an optimal kernel matrix as a linear combination of
a set of pre-specified kernels for clustering. To reduce the redundancy of the pre-
defined kernels, Liu et al. [8] propose an MKKM algorithm with matrix-induced
c© Springer Nature Singapore Pte Ltd. 2021
K. He et al. (Eds.): NCTCS 2020, CCIS 1352, pp. 73–86, 2021.
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regularization. To enhance the clustering performance, a local kernel alignment
criterion is adopted for MKKM in [8]. The proposed algorithm in [12], allows
the optimal kernel to reside in the neighbor of the combinational kernels, which
increases the searching the space of the optimal kernel.

Although the afore-mentioned early fusion algorithms have greatly improved
the clustering accuracy of MKKM from different aspects, they have two draw-
backs that should not be neglected. One is the intensive computational complex-
ity, i.e., usually O(n3) per iteration (n is the number of samples). The other
is that the over-complicated optimization processes of these methods, which
increases the risk of being trapped into bad local minimums, leading to unsatis-
fying clustering performance.

The second category, which is termed as late fusion, maximizes the align-
ment between the consensus clustering indicator matrix and the weighted base
clustering indicator matrices with orthogonal transformation, where each clus-
tering indicator matrix is generated by performing clustering on each single view
[10,16]. The proposed method in this paper belongs to the second category. This
kind of algorithms have improved efficiency and clustering performance. However,
these methods simplify the searching space of the optimal clustering indicator
matrix, resulting in a poor clustering performance.

In this paper, to extract more information from the base clustering indicator
matrix, we propose a new late fusion framework. We assume that each base
clustering indicator matrix is a feature representation after the sample is mapped
from the original space to the feature space. Compared with the original features,
it involves the nonlinear relation between data [15] and also can filter out some
noise of the kernel matrix. Therefore, the similarity matrix constructed by the
base clustering indicator matrix is better than the original kernel matrix for
clustering.

We term the proposed method as late fusion multi-view clustering with
learned consensus similarity matrix (LF-MVCS). LF-MVCS jointly optimizes
the combination coefficient of the base clustering indicator matrices and the
consensus similarity matrix. And this consensus similarity matrix is then used
as the input of spectral clustering [14] to obtain the final result. Besides, we
design an effective algorithm to solve the resulting optimization problem and
analyze its computational complexity and convergence. Extensive experiments
on 11 multi-view benchmark datasets are conducted to evaluate the effectiveness
and efficiency of our proposed method.

The contributions of this paper are summarized as follows,

– The proposed LF-MVSC integrates the information of all views in a late
fusion manner. It optimizes the combination coefficient of each base clustering
indicator matrix and consensus similarity matrix. As far as we know, this is
the first time to obtain a unified form that can better reflect the similarity
between samples via late fusion.

– The proposed optimization formulation has no parameter to tune and avoids
the time consuming caused by searching optimal parameters. We design an
alternate optimization algorithm with proved convergence to efficiently tackle
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the resultant problem. Our algorithm avoids complex computation because
of fewer optimization variables so that the objective function can converge
within fewer iterations.

2 Related Work

2.1 Multiple Kernel K-Means

Let {xi}n
i=1 ⊆ X be n independent and identically distributed samples, and

φ(·) : x ∈ X → H be a feature mapping function, which transfers x into a
reproducing kernel Hilbert space H. The objective of kernel k-means clustering
aims to minimize a sum-of-squared loss function over the cluster assignment
matrix Z ∈ {0, 1}n×k, which can be formulated as follows,

min
Z∈{0,1}n×k

n,k∑

i=1,j=1

Zij‖φ(xi) − μj‖22 s.t.

k∑

c=1

Zij = 1, (1)

where μj = 1
nj

∑n
i=1 Zijφ(xi) is the centroid of cluster j (1 ≤ j ≤ k), and

nj =
∑n

i=1 Zij is the number of samples in cluster Cj .
To optimize Eq. (1), we can transform it as follows,

min
Z

Tr(K) − Tr(A�KA) s.t. A�A = Ik, (2)

where K is a kernel matrix with Kij = φ(xi)
�

φ(xj), and A ∈ R
n×k is a discrete

clustering indicator matrix as

Aij =

{
1√
nj

, if xi ∈ Cj

0, if xi /∈ Cj ,
(3)

The discrete constraint of A makes the optimization problem in Eq. (2) NP-
hard to solve. Dhillon et al. [2] relax the discrete constraint and let A take
arbitrary real values subject to orthogonality constraints. We denote the relaxed
A as H. Thus, Eq. (2) can be rewritten as:

max
H

Tr(H�KH) s.t. H�H = Ik, (4)

where Ik is an identity matrix with size k × k. Finally, the optimal H can be
obtained for Eq. (4) by taking the k eigenvectors that correspond to the k largest
eigenvalues of K. The Lloyd’s algorithm is usually performed on H for the clus-
tering labels.

In multiple kernel k-means (MKKM), all samples have multiple feature
representations via a group of feature mappings {φ(·)}m

p=1. Specifically, each
sample can be represented as φα (x) = [α1φ1(x)�

, ..., αmφm(x)�]�, where
α = [α1, ..., αm]� are the coefficients of base kernels. Assume that the optimal
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kernel matrix can be represented as Kα =
∑m

p=1 α2
pKp, we obtain the optimiza-

tion objective of MKKM as follows,

min
H,α

Tr(Kα (In − HH�))

s.t. H ∈R
n×k , H�H = Ik , α�1 = 1 , α ≥ 0.

(5)

A two-step iterative algorithm can be used to optimize the Eq. (5). i) Opti-
mize α with fixed H. Eq. (5) is be equivalent to:

min
α

m∑

p=1

α2
pδp , s.t. α�1 = 1 , α ≥ 0. (6)

where δp = Tr(Kp(In −HH�)). According to the Cauchy-Schwartz’s inequality,

we can obtain the closed-form solution of Eq. (6) as αp =
1/

√
δp

∑m
p=1 1/

√
δp

(∀p ∈ [m]).

ii) Optimize H with fixed α. With the kernel coefficients α fixed, the H
can be optimized by taking the k eigenvectors that correspond to the k largest
eigenvalues of Kα .

2.2 Multi-view Clustering via Late Fusion Alignment Maximization

The multi-view clustering via late fusion alignment maximization [16] (MVC-
LFA) assumes that the clustering indicator matrix obtained from each single view
is Hp(p ∈ [m]), and a set of rotation matrices {Wp}m

p=1 are used to maximize
the alignment of Hp(p ∈ [m]) and the optimal clustering indicator matrix H∗.
The objective function is as follows,

max
H∗,{Wp}m

p=1,μ
Tr(H∗�R) + λTr(H∗�F)

s.t. H∗ ∈ R
n×k , H∗�H∗ = Ik , W�W = Ik,

m∑

p=1

μ2
p = 1 , μp ≥ 0 , R =

m∑

p=1

μpHpWp,

(7)

where F denotes the average clustering indicator matrix and λ is a trade-off
parameter. The latter Tr(H∗�F) is a regularization on optimal clustering indi-
cator matrix to prevent H∗ from being too far way from prior average partition.
This formula assumes that the optimal clustering indicator matrix H∗ is a linear
combination of the base clustering indicator matrix Hp(p ∈ [m]). One can refer
to [16] for the optimization of Eq. (7).

MVC-LFA can reduce the complexity in each iteration [16], but it over-
simplifies the searching space of the optimal clustering indicator matrix, which
limits the clustering performance. To solve this problem, in Sect. 3, we first con-
struct a consensus similarity matrix through the base clustering indicator matri-
ces and then use the spectral clustering algorithm to obtain the final clustering
result (Fig. 1).
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3 Late Fusion Multi-view Clustering with Learned
Consensus Similarity Matrix

Fig. 1. Model pipeline for the proposed Late Fusion Multi-view Clustering with Learned
Consensus Similarity Matrix (LF-MVCS). Firstly, we obtain the base clustering indi-
cator matrix independently from each view by kernel k-means clustering. Then, we
jointly optimize the combination coefficient of the base clustering indicator matrices
and the consensus similarity matrix. Finally, this consensus similarity matrix is used
as the input of spectral clustering to obtain the final result.

3.1 Proposed Method

By taking the eigenvectors corresponding to the first k largest eigenvalues of
{Kp}m

p=1, we obtain the clustering indicator matrices {Hp}m
p=1 ⊆ R

n×k. Each
row of Hp can be regarded as a feature representation of each sample in the k
dimension space. To construct the consensus similarity matrix S we need, we
need to construct the similarity matrix of each view. After normalizing each row
of Hp, i.e., divided by the 2-norm of the row, the 2-norm of each row of the
processed Hp becomes 1. We treat Sp = HpH�

p ∈ R
n×n as the similarity matrix

of the p-th view.
Based on the assumption that the optimal consensus similarity matrix resides

in the neighbor of a linear combination of all the similarity matrices, our idea
can be fulfilled as follows,

min
S,α

‖S −
m∑

p=1

αpHpH�
p ‖2F, s.t.

m∑

p=1

αp = 1 , αp ≥ 0. (8)

The solution of the above formula is very sensitive to initialization. Once α
is fixed, S becomes a fixed value, which may not be optimal, resulting in an
unsatisfactory solution. Hence, we have to impose some mild constraints on S.
We assume that: i) The degree of each sample in S is greater than or equal to 0,
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i.e., Sij ≥ 0; ii) The degree of each sample in S is equal to 1, i.e., S�1 = 1. In
this way, we can obtain the following formula:

min
S,α

‖S −
m∑

p=1

αpHpH�
p ‖2F,

s.t.
m∑

p=1

αp = 1 , αp ≥ 0 , Sij ≥ 0 , S�1 = 1,

(9)

Not only the clustering indicator matrices obtained by KKM, but the similar
basic partitions constructed by any clustering algorithms also can be the input
of our model. So far, this is a new multi-view clustering framework based on late
fusion. Compared to other late fusion algorithms, such as [10,16], our objective
formula has three advantages:

– Fewer variables need to be optimized so that the number of iterations is
reduced, and the algorithm converges quickly.

– Other late fusion algorithms believe that the optimal clustering indicator
matrix is a neighbor of the average clustering indicator matrix, which is a
heuristic assumption and may not work in some cases. Our assumptions of the
Eq. (9) are more reasonable, and will be effective in any multi-view clustering
tasks.

– Our objective formula has no regularization term. Compare with most multi-
view algorithms, our algorithm avoids the extra computational overhead
caused by searching for optimal hyperparameters.

3.2 Alternate Optimization

In the following, we design an efficient algorithm to solve the optimization prob-
lem in Eq. (9). In specific, we design a two-step algorithm to solve it alternately:

Optimization α with Fixed S
With S being fixed, the optimization problem in Eq. (9) is equivalent to the
optimization problem as follows,

min
α

1
2
α�Mα + f�α, s.t.

m∑

p=1

αp = 1 , αp ≥ 0, (10)

where M ∈ R
m×m with Mpq = 2Tr(HpH�

p HqH�
q ) and f ∈ R

m with fp =
−2Tr(S�HpH�

p ). M is a nonnegative definite matrix, so the optimization in Eq.
(10) w.r.t α is a quadratic programming problem with linear constraint.

Optimization S with Fixed α
With α being fixed, the optimization problem in Eq. (9) w.r.t S can be rewritten
as,

min
S

‖S‖2F − Tr(S�G)

s.t. Sij ≥ 0 , S�1 = 1,
(11)
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where G = 2∗∑m
p=1 αpHpH�

p . Note that the problem in Eq. (11) is independent
between j; we can optimize each column of S as:

min
sj

s�
j sj − s�

j gj

s.t. sij ≥ 0 , s�
j 1 = 1,

(12)

where sj is the j-th column of S and gj is the j-th column of G. Equation (12)
is equivalent to the following function,

min
sj

1
2
‖sj − gj

2
‖22

s.t. sij ≥ 0 , s�
j 1 = 1,

(13)

Equation (13) is a problem on the simplex space and its Lagrangian function is

L(sj , γ, τ ) =
1
2
‖sj − gj

2
‖22 + γ(s�

j 1 − 1) − τ�sj (14)

where γ and τ are the Lagrangian multipliers.
According to its Karush-Kuhn-Tucker condition [1], we can obtain the opti-

mal solution s∗ as
s∗
j = (

gj

2
− γ∗1)+ (15)

where (x)+ is a signal function, which sets the elements of x less than 0 to 0,
and γ∗ ∈ R makes 1�s∗

j = 1.
The detailed algorithm is summarized in Algorithm 1.

Algorithm 1. Late Fusion Multi-view Clustering with Learned Consensus Sim-
ilarity Matrix
Input: {Hp}m

p=1 and ε.
Output: S.
1: Initialize α as 1m/m and t as 1.
2: while not converge do
3: for j ∈ {1, 2, ..., n} do
4: Update sj , by solving (13) with fixed α.
5: end for
6: S = S+S�

2
.

7: Update α, by solving (10) with fixed S.
8: t = t + 1.
9: end while‖α(t) − α(t−1)‖2

2 ≤ ε

3.3 Algorithmic Discussion

Computational Complexity. Obtaining the base clustering indicator matrices
needs to calculate the eigenvectors corresponding to the k largest eigenvalues of
the m kernel matrices, which leads to O(kmn2) complexity. The proposed iterative
algorithm needs to optimize two variables α and S. In each iteration, the optimiza-
tion of α by Eq. (10) requires solving a standard quadratic programming problem



80 D. Liu et al.

with linear constraint whose complexity is O(m3). Updating each sj by Eq. (13)
requires O(n) time. The complexity of obtaining S per iteration is O(n2), due to n
times are needed to calculate each sj . Overall, the total complexity of Algorithm
1 is O((m3 + n2)t), where t is the number of iterations. Finally, performing the
standard spectral clustering algorithm on S takes O(n3) time.

Convergence. In each of the optimization iteration of our proposed algorithm,
the optimizations of α and S monotonically decrease the value of the objective
function (9). At the same time, the objective is lower-bounded by zero. As a
result, our algorithm is guaranteed to converge to a local optimum of problem
Eq. (9).

4 Experiments

4.1 Datasets and Experimental Settings

Several benchmark datasets are used to demonstrate the effectiveness of the
proposed method, including Flower17 1, Flower102 2, PFold3, Digit4, CCV 5 and
Cal6. Six sub-datasets which are constructed by selecting the first 5, 10, 15, 20,
25 and 30 classes from Cal data, are also used in our experiment. The detailed
information of these datasets is listed in Table 1. From this table, we observe
that the number of samples, views and the number of categories of these datasets
range from 510 to 8189, 3 to 48, and 5 to 102, respectively.

Table 1. Benchmark datasets

Datasets Samples Kernels Clusters

Flower17 1360 7 17

Flower102 8189 4 102

PFold 694 12 27

Digit 2000 3 10

CCV 6773 3 20

Cal-5 510 48 5

Cal-10 1020 48 10

Cal-15 1530 48 15

Cal-20 2040 48 20

Cal-25 2550 48 25

Cal-30 3060 48 30

1 www.robots.ox.ac.uk/∼vgg/data/flowers/17/.
2 www.robots.ox.ac.uk/∼vgg/data/flowers/102/.
3 mkl.ucsd.edu/dataset/protein-fold-prediction.
4 http://ss.sysu.edu.cn/py/.
5 www.ee.columbia.edu/ln/dvmm/CCV/.
6 www.vision.caltech.edu/Image Datasets/Caltech101/.

www.robots.ox.ac.uk/~vgg/data/flowers/17/
www.robots.ox.ac.uk/~vgg/data/flowers/102/
www.mkl.ucsd.edu/dataset/protein-fold-prediction
http://ss.sysu.edu.cn/py/
www.ee.columbia.edu/ln/dvmm/CCV/
www.vision.caltech.edu/Image_Datasets/Caltech101/
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Table 2. Empirical evaluation and comparison of LF-MVCS with eight baseline meth-
ods on 11 datasets in terms of clustering accuracy (ACC), normulaized mutual infor-
mation (NMI) and Purity.

Dataset A-MKKM SB-KKM MKKM RMKKM MKKM-MR ONKC MVC-LFA SMKKM Ours

[6] [3] [11] [12] [16] [10]

ACC(%)

Flower17 51.29 42.41 43.84 49.78 57.66 53.40 59.86 58.40 67.79

Flower102 26.85 33.22 22.51 29.19 40.32 38.51 42.32 42.26 42.17

PFold 29.05 33.53 27.56 27.81 35.15 36.03 32.47 34.84 38.34

Digit 88.82 73.05 47.20 42.85 90.34 90.83 88.83 90.34 94.00

CCV 19.60 20.14 18.09 15.77 22.39 22.57 26.03 22.35 26.67

Cal-5 35.95 35.95 27.67 31.37 36.11 35.90 37.73 36.03 40.56

Cal-10 31.79 33.60 22.17 25.69 32.67 32.38 34.08 32.62 39.42

Cal-15 30.55 33.34 19.72 21.96 31.80 30.85 33.10 31.47 37.91

Cal-20 29.47 33.87 18.45 21.96 31.47 30.02 32.36 31.24 37.23

Cal-25 29.15 33.44 17.26 22.47 30.47 29.33 31.50 30.91 37.12

Cal-30 28.53 33.80 16.45 20.46 30.44 29.11 31.39 30.75 37.03

NMI(%)

Flower17 49.87 45.08 44.65 50.41 56.07 52.59 57.90 56.66 65.74

Flower102 45.94 48.76 42.69 48.68 56.75 55.19 56.88 58.55 60.35

PFold 40.32 41.09 38.27 37.73 44.30 44.92 42.03 44.39 49.50

Digit 80.74 66.26 48.74 47.74 83.14 83.70 80.78 83.31 90.66

CCV 16.79 17.67 15.08 11.52 18.55 18.57 20.06 18.29 23.37

Cal-5 70.26 70.06 66.01 65.94 70.29 70.24 70.99 70.33 72.65

Cal-10 61.77 62.78 55.50 55.99 62.23 61.98 63.04 62.22 65.88

Cal-15 57.20 58.86 49.35 50.43 57.99 57.39 58.95 57.97 62.13

Cal-20 54.23 56.49 45.48 47.43 55.50 54.38 56.07 55.39 59.53

Cal-25 52.09 54.50 42.35 45.28 53.10 52.32 54.02 53.46 57.46

Cal-30 49.95 53.39 40.08 43.12 51.54 50.45 52.45 51.95 56.50

Purity(%)

Flower17 52.26 44.62 45.30 51.03 59.13 54.24 61.30 59.42 68.95

Flower102 32.17 38.46 27.93 34.61 46.36 44.30 48.69 48.58 50.24

PFold 37.32 39.19 34.31 33.29 42.44 43.10 39.37 41.62 45.60

Digit 88.82 73.40 50.05 45.85 90.34 90.83 88.83 90.34 94.24

CCV 23.71 23.34 22.31 20.23 24.70 25.64 28.51 25.47 29.93

Cal-5 37.32 37.36 28.42 33.14 37.63 37.27 39.48 37.50 42.38

Cal-10 33.62 35.83 23.53 27.16 34.83 34.37 36.26 34.54 41.73

Cal-15 32.27 35.34 21.16 24.12 33.71 32.73 35.12 33.27 40.47

Cal-20 31.50 35.80 20.07 24.07 33.41 31.93 34.40 33.28 40.09

Cal-25 31.12 35.35 18.79 23.92 32.64 31.58 33.93 33.11 39.85

Cal-30 30.49 35.71 17.83 22.55 32.42 31.03 33.58 32.75 39.89

4.2 Comparison with State-of-the-Art Algorithms

In the experiments, LF-MVCS is compared with the following state-of-the-art
multi-view clustering methods.

– Average multiple kernel k-means (A-MKKM): The kernel matrix
which is a linear combination of the base kernels with the same coefficients,
is taken as the input of standard kernel k-means algorithm.
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– Single best kernel k-means (SB-KKM): Standard kernel k-means is per-
formed on each single kernel and the best result is outputted.

– Multiple kernel k-means (MKKM) [6]: The algorithm jointly optimizes
the consensus clustering indicator matrix and the kernel coefficients.

– Robust multiple kernel k-means (RMKKM) [3]: RMKC learns a robust
low-rank kernel for clustering by capturing the structure of noises in multiple
kernels.

– Multiple kernel k-means with matrix-induced regularization
(MKKM-MR) [11]: The algorithm introduces a matrix-induced regulariza-
tion to reduce the redundancy and enhance the diversity of the kernels.

– Optimal neighborhood kernel clustering with multiple kernels
(ONKC) [12]: ONKC allows the optimal kernel to reside in the neighbor-
hood of linear combination of base kernels and effectively enlarges the search-
ing space of the optimal kernel.

– Multi-view Clustering via Late Fusion Alignment Maximization
(MVC-LFA) [16]: MVC-LFA proposes to maximally align the consensus clus-
tering indicator matrix with the weighted base clustering indicator matrix.

– Simple multiple Kernel k-means (SMKKM) [13]: SimpleMKKM re-
formulates the problem in MKKM as a minimization-maximization problem
in the kernel coefficients and the consensus clustering indicator matrix.

4.3 Experimental Settings

In the experiments, all base kernels are first centered and then normalized so
that for all sample xi and the p-th kernel, we have Kp(xi,xi) = 1. For all data
sets, the true number of clusters is known and we set it to be the true number
of classes. In addition, the parameters of RMKKM, MKKM-MR and MVC-LFA
are selected by grid search according to the suggestions in their papers. We set
the allowable error ε to 1 × 10−4 as the termination condition of Algorithm 1.

The widely used clustering accuracy (ACC), normalized mutual information
(NMI) and purity are applied to evaluate each algorithm’s clustering performance.
For all algorithms, we repeat each experiment 50 times with random initialization
to reduce randomness caused by k-means in the final spectral clustering, and
report the average result. All the experiments are performed on a desktop with
Intel(R) Core(TM)-i7-7820X CPU and 64G RAM.

4.4 Experimental Results

Table 2 reports the clustering performance of the above mentioned algorithms
on all data sets. From these results, we have the following observations:

– The proposed algorithm consistently demonstrates the best NMI on all data
sets. For example, it exceeds the second best one (MVC-LFA) by over 7.8%
on Flower17. Also, the superiority of our algorithm is confirmed by the ACC
and purity reported in Table 2.
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Fig. 2. ACC, NMI and purity comparison with variation of number of classes on Cal.
(left) ACC, (mid) NMI and (right) purity

– As a strong baseline, the recently proposed SMKKM [13] outperforms other
early-fusion multiple kernel clustering methods in comparison. The proposed
algorithm significantly and consistently outperforms SMKKM by 9.08%,
1.80%, 5.11%, 7.35%, 5.08%, 2.32%, 3.66%, 4.16%, 4.14%, 4.00% and
4.55% in terms of NMI on all the datasets in the order shown in Table 2.

– The late fusion algorithm MVC-LFA also outperforms most other algorithms,
but this algorithm needs to take a lot of effort to determine the best hyperpa-
rameters. In some real applications, tuning the parameter may be impossible
because there is no ground truth to optimize it. Our LF-MVCS is not only
parameter-free, but also outperforms MVC-LFA by 7.84%, 3.47%, 7.47%,
9.88%, 3.31%, 1.66%, 2.84%, 3.18%, 3.46%, 3.44% and 4.05% in terms
of NMI on all the datasets in the order shown in Table 2.

We also study the clustering performance on Cal of each algorithm concerning
the number of classes, as shown in Fig. 2. As observed, our algorithm consistently
keeps on the top of all sub-figures when the number of classes varies, indicating
the best performance.

In summary, our proposed LF-MVCS demonstrates superior clustering per-
formance over all the SOTA multi-view clustering algorithms and has no hyper-
parameter to be tuned. From the above experiments, we conclude that the pro-
posed algorithm effectively learns the information from all the base clustering
indicator matrices, bringing significant improvements to clustering performance.

4.5 Algorithm Convergence and Runtime

Algorithm Convergence. We have theoretically analyzed the convergence of
our algorithm. Figure 4 reflects the variation of the objective function (9) with
the number of iterations on four data sets, such as Flower17, ProteinFold, Digit,
and Cal-30. It can be seen that the objective function can achieve convergence
with very few iterations, and shows that fewer optimization variables can make
the algorithm converge faster, making our algorithm more efficient than other
algorithms.
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Fig. 3. Runtime of different algorithms on eight benchmark datasets (in seconds). The
experiments are conducted on a PC with Intel(R) Core(TM)-i7-7820X CPU and 64G
RAM in the MATLAB environment. LF-MVCS is comparably fast to alternatives while
providing superior performance and requiring no hyper-parameter tuning. Results for
other datasets are omitted due to space limitations.

Fig. 4. The objective value of our algorithm on four data sets at each iteration.

Runtime. To compare the computational efficiency of the proposed algorithm,
we record the running time of various algorithms on the eight benchmark datasets
and report them in Fig. 3. Although the computational complexity of proposed
LF-MVCS is O(n2), as observed, LF-MVCS does not significantly increase the
computational complexity of existing MVC-LFA whose computation complexity
is O(n).

5 Conclusion

This paper proposes a simple but effective algorithm LF-MVCS, which learns a
consensus similarity matrix from all the base clustering indicator matrices. We
discover that each base clustering indicator matrix is a better feature representa-
tion than the original feature and kernel. Based on this, we derive a simple novel
optimization goal for multi-view clustering, which learns a consensus similarity
matrix for better clustering performance. The proposed algorithm is developed to
solve the resultant optimization efficiently. LF-MVCS outperforms all the SOTA
methods significantly in the clustering performance. Besides, our algorithm also
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reduce the computational cost on benchmark datasets in comparison with SOTA
methods. We plan to extend our algorithm to a general framework, and use it
as a platform to revisit existing late fusion multi-view algorithms and further
improve the fusion method.
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Abstract. Large sparse linear equations often appear in mathematics,
physics, computer science, and engineering. Many methods were pro-
posed for various classes of coefficient matrices to solve them with rapid
speed and high precision. In this article, we give a new iterative app-
roach called a minimal residual splitting method (MRSM) to solve such
systems. It converges for any initial vectors if the coefficient matrix is
positive definite but unnecessarily symmetric. Besides, it is easy to imple-
ment in a parallel way. And also, we study a generic preconditioner of
MRSM. Surprisingly, we get a byproduct formula that solves linear sys-
tems through the iterative method by using eigenvalues of the coefficient
matrix. In the numerical experiments, we implement these new methods
in the GPU platform to study the performances.

Keywords: Iterative methods · Sparse linear system · Minimal
residual methods · Parallel algorithms

1 Introduction

In the field of scientific computing, questions are often modeled by Partial Dif-
ferential Equations (PDEs), which are very difficult to solve, even have no ana-
lytical solution. Fortunately, we do not need analytical solutions in many cases,
and numerical methods are enough for practical usage [1]. The typical way of
numerical methods for PDEs is to discretize them. The linear systems that arise
from these discretizations are generally large and sparse, see chapter 2 of [22].
The smaller the discretization error, the larger the dimension of the system, that
is, the more significant number of unknowns the equations have. In these lin-
ear systems, just a few coefficients are non-zero, that is why we call them large
sparse linear systems.

A system of linear equations is usually written as

Ax = b, (1)

c© Springer Nature Singapore Pte Ltd. 2021
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where A = (aij) is an m1 × m2 matrix called coefficient matrix, b is an m1-
dimensional vector called right-hand side vector, and x is m2-dimensional vector
called vector of unknowns. In this paper, we just consider the square matrix
i.e. m1 = m2 = n. Furthermore, we assume that A and b are real matrices
and vector, respectively. If A is nonsingular matrix, there is a unique solution
for the Eq. (1), denoted by x∗ = A−1b. When the dimension n is very large,
computing the inverse matrix A−1 is not acceptable for practical usage, as well
as other direct methods such as Gaussian elimination, LU factorization, etc.;
see [10]. Instead of direct methods, many iterative methods have been proposed
[9,14,25,27]. These methods start with an arbitrary vector x0 and find a sequence
of xk to approximate x∗, where k is 0, 1, 2, . . . . Compared with direct methods,
the iterative methods have the following advantages, see chapter 11 of [22] and
chapter 7 of [2]: (1) they do not need to change the coefficient matrix A in the
solving process; (2) they are far easier to implement on parallel computers; (3)
it may take less time to solve a system by using a proper iterative method than
using any direct methods. A big advantage of iterative methods is that they
often can speed up the computing process through a parallel implementation,
especially for sparse linear systems [22].

Iterative methods can be divided into two categories: stationary methods and
nonstationary methods, see [6]. Stationary iterative methods can be expressed
as

xk+1 = Gxk + g, (2)

where neither G nor g depends on the iteration count k. Widely used stationary
methods are the Jacobi method [18], the Richardson method [20], the Gauss-
Seidel iterative method [17], the successive overrelaxation method [13,26], etc.
Given xk = (xk,i), the Jacobi method updates xk+1 by

xk+1,i =
1
aii

⎛
⎝bi −

∑
j �=i

aijxk,j

⎞
⎠ , (3)

or rewrite it as matrix form

xk+1 = D−1(L + U)xk + D−1b, (4)

where D,−L,−U are the diagonal, strict lower part and strict upper part of A,
see chapter 4 of [22]. The Richardson method is also a simple iterative method,
which updates xn+1 by

xk+1 = xk + ω(b − Axk). (5)

The parameter ω in the above formula is a constant, see [20].
Nonstationary methods differ from stationary methods in that the parame-

ters change at each iteration. Well-known nonstationary methods are projection
methods [8]. Denote Kk and Lk the search space and the constraint space respec-
tively, and a projection method can be described as

Find xk ∈ x0 + Kk, such that b − Axk ⊥ Lk, (6)



Minimal Residual Based Iterative Methods and Parallel Implementation 89

in which the approximate solution xk is found in the affine space x0 + Kk and
the new residual vector is required orthogonal to the subspace Lk. If each Kk

is Krylov subspace, it’s called Krylov subspace methods [15], such as conjugate
gradient method [16,24], generalized minimal residual method [21], biconjugate
gradient method [12], etc. If Kk is spaned by just one vector, it’s called one-
dimensional projection methods, such as the steepest descent method [19] and
minimal residual (MR) method [23].

Every iterative method works well in a specific class of linear systems. For
instance, the conjugate gradient method is the right choice for symmetric pos-
itive definite equations, and the biconjugate gradient method is applicable for
general equations. For unsymmetric positive definite equations, an efficient iter-
ative method is called the Hermitian/skew-Hermitian splitting (HSS) iteration
method [3]. Furthermore, based on the HSS iteration method, the preconditioned
Hermitian/skew-Hermitian splitting (PHSS) iteration method was proposed in
[5]. Furthermore, Zhong-Zhi Bai et al. employed different methods to solve the
Hermitian part and skew-Hermitian part of equations and get the IHSS (CG,
Lanczos) method and the IHSS (CG, CGNE) method [4].

In this paper, we are interested in one-dimensional projection methods. Pre-
cisely, based on matrix splitting and minimal residual method, we will develop a
so-called minimal residual splitting method (MRSM) for the linear systems with
a positive definite coefficient matrix.

2 New Iterative Methods

In this section, we introduce the minimal residual splitting method (MRSM).
The main idea is to make residual vectors shortest in various matrix splitting
iterative methods. For MRSM, we will analyze the convergence and its parallel
implementation. Furthermore, we will study the preconditioning method for it.
In particular, we propose the Jacobi preconditioner for MRSM.

2.1 Minimal Residual Splitting Method

For linear system (1), a matrix splitting of its coefficient matrix A is written as

A = M − N (7)

in which A ∈ R
n×n,M ∈ R

n×n, and A and M are nonsingular. Linear system
(1) is equivalent to

x = M−1Nx + M−1b. (8)

So the below iterative method can be constructed

xk+1 = M−1Nxk + M−1b, (9)

where xk is the k-th step approximate solution, and x0 is an initial vector. The
choices of the matrix M give the corresponding stationary iterative methods.
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rk

−AM−1rk

rk+1 = rk − AM−1rk

Fig. 1. Residual vector updating for-
mula in stationary iterative methods

rk

−AM−1rk

−αkAM−1rk

rk+1 = rk − rTk AM−1rk
(AM−1rk)

T AM−1rk
AM−1rk

Fig. 2. Shortest residual vector is the
perpendicular one

For example, the matrix splittings are A = D − (L + U) in Jacobi method and

A =
1
ω
I − (

1
ω
I − A) in Richardson method.

The k-th step residual vector is

rk = b − Axk (10)

and the (k + 1)-th step residual vector is

rk+1 = b − Axk+1 = b − A(M−1Nxk + M−1b), (11)

then substitute the N with M − A, we obtain

rk+1 = rk − AM−1rk. (12)

The figure of the residual vector updating formula (12) is shown as Fig. 1.
In the traditional matrix splitting iterative method such as Jacobi and

Richardson method, the residuals (see Fig. 1) are generally not the shortest resid-
ual vector (see Fig. 2) which is perpendicular to the vector −AM−1rk. No matter
the minimal residual method or steepest descend method, we always make the
residual having the least norm along the given direction. In order to get the short-
est residual vector in the matrix splitting method, we just introduce a parameter
αk to residual updating formula (12)

rk+1 = rk − αkAM−1rk, (13)

And the approximate solution updating formula accordingly becomes

xk+1 = xk + αkM
−1rk. (14)

The next question is how to decide the parameter αk. First of all, we have
an easy observation of the relation between the residues rk and eigenvectors.

Proposition 1. If rk is an eigenvector of AM−1, we just take αi = 1/λ, where
λ is the eigenvalue associated with rk, then rk+1 = 0.
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It is natural to ask how about the relation between the eigenvalues and the
solution. Based on the residual formula (14), we can get the following residue.

rk+1 =

(
k∏

i=0

(In×n − αiAM−1)

)
r0. (15)

Let λi, for i = 0, · · · , n− 1, be the eigenvalues of AM−1. When AM−1 is invert-
ible, λi �= 0 for all i. So, if we choose αi so that {αi | i = 0, · · · , n − 1} = {1/λi |
i = 0, · · · , n − 1}, then we have

Theorem 1. For arbitrary x0, it always has

rn =

(
n−1∏
i=0

(In×n − αiAM−1)

)
r0 =

(
n−1∏
i=0

(In×n − 1/λiAM−1)

)
r0

=
1∏n−1

i=0 λi

·
(

n−1∏
i=0

(λiIn×n − AM−1)

)
r0 = 0. (16)

In particular, when M = I, starting with arbitrary initial point we can get
the exact solution by using eigenvalues of coefficient matrix A. Accordingly, the
formula is like

xn = xn−1 + αn−1rn−1 = xn−2 + αn−2rn−1 + αn−1rn−1

= xn−2 + (αn−2 + αn−1)rn−1 = xn−2 + (αn−2 + αn−1)(I − αn−2A)rn−2

= · · ·
= x0 + f(A,α0, · · · , αn−1, x0) (17)

wherein 1/αi for 0 ≤ i ≤ n − 1 are eigenvalues of A, f(A,α0, · · · , αn−1, x0) is
a polynomial of A, 1/αi, and x0. This is a surprising result. To the best of our
knowledge, it is the first time to reveal this relation. However, it might not be
applied to solve linear system in practice because computing eigenvalues usually
is not easier than solving linear system directly.

Now, we are going to study how to get the minimal residuals. If the iteration
count is k, and we assume that xk and rk are known, the square of Euclidean
norm of rk+1 is

‖rk+1‖22 = (rk − αkAM−1rk)T (rk − αkAM−1rk)

= rTk rk − αk(AM−1rk)T rk − αkr
T
k AM−1rk + α2

k(AM−1rk)TAM−1rk

= rTk rk − 2αkr
T
k AM−1rk + α2

k(AM−1rk)TAM−1rk.
(18)

It’s a quadratic function about the parameter αk. To make rk+1 shortest, the
quadratic function of αk have to get the minimum, and obviously, the minimum
is obtained when

αk =
rTk AM−1rk

(AM−1rk)TAM−1rk
. (19)
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Algorithm 1. The Minimal Residual Splitting Method (MRSM)
Input: A, M, b, x0, ε, MaxSteps
1: r0 ← b − Ax0

2: k ← 0
3: while k < MaxSteps and ‖rk‖2 ≥ ε do

4: αk ← rTk AM−1rk

(AM−1rk)TAM−1rk
5: xk+1 ← xk + αkM−1rk
6: rk+1 ← rk − αkAM−1rk
7: k ← k + 1
8: end while
9: return xk

The figure of the residual updating formula (13) with αk =
rTk AM−1rk

(AM−1rk)TAM−1rk
is shown as Fig. 2.

Therefore, the algorithm can be represented as Algorithm 1, called the min-
imal residual splitting method (MRSM). The MRSM is a one-dimensional pro-
jection method. In k-step iteration, the search direct is M−1rk, so the search
space Kk = span{M−1rk}. And the shortest rk+1 is get when rk+1 ⊥ AM−1rk,
so the constraint space Lk = span{AM−1rk}.

In Algorithm 1, there are 2 matrix-vector multiplications, 3 inner products,
and 2 vector additions in a loop. Therefore, if it converges in N iterations, the
computational costs are 2N matrix-vector multiplications, 3N inner products,
and 2N vector additions.

Let A = L+D +R be a splitting of A as before. When M = D, M = D −L,
and M = I, correspondingly, αk = 1, αk = ω, the result method respectively
are Jacobi, Richardson and Gauss-Seidel methods. Locally speaking, the MRSM
approximates to a solution faster than these methods, which is one point why we
are interested in this new iterative method. However, the global convergence is
not simple, even divergent. We will analyze the convergence after we introduce
a new type of precondition method for MRSM.

2.2 Preconditioning

Preconditioning is used to reduce the condition number of the coefficient matrix
and improve the efficiency and robustness of iterative methods. In this paper,
preconditioning is also used to make iterative methods fitted for positive definite
equations. Preconditioners can be applied from the left and the right. Besides,
split preconditioning is also possible. In this section, we discuss the left precon-
ditioned methods of the Algorithm 1.

If P ∈ R
n×n is a nonsingular matrix, the Eq. (1) is equivalent to

PAx = Pb. (20)

They have the same solution and (20) may be easier to solve. Select a matrix
splitting of the matrix PA,
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Algorithm 2. The Left Preconditioned Minimal Residual Splitting Method
(PMRSM)
Input: A, M, P, b, x0, ε, MaxSteps
1: r0 ← Pb − PAx0

2: k ← 0
3: while k < MaxSteps and ‖rk‖2 ≥ ε do

4: αk ← rTk PAM−1rk

(PAM−1rk)TPAM−1rk
5: xk+1 ← xk + αkM−1rk
6: rk+1 ← rk − αkPAM−1rk
7: k ← k + 1
8: end while
9: return xk

PA = M − N. (21)

The residual vector of Eq. (20) is

rk = Pb − PAxk. (22)

Apply the minimal residual splitting method to the left preconditioned Eq.
(20), which is substituting the A in the Algorithm 1 by PA and substituting
the b in the Algorithm 1 by Pb, and we obtain an algorithm described as the
Algorithm 2.

Naturally, the Algorithm 2 is also a one-dimensional projection method whose
search space Kk = span{M−1rk} and constraint space Lk = span{PAM−1rk}.
Different matrices P and M will give different methods, for example, if we let
P = M = I then we get the primitive MR method [23].

Compared with the Algorithm 1, there are 1 more matrix-vector multiplica-
tion per iteration in Algorithm 2. But it will generally converge in less iterations
than the Algorithm 1. If we suppose it converges in N iterations, the computa-
tional costs are 3N matrix-vector multiplications, 3N inner products, and 2N
vector additions.

2.3 Convergence Analysis

In the k-th step of the Algorithm 2, if the rk is not zero and perpendicular to
PAM−1rk, αk will be zero, and rk+1 will be equals to rk. In such situation, the
PMRSM can’t improve the precision of the approximate solution no matter how
many iterations are done. To guarantee PMRSM working, we must make sure
that for all k = 0, 1, 2, . . . , there is no k making rk perpendicular to PAM−1rk.
Fortunately, if PAM−1 is positive definite but not necessarily symmetric, the
angles between rk and AM−1rk are always sharp angles or zero, and the method
will be convergent.
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Theorem 2. If PAM−1 is real positive definite, the Algorithm 2 is convergent
for any ε > 0 under ignoring “MaxSteps”.

Proof. There are two cases. (I) If there exists a k, rk = 0, the method is conver-
gent after k step iteration. (II) If for all k, rk �= 0, we have rTk PAM−1rk > 0,
and so

‖rk+1‖22 = rTk rk − (rTk PAM−1rk)2

(PAM−1rk)TPAM−1rk
< ‖rk‖22. (23)

It means that the sequence {‖rk‖22} is strictly descending, and since ‖rk‖22 ≥ 0,
the sequence must have a limit when k → ∞. The critical point is whether the
limit is zero. In fact, the zero limit can be proved by contradiction. We assume
that the limit limk→∞ rk is not zero vector. By (23), ‖rk‖2 < ‖r0‖2 for all rk,
that is, all rk are in the compact set {X ∈ R

n | ‖X‖2 ≤ ‖r0‖2}. Therefore,
both sets {rTk PAM−1rk | k = 0, 1, 2, . . . } and {rTk (PAM−1)T (PAM−1)rk | k =
0, 1, 2, . . . } are compact, and then limk→∞ rTk PAM−1rk must have a supremum
and limk→∞ rTk (PAM−1)T (PAM−1)rk must have an infimum. In consequence,
there are some positive real numbers c and d such that

lim
k→∞

rTk PAM−1rk = c > 0, (24)

and
lim
k→∞

rTk (PAM−1)T (PAM−1)rk = d > 0. (25)

Therefore, there exists a positive integer N1, such that for any k > N1,

|rTk PAM−1rk − c| <
c

2
, (26)

so
rTk PAM−1rk >

c

2
. (27)

And there exists a positive integer N2, such that for any k > N2,

|rTk (PAM−1)T (PAM−1)rk − d| <
d

2
, (28)

and then
rTk (PAM−1)T (PAM−1)rk <

3d

2
. (29)

Let’s take the integer N := max{N1, N2}, then for any k > N ,

rTk PAM−1rk
rTk (PAM−1)T (PAM−1)rk

>
c

2
/
3d

2
=

c

3d
> 0. (30)

In consequence,

‖rk+1‖22 = rTk rk − (rTk PAM−1rk)2

(PAM−1rk)TPAM−1rk

< rTk rk − c

3d
< · · · < rTNrN − c

3d
(k − N),

(31)
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therefore,
lim
k→∞

‖rk‖22 = −∞. (32)

It’s in contradiction with the truth that ‖rk‖22 ≥ 0. So limk→∞ ‖rk‖22 = 0, and
the method is convergent. 
�

From the proof, it can be easily seen that the matrix PAM−1 being positive
definite is sufficient to the convergence. When a linear system and a splitting of
the corresponding coefficient matrix are given, the speed of convergence can be
inferred from the following theorem [22].

Theorem 3. If PAM−1 is real positive definite, the residual vectors generated
by the Algorithm 2 satisfy the relation

‖rk+1‖2 ≤
√

1 − λ2
min(PAM−1 + (PAM−1)T )

4‖PAM−1‖22
‖rk‖2, (33)

where λmin(X) is the minimal eigenvalue of the matrix X and ‖PAM−1‖2 is
the norm of PAM−1.

Proof. Expand the square of the Euclidean norm of the residual vector rk+1 =
rk − αkPAM−1rk as

‖rk+1‖22 = (rk+1, rk+1) = (rk+1, rk − αkPAM−1rk)

= (rk+1, rk) − αk(rk+1, PAM−1rk).
(34)

Naturally, the shortest rk+1 is get when rk+1 is perpendicular to PAM−1rk, so
(rk+1, PAM−1rk) = 0. Therefore,

‖rk+1‖22 = (rk+1, rk) = (rk − αkPAM−1rk, rk)

= (rk, rk) − αk(PAM−1rk, rk)

= ‖rk‖22
[
1 − (PAM−1rk, rk)

(PAM−1rk, PAM−1rk)
· (PAM−1rk, rk)

(rk, rk)

]

= ‖rk‖22
[
1 − (PAM−1rk, rk)2

(rk, rk)2
· ‖rk‖22
‖PAM−1rk‖22

]
.

(35)

By using the Courant-Fischer min-max theorem, see 4.2 of [17],

(PAM−1rk, rk)
(rk, rk)

=
(PAM−1+(PAM−1)T

2 rk, rk)
(rk, rk)

≥ λmin

(
PAM−1 + (PAM−1)T

2

)
.

(36)

And
‖PAM−1rk‖2 ≤ ‖PAM−1‖2‖rk‖2. (37)
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So

‖rk+1‖22 ≤
(

1 − λ2
min(PAM−1 + (PAM−1)T )

4‖PAM−1‖22

)
‖rk‖22. (38)

Let’s consider the square root of the above inequality. If

1− λ2
min(PAM−1 + (PAM−1)T )

4‖PAM−1‖22
is always non-negative, then inequality (33)

is obtained. By using the Cauchy–Schwarz inequality [11], we can show the pos-
itivity as follows. First,

(PAM−1rk, rk)2 ≤ (PAM−1rk, PAM−1rk)(rk, rk). (39)

And then

0 ≤ (PAM−1rk, rk)
(PAM−1rk, PAM−1rk)

· (PAM−1rk, rk)
(rk, rk)

≤ 1. (40)

Therefore,

0 ≤ λ2
min(PAM−1 + (PAM−1)T )

4‖PAM−1‖22
≤ 1. (41)

So 1 − λ2
min(PAM−1 + (PAM−1)T )

4‖PAM−1‖22
must be non-negative. 
�

Let c =

√
1 − λ2

min(PAM−1 + (PAM−1)T )
4‖PAM−1‖22

. By using the Theorem 3, we

obtain ‖rk‖2 ≤ ck‖r0‖2. So the Algorithm 2 is convergent if c < 1. If PAM−1 is
positive definite, the matrix PAM−1 + (PAM−1)T will be symmetric positive
definite. So the minimal eigenvalue of PAM−1 + (PAM−1)T is greater than
zero. Therefore, c < 1 and the Algorithm 2 is convergent. In addition, the less c
is, the faster the algorithm converge. This provides us some instructions how to
select the matrix P .

Notice that the Theorem 3 gives an upper bound of the Euclidean norm of
residual vectors. In practice, the iteration may converge much faster than this
upper bound.

2.4 Preconditioned Minimal Residual Methods

The Theorem 2 tells us the Algorithm 2 is convergent if PAM−1 is positive
definite. So we need to select P and M carefully in order to guarantee the
convergence. When A is a symmetric positive matrix, there is a unitary matrix
U such that UTAU is a diagonal matrix. In such case, if we take P = UT and
M−1 = U , then the convergent rate is controlled by the condition number of
UTAU . Inspired by such choice, we may consider nonsingular matrices P = M−1

or PT = M−1. When PT = M−1, the matrix PAM−1 is positive definite if and
only if A is positive definite, because if rk �= 0, Prk �= 0, and (Prk)TA(Prk) > 0.
Therefore, this suggests us choose P and M such that PT = M−1, then the
convergence of PMRSM will be determined by the definite positivity of A.
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Algorithm 3. The Jacobi-Preconditioned Minimal Residual Method (JMRM)
Input: A, b, x0, ε, MaxSteps
1: r0 ← √

D−1b − √
D−1Ax0

2: k ← 0
3: while k < MaxSteps and ‖rk‖2 ≥ ε do

4: αk ← rTk
√

D−1A
√

D−1rk

(
√

D−1A
√

D−1rk)T
√

D−1A
√

D−1rk
5: xk+1 ← xk + αk

√
D−1rk

6: rk+1 ← rk − αk

√
D−1A

√
D−1rk

7: k ← k + 1
8: end while
9: return xk

Based on the choice PT = M−1, we could fix P first. Then M can be com-
puted correspondingly. Look at Algorithm 2, in the computing process, M−1

is actually required rather than M . Therefore, P can be picked freely, except
it must be invertible. Let’s recall various preconditioning techniques for linear
systems, such as Jacobi preconditioner, incomplete LU factorization, and sparse
approximate inverse; see [7]. Jacobi preconditioner is the simplest preconditioner
among them. It is just the diagonal part of A, which is usually denoted D. But
neither AD−1 nor D−1A is positively definite. To settle down the positivity, we
let P = M−1 =

√
D−1, then

√
D−1A

√
D−1 is positive definite, because the

diagonal elements of a positively definite A must be positive numbers, so
√

D−1

always exists and is nonsingular. Thus, we can obtain a method described as the
Algorithm 3 called Jacobi-Preconditioned Minimal Residual Method (JMRM),
which is convergent when A is positive definite.

In Algorithm 3, we can save
√

D−1 in a vector, and the cost of the matrix-
vector multiplication decreases to the same cost as vector addition. In general,
vector addition is faster than matrix-vector multiplication. So there are just 1
matrix-vector multiplication, 3 inner products, and 4 vector additions per loop.
And the computational costs are N matrix-vector multiplications, 3N inner
products, and 4N vector additions, if the Algorithm 3 converges in N loops.

Certainly, there may have a better choice of preconditioner than Jacobi’s
preconditioner for a typical system. For instance, it may be better to choose P or
PT as the lower or upper triangular matrix of A in some cases. Anyway, we should
consider the corresponding condition numbers, which affect the convergent rate.
Furthermore, we should be aware of the time consuming when P is a complicated
matrix. In the future, we will further study the selection of P as PT = M−1,
even P and M simultaneously for PT �= M−1.

2.5 Parallel Implementation Analysis of MRSMs

The MRSM can be easily carried out in a parallel way, which is another impor-
tant reason why we are interested in it. In Algorithm 1, there are just some basic
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operations of matrices and vectors including matrix-vector multiplications, vec-
tor inner products, and vector additions. The main idea is to implement these
operations in parallel way.

In Algorithm 1, for a while loop, it needs n many inner products of n-
dimensional vectors to compute M−1rk and so for computing AM−1rk; thus it
needs 2n + 2 many such inner products for computing αk; the previous compu-
tation M−1rk can be used for xk+1; similarly the previous computation AM−1rk
can be used for rk+1. Totally, it needs 2n + 2 many inner products in each while
loop. From Algorithm 1, we can see these inner products can be computed in a

parallel way. That is, if M−1 :=

⎛
⎜⎝

M1

...
Mn

⎞
⎟⎠ where M1, · · · ,Mn are row vectors of

M−1, then M−1rk can be computed by parallelly computing Mirk for 1 ≤ i ≤ n.
It is similar for computing AM−1rk.

The parallel implementation can speed up computing, especially for sparse
matrix. For dense matrices A and M−1, the total multiplications of numbers is
2n2+2n in each wile loop of Algorithm 1. Let’s assume the matrices A and M−1

are sparse so that each row has at most N many nonzero elements, where N is
far smaller than n. For such sparse matrices, in each wile loop of Algorithm 1, the
total multiplications of numbers is 2Nn+2n, which is far smaller than 2n2 +2n.

3 Numerical Experiment

In this section, we report the results of the numerical experiment. The experi-
ment consists of two parts: (i) the performances of MRSM with M = I, M = D
and M = D − L, and (ii) the performances of the Jacobi method, the minimal
residual method, and the Algorithm 3. We implemented these methods with
CUDA, whose version is 6.5 under double-precision, and the major calculations
are deployed in the GPU. We selected the vector whose elements are all 1.0 as
the initial vector x0 = [1, 1, . . . , 1]T ∈ R

n, and the results of the iteration are
stated as follows.

The first one is a sparse linear system that was randomly generated by a pro-
gram. The coefficient matrix is a 100000 × 100000 real positive definite matrix.
For this matrix, there are about 15 non-zero elements every row, they locate
randomly, and their values are generated by a uniform distribution whose range
is [1, 10] except the diagonal elements. The maximal and minimal singular val-
ues of the coefficient matrix are 206.476 and 4.85812, so its condition number
is 42.5012. The right-hand side vector b is a random 100000 × 1 vector whose
elements are generated by a uniform distribution whose range is [0, 1]. Besides,
there are several linear systems from practice. The information of the coefficient
matrices is listed in the Table 1. All the coefficient matrices of these linear sys-
tems are unsymmetric positive definite that can not be solved directly by the
conjugate gradient method.
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Table 1. The information of the coefficient matrices

Name Size Condition number Website

add20 2395 12047.1 https://sparse.tamu.edu/Hamm/add20

add32 4960 136.68 https://sparse.tamu.edu/Hamm/add32

memplus 17758 129435.5 https://sparse.tamu.edu/Hamm/memplus

pde2961 2961 642.5 https://sparse.tamu.edu/Bai/pde2961

3.1 The Minimal Residual Splitting Method

The Jacobi method, the Richardson method, and the Gauss-Seidel method are
three usual matrix splitting based methods. We employ the matrix splittings of
the three methods to build the MRSM. We test the performances of MRSM,
respectively, with M = I, M = D, and M = D − L.

First, the random linear system can not be solved by MRSM with M =
D − L, because the inverse matrix of D − L has so many non-zero elements
that there is not enough memory. Precisely, (D − L)−1 has 553742471 non-
zero elements and requires 6.19 GB memory under sparse storing, or 18.63 GB
memory under full storing. However, k20m has 5 GB memory without a page
replacement technique. So we get an error of “out of memory”. The Euclidean
norm of the residual vectors of MRSM with M = I and M = D are shown as
Fig. 3. And the Euclidean norm of the residual vectors of MRSM with M = I,
M = D and M = D − L are shown as Fig. 4, 5, 6 and Fig. 7. The time elapsed
is shown as Table 2.

The MRSM with M = D is simpler than the MRSM at M = D − L, but the
performance is higher in many linear systems. The MRSM with M = D−L has a
fatal shortcoming that (D−L)−1 is too hard to compute, and the number of non-
zero elements of (D − L)−1 is usually too large. As a result, the time consuming
for computing (D − L)−1 may be longer than for solving the linear system by
other methods, and there may not be enough memory to save (D − L)−1 like
the random linear system. In some systems, the norm of the residual vectors of
MRSM with M = D and M = D − L does not descend after some iterations.
Because AM−1 is an indefinite matrix, and the minimal and maximal eigenvalues
of AM−1 +(AM−1)T of some coefficient matrices are listed in the Table 3. This
is the most important reason why the MRSM may not be used to solve positive
definite linear systems.

3.2 The Jacobi-Preconditioned Minimal Residual Method

The Algorithm 3 can be regarded as the combination of the Jacobi method and
minimal residual (MR) method, so it is meaningful to test its improvement. We
will give the performance of the Jacobi method, the minimal residual method,
and the Algorithm 3. The norms of the residual vectors in the iterations are
shown as Figs. 8, 9, 10, 11 and 12, and the time elapsed is shown as Table 4. In
these figures, the curves of the Jacobi method are bolder than others, because

https://sparse.tamu.edu/Hamm/add20
https://sparse.tamu.edu/Hamm/add32
https://sparse.tamu.edu/Hamm/memplus
https://sparse.tamu.edu/Bai/pde2961
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Fig. 3. The norm of residual vectors of
the random equation solved by MRSM
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Fig. 5. The norm of residual vectors of
equation add32 solved by MRSM
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Fig. 7. The norm of residual vectors of equation pde2961 solved by MRSM
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Table 2. The time elapsed of MRSM

Equation Iterations count M = I(s) M = D(s) M = D − L(s)

random 200 0.151917 0.157593 –

add20 500 0.0518402 0.0532239 0.0714827

add32 500 0.0529995 0.0555897 0.0596154

memplus 500 0.080645 0.0844801 0.205035

pde2961 1500 0.149676 0.159099 0.619093

Table 3. The minimal and maximal eigenvalues of AM−1 + (AM−1)T

Equation Matrix B λmax(BT + B) λmin(BT + B)

add20 AD−1 4.3684 −0.368403

add20 A(D − L)−1 6.23755 −0.248754

add32 AD−1 4.16651 −0.166987

memplus AD−1 7.99835 −3.99835

memplus A(D − L)−1 9.26045 −3.26487
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Fig. 8. The norm of residual vectors of
the random equation solved by MR, the
Jacobi method (JM), and JMRM
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Fig. 9. The norm of residual vectors
of equation add20 solved by MR, the
Jacobi method (JM), and JMRM

the Jacobi method is not stable and oscillates in the local areas. Nevertheless,
from the Table 4, we find the Algorithm 3 always spends more time than the
other two methods, so it is necessary to reduce the number of iterations to speed
up.

From the results, the solutions are given by Algorithm 3 is obviously more
accurate after the same number of iterations, and more stable than the Jacobi
method. However, Algorithm 3 has a disadvantage that the amount of compu-
tation in every iteration is more considerable than the other two methods.
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Fig. 10. The norm of residual vectors of
equation add32 solved by MR, the Jacobi
method (JM), and JMRM
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of equation memplus solved by MR,
the Jacobi method (JM), and JMRM
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Fig. 12. The norm of residual vectors of equation pde2961 solved by MR, the Jacobi
method (JM), and JMRM

Table 4. The time elapsed of the MR method, the Jacobi method, and the JMRM

Equation Iterations count MR(s) the Jacobi method(s) Algorithm 3(s)

random 500 0.380 0.356 0.413

add20 2000 0.110314 0.0603942 0.121341

add32 1000 0.110314 0.0603942 0.121341

memplus 2000 0.328938 0.227821 0.387009

pde2961 2000 0.197177 0.10962 0.229265

4 Conclusion

Minimal residual iterative methods can be developed in different ways that can
numerically solve positive definite linear systems, particularly on unsymmet-
ric positive definite equations that cannot be solved by the conjugate gradi-
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ent method. However, the Algorithm 3 behaves just in low condition number
equations and is not high-performance enough when the coefficient matrix is ill-
conditioned, so we must develop other preconditioners to improve performance.
The major problem is that the traditional preconditioning techniques may not be
suitable for this new methodology, because we need further consider the matrix
splitting of PA, which is not considered in the traditional preconditioners for
unsymmetric linear systems. In future work, we may develop more precondition-
ers based on existing preconditioning techniques.
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Abstract. Generating adversarial examples to discover the vulnerabil-
ity of deep learning model is critical yet challenging. Although adver-
sarial sample generation methods have attracted the attention of lots
of recent research, they heavily depend on supervised label information.
As a result, they could only work on a specific classification task and
fail to evaluate the vulnerability of unsupervised deep learning models.
In this paper, we propose a simple yet effective unsupervised adversar-
ial example generation framework for vulnerability assessment of deep
learning. This framework achieves an effective unsupervised adversarial
example generation by jointly maximizing the distribution divergence of
the deep learning model-generated representations of regular examples
and adversarial examples and minimizing the dissimilarity between regu-
lar examples and adversarial examples in the original space. In this way,
the adversarial examples generated by this framework can mislead down-
stream tasks while camouflaging themselves. We further implement this
framework to an adversarial image generation methods to demonstrate
the performance of the proposed framework. Extensive experiments on
four benchmarks demonstrate that the proposed method can find the
vulnerability of the LeNet5 (a widely used deep learning model) much
more effective even compared to state-of-the-art supervised competitors.

Keywords: Adversarial examples · Unsupervised learning · Deep
learning vulnerability assessment

1 Introduction

Deep Learning (DL) is powerful yet vulnerable for a variety of machine learning
tasks. Although DL achieves the state-of-the-art machine learning performance,
it would report unexpected results when affecting by even small perturbations
[23]. Recently, many efforts [4,8,11,12,17,24,26] have been paid on generating
adversarial samples (the samples that can mislead classifiers to make a wrong
classification) to exploit the vulnerability of DL methods, which could further
contribute to improve DL’s robustness [9].
c© Springer Nature Singapore Pte Ltd. 2021
K. He et al. (Eds.): NCTCS 2020, CCIS 1352, pp. 107–122, 2021.
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Original Images Perturbed Images by FGSM Perturbed Images by PGD Perturbed Images by Our Method

Fig. 1. A demonstration of adversarial examples w.r.t. different generating methods.

Current adversarial example generation methods follow two paradigms. The
first paradigm draws adversarial samples from a learned distribution that can
mislead specific classifiers [1,27]. The methods in this paradigm (distribution-
based methods) can generate an infinite number of adversarial examples. How-
ever, these examples may have large diverse with regular examples. This diversity
is easy to recognized and has been well studied by robust learning methods. As a
result, the methods in the first paradigm currently have limited contribution to
finding new vulnerabilities of a deep learning model. The second paradigm gener-
ates adversarial samples by slightly disturbing regular examples [3,7,9,15,19,23].
Typically, the methods in this paradigm (perturbation-based methods) learn a
small perturbation that can confuse a classifier when the perturbation is added
to regular examples. The adversarial examples generated by these methods are
hard to be defended because they are very similar to regular examples. Thus,
they have an excellent opportunity to discover new vulnerabilities of a deep
learning model.

Although the perturbation-based methods have attracted increasing atten-
tion in recent research, all of them are supervised adversarial example generation
methods. In other words, these methods require annotated labels to train how to
generate adversarial samples. For example, if a perturbation-based method needs
to mislead a cat-or-dog classifier, this method needs to know whether the gen-
erated perturbation on a cat can let the classifier predict a dog. The supervised
adversarial example generation methods are sufficient for specific classification
tasks; however, the adversarial examples generated by these methods are hard
to be migrated to other tasks. However, evaluating deep learning vulnerability
expects this migration ability because most powerful deep learning models are
pre-trained in some large data sets and then fine-tuned for a specific task with
a small number of supervised examples. Empowered by the migration ability,
adversarial examples may find in-depth vulnerabilities of deep learning models
caused by different training stages. Also, the supervised adversarial example gen-
eration methods cannot work when annotation labels are missing. This missing
widely exists in learning tasks, such as unsupervised classification, clustering,
similar example retrieval. These tasks also require robust deep learning model,
but none of the existing adversarial example generation method can be used to
validate the vulnerability of a deep learning model for them.

Furthermore, human beings can identify the adversarial examples generated by
the existing perturbation-based methods, especially when the content of the exam-
ple is single and pure (e.g., face recognition, product classification, and fingerprint
identification). For example, we can easily recognize the middle two pictures in
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Fig. 1 (generated by the state-of-the-art methods [9,19]) are disturbed examples.
As a result, these adversarial examples are also not effected for vulnerability eval-
uation. Human beings can easily recognize the adversarial examples generated by
these methods because they regulate only the sum of perturbation. Accordingly,
some parts of an example may be very different from the regular one.

In this paper, we propose a simple yet powerful unsupervised adversarial
example generation framework (UAEG for short) to tackle the above problems.
The intuition of the proposed framework is to maximize the distribution diver-
gence of the DL-generated representations of the regular examples and adver-
sarial examples while minimizing the dissimilarity of regular examples and their
corresponding adversarial examples in their original space. By maximizing the
distribution divergence in the representation space, adversarial examples will
show different behaviors in the downstream tasks; thus, the adversarial exam-
ples generated by the proposed framework can mislead various classification tasks
on the same deep learning networks. Furthermore, maximizing the distribution
divergence does not dependence on label information. Consequently, the pro-
posed framework can generate adversarial examples in an unsupervised fashion.
By minimizing the dissimilarity between regular examples and their correspond-
ing adversarial examples, the generated adversarial examples would camouflage
themselves to evade robust deep learning models or defense methods. In this way,
the proposed framework can generate more effective adversarial examples with
a higher probability of discovering the vulnerability of deep learning models.

The UAEG framework can be implemented for various types of data with
different distribution divergence measures and data similarity measures. In this
paper, we implement the proposed framework to an adversarial image genera-
tion method to demonstrate its performance. Specifically, we introduce mutual
information neural estimation (MINE) [2] as the distribution divergence mea-
surement. The MINE method could provide an approximate KL-divergence of
two distributions, which is differentiable for easy optimization. We adopt a L2

norm to derive the dissimilarity measure of images in their original space. The
L2-norm-derived dissimilarity has a good property that can highlight the signifi-
cant difference in an image matrix. As a result, minimizing the L2-norm-derived
dissimilarity of an adversarial example and a regular example will force the
adversarial example similar to the regular example in each pixel, which is hard
for human beings to recognize.

The contribution of this work can be summarized as follows:

– We propose a simple yet powerful adversarial example generation framework.
As far as we know [18,22], UAEG is the first unsupervised framework for
adversarial example generation, which proposes a general approach for vul-
nerability evaluation of deep learning models in various tasks.

– We implement the UAEG framework to an unsupervised adversarial image
generation method, namely UAEG-Image. The UAEG-Image method adopts
a novel distribution divergence measurement that seamlessly integrates into
the proposed framework to provide unsupervised learning ability. It also intro-
duces a L2-norm-derived dissimilarity measure catering to the data character-
istics of images, which camouflages adversarial examples to evade detection.
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Extensive experiments on well-known benchmarks show the superior perfor-
mance of the proposed method to generate effective adversarial examples for
vulnerability evaluation of deep learning models. Specifically, the adversarial
examples generated by the proposed method reduces the classification accu-
racy of a famous deep learning model, LeNet-5 [16], from 95.37% to 57.13% on
KMNIST [5], from 62.22% to 34.75% on CIFAR10 [13,14] (grayscale), and from
89.07% to 15.97% on FashionMNIST [25]. The above performance reduction
is even significantly large than the two state-of-the-art supervised adversarial
example generation methods [9,19].

The rest of this paper is organized as follows: Sect. 2 reviews the related work.
Section 3 introduces the proposed framework and its implementation. Section 4
presents the experiments and analyzes the experimental results. Finally Sect. 5
concludes this paper and discusses some promising directions that can be worked
in future.

2 Related Work

2.1 Adversarial Examples

After the phenomenon of weakness in the DL-based image classifier model [23]
was found, more and more similar situations arose quickly in other fields [4,12,
17,24], although similar threats have existed mentioned in the work [18]. We
take image classification tasks as examples like the work [23] to show adversarial
examples. Given an image sample x, the purpose is to find another image sample
x′, which is similar to x and satisfy Eq. (1). The x′ is an adversarial example,
and η presents the perturbation. The ‖ · ‖2 presents the Euclidean norm, which
can measure the distance between x and x′. Minimizing the distance means
maximizing the similarity between x and x′. The metric of distance(or similarity)
is not limited to ‖ · ‖2. It can be other methods depending on the circumstance
of a study. Let C(·) notes the classifier, which outputs the label of input. In
our work, we still pay attention to neural networks based image classification
models.

minimize ‖η‖2
s.t. η = x − x′ , C(x) �= C(x′) , x′ ∈ [0, 1]n

(1)

2.2 Adversaries Capabilities

According to the degrees of the knowledge of DL models which adversaries can
get, adversaries capabilities can be divided into three kinds of situation. In the
white-box case, the adversaries can get all knowledge of a DL model, such as
specific structure, hyper-parameters, weights/bias of the model, also the adver-
saries have the full right to operate the training data. In the black-box case, the
adversaries can get no knowledge at all. They can only use their inputs and the
outputs corresponding to the DL model. In the semi-black-box case, which is
between in white-box and black-box, the adversaries can get partial knowledge
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of a DL model or only can get the training dataset. Considering we leverage our
framework on image classification tasks and need to capture the feature of the
images through a pre-trained neural network classifier, hence our experiment is
under a white-box scenario.

2.3 Methods of Generating Adversarial Examples

Fast Gradient Sign Method. Also called FGSM [9], given an input image x,
this method utilizes Eq. (2) to generate adversarial example x′, where y is the
label associated with x, J(x, y) is the loss used to train the classifier, ∇xJ(x, y)
is the gradient of J(x, y) w.r.t. x, ε is a hyper-parameter to adjust the size of
perturbation. This method is a kind of one-step method.

x′ = x + ε · sign(∇xJ(x, y)) (2)

Projected Gradient Descent. Compared with FGSM [9], PGD [19] perturbs
input image x many steps with small step size α. and it is a more potent variant
FGSM [9]. This method utilizes Eq. (3) to fabricate x′. The Γε is the operation
of projection, which limits the x′ in a ε size of the distance of x.

x′
t+1 = Γε(xt + α · sign(∇xt

J(xt, y))) (3)

Other Methods. There are also other types of methods to fabricate adver-
sarial examples, such as the Distribution-based methods [1,27]. These method
draw adversarial samples from a learned distribution that can mislead specific
classifiers.

2.4 Mutual Information and MINE Method

Mutual information (MI) is a measure in Information Theory, which can be
used to reveal the uncertainty or dependence between random variables. The
Eq. (4) shows the mutual information which can be regarded as the information
contained in T about A. Where p(t, a) is the joint distribution of variables, p(t)
and p(a) are the edge distribution of variables.

I(T ;A) :=
∑

t∈T

∑

a∈A

p(t, a)log
p(t, a)

p(t)p(a)
(4)

I(T ;A) = EPT A
[Gδ] − log

(
EPT ⊗PA

[
eGδ

])
(5)

In one case [2], mutual information can be used to measure the similarity
between distributions, and the researchers proposed a method, namely Mutual
Information Neural Estimator (MINE), to estimate the KL-divergence of two
distributions which can be approximated to the MI value. The MINE [2] trains
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a neural network by a function as Eq. (5), which can approximate the MI value.
Where PTA stands for joint distribution and PT ⊗ PA for the product of the
marginals, Gδ is a mapping from T × A to R with the parameters δ. One of
our work is to calculate the similarity between distributions in the representa-
tion space. Therefore we use the MINE [2] method to measure the distribution
divergence.

+

Representation SpaceOriginal Space

data flow distribution flow

Fig. 2. The Architecture of the UEAG Framework. In this figure, xinput and xadv refer
to the original input and adversarial example respectively. Ω(·) stands for the neural
network to generate the perturbation η. Ml(·) presents the operation of getting the
feature representation x′

input and x′
adv, which follow the distribution of Pinput and

Padv respectively. Φ(·) presents a mertic in original space, and the Δ(·, ·) presents the
distribution divergence measure.

3 Methodology

3.1 The UAEG Framework

The UAEG framework considers the similarity of input data in original space and
the similarity of distributions of representations in representation space between
original input data and adversarial examples. Hence, it can be abstracted into
two parts to generate adversarial examples as Eq. (6), the first(left part) is about
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the original space part, the second(right part) is about the representation space
part, and the α and β are coefficients to balance the weight. As shown in Fig. 2,
UAEG works as follows.

minimize αΦ(η) − βΔ(Pinput,Padv) (6)

In the first part, UAEG focuses on increasing the similarity between original
input data xinput ∈ Dinput and adversarial examples xadv ∈ Dadv in original
space. Let η be the perturbation, the xinput add the η becomes the xadv. Hence,
minimizing the dissimilarity between xinput and xadv can be transformed into
minimizing the perturbation η. For the perturbation η, UAEG uses Ω(xinput)
to generate, the Ω(·) can be a neural network model. The Φ(·) presents a mertic
to measure the value of η. It can be L0, L2, L∞ norm, or others depending on
the specific situation.

In the second part, UAEG focuses on decreasing the similarity between the
distributions Pinput and Padv in representation space, which means maximizing
the distribution divergence. Hence, we use a minus sign in Eq. (6), and the Δ(·)
presents the divergence. Specifically, note that x′

input ∈ D′
input ∼ Pinput and

x′
adv ∈ D′

adv ∼ Padv. First, UAEG leverages Ml(xinput) and Ml(xadv) to get
x′

input and x′
adv respectively, where Ml(·) presents the extraction operation of

feature representations of the Model M(e.g., the l-th layer output of a target
DL-based model) corresponding to the input. While in practice, it is difficult
to identify the distributions specifically in representation space and find sub-
stitutions for them to compute the MI value or the divergence. Hence, UAEG
introduces the MINE [2] method to design and train a neural network which
could provide an approximate divergence of two distributions (Pinput and Padv).
Therefore UAEG can reduce the similarity between Pinput and Padv by maximiz-
ing the divergence through the MINE [2] method without knowing the specific
formalization of distributions. Maximizing the divergence means minimizing the
MI value between the distributions. Hence, Eq. (6) can also be written as Eq.
(7), where the outputs of the Ψ(·) presents the MI value.

minimize αΦ(η) + βΨ(Pinput,Padv) (7)

Through iterations, UAEG can fabricate adversarial examples under the two
parts of constrains above. Besides its novel perspective, UAEG has good expan-
sibility since it can be instantiated to a specific method by specifying its four
components Ω, Φ, M , and Ψ . We introduce an instance of UAEG next on image
classification tasks and formalization it namely UAEG-Image.

3.2 An UAEG Instance: UAEG-Image

UAEG-Image instantiates UAEG by a neural network which can be used to
image transformation task as the function Ω, a L2 norm metric function Φ, a
pre-trained image classifier model M based on the LeNet-5 [16] architecture. The
output of function Ml is the l-th layer output of the Model M and a designed
neural network S with the objective function Ψ of the MINE [2] method. After
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specifying these components, UAEG-Image can be formalized according to the
UAEG framework.

Formalize the UAEG-Image Method. In the first part, according to Eq.
(7), UAEG-Image focuses on increasing the similarity between original input
images xinput and adversarial examples xadv. UAEG-Image applies L2 norm as
the metric. Specifically, note that the η stands for the discrepancy between the
xinput and xadv, we transform the L2 norm operation from the target of xinput

and xadv to the target of η. Hence, we leverage the L2-norm-derived metric as
the function Φ to minimize the value of ‖η‖2. For the perturbations η in images,
UAEG-Image needs an operation that can make an input image to another image
in a different style(e.g., an image as perturbation) and keep the same size. This
kind of operation is similar to the image transformation tasks which transform
an input image into an output image in a different style [10,28]. Hence, UAEG-
Image utilizes the architecture of the network model in [28] as the function Ω(·)
to generate η. The formalization of this part shows in Eq. (8).

Φ(η) = ‖η‖2 (8)

In the second part, according to Eq. (7) and the MINE [2] method, it can
be formalized as Eq. (9). Sθ denotes a designed neural network S parametrized
by mapping Sθ: D′

input × D′
adv → R, and θ represents the weights and bias

of S. We can get samples (x′
input, x̃′

adv) of edge distribution Pinput ⊗ Padv by
shuffling the samples (x′

input, x′
adv) from the joint distribution PinputPadv along

the batch axis to estimate the expectations [2].

Ψ(Pinput,Padv) = EPinput adv
[Sθ] − log

(
EPinput⊗Padv

[
eSθ

])
(9)

Launch the UAEG-Image Method. Algorithm 1 shows the primary pro-
cess of the UAEG-Image Method. Specifically, we train the designed MINE [2]
network S through the objective function Ψ(Pinput,Padv) to get the MI value
according to Eq. (9). Then we fix the parameters θ of S, through minimizing Eq.
(7) to training the network Ω(·). We use the α and β as the hyper-parameters
to balance the weight. The t stands for a threshold of Φ(η) or Ψ(Pinput,Padv)
as a signal to adjust α and/or β. After repeating the steps above, we can get a
trained neural network Ω(·)(also can be seen as a function), which can be used
to fabricate adversarial examples from input images.

4 Experiments and Evaluation

We utilize the instance UAEG-Image with several experiments on image clas-
sification tasks to demonstrate the UAEG framework’s effectiveness and per-
formance. First, we show that the UAEG-Image method can fabricate effective
adversarial examples to reduce the accuracy of predictions of target classifier
on three datasets. Then we compare the UAEG-Image method with FGSM [9]
and PGD [19] in different parameters, which shows the UAEG-Image method is
better than other methods considering both the performance and visual feelings.
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Algorithm 1. The UAEG-Image Method

Input: Xinput = (x′(1)
input, ..., x

′(N)
input)(separated to N/m batches, each batch

denoted as Xinput), α and β(the coefficients of the objective function),
t(the threshold), γ(the iteration times for the network S training), n(the
iteration times for the whole training process).

Output: Ω(·)
1 for iteration = 1 to n do
2 repeat
3 /∗ Begain to train Ψ network ∗/
4 for iterS = 1 to γ do
5 η = Ω(Xinput)
6 Xadv = η + Xinput

7 clip Xadv to (0,1)
8 X ′

input, X ′
adv = Ml(Xinput, Xadv)

9 update Sθ ←
1
m

∑m
i=1 Sθ(X

′(i)
input, X

′(i)
adv) − log( 1

m

∑m
i=1 exp(Sθ(X

′(i)
input, X̃

′(i)
adv)))

10 end
11 /∗ Training Ψ network end ∗/
12 /∗ Begain to train Ω network ∗/
13 η = Ω(xinput)
14 Xadv = η + Xinput

15 clip Xadv to (0,1)
16 X ′

input, X ′
adv = Ml(Xinput, Xadv)

17 update Ω ← minimize αΦ(η) + βΨ(Pinput, Padv)
18 /∗ Training Ω network end ∗/
19 adjust α, β ← compare the threshold t with Φ(η) or Ψ(Pinput, Padv)

20 until all the batches are finished in one iteration;

21 end

4.1 Data Sets

There are three datasets used to train the classifiers respectively, the KMNIST
dataset [5], the CIFAR-10 dataset [13,14] and the FashionMNIST dataset [25].
We use the training set as the training data, then we get three pre-trained
classifiers(each classifier can be a target model M) correspondingly. Note that the
distribution of the images dataset with three channels is more complicated than
that with one channel in representation space. Hence, we transfer the CIFAR-10
dataset [13,14] from RGB to grayscale.

4.2 Parameter Settings

Function M . We utilize the LeNet-5 [16] neural network as the base of pre-
trained classifiers. The architecture (which shows in Table 1) consists of two
convolutional layers and three fully connected layers. We use all the training
data in each dataset to train the classifiers. For the KMNIST dataset [5], we
get 95.37% accuracy on the testing dataset. For the CIFAR10 dataset [13,14]
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Table 1. Architecture of pre-trained classifiers

Type of layers KMNIST&FashionMNIST CIFAR10 to Grayscale

Convolution(Relu) 5×5×6 (padding:same) 5×5×6

MaxPooling 2×2 2×2

Convolution(Relu) 5×5×16 5×5×16

MaxPooling 2×2 2×2

FullyConnected(Relu) 120 120

FullyConnected(Relu) 84 84

FullyConnected 10 10

Table 2. Architecture of the MINE network

Type of layers For three datasets

FullyConnected(For one input) 5

FullyConnected(For another input) 5

Add(Relu) 5

FullyConnected 1

(we transfer them into grayscale), we get 62.22% accuracy on the testing dataset.
For the FashionMNIST dataset [25], we get 89.07% accuracy on the testing
dataset.

Function Ω. In the work of [28], the architecture of making new images contains
two convolutional layers, 6 or 9 residual blocks and two transposed convolutions.
We use the same structure with six residual blocks to generate perturbations η
from input images.

Function Ψ . According to the MINE [2] method and the mapping of neural
network Sθ in Sect. 3.2, the architecture receives two inputs and output a real
number, which shows in Table 2. Therefore, in our work, after getting the rep-
resentations of input images and adversarial examples in representation space,
we send each input to a fully connected layer, then add the outputs of the layer
together, finally send the added result to a fully connected structure to get a
real number.

4.3 Effectiveness of Unsupervised Adversarial Example Generation

Experimental Settings. We randomly select N = 10000 samples from the
training dataset for 300 epochs, each epoch contains 10 batches, each batch
contains 1000 samples. We take a strategy to train the model function Ω and Ψ .
According to Eq. (7), we use LS presents the Ψ(Pinput,Padv), Lnorm2 presents
the Φ(η), and LG presents the αΦ(η) adding βΨ(Pinput,Padv). We first fix the
coefficient α of the LS and set the coefficient β of Lnorm2 a small value until the
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Fig. 3. Illustrations of the training loss of the UAEG-Image method over KMNIST,
CIFAR-10(grayscale), and FashionMNIST datasets.

LS tends to be zero or below a threshold t, then change α and/or β to a fixed
value gradually until the training process finished. In more detail, for KMNIST
dataset [5], we set α equals 30, β equals 0.01, and the threshold t is 0.25 as the
initial values. Once LS below 0.25, we begin to increase β 0.1 per batch from 0.01
to 1.51, once the Lnorm2 below 6.8, we begin to increase β 0.1 per batch from
1.51 to 3.51, once the Lnorm2 below 5.2, we begin to increase β 0.1 per batch
from 3.51 to 7.01, then fix the coefficients until the training phase finished. For
CIFAR-10 dataset [13,14], we transfer the original images to grayscale images as
our input images. We set α equals 10, β equals 0.01, and the threshold t is 0.25
as the initial values. Once LS below 0.25, we begin to increase β 0.1 per batch
from 0.01 to 1.51, then once the Lnorm2 below 6.8 and the iteration is more
than 15, we begin to increase β 0.1 per batch from 1.51 to 3.51, once the Lnorm2

below 5.2 and the iteration is more than 20, we begin to increase β 0.1 per batch
from 3.51 to 7.01, then fix the coefficients until the training phase finished. For
FashionMNIST dataset [25], we set α equals 10, β equals 0.01, and the threshold
t is 0.25 as the initial values. Once LS below 0.25, we begin to increase β 0.1
per batch from 0.01 to 1.51, once the Lnorm2 below 4.9, we begin to decrease α
0.1 per batch from 10.0 to 5.0, then fix the coefficients until the training phase
finished. The change of the loss function can be seen in Fig. 3. The loss curves
of LS and Lnorm2 show a downward trend. Because of the adjust of coefficients,
the LG curve does not always decrease, but after the adjustment, it also shows
a downward trend. The trend of the curves meets the optimization expectation
of our experiment.

Finding: UAEG-Image Generates Effective Adversarial Images in
Unsupervised Fashion. For the KMNIST dataset [5], UAEG-Image can make
the accuracy of the testing phase to 57.13% (pre-trained classifier is 95.37%) on
the 10000 testing data. We display partial results in Fig. 4 (a). For the CIFAR-
10 dataset [13,14], UAEG-Image can make the accuracy of the testing phase to
34.75% (pre-trained classifier is 62.22%) on the 10000 testing data. We display
partial results in Fig. 4 (b) For the FashionMNIST dataset [25], UAEG-Image
can make the accuracy of the testing phase to 15.87% (pre-trained classifier is
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89.07%) on the 10000 testing data. We display partial results in Fig. 5. The
results demonstrate that the adversarial examples fabricated by UAEG-Image
can efficiently reduce the accuracy of image classifiers’ predictions. From the
perspective of human visual perception, the perturbations can still be sensed in
the perturbed images on the KMNIST [5] and CIFAR10 [13,14] (to grayscale)
while it is barely perceptible in the perturbed images on FashionMNIST [25]. We
think there are three possible reasons. (i)Different image datasets have different
data distribution in representation space, making it easier for some datasets to
find a proper balance point in the training process. (ii)For some datasets, the
L2 norm may not be the optimal image similarity measure for human visual
perception. (iii)In the training process, the optimal balance point may not be
found, and the current result may be trapped in a local solution, which may be
related to the adjustment scheme of coefficients like α and β.

KMNIST Original Images
Acc:95.37%

(a)

2 2

3 3

9 9

3 3

3 3

6 6

5 5

8 8

4 4

(b)

2 3

3 4

9 1

3 6

3 7

6 1

5 7

8 7

4 0

KMNIST Perturbed Images
Acc:57.13%

CIFAR-10(grayscale) Original Images
Acc:62.22%

(c)

3 3

8 8

8 8

5 5

2 2

4 4

0 0

5 5

4 4

(d)

3 9

8 9

8 1

5 8

2 9

4 9

0 9

5 9

4 1

CIFAR-10(grayscale) Perturbed Images
Acc:34.75%

Fig. 4. The results of UAEG-Image over KMNIST and CIFAR-10(grayscale) datasets.
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Fig. 5. The results of UAEG-Image over the FashionMNIST dataset.

4.4 Effectiveness of Deep Learning Vulnerability Assessment

Experimental Settings. We compare the UAEG-Image method with two
state-of-the-art methods FGSM [9] and PGD [19], which also generate adver-
sarial examples to fool the pre-trained classifier. The pre-trained classifier is the
model function M in Sect. 4.2 on FashionMNIST dataset [25]. It is convenient
to use open source tools to recurrence the two methods to fabricate adversarial
examples, such as CleverHans [20], Foolbox [21], and AdverTorch [6]. We select
AdverTorch [6] framework with default parameters doing the comparative exper-
iments. Notably, to compare clearly, we adjust the ε of PGD method [19], which
clips the perturbations into (−ε,ε) to limit the size of distortion.

Finding: UAEG-Image Enables Better Performance on Deep Learning
Vulnerability Assessment Even Compared to Supervised Adversarial
Example Generation Methods. We do the comparative experiments among
UAEG-Image, FGSM [9], and PGD(with different ε) [19] methods on Fashion-
MNIST [25]. The comparative results are shown in Fig. 6. We mark the correct
class to the identified class under each image(e.g. 9→9). The (a) column images
are the original images without perturbations, and the (g) column images are the
images perturbed by UAEG-Image. From the (c) column images, although the
PGD method [19] with default parameters performs better in accuracy value,
the perturbations are very obvious than UAEG-Image. Hence we adjust the ε to
get the (d) column images, a comparative accuracy result with UAEG-Image,
while the perturbations are still evident. When we adjust the ε to reduce the
perturbations visually, which are the (e) and (f) column images, we find that the
accuracy increased than UAEG-Image. For the (b) column images, the FGSM
[9] can not generate perturbation for each image, even if add the perturbation, it
still apparent visually, and the accuracy is higher than UAEG-Image. Combine
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Fig. 6. Comparative results of different methods over the FashionMNIST dataset.

the two aspects(perturbations on the visual and the accuracy), UAEG-Image is
better than FGSM [9] and PGD method [19].

5 Conclusion and Future Work

This paper introduces a new framework UAEG to generate adversarial examples
and its instance UAEG-Image. They leverage original input data in original space
and the distributions of datasets in representation space to efficiently fabricate
adversarial examples to reduce the accuracy of the classifiers. Although UAEG-
Image works on relatively simple datasets, it obtains better performance com-
pared to its competitors. We are further studying more complex image datasets
such as three channels RGB images, or search for another metric way to measure
the similarity in original space.
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Abstract. The core of automatic text summarization technology is to
extract the main content of input text information, remove redundant
information in the text, and retain its core information to improve peo-
ple’s reading efficiency. However, a lot of research work on automatic text
summarization still focus on modeling the explicit information of the text
when extracting summaries, and the mining of hidden information is not
strong enough. In previous work, researchers tried to introduce neural
networks into automatic text summarization technology. The researchers
found that automatic text summarization through neural networks can
obtain hidden information in the text, but it is difficult for general neural
networks to process long text information. In the past two years, graph
neural networks (GNN) have begun to rise. Researchers have found that
through the application of graph structure, long text input has been
well processed, and can dig deeper into the hidden information in the
text, so that the quality of the generated abstract has been significantly
improved compared with previous studies. The introduction of GNN has
also greatly promoted the transition of automatic text summarization
from single-document summarization to multi-document summarization.
And GNN has played an important role in promoting the development of
automatic text summarization technology. In this article, we introduced
the application of GNN in the field of automatic text summarization
in recent years, summarized commonly used data sets and evaluation
indicators, and summarized and prospected the development trend of
automatic text summarization.

Keywords: GNN · Automatic text summarization · Extractive
summarization · Generative summarization

1 Introduction

Currently people can get the information they want from the massive network
data. Taking the text information as an example, the text information obtained
from the network is numerous and may be repeated, so how to process the rele-
vant text information more efficiently is a very important problem. Researchers
are beginning to explore the use of programs to automate the processing of text
information to generate concise content, known as automated text summaries.
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By reading the summary of text information, people can grasp the main content
of the text more quickly and efficiently, which can effectively improve reading
efficiency. The essence of automatic text summarization is that the output text
is much less than the input text on the premise of retaining the main information
of the text.

There are two main ways of automatic text summarization:

(1) Extractive automatic summarization method, which extracts keywords and
key sentences that already exist in the document, and then form a summary
that is fluent in writing and retains most effective information.

(2) Generative automatic summarization method, which extracts the semantic
information of the document by using neural network, and then regenerates
a summary with smooth writing and retaining most effective information.

Since the generative automatic summarization method is limited by the slow
development of information extraction technologies such as semantics, its effect
is to some extent lagging behind the extractive automatic summarization. There-
fore, in practical application, the more efficient extraction automatic summary
method is the mainstream method at present.

The extractive automatic summarization method believes that the core con-
tent of a document can be summarized by a certain sentence or a combination
of several sentences in the document. Therefore, the task of summarizing docu-
ments in extractive automatic summarization becomes to find the key sentences
in the text. The easiest way to deal with extractive automatic summarization
by computer is to sort. Sort based on the statistical results, calculate according
to the potential information of the word, such as the position of the word, give
each sentence a weight, and then sort the weights to select the most important
sentence. Based on the statistical sorting method, the application of document
information only stays at the surface information of words and sentences, and
the potential information is not deeply explored, but this method is simple and
easy to use. Sorting based on the graph structure, constructing a topological
structure map of the document content, mining its potential information, and
sorting words and sentences through topic models and other methods.

Generative automatic abstract mainly trains a large amount of text data
through deep learning, deeply mines the potential information in the text, and
generates a summary of the main content of the document by means of encoding
and decoding. Generative automatic summarization can generate summaries for
various texts. Influenced by the development of deep learning, the effect of cur-
rent generative automatic summarization can be compared with that of abstract
automatic summarization to a certain extent. However, due to the poor support
of neural networks for long texts, automatic summarization is not suitable for
comparing long texts, which is also a difficult point.

At present, most of the work on automatic summarization is still on single
document summarization, and the research on multi document summarization
will not have a great breakthrough until 2019. Especially after researchers began
to pay more attention to GNN, the problem of long text dependence has been
solved. According to different implementation methods, the development history
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of multi-document abstracts is briefly divided [18]. The first is extractive multi-
document summarization. At that time, researchers mainly use graph sorting
[30] and other methods to summarize multiple documents. The main content of
this method is to sort the sentences by comparing the importance of different
documents, and then select the most important sentences for combination. Next
is document compression. Researchers delete and compress documents based on
syntax or article structure to obtain multi-document summaries. During this
period, researchers proposed methods for sentence compression and sentence
fusion. Then there is the neural network-based approach, in which the researchers
train the model by introducing neural networks. In the early days, since there
was no publicly available large-scale data set in the field of multi-document sum-
marization, researchers usually deal with the task of multi-document summa-
rization on a model trained on single-document summarization. In this process,
in 2018, researchers published a multi-document summary large-scale dataset
Wikisum [20] containing 150W training samples. In 2019, researchers published
a medium-scale news-oriented multi-document summary data set Multinews [6].
The last stage is to make targeted adjustments to the neural network used for
multi-document summarization based on large-scale data sets.

Nowadays, deep learning is booming, with various kinds of neural networks
emerging in an endless stream, and the application of neural networks can be seen
in various fields. Among them, the research and application of neural network in
computer vision and natural language processing are more in-depth. With the
support of neural network, automatic text summary, as a downstream task of
natural language being processed, has been developed rapidly. Since 2019, GNN
has had a great influence in the field of computer vision, some researchers have
introduced GNN into natural language processing. After a period of research,
whether it is extracted automatic text summarization or generated automatic
text summarization, GNN can have a good influence on it, which greatly pro-
motes the development of automatic text summarization.

The contributions made by our paper are summarized as follows:

(1) We provide an overview of automatic text summarization based on GNN.
We describe in detail representative models.

(2) We summarized the resources on GNN-based automatic text summariza-
tion, including benchmark data sets and evaluation indicators.

(3) We analyzed the limitations of existing work and proposed some possible
future research directions.

In this paper, the second part introduces the development of GNN and the
related concepts of graph convolution network. The third part summarizes the
related applications of current GNN in the field of automatic text summariza-
tion, introduces several representative models. The fourth part summarizes the
widely used benchmark data sets and evaluation indicators. The fifth part dis-
cusses current challenges and suggests future research directions. The sixth part
summarizes the thesis.



126 R. Luo et al.

2 Research Background

2.1 The Development History of GNN

Since the concept of neural network was put forward, neural network has made
great progress. One after another neural networks with significant effects have
been proposed by researchers and continuously improved, including convolu-
tional neural networks (CNN), recurrent neural networks (RNN), deep neural
networks (DNN), adversarial neural networks (GAN), and so on. Among them,
Micheli et al. [22] proposed a graph neural network in 2009 to process data with
graph structure. However, the original graphical neural network has not received
much attention due to its limitations in representation ability and training effi-
ciency.

CNN is undoubtedly the most widely used neural network in computer vision
at present. The achievements made by CNN have opened a prelude to the further
development of deep learning. However, CNN also has a defect that it cannot
handle data with graph structure. Therefore, it is necessary to find another way
to deal with the data with graph structure. At the same time, with the devel-
opment of Graph Embedding technology, researchers put forward Deep Walk,
LINE, SDNE and other methods to be applied to network learning representa-
tion. These methods can effectively process the data of graph structure through
graph embedding learning the feature representation of nodes, edges, or sub-
graphs in the graph, which provides important inspiration for the proposal of
graph neural networks. However, graph embedding technology cannot achieve
the optimal situation in computing large-scale and more complex graphs.

With the increasing number of people studying convolution network, some
researchers put forward some new concepts about convolution of graph structure
data in previous years, put forward convolution network which can be applied
to graph structure. These methods are collectively called graph convolution net-
work (GCN) [13]. Bruna et al. (2013) [2] were inspired by the spectrogram
theory, proposed a neural network for graph convolution on this basis. Since
then, researchers have continued to improve and extend graph convolutional net-
works in Bruna et al. Because the spectrum method convolves the whole graph,
this method can’t deal with large-scale graph structure, so researchers began
to change their thinking and focus on the graph convolution network based on
space. The graph convolution network based on space collects the information
of adjacent nodes through the topological structure of graph, so it can convolve
some nodes of graph. Combined with sampling strategy, the calculation process
can be simplified, and the calculation objects can be reduced from the whole
graph to some nodes, thus improving the operation efficiency.

In the past two years, researchers have refocused their attention on graph
neural networks. As more and more researchers join, new structures of graph
neural networks are constantly being proposed. These new structures of neu-
ral networks are relative to the original graph. The representation ability and
training efficiency of neural networks have been greatly improved. The graph
attention network (GAT) [26] improves the information collection of the graph
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structure in the model by introducing the attention mechanism, and further
mines the hidden information of the graph structure.

2.2 The Basics of GCN

At present, most of the automatic text summarization involving GNN is devel-
oped and researched based on graph convolutional network, so it is very necessary
to understand the principle of graph convolutional network. Graph convolutional
networks can be divided into two types, the graph convolution network based
on spectrum and the graph convolution network based on space.

The GCN Based on Spectrum. In the graph convolution network based
on spectrum, the graph can be represented by a regularized Laplacian matrix,
where the graph is an undirected graph. For the feature vector x of each node
in the graph, the Fourier transform of the graph is performed on it, and it is
mapped into a standard orthogonal space. The formulas involved are shown in
Table 1. For input x, its graph convolution can be expressed as:

x ∗ Gg = F−1(F (x) � F (g)) = U
(
UTx � UTx

)
(1)

� means Hadamard product.
Therefore, the choice of G is very important for graph convolution network

based on spectrum. Graph convolution algorithms based on spectrum include
Spectral CNN, Chebyshev Spectral CNN, First order of ChebNet, adaptive graph
convolution network and so on.

Table 1. Formulas involved in graph convolutional networks

Formula Description

L = D − W The definition of Laplace matrix, where D is the degree
matrix of the graph, which is a diagonal matrix, and W is the
adjacency matrix of the graph

L = l − D− 1
2WD− 1

2 Representation of the standard Laplace matrix

L = U ∧ UT The standard Laplacian matrix is a real symmetric positive
semi-definite matrix, so it can be eigen-decomposed. This
formula is the eigen-decomposition of the standard Laplacian
matrix. Where L is a diagonal matrix, the values on the
diagonal are the sorted eigenvalues, and U is the eigenvector
matrix corresponding to the eigenvalues

F (x) = UTx Fourier transform

F−1(x) = Ux̂ Inverse Fourier transform
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The GCN Based on Space. The emergence of graph convolution network
based on space is affected by the convolutional operation of convolutional neural
networks on images. The difference is that the graph convolution network based
on space define graph convolutions based on the spatial relationship of nodes.
For graph convolution, a new representation of the node can be obtained by
aggregating the nodes in the graph with their neighbor nodes.

Like convolution kernel in traditional deep learning, in space-based graph
convolution, graph convolution operator is defined as:

h
(l+1)
i = σ

⎛

⎝
∑

j∈N(i)

1
cij

W (l)h
(l)
j

⎞

⎠ (2)

h
(l+1)
i represents the feature information of node i at the 1 + 1 layer; cij rep-

resents the normalization factor, such as the degree of the node; W (l) indicates
the direct weight of the node; h

(l)
j Indicates the feature information of node j at

the l layer.
When the graph convolutional network performs convolution operations, first

each node transfers its own feature information to all neighbor nodes, and then
each node integrates the collected feature information to obtain feature informa-
tion of a local graph structure, and then the activation function is added, and
the characteristic information of the node is nonlinearly transformed to enhance
the expressive ability of the model. Therefore, the key to the graph convolutional
network is to learn a function that can integrate the characteristic information
of the current node and its neighbor nodes.

3 Research Status and Hot Spots

3.1 The Preliminary Application of GNN in Automatic Text
Summarization

Before neural networks became a research hotspot, extractive summaries occu-
pied a major position in the field of automatic summarization. Using neural
networks, the effect of generative summaries has begun to match and even sur-
pass that of extractive summaries. The rise of graph neural networks has set off
a big wave in the field of automatic summarization. In 2018, Patrick Fernandes
et al. [8] proposed a hybrid model, in which the standard sequence encoder is
a graph neural network, and successfully applied the graph neural network to
sequence data with weaker structure and made extensive evaluation of three sum-
mary tasks in the literature. Based on the graph neural network, both extractive
automatic summarization and generative automatic summarization have been
further improved.

Earlier, most GNNs dealt with homogeneous graph structures, and the node
representation of such graphs was learned through models. However, when
the structure of the graph is uncertain or the processing object is a hetero-
geneous graph, the general GNN will have many problems during training.
Seongjun Yun et al. [31] proposed a new graph transformation network – Graph
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Transformer Networks (GTN) in 2019, which can learn effective node represen-
tation on graphs by identifying useful meta-paths and multi-hop connections.
This effectively solves the problem of learning node representation on uncertain
or heterogeneous graphs. This makes GTN quite comfortable with a wide variety
of documents when it comes to auto-summarization.

Fig. 1. GraphWriter model overview

Automatic summarization requires the system to identify important entities
in the input and their relationships, and to filter out redundant information. And
one of the key issues is to extract valid information across multiple sentences.
Through structured representation, effective information can be extracted across
multiple sentences, but extracting such effective information manually will con-
sume a lot of human resources. Rik Koncel et al. [14] used graph transformers to
extract features from the graph, and established an end-to-end trainable Graph-
Writer model, which can generate a complete paragraph through the knowledge
graph. Figure 1 is the architecture diagram of the GraphWriter model. Exper-
iments show that this graph-to-text end-to-end system can generate document
abstracts well.

3.2 GNN with Attention Mechanism

In the task of automatic summarization, the relationship between sentences
can be modeled in two ways, the first is a sequence model represented by
RNN(LSTM), and the second is a Graph-centered model. The sequence model
in the first way is difficult to capture the long-distance dependence of sentence
level when dealing with long texts, and the short-distance information of con-
text between adjacent sentences has great influence on modeling. In contrast,
the model based on graph structure pays more attention to global information,
which is undoubtedly very important for automatic summarization task.

At present, when extracting text information, much research only captures
the explicit information of text, such as sentence position, word nature, entity
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name and so on. Haiyang Xu et al. [28] connected the analytic tree of sentences
in the document with graphs and used stacked GCN to learn the syntactic rep-
resentation of documents. The model architecture is shown in the Fig. 2. From
sentence position, noun to syntactic representation, semantic structure, etc., the
text information that can be extracted by graph neural network is becoming more
and more abundant, including both explicit information and hidden information
of text, so the effect of automatic summary of generation is further enhanced.
Attention mechanism also played a significant role. In previous studies, atten-
tion mechanism played a dominant role in sequence generation model with its
outstanding effect and was used to improve the performance of abstract text
summarization.

Fig. 2. Overall architecture of the proposed model [28]

In previous work, attention mechanism is usually combined with CNN to form
a codec structure, which has achieved impressive results in abstract abstracts of
news articles. However, these methods do not consider long-term dependencies in
document sentences. The two papers published by Harvard NLP are both text
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abstracts about SEQ2SEQ, which introduce attention mechanism to optimize
encoder based on SEQ2SEQ to improve the effect of text abstracts. By combining
the attention mechanism and SEQ2SEQ, a good optimization result is obtained,
which provides a good reference for the follow-up study. Facts have proved that
the graph neural network with the attention mechanism does have a significant
improvement in performance [15,24].

3.3 Improved GNN for Encoding Objects

In previous work, researchers often used GCN for text generation, and proposed
many implementation methods. Among them, some methods are based on global
nodes (assuming that each node is connected to other nodes in the graph), but
this method does not consider the structure of the graph. Other methods are
based on local nodes (only a part of the nodes is connected) for calculation, but
these methods do not make good use of the global information of the graph.
For this reason, Leonardo et al. [23] proposed four models that can combine
global nodes and local nodes. The model architecture is shown in the Fig. 3. By
combining the two, it can be ensured that the model can model the entire graph
structure while acquiring the local graph structure information. The method is
tested on the datasets AGENDA and WebNLG, and the results are significantly
improved compared with the previous method, which proves the effectiveness of
the method.

Fig. 3. Schematic diagram of four models, which are called PGE, CGE, PGE-LW and
CGE-LW respectively from left to right [23].

Leonardo et al. proposed two methods to combine local graph structure with
global graph structure, and finally formed four models. These two methods are
parallel coding and cascade coding. Parallel coding firstly encodes the local graph
structure and the global graph structure respectively, and then splices them
together. Cascade coding is to carry out global graph coding first, and then take
the feature vector of global graph coding as the input of local graph coding, and
then get the result. In global graph coding, the features of all other nodes are
weighted and averaged first, and then multiple vectors are spliced in combination
with multi-head attention mechanism to get the final vector. Local graph coding
evaluates the features of all adjacent nodes by weight, and others are consistent
with global graph coding. At the same time, these two methods are divided into
hierarchical and non-hierarchical. Non-hierarchy is carried out independently,
and hierarchy is carried out in units of layers.
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3.4 Improved GNN for Graph Structure

A long time ago, graph structures represented by LexRank [5] and TextRank
were used in extractive automatic summarization tasks. LexRank and TextRank
take sentences as the basic unit as the nodes of the graph structure, and the edges
of the graph structure are the similarity between sentences as shown in Fig. 4.
After sampling the information of adjacent nodes, the importance is ranked by
unsupervised iteration. The most important sentences were selected from the
results and regrouped as the final summary. However, with this kind of graph,
it is difficult to determine the appropriate range when selecting the similarity
between sentences [3].

Fig. 4. LexRank structure diagram

Before 2020, when extractive automatic summarization extracts text features,
the position information of the sentence has a greater impact on the feature, and
relatively speaking, the content information of the sentence has a general impact
on the feature. For example, deleting modifiers, clauses, etc. in the input sentence
will not have a greater impact. Danqing Wang et al. [27] try to further introduce
word nodes based on sentences to enrich the graph structure, further clarify the
relationship between sentences through word nodes, and model heterogeneous
graphs to obtain abstracts. By introducing word nodes and iteratively updat-
ing word nodes and sentence nodes in modeling, the role of words in sentence
representation can be strengthened. The relationship between sentences can be
better established through word nodes, and the relationship between multiple
documents can also be established through word nodes. Thus, the HeterSum-
Graph model can be easily migrated from a single document summary to a
multi-document summary task.

3.5 GNN with Pre-trained Model

In 2018, the pre-training model Bert [4] attracted wide attention once it was
proposed. Bert model has a significant impact on NLP tasks, which makes many
researchers turn their attention to the field of pre-training. After that, researchers
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have applied Bert model and graph neural network to automatic text summariza-
tion, but the effect is not as obvious as expected. Because Bert model pre-trains
sentence pairs, not the whole document, it is not particularly effective in the task
of abstract generation for long texts. However, Jiacheng Xu et al. [29] proposed
a DISCOBERT model, which is a DISCOBERT based abstraction model for the
sensory neurons of a discourse. The model architecture is shown in the Fig. 5.
The author captures the long-term dependency relationship in the document
through a discourse graph based on Rhetorical Structure Theory (RST) tree
and co-reference relationship, and then encodes it using the graph convolutional
network. To better use the Bert model, the author did not choose the sentence
as the minimum selection unit, but the basic discourse unit (EDU), which is a
clause phrase unit derived from RST. By operating on EDU, the model is bet-
ter able to discard redundant information from the sentence, saving the main
underlying information in the sentence, and thus providing a more concise and
informative summary.

Fig. 5. (Left) DISCOBERT’s model architecture. The stackable speech graph encoder
contains k stackable DGE blocks. (Right) Architecture of each speech graph encoder
(DGE) block [29].

3.6 The Application of Graph Neural Network in Multi-text
Abstract

In the field of automatic text summarization, single-document summarization
has always been the focus of researchers’ attention, until recently, the GNN
has made great progress in the field of automatic summarization, researchers
began to pay attention to multi-document summarization. For multi-document
summary tasks (MDS), how to improve the long text representation capability
of neural networks is a huge challenge [7,32]. Unlike a single document summary,
the information gap between different documents in a multi-document summary
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task is large, or even completely unrelated, so it requires a stronger ability of
summarization and induction.

Therefore, how to model the relationship between documents is a very impor-
tant issue in MDS. Only by successfully extracting the relationship between
documents can key information and redundant information be effectively dis-
tinguished, which will directly affect the final summary [1]. Yang Liu et al.
[21] express cross-document relationship through a attention mechanism, which
allows information to be shared across multiple documents, thus effectively
extracting the relationship between documents. By constructing the graph struc-
ture, the relationship between documents can also be well represented [16]. Wei
Li et al. [18] proposed to apply three graph structures: semantic graph, dis-
course graph, and topic graph to the task of generating multi-document sum-
marization. Prior to this, these three graphs were commonly used in extractive
multi-document summarization tasks [17]. Experimental results show that the
quality of the result can be significantly improved by introducing these graph
structures.

Similarly, Hanqi Jin [12] and others regard documents, sentences, and words
as three semantic units of different granularities [19] and connect these semantic
units in a three-granularity hierarchical relationship diagram, as shown in Fig. 6.
A new multi-granularity interaction network is proposed to facilitate the learning
of monitoring all granularity representations. In the coding stage, the attention
mechanism is used to encode the relationship between the same semantic gran-
ularity and the hierarchical relationship between different semantic granularity.
Fusion gates are then used to integrate various relationships to update the seman-
tic representation. In the decoding stage, the extracted and generated abstracts
are trained simultaneously to improve the ability of the model to obtain key
information under different situations. It has become a hotspot for researchers
to capture the hidden information of text by constructing the graph structure.
According to the corresponding experimental results, the graph structure can
effectively capture the hidden information and provide strong support for the
generation of the final abstract, no matter it is a single document summary or
a multi-document summary.

4 Data Sets and Evaluation Criteria

We have made statistics on the common data sets in the previous work and listed
the publicly available data sets in alphabetical order, as shown in Table 2. The
size and complexity of data sets can be adjusted according to different practical
problems. BigPatent [25] includes 1.3 million records of American patent docu-
ments and written abstracts of human beings. DUC2004 uses news lines/paper
documents from TDT and TREC sets, which is an English data set that can be
used for testing. Gigawords is an English sentence abstract data set. By extract-
ing the first sentence and title from news reports, a source and abstract pair (i.e.,
the first sentence and title) is formed. The LCSTS [11] consists of more than
2 million authentic Chinese essays, each of which is provided with a summary,
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Fig. 6. Three-granularity hierarchy diagram

and the data is collected from Sina Weibo [10]. Newsroom [9] is a large data
set for training and evaluating summary system. It contains 1.3 million articles
and abstracts, which are written by authors and editors in the newsrooms of 38
major publications.

Table 2. Data set and its download address

Data set name Download link

BigPatent https://evasharma.github.io/bigpatent/

CNN/Daily Mail https://github.com/deepmind/rc-data/

DUC 2004 https://duc.nist.gov/duc2004/tasks.html

Gigaword https://drive.google.com/open?
id=0B6N7tANPyVeBNmlSX19Ld2xDU1E

LCSTS http://icrc.hitsz.edu.cn/Article/show/139.html

Multinews https://github.com/Alex-Fabbri/Multi-News

Newsroom https://summari.es/download/

Wikisum https://github.com/tensorflow/tensor2tensor/tree/
5acf4a44cc2cbe91cd788734075376af0f8dd3f4/
tensor2tensor/data generators/wikisum

At the same time, we also summarize some commonly used model eval-
uation standards, such as Rouge, MoverScore, BertScore and so on. Rouge
compares the abstract content generated by the model with a set of reference
abstracts prepared in advance and obtains the corresponding scores. Through
the scores obtained, the similarity between the automatically generated abstracts
and the real results is determined. Rouge can be roughly divided into four types:
ROUGE-N, ROUGEL, ROUGE-W and Rouge-s. BertScore obtains the sentence
context representation through Bert model, and then gets a score according to
the artificial design calculation logic, which is the similarity of sentences. Mover-
Score improves and innovates based on BertScore. Rouge is a classic evaluation

https://evasharma.github.io/bigpatent/
https://github.com/deepmind/rc-data/
https://duc.nist.gov/duc2004/tasks.html
https://drive.google.com/open?id=0B6N7tANPyVeBNmlSX19Ld2xDU1E
https://drive.google.com/open?id=0B6N7tANPyVeBNmlSX19Ld2xDU1E
http://icrc.hitsz.edu.cn/Article/show/139.html
https://github.com/Alex-Fabbri/Multi-News
https://summari.es/download/
https://github.com/tensorflow/tensor2tensor/tree/5acf4a44cc2cbe91cd788734075376af0f8dd3f4/tensor2tensor/data_generators/wikisum
https://github.com/tensorflow/tensor2tensor/tree/5acf4a44cc2cbe91cd788734075376af0f8dd3f4/tensor2tensor/data_generators/wikisum
https://github.com/tensorflow/tensor2tensor/tree/5acf4a44cc2cbe91cd788734075376af0f8dd3f4/tensor2tensor/data_generators/wikisum
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index, while BertScore and MoverScore are more scientific and effective as the
newly proposed evaluation indexes.

5 Future Outlook

In the past few years, graph neural networks have been used on a large scale and
have received extensive attention. In the field of automatic text summarization,
graph neural networks are also widely used. The core problem of automatic text
summarization task is that it is difficult to accurately capture key context infor-
mation from long text sequences through existing model conditions. However,
the application of graph neural network effectively solves this problem, and the
hidden information in long text can be captured by constructing graph structure,
which is reflected in recent research. Another mechanism that can help the model
capture hidden information is attention mechanism. By adding attention mech-
anism to the model, the ability of the model to deal with long texts can also be
greatly enhanced. In practical experiments, a well-constructed graph has better
ability to capture grammatical or semantic relations than attention mechanism,
but the combination of the two maximizes the ability to obtain comprehensive
and accurate context-dependent vectors. Therefore, a good graph structure com-
bined with an attention mechanism can become an important research direction
to promote the development of automatic summarization.

Some existing research improve the training effect by introducing the pre-
training language model. However, because the pre-training model is to pre-train
sentence pairs, it cannot adapt well to the information extraction of documents
in automatic text summarization. From the experimental results, there is only
a little improvement effect. But this can still provide researchers with certain
ideas. They can start with the pre-training model and improve the automatic
text summarization task to make the pre-training model more suitable for use on
the automatic text summarization task, thereby further improving the quality
of summary generation.

In addition, early researchers studied extractive abstracts and generative
abstracts separately. Now some researchers have noticed that the quality of long
text abstracts can be improved by combining extractive abstracts and generative
abstracts. No matter from which point of view, automatic text summarization
is always developing, and the quality of the generated summaries will be higher
and higher.

6 Summary

In this article, we have provided a detailed overview of automatic text abstrac-
tions based on GNN. We start with the research background of the graph neural
network and introduce the development process and related concepts of the
related fields. Then we also introduce the current application of graph neural
network in the field of automatic text summarization and list several represen-
tative models. We also summarize some widely used benchmark data sets and
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assessment indicators. Finally, we discussed current challenges and suggested
directions for future research.
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Abstract. This paper proposes a trainable fully convolutional, end-to-end crowd
head detector model, which is a single convolutional network architecture, apply-
ing for target bounding box prediction and classification tasks in images.Due to the
network structure, this model is very lightweight in terms of parameters, and needs
less calculation time andmemory space. Experiments showed that ourmodel had a
better overall average precision than some head detection benchmark algorithms,
and can achieve this goal by effective receiving domains of model’s network to
choose different anchor sizes. By testing on the classic head detection datasets,
it is concluded that our model can achieve a 0.69 AP result on the challenging
head detection Brainwash dataset, which is comparable to those head detection
benchmark methods. At the same time, the best result was achieved on the Holly-
woodHeads dataset. In addition to accuracy, our model also has the advantages of
less parameters, less computing time, and less storage space requirements. It has
a certain reference significance for making an intelligent monitoring system.

Keywords: Head detection · Target recognition · Crowd count · CNN · Effective
receiving domain

1 Introduction

Head detection in crowded scenes is an important issue in the field of computer vision. It
has a wide range of applications, such as intelligent monitoring. Crowd counting based
on head detection methods, comparable to previous crowd counting techniques based
on density map methods [1–3], can give more reliable and accurate results. It is not
always possible to get the correct location information and the final number of people
detected with the density map method, which will cause the detection results to become
unreliable and wrong. And non-detection targets are also judged as detection targets. In
the past, researchers have also proposed severalmethods for human head detection, using
different local context information [4–9]. As [6] proposed Human body segmentation to
locate the head of the person in the image. [10] trained a complex classifier based on the
cascade of improved integral features order to implement analysis-based head detection,
Marin et al. [9] first locate the upper part of the human body, then trained the DPM
[11] to detect the head in the upper part of the human body that has been positioned.
This method is to understand how “location” and “detection” are integrated in the video
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scenes. In recent years, many methods of head detector [7, 8] based on deep learning
are proposed. One of the best performing head detection models [7] extends the R-CNN
detector for head detection, using two contextual information prompts. The first type of
information prompt makes the global CNN model use the relationship between people
and target scenes. The second type of information prompt uses structured output tomodel
the relationship between the detected objects. These two types of prompt information
are combined in a joint R-CNN framework. There are two methods for head detection
[7, 9], both are used in the following scenarios: the average head size is larger and the
average head count is less. When these models are tried for head detection in crowded
scenes, it may not be applicable. Because the head detection situation in this scene
may be completely opposite, such as a smaller average head size and more average head
count.Without considering the combination of large size and density changes in previous
model design, the entire task of head detection in crowded scenes has become an urgent
problem that needs to be solved. The whole work of this paper is closely related to [8],
[8] proposes a method in crowded scenes, an anchorless detection framework for head
detection. This framework has RNN to use the information in the deep representation to
make predictions. Our paper proposes a structural framework for head detection, which
is especially suitable for head detection in indoor crowded scenes. Our model is based
on some conventional anchors, these anchors are based on the detection pipeline in the
Faster-RCNN [12] method, which are obtained by regularly tiling a set of prediction-
boxes with different sizes in the pictures. However, unlike Faster-RCNN, the two-stage
pipeline processingmode, ourmodel is different. The network structure of this article has
only one full convolutional network that can perform classification and bounding-box
prediction at the same time.

In this work, we have some contributions as following: (1) Propose a fully, end-to-
end trainable convolutional head detection model, which is based on effective receiving
domain in network, can systematically select the anchor size and achieve great detection
results in crowded scenes; (2) Our model needs low memory requirements and calcu-
lation time, and can be considered to install on an embedded device. Experiments have
shown that our model has achieved better results compared with other architectures, and
the test results on the challenging head detection datasets are better than some previous
benchmark algorithms.

2 Network Structure

2.1 Model Structure

Deep network architectures like [13–15] have the ability to learn “common features”,
which are very useful in various practical tasks. We first uses the pre-trained VGG-16
[15] model as the basic of our model Part. Remove the fully connected layer network
behindVGG-16, and then use the remainingweights as the starting point for new training
(see Fig. 1).
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Fig. 1. Network structure

After the pre-trained VGG-16 model, we added 3 new convolutional layers: (1) Use
the first convolutional layer to slide on the entire feature map to detect all positions on;
(2) Use the second convolutional layer to make regression prediction of the positioning
coordinates of the human head in the images; (3) The third convolutional layer combines
softmax for head classification to predict the score of the detected human head targets.
The second and third convolution layer both use 1 × 1 convolution kernels. After the
output of the regression network is transformed by the bounding box, the size and
displacement predictions obtained are converted into spatial coordinates. The number of
convolutional layer kernels used for classification and regression depends on each pixel
position’s (N) number of anchors.

2.2 Design of Anchor Size

These anchors are obtained by placing pre-defined proportional detection frames at reg-
ular intervals in the image. These anchors represent the size and position offset predicted
by the network in the target detection system [12].We select “effective receiving domain”
instead of “theoretical receiving domain” to choose the anchor size. It is pointed out in
[16] that each unit in the CNN network has two types of receiving domain, which are
theoretical receiving domain and effective receiving domain. Experiments prove that
theoretical receiving domain has only a few central pixels in the field are responsible for
triggering the neurons in the final output. The central area of the theoretical receiving
domain is the effective receiving domain. In the Conv5 layer of the VGG-16 network,
the theoretical receiving domain size is 228 pixels. Through experiments, we found it is
more suitable that anchors with scale ratios of 2 and 4 in practice use, which represent
the anchor size 32 × 32 and 64 × 64 respectively. The calculation method of anchor
size is: “convolutional layer step length” × “azimuth ratio” × “anchor scale ratio”, for
example, the step size of the Conv5 layer is 16. The anchor size is scaled down to 3.5
times of the theoretical receiving domain to match the effective receiving domain size.
The anchor size designed in this way helps to obtain good detection results, especially
in crowded indoor scenes with smaller human head size. This conclusion can be drawn
from experiment results.
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3 Training

3.1 Method

Use the pre-designed anchor scale ratio sets to train our model, and generate a set
of predefined anchors for each image after the data preprocessing stage. In the data
preprocessing stage, adjust the image size to 640 × 480 resolution, and then training
pictures are averagely cropped and normalized. Since there will be 4 max-pooling layers
before the Conv5 layer, we select 16 as the step size to cover the anchors. At the same
time, two sets of anchors are selected, whose sizes are 32× 32 and 64× 64 respectively.
There are 4 max-pooling layers before the Conv5 layer, the resolution of the feature
map obtained at the Conv5 layer is 40 × 30 (the resolution of the input image is 640
× 480). For each picture, 600 anchor points will be obtained (20 × 15 × 2), and for
each anchor point, the network will predict 4 regression coordinates through theConvreg
layer, and predict the probability scores of two detected heads through the Convcls layer.
Regression coordinates use the form of a scale, and move the anchor point to locate
the actual head position in the target scene, regardless of the situation where the anchor
point exceeds the image boundary. In order to label the anchors and train the network,
the whole training process must obey the following two rules: (1) regard anchors with
IoU (Intersection over Union) ≥ 0.7 as positive labels; (2) The anchor with the largest
IoU is regarded as a positive label. This work follows these two rules, because in some
cases, the first rule may not be able to mark some anchors as positive labels. Anchors
with IoU < 0.3 will be regarded as negative labels, and anchors that do not meet the
above two rules will be ignored and not be included in the training process. During
the training, only one picture is processed at a time. From the anchors that have been
assigned positive and negative labels, a total of 32 positive and negative label anchors are
selected at a ratio of 1:1. Throughout the experiment, the following conditions remained
unchanged: Non-Maximum Suppression (NMS) is used in the test process instead of the
training process. NMS is a post-processing technique used to filter out high overlapping
detection results. And NMS stipulates: if there are two IoU results are more than the
preset threshold, then these two detections will be suppressed to one. TheNMS threshold
is set to 0.3, and the following evaluation indicators are used: If the predicted bounding
box IoU of the real image is more than or equal to 0.5 [20], it is considered to be the
correct head.

3.2 Loss Function

The loss function used for model training is the multi-task loss function, similar to the
function defined in RPN [12] training. Its definition is shown in (1).

L({pi}, {ti}) = 1

Ncls

∑
i
A + 1

Nreg

∑
i
B (1)

A = Lcls(pi, p
∗
i ) (2)

B = p∗
i Lreg(ti, t

∗
i ) (3)
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where i represents the selected index of the anchor, the range is [0– 31]. pi is the number of
heads contained in the anchor i, p∗

i represents the predicted probability of the true label (1
or 0). ti is the parameterized coordinates of the predicted bounding box (including scale
ratio and translation size), and t∗i is the true value of the parameterized coordinates. These
parameterized coordinates are defined in the same way as [17]. Lcls means classification
loss, Lreg means regression loss. Lcls is at all anchors, but Lreg only calculates the
positive label anchors, so the p∗

i in front of the equation Lreg needs more attention.
Lcls uses cross-entropy loss, and Lreg uses the smooth-L1 loss defined in [17]. These
two losses are normalized by Nreg and Ncls, which represent the number of samples for
classification prediction and regression prediction, respectively.

3.3 Hyper Parameter

The basic model is initialized by the pre-trained VGG-16 model. VGG16 is trained on
the ImageNet dataset [18]. All the layers of the VGG-16 model and the new network
layer need to be retrained. The new network layer uses the randomweights sampled with
standard normal distribution (μ = 0 and σ = 0.01) to initialize. The weight attenuation
is set to 0.0005, and the entire model is fine-tuned by the SGD optimizer. During the
training, the learning rate is set to 0.001, and the model will be trained for 30 cycles
(about 320K iterations). After 10 training cycles are completed, the learning rate is
attenuated by a ratio of 0.1. The whole training process is carried out in the PyTorch
framework [19].

4 Experiment

In order to fully evaluate the model proposed in this article, we use the training set
(Brainwash, Hollywoodheads) of the corresponding dataset to train the model, and then
evaluate the performance of the model on the test set. Table 1 shows the comparison of
different benchmark methods with our model’s performance on Brainwash dataset. The
Brainwash dataset [8] was captured in crowded scenes with many human heads, and the
average head count reached 7.89.

4.1 Result on Brainwash Dataset

We use the test set containing 484 images on Brainwash dataset to evaluate our detection
model, and consider comparing the same benchmark methods with our method. These
benchmarks have been used in [8], that is, the OverFeat [21] method of the AlexNet
structure and the current advanced ReInspect [8] method. ReInspect has 3 variants,
using different types of loss functions, named L_fix and L_firstx and L_hungarian. Our
will be compared with all the methods mentioned above to evaluate its performance.
The following Table 1 gives a summary of test result.

As shown in Table 1, our model has achieved an AP result of 0.69, which is higher
than other three types of benchmark methods, and close to the performance of the best
method (ReInspect-L_hungarian).
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Table 1. Performance on brainwash dataset

Dataset Scenario Method AP

Brainwash Crowded scenes (7.89 avg. head count) Overfeat-AlexNet 0.61

ReInspect, L_fix 0.59

ReInspect, L_firsts 0.62

ReInspect, L_hungarian 0.77

Ours 0.69

4.2 Result on Hollywoodheads Dataset

To evaluate the performance of our model on the HollywoodHeads dataset, a new model
was retrained using the training set of the dataset. After training, test the performance of
the model on a test set containing 1297 images. At the same time, our model is compared
with the methods mentioned in [7], including the head detector method based on DPM
[22], the head detector method based on R-CNN [23], and the methods in [22] including
some variant versions named the local context model method (Context-Local), the local
+ global+ paired combined context model method (Context-L+G+ P), The following
Table 2 gives a summary of test result.

Table 2. Performance on Hollywoodheads dataset

Dataset Scenario Method AP

Hollywoodheads Movie scenes (1.65 avg. head
count)

DPM Face 0.37

R-CNN 0.67

Context – Local 0.71

Context Local + Global +
Pairwise

0.72

Ours 0.73

Compared with all benchmark methods, our method has achieved the best head
detection results. Compared with the method proposed in [22] and its variant methods,
it is still better than the best performing method in AP index about 1%.

4.3 Ablation Experiment

In order to prove that the anchor size set to our model is useful, we also carried out an
ablation experiment. In this experiment, three models with different anchor size were
trained on Brainwash dataset, including (1) 32 × 32, 64 × 64 (Default setting); (2) 64
× 64, 128 × 128; (3) 128 × 128, 256 × 256. These models are all trained with the same
hyper parameters. The following Table 3 gives a summary of test result.
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Table 3. AP results with different anchor size

Anchor size AP

32 × 32, 64 × 64 0.69

64 × 64, 128 × 128 0.53

128 × 128, 256 × 256 0.45

It can be seen from Table 3 that when the anchor size is 32× 32 and 64× 64, the best
AP results will be obtained, which proves the conclusion we proposed in the previous
sections that choosing the anchor size according to the effective receiving domain can
get better detection results.

5 Conclusion

In this work, we proposed a fully convolutional end-to-end trainable head detection
model based on anchors, which is suitable for head detection in crowded indoor scenes.
Our model is tested in the challenging head detection dataset (Brainwash) and achieve
an AP of 0.69, which is comparable to some previous benchmark methods. In the
future, we plan to improve our work by increasing the overall accuracy, especially in the
case of smaller head size, which may be done by combining from detection of various
convolutional layers.

Acknowledgments. This work was supported by the National Educational Science 13th Five-
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Abstract. With the rapid development of the Internet, the IP network
has become the infrastructure of human society and plays an important
role in life. However, the IPv4 network is criticized as it faces address
exhaustion problem. At the same time, there are many problems in the
IPv4 network in the process of practical use, such as routing table expan-
sion, fragile security, etc.

All these have prompted the network infrastructure to upgrade to
the IPv6 network. In order to measure and monitor the IPv6 network,
new methods and techniques are required as those tailored to the IPv4
network cannot be adaptively applied here. Active measurement can
obtain network path distribution and traffic-related information, thus is
commonly used in network routing behavior analysis, network topology
detection and visualization. To this end, the design of appropriate and
efficient active measurement method for the IPv6 network is an essential
issue that has been widely studied.

In this paper, we present a survey on the active measurement of
IPv6 network. A technique-based taxonomy is presented by introducing
and analyzing the tunnel discovery, address detection, network topology
discovery, and bandwidth measurement methods for the IPv6 network.
The paper also discussed the unsolved problems, challenges and future
research directions of IPv6 active measurement.

Keywords: IPv6 · Active measurement · Tunnel and topology
discovery · Address detection · Bandwidth measurement

1 Introduction

The Internet has become an essential infrastructure in our daily lives. As the
next-generation IP protocol, the IPv6 is designed by the Internet Engineering
Task Force (IETF) to replace IPv4. In early 1992, IETF put forward the idea
of a new generation of Internet address system. In 2003, IETF released the first
IPv6 network (i.e., 6bone network) used by the IETF IPng (IP Next Generation)
working group to test the IPv6 networks [27]. It mainly tests how to migrate the
IPv4 network to the IPv6 network. As a platform for problem testing, the 6bone
network includes realizing the IPv6 network protocol, the migration of IPv4 to
c© Springer Nature Singapore Pte Ltd. 2021
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IPv6 and other functions. Basically, IPv6 network shows seven aspects of advan-
tages compared with the IPv4 network: it has a larger address space, smaller
routing table, better header format, enhanced multicast support, Flow Control
[1], auto configuration support, and expansion of the protocol. As an ungraded
version, the IPv6 network is not forward compatible with IPv4 in nature, while
is compatible with some auxiliary Internet protocols, such as Transmission Con-
trol Protocol (TCP), User Datagram Protocol (UDP), Internet Control Message
Protocol (ICMP), Internet Group Management Protocol (IGMP), Open Short-
est Path First (OSPF), Border Gateway Protocol (BGP) and Domain Name
System (DNS) [2]. Development of IPv6 has gone through 20 years, along with
the investigation on effective measuring the IPv6 network indicators.

With the acceleration of the IPv6 network construction, two fundamental
problems emerge: 1) How to provide experimental and technical basis for net-
work technology research so that the next-generation network can better meet
the country’s needs has become a very important task [8]? 2) How to scientifically
evaluate the stability and reliability of the network requires correct measurement
of data such as delay, packet loss rate, and bandwidth reflecting network opera-
tion and performance?

As a traditional scanning method, active measurement technique obtains
network performance and behavior parameters by injecting specific measure-
ment messages into the network and analyzes the impact on the target network
and the resulting characteristic changes. With the injection of traffic, we are
expected to get impressive responses and certain performance feedbacks from
the network. In this way, end-to-end performance parameters between selected
network endpoints can be obtained in a convenient and flexible manner [3]. Mean-
while, active measurement strategy is known to be user-friendly since it does not
involve user traffic information that may affect user privacy [4]. However, active
measurement needs to inject additional measurement traffic into the network,
which increases the network load and affects user traffic [49]. From this point of
view, one should take balance between measurement utility and traffic burden
when performing active injection. Over the years, there have been several calls
from within the Internet measurement community to summarize the critical core
methods of network measurement to promote technological progress. Our study
finds inspiration in these prior works.

Although various application directions and methods for active measurement
can be found in literature, they are all aimed at a certain direction and there is no
comprehensive summary of active measurement technology. Active measurement
in IPv6 networks is the first step towards understanding the network model and
moving towards the future. In this paper, we present a comprehensive overview
of the active measurement research for IPv6 network. A technique-based tax-
onomy is described by introducing and analyzing the tunnel discovery, address
detection, network topology discovery, and bandwidth measurement methods for
the IPv6 network. We point out that this four aspects of measurement task are
essential for understanding the operating status and efficiently organizing IPv6
network. Meanwhile, we also provide open issues, research challenges, future
research directions, and potential areas for future research to promote IPv6
active measurement.
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The rest of this paper is consequently organized as follows. Section 2 intro-
duces IPv6 tunnel method. Section 3 introduces IPv6 address detection. Section 4
introduces IPv6 network topology discovery. Section 5 introduces IPv6 band-
width measurement. Open issues, research challenges, and future directions are
addressed in Sect. 6. Finally, the paper is concluded in Sect. 7.

2 IPv6 Tunnel Technology

Tunneling technology is used in the transition from IPv4 network to IPv6 network
and is a standard established for network convergence. It is essentially a multi-layer
superposition of the message header. Although it can enable the IPv4 network to
be interconnected with the IPv6 network, this dramatically reduces the network
forwarding efficiency because the message content must include two message head-
ers, regardless of whether it is IPv6-Over-IPv4 or IPv4-Over-IPv6 [50].

Discovery on the available tunnels is essential for establishing communication,
thus making it an important measurement task in the IPv6 network. In this
section, we first introduce the typical modes of IPv6 tunnel, then describe the
classic tunnel discovery technique.

2.1 Typical Modes for IPv6 Tunnel

The tunnel technology carries internal data packets across a specific network by
encapsulating outer packet headers. The commonly used encapsulation forms of
tunnels are mainly categorized into two types: 1) IPv6 data packets are directly
encapsulated into IPv4 packets, such as 6to4 and ISATAP; 2) IPv6 packets are
encapsulated into IPv4+UDP, such as Teredo and TSP. The main difference
between the two modes is that the method in which IPv6 packets are directly
encapsulated into IPv4 packets is generally used in public network environments.
In contrast, the method in which IPv6 packets are encapsulated in IPv4+UDP
can be used in complex environments such as NAT. The following two classic
tunnel technologies, 6to4 and Teredo, are taken as examples to study the above
two modes.

Directly Encapsulated. This mode treats IPv6 data packets as a part of IPv4
data packets, as shown in Fig. 1. Wherein, “Tunneled Packet” means the inner
packet and “Tunneling Packet” means the outer packet. Since IPv4 data packets
directly encapsulate IPv6 data packets, they can be easily identified and filtered
by routers. However, this mode is not suitable for complex network environments
such as NAT [9], since the required translation information is not filled in the
header.

The 6to4 tunnel is a typical tunnel of this model, including 4 entities:
6to4Host, 6to4Router, 6to4Host/Router and 6to4Relay. The 6to4Host takes IPv6
as a terminal and is located inside a network managed by a 6to4Router, which
is inside the system operated by the 6to4Router and generally does not have a
public network IPv4 address. The 6to4Router is the boundary device of the 6to4
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Fig. 1. IPv6 tunnel of directly encapsulated mode [50]

tunnel, which is on the edge of the IPv4 network and has a public network IPv4
address. It automatically configures IPv6 connections for 6to4Hosts inside the
network, encapsulates and decapsulates data packets and realizes the commu-
nication with other 6to4Routers or 6to4Relays. The 6to4Host/Router combines
the features of the 6to4Host and the 6to4Router and requires a public network
IPv4 address. The 6to4Relay is the connection point between IPv4 Internet and
IPv6 Internet. An example scenario of the 6to4 tunnel is shown in Fig. 2, where
two IPv6 hosts communicates on the IPv4 network using thetunnelling devices.

Fig. 2. Typical topology of 6to4 tunnel

Encapsulated into IPv4+UDP. In this mode, IPv6 packets are encapsulated
in the form of UDP+IPv4 headers. Due to the use of UDP protocol for encap-
sulation, it is not easy to be detected by routers and can be used in complex
network environments such as NAT. The packaging mode is shown in Fig. 3.
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Fig. 3. IPv6 tunnel of encapsulated into IPv4+UDP mode [50]

Teredo tunnel is one of the typical tunnels of this encapsulation mode, which
contains 3 primary devices: TeredoHost, TeredoServer and TeredoRelay. Teredo-
Host is an IPv6/IPv4 dual-stack terminal user that supports the Teredo tunnel
interface, which is generally set up inside the NAT subnet. TeredoServer provides
automatic address configuration for TeredoHosts, and at the same time offers
initial routes for TeredoHosts to other TeredoHosts or IPv6 networks. Tere-
doRelay provides real-time data forwarding service between TeredoHost and the
IPv6 network. Both TeredoServers and TeredoRelays are located at the IPv4
and IPv6 Internet connection points to encapsulate and decapsulate data pack-
ets. The Teredo network topology and device deployment location are shown in
Fig. 4.

Fig. 4. Typical topology of Teredo tunnel

2.2 IPv6 Tunnel Discovery Technology

The IPv6 tunnel discovery technology can generally be divided into active
detection technology and passive detection technology. Active detection tech-
nology is to speculate and confirm the existence of the tunnel by sending special
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destination data packets, and collect tunnel information; while passive detection
technology is mainly realized by combining network control and other technolo-
gies. At present, most tunnel discovery technologies are based on active detection.

Specifically, the IPv6-in-IPv4 tunnel discovery technology based on active
measurement uses the measurement point to actively send out data packets
with special targets to infer, confirm the existence of the tunnel, and collects
tunnel information to determine whether there is an IPv6-in-IPv4 tunnel. The
discovery of the tunnel goes mostly through the following processes:

1) Looking for Dual-Stack Nodes. Dual-stack node is a necessary condition
for the existence of IPv6 tunnel. The IPv6 network provides a multicast address
FF02::1. For datagrams with a destination address of FF02::1, all nodes (includ-
ing routers, hosts, etc.) in the link-local range will receive and process them;
besides, it also provides an FF02::2 address, for datagrams with the destination
address FF02::2, all routers in the link-local range will receive and process them,
but the host will ignore it. Therefore, searching for dual-stack nodes in the target
network can be achieved through the following two steps:

The first step is to send a data message to FF02::1. If there is no response, it
can be determined that the type of the target network is a pure IPv4 network and
there is no dual-stack node; if there is a response, then it can be determined that
the type of the target network is not IPv4. And the <IPv6 link-local address,
MAC address> address pairs of each node can be obtained, then proceed to the
second step.

The second step is to use ARP to poll all nodes in the subnet. If no response is
received, then it can be judged that the type of the target network is a pure IPv6
network, and there will be no dual-stack nodes. After further sending datagrams
to FF02::2, you can find the IPv6 router on the IPv6 network, and you can
also get critical information such as the subnet prefix announced by the active
detection router [10]. If the response is received, the type of the target network
can be determined to be the IPv6/IPv4 coexistence network, and then the <IPv4
address, MAC address> address pairs of each node can be obtained. Combined
with the <IPv6 link-local address, MAC address> address pair in the first step,
according to the uniqueness of the MAC address, the IPv6/IPv4 dual-stack nodes
in the target network can be found.

2) Speculate on the Existence of the Tunnel. Suppose there is a path from
sender A to receiver B, then each link on the path has an MTU value. If these
links are numbered in turn, the schematic diagram of the first link is shown in
Fig. 5.

Fig. 5. The i-th link on the path from node A to node B
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Assuming that the interface at both ends of the i-th link is X(i) and Y(i), and
the MTU value on the link is MTU(i), the path MTU discovery technology can
be used to obtain the MTU of each path from A to i are denoted as PMTU(i).
According to the definition of PMTU, we can have:

PMTU(i) = min(MTU(i), PMTU(i − 1)) (1)

Since IPv6 tunnel needs to encapsulate IPv6 packets, the MTU value on the
tunnel will be smaller than that of the lower-layer IPv4 network, which makes
different types of IPv6 tunnels have different MTU values. For IPv6 tunnels that
adopted directly encapsulation, the overhead of the encapsulation header (IPv4
header) is 20 bytes; for GRE tunnels, the overhead of the encapsulation header is
24 or 28 bytes. So, we can use such a PMTU variation relationship to speculate
whether there may be a tunnel on a path, namely, if PMTU(i) < PMTU(i−1),
and the value of PMTU(i) is a few special values, there may be a tunnel (X (i),
Y (i)) between port X(i) and Y(i).

3) Confirm the Existence of the Tunnel. Suppose it has been speculated
that there may be a tunnel between nodes A and B, and the IPv4 addresses of
A and B are known to be A4 and B4, as shown in Fig. 6. Then we can actively
send data packets to confirm the existence of the tunnel.

Fig. 6. Schematic diagram confirming the existence of the tunnel

First, an IPv6 tunnel datagram can be sent from an IPv6/IPv4 dual-stack
node Z to a known pure IPv6 node Y (assuming its address is Y6) in the IPv6
network through the IPv4 network. After the datagram arrives at node B, if
there is no tunnel between nodes A and B, then node B will directly discard
the datagram; if there is an IPv6 configuration tunnel between nodes A and
B, the datagram can pass the inspection of node B and be disassembled into
IPv6 Datagram by node B. Next, the IPv6 datagram is sent from node B to the
destination address Y6 via the IPv6 network. Finally, after node Y receives the
datagram, it sends an IPv6 response datagram, which is directly transmitted to
node Z via the IPv6 network. According to whether the third-party IPv6/IPv4
node Z has received the ICMPv6 response message from the pure IPv6 node
Y, it can be determined whether there is an IPv6 configuration tunnel between
nodes A and B.
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3 IPv6 Address Detection

Address detection is a technology that collects, counts, and analyzes network
information based on certain basic knowledge of network address allocation and
big data detection algorithms. This technology is of great significance to network
measurement. Through this technology, network information can be collected
more accurately and network vulnerabilities can be found.

The classic IPv6 address detection methods (non-violent scanning) is clas-
sified into active detection and passive detection as shown in Fig. 7. For active
measurement, it contains the technique based on DNS (Domain Name System)
data and the method based on seed address. The most crucial difference between
them is whether the collected address will be further analyzed, and a new address
will be generated for active detection [23].

Fig. 7. Classification of IPv6 address detection technologies [23]

In this section, we first briefly introduce the typical active detection methods,
then describe the seed address based address detection category in details.

3.1 Overview on Active Address Detection

Collecting IPv6 addresses through DNS is an effective method [11]. The form
based on DNS data mainly collects IPv6 addresses by actively sending DNS
query data packets [12]. Strowes [6] proposed a method of reverse-checking the



A Survey on the Classic Active Measurement Methods for IPv6 157

IPv4 address and then performing AAAA query to get the IPv6 address. Subse-
quently, Fiebig [13] et al. collected 2.8∗106 IPv6 addresses through further use of
DNS reverse lookup (PTR records). The advantage of collecting IPv6 addresses
through DNS is that many of them are addresses of devices that provide ser-
vices. Still, the disadvantage is that the number of IPv6 addresses discovered
is quite limited. Besides, Borgolte [14] et al. proposed a method of collecting
IPv6 addresses in combination with the security extension of DNSSEC (Domain
Name System Security Extensions) system. Still, in many cases, there are not
enough conditions for passive collection. In view of these problems, the detection
method based on the seed address is introduced.

Seed addresses are IPv6 addresses that have been or have been surviving
collected by researchers. By mining the inherent law of existing IPv6 address
allocation [16], this type of detection technology selectively generates new IPv6
addresses as the input of active scanning. Generally, it needs to rely on other
methods to provide IPv6 seed addresses as input to the algorithm, which can be
regarded as an extension of different ways. The detection method based on the
seed address can detect a large number of surviving IPv6 addresses in the vast
IPv6 address space, which is a very efficient detection method [17].

Seed-based address detection technology requires an existing IPv6 seed
address as input, and generates new IPv6 addresses that may survive through
modelling and analysis, thereby reducing the search space, and then verifying
these new IPv6 addresses through active detection whether to survive. There are
mainly the following classic address detection methods, and other methods are
derived from three methods.

3.2 Pattern-Based Address Detection

This method can be understood as finding the rules in the IPv6 address set; for
example, the IPv6 interface identification allocation method can be counted as
a pattern. Early IPv6 detection work is mainly to generate new addresses by
analyzing the rules that are easy to guess in IPv6, which can be combined with
some artificially set rules to achieve IPv6 address detection. These rules include
Low-Bytes, EUI-64 embedding, IPv4 embedding and so on [18], also proposed a
lot of standard IPv6 address generation methods. The idea of early IPv6 address
detection is to mine the typical characteristics of the 128bit IPv6 address itself
and guess the IPv6 address that is most likely to be used or allocated.

Many early types of research on the mining of IPv6 address rules were based
on experience to make artificial guesses and artificially set new regulations to
discover new IPv6 addresses. But the Pattern-based address detection technology
takes a different approach, which can automatically analyze the patterns of the
seed address set and generate new IPv6 addresses based on these patterns [17].
The core of Pattern-based address detection technology is a recursive address
generation algorithm. It starts with the bit set initially, and then every time a
new bit is added recursively to the pattern, the program stops when the bit that
is not included in the way reaches the set threshold [19]. The whole algorithm
mainly contains four links as follows:
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– Extract pattern: The final extracted design is the one with the most matching
seed addresses among all candidate patterns. In each recursive search process,
the value (0 or 1) in the pattern is determined according to the value of the
seed address in this bit.

– Reverse rule: the full recursive search is similar to a binary search tree.
– Initialization: initialization needs to specify X bits; X is a positive integer,

and the value is at least 1. The algorithm starts the search with a value of
2X to ensure that all possible search spaces are covered.

– Termination condition: if the number of bits that have not been added to the
pattern reaches the set threshold, the algorithm stops.

This research work created a precedent for heuristic IPv6 address detection
technology. Pattern-based address detection technology has two main advan-
tages: First, it can automatically mine the value of each bit of the address from
the seed address, avoiding the defects of human analysis, and can successfully
apply its method to new seed addresses in the collection. Second, the number of
addresses discovered by this technology is higher than that of violent scanning,
confirming the conclusion that the heuristic detection method for seed addresses
is better than violent scanning.

But Pattern-based address detection technology has strict requirements for
seed address sets. If the randomization of the seed address is severe, the hit rate
will be significantly reduced, which will seriously affect the effect of Pattern-
based address detection technology. Also, its most significant contribution is to
cause researchers to start thinking about using heuristic methods to analyze seed
addresses, looking for rules from known addresses to detect the unknown and
huge IPv6 address space.

3.3 Entropy/IP Address Detection

This is a method of automatically mining the seed address structure [20]. This
technology combines Shannon’s entropy of information theory, machine learning
and probabilistic graph models, and provides a solution to visualize the IPv6
address structure. Data visualization can help researchers to understand the
characteristics of IPv6 address sets as a whole. The address generation algorithm
of Entropy/IP address detection technology can be divided into three steps:

1) Shannon Entropy. Shannon entropy is used to solve the problem of quan-
titative measurement of information [21]. The calculation principle of Shannon
entropy is shown in formula (2). The value range of Shannon entropy is [0,1].
The higher the entropy value, the greater the uncertainty of the variable and the
more potent its randomness.

H (x) = −
k∑

i=1

P (xi) lbP (xi) (2)

Entropy/IP-based address detection technology calculates the entropy value of
each nibble in the IPv6 set.
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2) Address Segmentation. An IPv6 address has 32 nibbles (128 bits) in total,
this step combines the nibbles with similar entropy values into segments. The
equivalent threshold cannot be set too large or too small; otherwise, it will seri-
ously affect the correctness of the segmentation, so that the subsequent Bayesian
modelling effect is low.

3) Bayesian Network Modelling. The Bayesian graph model of the com-
plete address is constructed according to the conditional probability between
segments. This graph model describes the value of each segment and the con-
ditional probability of the value of each segment and the previous segment.
Finally, it is possible to randomly traverse the entire value space described by
the Bayesian probability model from the Bayesian network diagram, and select
the number of addresses set by the user as the target to be detected.

Entropy/IP technology applies Bayesian and information theory knowledge
to the field of IPv6 address detection for the first time, and proposes a heuristic
address production model that provides an effective method for visualizing IPv6
address structure. This technology also has a useful application in continuous
detection scenarios, because once Entropy/IP completes Bayesian modelling, the
next address generation part does not need to be remodelled.

Although this technology solves the IPv6 address structure visualization prob-
lem well and also has the characteristics of exploring the seed address from a global
perspective, the address hit rate generated by the algorithm is low. With the ran-
domization of the current address IID allocation method, this algorithm is likely
to have an entropy value close to 1 for the nibble calculation of the 64-bit part of
the IPv6 address, so the latter 64 bits may be modelled by Bayesian as a whole
segment or several segments, seriously affecting the effectiveness of the algorithm.

3.4 6Gen Address Detection

6Gen identifies the dense areas in the address value space from the seed address
set and select new address values in these dense areas to generate candidate
addresses that need to be scanned. The current seed address is also the most
likely value area of unknown address in the region with the densest values of
different nibbles. The core steps of the address generation algorithm for 6Gen
address detection technology are shown in Fig. 8.

Fig. 8. The core steps of the 6Gen algorithm [23]

6Gen uses the DBSCAN (Density-Based Spatial Clustering of Applications
with Noise) clustering algorithm for the set of input IPv6 seed addresses, which
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initially treats each seed address as a cluster. In the iterative process, the range
of multiple cluster representatives is continuously increased until the threshold is
reached. 6Gen’s address generation algorithm has two crucial concepts-clustering
range and density.

– Clustering range [22]: The clustering range is determined by all the seed
addresses of the cluster set at different nibble positions. There are two modes
of range definition: Tight and Loose. The difference lies in whether the nibbles
that deal with changes use the maximum and minimum values as the range
or [0-f] all possible values as the range.

– Clustering density: The clustering density is equal to the ratio of the number
of seed addresses in the clustering set to the clustering range.

6Gen address detection technology is a relatively successful technology that
applies the clustering algorithm to the IPv6 detection field. This technology
studies the potential address values in the IPv6 address space by characterizing
the relationship between the IPv6 seed address sets. The 6Gen address detection
technology first clusters existing IPv6 addresses to find the “area” where these
addresses are located and then searches for undiscovered IPv6 addresses in these
areas [24].

6Gen can discover more IPv6 addresses, and the hit rate of IPv6 address
detection generated by 6Gen on a smaller address set is higher than that of
Entropy/IP address generation technology. Another contribution of 6Gen is to
point out the problem of alias addresses and alias prefixes of IPv6 generated
addresses for the first time [25]. The existence of a large number of alias addresses
in the seed set will seriously affect the universality of the address generation algo-
rithm and will make the addresses generated by the algorithm “biased”, that is,
most of the surviving addresses detected are likely to point to the same inter-
face. For this reason, 6Gen proposes a simple random detection method to find
alias prefixes [6]. The design idea is straightforward and intuitive. Since a large
number of IPv6 alias addresses point to the same interface, a certain number of
addresses are randomly generated under the alias prefix. If it is detected as alive,
then these addresses are likely to be alias addresses, and this prefix is the alias
prefix. Because in 6Gen’s view, the IPv6 address space under a 64-bit prefix is
so huge, and IPv6 addresses are so sparse, it is impossible for these randomly

Table 1. Comparison of three detection technologies based on seed address

Detection method Pattern-based Entropy/IP 6Gen

Year 2015 2016 2017

Time consuming Fastest Medium Slowest

Core technology Recursion Bayesian network Clustering

Whether to consider aliases No No Yes

Visualization Weaker Stronger Weaker
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generated addresses to survive. However, the 6Gen algorithm itself is continu-
ously increasing the set of clusters, and there is a large amount of intersection
between each cluster set, which makes the memory consumption of the whole
algorithm relatively large. With the increase in the number of addresses, the
time consumed to detect addresses will increase exponentially [5].

4 IPv6 Network Topology Discovery

The active measurement method of network topology discovery is to randomly
send small detection messages to the network through the detection end, exam-
ine the delay characteristics of the messages in the network, use the link-state
statistical algorithm to get them active and idle status, and finally get the link
available bandwidth [26]. It can also analyze the traffic changes of each routing
node. Compared with the traditional packet pair method, this method is not lim-
ited by the maximum sending rate of the source node and has lower requirements
for data post-processing and filtering [15].

Network topology measurement should have the following characteristics: (1)
High efficiency, network topology discovery should be to obtain network topology
information in the shortest time and with the smallest network load; (2) Integrity,
network topology measurement should try its best to obtain the network The
relationship between nodes; (3) Accuracy, network measurement and generated
topology should be consistent with the real network topology.

4.1 Levels of Network Topology Discovery

According to granularity, the network topology can be divided into autonomous
system (AS) level topology, IP (or router) level topology. Different topology
types have corresponding topology discovery technologies [28].

AS-level Topology Discovery. The AS-level topology is a network topology
structure composed of autonomous system nodes and edges represented by BGP
connections [29]. In the AS-level topology diagram, a node represents an AS, and
the connection between nodes does not refer to the actual relationship between
routers but refers to whether there is a BGP session between AS. Although it
is only a coarse-grained topology, it is an essential means to study the Internet
model.

The classic techniques of AS topology discovery mainly include BGP routing
information analysis method and Traceroute detection method. The method
based on BGP routing information analysis constructs the AS-level topology
map through the AS-Path attribute information in the BGP routing table or
the BGP update message. The method based on Traceroute detection first uses
Traceroute detection to obtain the IP-level forwarding path, then maps the IP
address to the AS to which it belongs to obtain the AS-level forwarding path,
and finally merges the same AS nodes to obtain the AS-level topology.
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Router-Level Topology Discovery. Router-level topology is divided into
backbone network router-level network topology and access network layer topol-
ogy according to different research fields. The backbone router-level topology is
mainly a topology composed of routers in the backbone network. It can analyze
the operating status of the IPv6 network protocol and is of great significance
for studying the characteristics and evolution of the actual network. The access
network layer topology is mainly used for the discovery and management of the
access network layer devices (mainly routers) and the management of the IP net-
work. Specifically, it is necessary to discover the connection relationship between
routers, subnets, routers and routers, and routers and subnets [30].

Since the purpose of discovering the network layer of the backbone network
and the access network is different, the corresponding discovery methods are
also different. Backbone network topology discovery has a wide detection range
but requires low accuracy. It usually uses general protocols (UDP, ICMP, etc.)
to obtain topology information; access network topology discovery has a small
detection range, but requires high accuracy, and requires unique network man-
agement protocol (SNMP protocol, etc.) to obtain critical configuration informa-
tion of network devices (such as the number of interfaces, device names, routing
information, etc.).

The principle of the network topology discovery algorithm based on the gen-
eral protocol is to first send an ICMP echo request to an IP address in a specified
address space, determine the reachability of the devices in the network, and dis-
cover active nodes; then use Traceroute and depth-first traversal strategies to
detect the discovery. It uses ICMP timeout and unreachable port information
to find the routing information from the source node to the target node; finally,
analyze the obtained data to construct the network topology connection. The
basic idea of the SNMP-based network-layer topology discovery algorithm is
to start from the default router of the subnet where the network management
workstation is located, and obtain the information related to the network topol-
ogy in the MIB through the SNMP protocol, such as the subnet information
and the next hop in the routing table Information (IP Route Next Hop [31]);
Then, the breadth-first traversal method is adopted to traverse the routers in
the network, and the routers and subnets in the network are gradually discov-
ered downward. Finally, the information is analyzed and processed to obtain the
topology structure.

4.2 Hierarchical Topology Discovery Method

This algorithm separates the topology discovery of the backbone network from
the topology discovery in the subnets. It distributes them on different measure-
ment points to form a topology discovery structure of “management centre-
local agent” mode. The topology discovery program of the backbone network
is arranged on the management centre, which is responsible for discovering the
routers in the backbone network and the connections between them. Several
detection points are placed in the network (one detection point is arranged in
each subnet), each detection point has a local agent, and the topology discovery
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program of the subnet is set on the local agent, responsible for discovering the
nodes and configuration in the subnet information. The local agent reports the
topology information in the subnet and the connection relationship between the
local agent and the management centre to the management centre.

The specific principles and main functional modules of this method are as
follows:

– Local agent. The task of the local agent is to discover the local link address,
MAC address, node type (host or router), subnet prefix and the IPv6 address
hostname available to all nodes. An LA only manages one subnet; for a multi-
interface device, the function of each LA can only be bound to one interface.
A device can support multiple LA [32].
The operation of LA adopts two modes: active and passive [33]. Actively
obtain the local link address related to the MAC address by sending ICMPv6
and neighbour solicitation messages. The disadvantages are: there are conflict
domains and broadcast storm problems; it is impossible to obtain a global
IPv6 address. The passive method realizes the acquisition of link informa-
tion by monitoring the transmission of data on the subnet and intercepting
neighbour advertisement messages. The destination address of the neighbour
advertisement message is at least the global IPv6 address of a host in the
subnet. However, neighbour broadcast messages are sent regularly, and the
information of the local agent may not reflect the current information in the
subnet [35].

– Central manager. The task of the central manager is to collect the informa-
tion sent from the local agent, find the backbone network, and aggregate the
information to update the topology. The address of the management centre
is an IPv6 anycast address, and data packets sent to this address will only be
received by the first node (implemented by a specific routing strategy).

– Communication protocol. The information exchange between the local agent
and the management centre can be through a simple asynchronous UDP
protocol, or the trap mechanism(Trap Mechanism) of SNMP [34]. Using this
topology discovery structure can separate the discovery of the subnet part
from the entire system and distribute it on multiple detection points. By
using this topology discovery structure, the discovery of the subnet can be
separated from the whole system and distributed in various detection points,
each of point sends a group of multicast addresses to discover the address
information and host information of all nodes in the subnet. In this way, the
node information in multiple subnets can be obtained, which makes the results
of topology discovery more comprehensive and detailed. The Management
Centre (CM) centrally processes the subnet information sent by multiple local
agents and uses Traceroute to realize the structure discovery of the backbone
network, and then analyzes the topology of the entire network.

However, at present, there are still some difficulties in active measurement
of large-scale network topology, which can be summarized as follows [36]:

– Internet network is composed of many networks with different structures.
Different network devices and software are running in various networks. And
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for the consideration of security policy, various networks will set some filtering
rules, which bring difficulties to network topology measurement;

– Although most of the network node devices in the network support essential
services, these network devices are suitable for a foolproof topology discovery
method. However, some network devices in the network still do not follow
these due to security considerations. Resulting in insufficient integrity of net-
work topology discovery;

– Dynamic changes in the network. Now for a large-scale network, it may take
a long time to perform a topology measurement, and the detected topology
may be outdated, so the detection is meaningless;

– There is no real network topology data for verification. For security reasons,
operators are generally reluctant to disclose their network topology. At the
same time, network topology detection is also restricted by technology, law
and social factors, making the network topology detection technology not
mature enough.

5 IPv6 Bandwidth Measurement

Network bandwidth is a vital reference indicator for measuring network connec-
tion capabilities, and it is also the primary pricing basis for ISP (Internet Service
Provider) for Internet access charges. Because higher bandwidth usually means
higher data throughput and better service quality [37]. In this case, the appro-
priate measurement of network bandwidth has become a critical task. For users,
they need to know whether they have fully utilized their access bandwidth. For
ISP, they need to use network bandwidth measurement tools to understand the
real-time operating status of the network, and to find out the network congestion
points and underutilized links in time. For Internet applications, such as content
distribution system, streaming media system and multi-person video conference
system, we can change the bit flow rate adaptively by measuring the end-to-
end bandwidth to improve the program performance [38]. More importantly, it
can guide network protocol developers, adopt new algorithms to control routing
choices and formulate better congestion control strategies. Network bandwidth
can generally be divided into end-to-end path capacity, end-to-end available
bandwidth and nominal bandwidth. The basis of the network end-to-end path
capacity measurement method is single-packet technology and packet-dispersion
technology.

Ipv6 bandwidth measurement generally obtains the available bandwidth of
the link through the link busy or idle state. The detection end can actively send
a detection message with an IPv6 timestamp extension header to the network,
and record the current time of the router hop by hop [40]. After the detection
result is obtained, it can be processed by the link-state statistical algorithm to
eliminate the deviation caused by processing delay, propagation delay and router
clock distortion.
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5.1 Single Packet Technology

The single-packet technology is also commonly referred to as a VPS (Variable
Packet Size) technology. Its basic idea is to suppose a network path composed
of n links (as shown in Fig. 9), send measurement packets of different sizes from
the source node to the destination node, and obtain the difference between each
node in this path and the source node Time delay [41]. This delay can be OWD
(One Way Delay) or RTT (Round Trip Time). After analyzing the delay data,
the capacity of each hop link can be obtained.

Fig. 9. Single group technology measurement model [39]

The implementation of a single packet is easy, and the measurement work
can be completed without the cooperation of source and destination nodes. But
the disadvantage is also pronounced, first of all, it must meet the following basic
assumptions:

– The transmission time of a data packet is directly proportional to the packet
size and inversely proportional to the link capacity.

– Routers are all store and forward.
– All links are single-channel.
– No other network traffic on the transmission path causes measurement packets

to be queued.

However, the first and the fourth assumption are very difficult to achieve in
real life. In fact, the delay obtained in the measurement process should consist of
four parts: Processing Delay, Queuing Delay, Transmission Delay and Propaga-
tion Delay. Processing delay refers to the time required for the router to inspect
the packet header and decide where to direct the packet. Queuing delay refers to
the waiting time experienced by packets after entering the transmission queue.
Transmission delay refers to the time required for the router to push all bits of
the packet to the link. Propagation delay refers to the time required for a bit to
propagate from one router to another. Only the transmission delay is related to
the link capacity, and the existence of the other three delays will have an impact
on the available packet technology [7]. In addition, in the actual network envi-
ronment, background traffic always exists, and network managers or operators
cannot interrupt various services for measuring bandwidth.

In addition to the above reasons, single packet technology still has the fol-
lowing problems:
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– If the measurement adopts OWD, then both the transmitter and receiver
need to synchronize the clocks; otherwise, the accurate time delay will not be
obtained.

– If RTT is used for the measurement, during the measurement process, the
intermediate router may temporarily change the route of the measurement
packet due to some special reasons, such as congestion, load balancing, etc.,
which may cause the forward link and the reverse link asymmetry, which
increases the possibility of queuing measurement packets, and ultimately leads
to increased measurement errors.

– To find the narrowest link, it is necessary to measure each link one by one.
For paths with a large number of hops, this means that a large number of
measurement packets may need to be sent. This will bring a significant burden
to the network and may affect the regular business in the network.

Although the single packet technology has many shortcomings, it is usually
used in measurement tasks with few hops and low precision because of its sim-
plicity.

5.2 Packet-Dispersion Technology

Packet dispersion technology estimates the network path bandwidth by measur-
ing the time interval when the packet arrives at the receiver. According to the
different measurement indicators, it can be divided into packet-pair technology
and packet-chain technology [42]. The former is mainly used to estimate the
path capacity, and the latter is often used to estimate the available bandwidth,
that is, the maximum transmission rate that the network path can provide. This
section mainly introduces packet-pair.

Compared with the single packet technology, the most significant advantage
of the packet pair technology is that it does not need to consider the propagation
delay of the link, because, in the absence of background traffic interference, the
propagation delay is the same for all measurement packets [43]. Also, the packet
pair technology can measure the path capacity value of the entire path every
time two packets are successfully sent, while the single packet technology can
only measure the bandwidth of one link every time a packet is successfully sent.
So, when there are a large number of links on the path to be tested, the efficiency
of the packet pair technology is higher than that of the single packet technology.

However, the biggest weakness of grouping technology is that the background
traffic existing in the virtual network will have a massive impact on the mea-
surement, especially when the link utilization is high, the error will be unusually
large. If the two test packets originally sent back-to-back are inserted in the
middle of the transmission process, the time interval between the two packets
arriving at the destination will be longer than usual, resulting in the underes-
timation of the path capacity. This is time extension problem. If the previous
packet in the packet pair is blocked by the background traffic packet in front
of it, the time interval between the two packets to reach the target end will be
shorter than usual, resulting in an overestimation of the bottleneck bandwidth,
which is the problem of time compression.
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Table 2. Table of main bandwidth measurement tools

Name Measurement parameters Technology Send

Pathchar Link bandwidth Single packet UDP;ICMP

Clink Link bandwidth Single packet UDP;ICMP

Bprobe Bottleneck bandwidth Packet-dispersion ICMP

Nettimer Bottleneck bandwidth Packet-dispersion UDP

6 Open Issues and Future Directions

In this section, we discuss some open issues and research challenges that need
to be studied and addressed.

6.1 Open Issues

Limitations of PMTU Single Point Detection Method: If there are mul-
tiple tunnels with the same MTU on a path or a tunnel with a larger MTU value
behind one tunnel, this method can only find the tunnel closest to the survey
point [44].

Alias Address Problem: On the one hand, in terms of detecting the number
of IPv6 addresses, the alias problem is not big. Addresses that can be scanned by
ICMPv6 or even TCP80 can be regarded as surviving addresses [14]. However,
on the other hand, the alias prefix will affect the universality of the detection
algorithm based on the seed address, and the surviving addresses detected by the
algorithm are likely to be the addresses of the same interface on the network or
the same intermediate device response address. The detection algorithm based on
the seed address is highly sensitive to the seed address [45]. If the alias problem
cannot be adequately handled, the number of real IPv6 devices discovered will
be greatly reduced.

Ability to Deal with Randomization: In addition to IPv6’s last 64-bit alloca-
tion strategy, there are many random situations. With the continuous increase of
the IPv6 seed address set, its overall performance characteristics will inevitably
show randomness (assuming that all address spaces are used as seeds address set,
each bit of IPv6 has an equal probability of 0 and 1, and Shannon’s entropy is
all 1) [46]. This will make these methods of mining seed address features invalid
regularly, even ultimately.

Detection Methods based on Standard Protocols are Restricted: Under
IPv4, the activity of the devices in the subnet is mainly detected by exhaustive
Ping method. A class C subnet has 256 addresses to be detected. If the asyn-
chronous method is used, it only takes a few seconds to complete the scan, which
will not bring the network too much burdensome. The number of nodes in the
IPv6 subnet is quite large, and exhaustive detection hosts need to send about
200 billion ICMP response requests, which is unacceptable for any network.
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6.2 Potential Areas for Future Research

Heuristic with Feedback Methods: Most working algorithms are based on
seed address modelling and use the model to generate addresses, and then use
the generated addresses as the input of the scanner. These three parts are often
independent, but 6Gen gives people a perfect inspiration that scanning and
address generation can feedback to each other [47]. As a result, we can further
think about whether feedback can be applied to the modelling process, and
whether more optimized heuristic methods with feedback can be proposed.

Improve the Topology System: The vast IP address space will make the
algorithm face enormous challenges. The currently implemented IPv6 topology
discovery system still has many shortcomings. The design is relatively rough and
needs to be further improved, such as anonymous routers and redundant traffic.

Application of Machine Learning Methods [48]: Bayesian models and clus-
tering algorithms are all successfully applied in IPv6 active measurement. In
addition, whether some mainstream machine learning models in recent years can
be further used in the field of IPv6 measurement is still worthwhile to explore
the problem.

7 Conclusion

This paper analyzes the basic principles of IPv6 network measurement, compares
classic measurement models and algorithms, and systematically analyzes the new
features of the IPv6 protocol. A comprehensive overview of the active measure-
ment methods of IPv6 network in terms of tunnel discovery, address detection,
topology discovery, and bandwidth measurement is presented. By analyzing the
advantages and disadvantages of classic active measurement technology, we can
lay a good foundation for subsequent research on network active measurement.
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Abstract. Protocol Derivation System (PDS) supports syntactic derivations of
complex protocols that use cryptographic primitives. However, the PDS is only
applicable for two-party interaction protocols, which does not involve in the pres-
ence of a Trusted Third Party. In this paper, we proposed an extended PDS that
can support key agreement protocols using a Trusted Thirty Party by adding some
components, refinements, transformations and removing redundancy rules. A flow
chart of deriving security protocols based on the extended PDS is given. The flow
chart consists of two layers, the first layer is to get a raw protocol using components,
refinements, transformations, the second layer is to remove superfluous protocol
steps and improve protocol efficiency by removing redundancy rules. Finally, we
get the AOR protocol as an example to illustrate how to derive a security protocol
based on the extended PDS.

Keywords: Protocol Derivation System · Security protocols · Trusted third
party · Key agreement protocols · Components

1 Introduction

Security protocols are notoriously known to be difficult to get right. Designing error-free
security protocols that are impervious to attack techniques, such as freshness and inter-
leaving sessions (i.e. impersonation attacks, man-in-the-middle attacks, oracle attacks,
multiplicity attacks and other types of parallel session attacks) is an extremely challeng-
ing task [1, 2]. Many protocols proposed in the literature and many protocols exploited
in practice turned out to be flawed, or their well-functioning was found to be based on
implicit assumptions. Such as the Needham-Schroeder authentication protocol, initiated
a large body of work on the design and analysis of cryptographic protocols. In 1995,
Gavin Lowe published an attack on the protocol that had apparently been undiscovered
for the previous 17 years [3].

However, for security protocols, most of them are designed to meet specific appli-
cation environment according to actual needs based on the intuition and experience of
researchers. It turns out that designing security protocols based on experience and other
informal methods has security vulnerabilities.
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Formal methods have the characteristics of concise analysis process, and is rec-
ognized as an effective way to analyze the security of network protocols [4, 5]. For
this reason, researchers have been working on the use of formal verification techniques
to analyze the vulnerability of security protocols. A large number of formal methods
have been proposed, which including modal logic, theorem proving and model checking
[6–8].

In 2005, a framework (denoted DDMP framework) consisting of Protocol Deriva-
tion System (PDS) and Protocol Composition Logic (PCL) [9, 10] has been proposed
by Datta et al. PDS supports syntactic derivations of complex protocols, starting from
basic components, and combining or extending them using a sequence of composition,
refinement, and transformation operations [11]. PCL is a Floyd-Hoare style logic that
supports axiomatic proofs of protocol properties. The eventual goal is to develop proof
methods for PCL for every derivation operation in PDS, thereby enabling the parallel
development of protocols and their security proofs. Since the DDMP framework was
proposed, this method has been successfully applied to the formal analysis and security
proof of many protocols. Datta et al. described the deduction process of various proto-
cols in STS family, and successfully analyzed ISO-9798-3. Roy et al. [12] extended the
original PCL for the confidentiality of security protocol. Mitchell et al. [13] have suc-
cessfully analyzed industrial protocols such as SSL/TLS and Kerberos V5 using PCL.
Li et al. [14] proposed a PCL secure user authentication protocol named UCAP for
cloud computing. Zhang Junwei et al. [15] proposed a PCL secure and efficient group
authentication protocol named TSNP. PCL is an effective way to provide formal proofs
to the correctness of security protocols.

There is no doubt that DDMP framework has been successfully applied to a number
of industrial network security protocols. However, there are only a little improvement
on the PCL rather than PDS after the DDMP framework.

PDS for deriving security protocols consists of a set of basic building blocks named
components and a set of operations for constructing new protocols from old ones. These
operations can be divided into three different types: composition, refinement and trans-
formation. A component is used as a building block for larger protocols. For example,
the Diffie-Hellman key exchange and challenge-response component are basic com-
ponents providing the desired security properties. The composition operation combines
two sub-protocols. Parallel composition and sequential composition are two composition
operations. The refinement operation acts on message components of a single protocol.
The original PDS mainly aims at the design of two-party interaction protocols including
initiator and responder, without the existence of a Trusted Third Party. In addition, the
main set of operations for PDS is public key encryption [16]. Although Zhang Junwei
et al. [17–19] added some new components, refinements and transformation to the PDS,
their work mainly aims to derive the key exchange protocols in the Needham-Schroeder
family. Therefore, in order to derive key agreement protocols using a Trusted Third Party
in symmetric encryption environment, we intend to extend the PDS.

Our Contributions. In this paper, we study the extension of PDS to support the deriva-
tion of key agreement protocols using a Trusted Third Party in symmetric encryption
environment.
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1. Some components, refinements, transformations and removing redundancy rules are
added to the PDS. The extended PDS can carry out protocol design using combination
method based on symmetric encryption environment.

2. A flow chart of deriving security protocols based on the extended PDS is given.
The flow chart consists of two layers, the first layer is to get a raw protocol using
components, refinements, transformations, the second layer is to remove superfluous
protocol steps and improve protocol efficiency.

3. Deriving a key agreement protocol in symmetric environment is given as an example
to illustrate how the extended PDS supports the derivation of security protocols.

The rest of this paper is organized as follows. Section 2 introduces some preliminaries
about PDS and the defects of PDS. Section 3 gives the extension of PDS. In Sect. 4,
we give the detailed derivation of security protocols to illustrate how to derive protocols
based on the extended PDS. Section 5 concludes.

2 Protocol Derivation System and Its Defects

PDS is a useful method to design and generate security protocols syntactically, which
consists of a set of basic building blocks called components and a set of operations
for constructing new protocols from old ones. First, we give brief introduction about
components, operations and transformations, then the defects in PDS are presented.

2.1 The Explanation of Symbols

A, B, S: Initiator, Responder and Server (Trusted Thirty Party).
K: shared key. In symmetric encryption environment, the encryption key is the

same as the decryption key, which can be written as K = K−1.
Na, Nb: random numbers generated by A and B.
m: A message.
Kxy: the shared key Kxy between X and Y.
SIGX(m): A signature of m created by X.
X → Y: X sends a message m to Y.
p ⇒ q: block p is replaced by block q

2.2 Components

A protocol component consists of a set of roles (e.g., initiator, responder, server), where
each role has a sequence of inputs, outputs and protocol actions. Diffie-Hellman key
exchange and signature-based authenticator are basic components in PDS.

Diffie-Hellman Component, C1
The Diffie-Hellman protocol [20] provides a way for two parties to set up a shared key
(gir) which a passive attacker cannot recover. There is no authentication guarantee: the
secret is shared between two parties, but neither can be sure of the identity of the other.
The initiator and responder role actions are given below.
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I: generates random value i and computes gi (for previously agreed base b)
R: generates random value r and computes gr (for previously agreed base b)

In this component no messages are sent.

Signature-Based Authenticator, C2
The signature-based challenge-response protocol shown below is a standard mechanism
for one-way authentication.

I → R: m
R → I: SIGr (m)

It is assumed that m is a fresh value or nonce and that the initiator, I, possesses the
public key certificate of responder, R, and can therefore verify the signature.

2.3 Composition

The composition operation used is sequential composition of two protocol components
with term substitution. The roles of the composed protocol have the following structure:
the input sequence is the same as that of the first component and the output is the same as
that of the second component; the actions are obtained by concatenating the actions of the
first component with those of the second (sequential composition) with an appropriate
term substitution-the outputs of the first component are substituted for the inputs of the
second.

2.4 Refinements

Refinement R1 SIGX (m) ⇒ EK (SIGX (m)), where K is a key shared with the peer. The
purpose of this refinement is to provide identity protection against passive attackers
Refinement R2 SIG X (m)⇒ SIG X (HMACK (mIDX)), where K is a key shared with the
peer. While the signature by itself proves that this term was generated by X, the keyed
hash in addition proves that X possesses the key K.
Refinement R3 SIGX (m) ⇒ SIGX (m), HMACK (m, IDX), where K is a key shared with
the peer. This refinement serves the same purpose as R2.
Refinement R4 SIGX (m) ⇒ SIGX (mIDY ), where Y is the peer. It is assumed that X
possesses the requisite identifying information for Y, e.g., Y’s public key certificate,
before the protocol is executed. This assumption can be discharged if X receives Y’s
identity in an earlier message of the protocol.
Refinement R5 gx ⇒ gx , nx, where nx is a fresh value. The use of nonce enables the
reuse of exponentials across multiple sessions resulting in a more efficient protocol.
Refinement R6 SIGX (m) ⇒ SIGX (m), IDX , where IDX denotes the public key certifi-
cate of X. This refinement enables that the principals possess each other’s public key
certificates before the session.
Refinement R7 EK (m) ⇒ EK (m), HMAC K’ (role, EK (m)), where K and K’ are keys
shared with the peer and role identifies the protocol role in which this term was produced
(initiator or responder).
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2.5 Transformations

Message Component Move, T1
This transformation moves a top-level field t of a message m to an earlier message
m’, where m and m’ have the same sender and receiver, and if t does not contain any
data freshly generated or received between the two messages. One reason for using this
transformation is to reduce the total number of messages in the protocol.

Binding, T2
Binding transformations generally add information from one part of a protocol to another
in order to “bind” the two parts in some meaningful way. The specific instance of this
general concept that we use here adds a nonce from an earlier message into the signed
portion of a later message, this operation is illustrated as follows.

Cookie, T3
The purpose of the cookie transformation is to make a protocol resistant to blind Denial-
of-Service (DoS) attacks [21]. Under certain assumptions, it guarantees that the respon-
der does not have to create state or perform expensive computation before a round-trip
communication is established with the initiator.

To sum up, key agreement protocols using a Trusted Thirty Party differ from the
STS family and Needham-Schroeder family in the following characteristics.

1. Involvement of a Trusted Third Party. There are only the Diffie-Hellman compo-
nent and signature-based authenticator component in PDS, which can’t derive key
agreement protocols using a Trusted Thirty Party

2. Symmetric encryption. Due to the lack of components and operations to describe this
kind of encryption type in PDS, symmetric key exchange protocol can’t be derived
by PDS.

3. More interactive steps. Because of the involvement of Trusted Third Party and
symmetric encryption-based authentication, it’s necessary to remove superfluous
protocol steps and improve protocol efficiency by removing redundancy rules.
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3 The Extension for PDS

For the original PDS exists some defects, an extended PDS is proposed. Not only some
components and transformations are added in the extended PDS, but also some removing
redundancy rules which don’t exist in original PDS are proposed, the purpose of these
rules is to reduce superfluous protocol steps and improve efficiency.

3.1 Extended Components

Timestamp Component, C3

A → S: {A, B}Kas

S → A: (A, M, TS)Kas, (B, M, TS)Kbs

The client requests from the server. If the request information is encrypted and
intercepted by a third party to the request package, the request package can be used for
repeated requests. If the server does not prevent replay attack, the server pressure will
increase, and the use of timestamp can solve this problem.

Trusted Thirty Party Component, C4

A → S: A, B
S → A: Kab

A → B: Kab

This component is a basic framework for key agreement protocols with Trusted
Thirty Party. In this component, the initiator A sends his identity and B’s identity to
the server. Then the server responds with shared key Kab between A and B. Finally, the
initiator sends Kab to B. This component can provide key agreement but don’t ensure
authentication and confidentiality.

Challenge-Response Component, C5

C → R: NC

R → C: EK {m, NC}



178 K. Yang et al.

In contrast to signature-based authenticator component C2, this component is
encrypted by symmetric key and the request information is a random number rather
than message m. Using a series of Challenge-Response steps, which can provide user
authentication to some degree.

Three-Party Authentication Component, C6

A → B: A, {A, Na} Kas

B → S: {Nb, B}Kbs, {A, Na} Kas

S → B: {Na, Nb}Kbs

The three-party authentication componentC6 is a basic framework for key agreement
protocols using a Trusted Third Party. Because of the existence of Na and Nb, This
Component can ensure the authentication between A and B through a Trusted Thirty
Party.

3.2 Extended Refinements

Refinements are mainly for the cryptographic operation of messages in the protocol.
Without changing the number of messages or the structure of the protocol, the necessary
security attributes can be added to a message component by refinements.

There are seven refinements R1–R7 in the existing PDS system, which are mainly for
public key cryptosystem. The cryptographic refinement operations based on symmetric
key encryption are as follows.

Refinement R8: m → EK (m). The message m is encrypted by symmetric key K, no
one can decrypt message EK (m) unless the agent discloses its own private key. This
refinement can guarantee the confidentiality of message m to some degree.
Refinement R9: EK(m) → EK(m, X). The identity of X is added to EK (m), therefore
this refinement can prevent man-in-middle attack effectively.
Refinement R10: EK{Na} → EK(Na−1). Responding the message EK(Na−1) rather
than EK{Na}, which can refresh the random number Na and prevent reply attack
effectively.
Refinement R11: EK(X) → EK(X, Na). By adding the random number Na, this
refinement can prevent reply attack to some degree because of the freshness of Na

3.3 Extended Transformations

Symmetry, T8
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Changing Order, T9

Index, T10
To denote a run of protocol, we add a unique index to every step of transformed protocol.

Consistency, T11
Sometimes we need to ensure the consistency of shared key through key agreement
protocols, so the transformation T11 is proposed.

3.4 Removing Redundancy Rules

There are some redundant operations and items in redundancy protocol, which leads to
redundant authentication and affects efficiency. At the same time, the operation items
in the security protocol are too long, which will affect the efficiency, especially when
both agents use public key to achieve security properties. Therefore, we introduce the
following removing redundancy rules.

Cascade Connection, RR1
If there are multiple encryption structures in the protocol step i, and these encryption
structures use the same cryptographic algorithm and key, thus these can be combined
into one structure. The cascade connection is expressed in logical language as follows:
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Deleting Duplicate Information, RR2
If the same message appears twice in a protocol step, only one of them is retained. The
deleting duplicate information is expressed in logical language as follows:

Freshness, RR3
If the data items used to prove freshness in protocol step i (such as random numbers)
always appear at the same time as a data item with freshness in the protocol, then the data
items used to prove freshness can be deleted. The rule is expressed in logical language
as follows:

Plaintext, RR4
If a plaintextm appears in the encryption part of the protocol, the plaintextm is encrypted
first and then simplified by cascade connection RR1.

4 Deriving Security Protocols Based on the Extended PDS

Based on the extended PDS, we give a flow chart to derive security protocols. This flow
chart can be divided into two layers. The first layer is to get a raw protocol meeting
expected security properties. First, combining the basic cryptographic primitives, we
can get some components, which are the basic framework for different kinds of security
protocols. According to expected security properties, for example, the mutual authen-
tication or the key agreement between initiator and responder, choosing some correct
components and then getting a single step protocol. Next, based on the composition
rules, appropriate refinements and transformations, a raw protocol can be concluded.
The second layer is to remove redundancy and improve efficiency. Through removing
redundancy rules, a target protocol can be derived. The above steps are illustrated in
Fig. 1.

In order to better illustrate how to derive a security protocol based on the extended
PDS, we will derive a three-party key agreement protocol as a case study.

1. First, our objective protocol is a three-party key agreement protocol, so we choose
C4 as the basic component, which provides key agreement using a Trusted Thirty
Party.

2. Protocol P1 obtained by applying R8 to C4.

A → S: A, B
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Properties
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Fig. 1. The flow chart of deriving security protocols based on the extended PDS

S → A: {Kab}Kas, {Kab}Kbs

A → B: {Kab}Kbs

3. Protocol P2 obtained by applying T9 to P1.

A → B: A
B → S: A, B
S → B: {Kab}Kas, {Kab}Kbs

B → A: {Kab}Kas

4. Protocol P3 obtained by applying T10 to P2.

A → B: M, A
B → S: M, A, B
S → B: M, {Kab}Kas, {Kab}Kbs

B → A: M, {Kab}Kas

5. The goal of key agreement can be achieved by protocol P3 basically. Now we need
to add component C6 which provides mutual authentication between initiator and
responder. Protocol P4 obtained by applying C6 to P3.

A → B: M, A, {Na, A}Kas

B → S: M, A, B, {Na, A}Kas, {Nb, B}Kbs

S → B: M, {Kab}Kas, {Na, A}Kas, {Kab}Kbs, {Nb, B}Kbs

B → A: M, {Kab}Kas, {Na, A}Kas

6. We can learn that some messages are encrypted by the shared key, It’s necessary to
remove superfluous protocol steps and improve protocol efficiency. So protocol P5

obtained by applying cascade connection RD1 to P4.

A → B: M, A, {Na, A}Kas

B → S: M, A, B, {Na, A}Kas, {Nb, B}Kbs

S → B: M, {Kab, Na, A}Kas, {Kab, Nb, B}Kbs

B → A: M, {Kab, Na, A}Kas

7. Protocol P6 obtained by composition P5 and T8.
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A → B: M, A, B, {Na, M, A, B}Kas

B → S: M, A, B, {Na, M, A, B}Kas, {M, Nb, A, B}Kbs

S → B: M, {Kab, Na, Nb, A}Kas, {Kab, Nb, B}Kbs

B → A: M, {Kab, Na, Nb, A}Kas

8. Protocol P7 obtained by applying T11 to P6 .

A → B: M, A, B, {Na, M, A, B}Kas

B → S: M, A, B, {Na, M, A, B}Kas, {M, Nb, A, B}Kbs

S → B: M, {Kab, Na, Nb, A}Kas, {Kab, Nb, B}Kbs

B → A: M, {Kab, Na, Nb, A}Kas, {Nb}Kab

These above steps are shown in a flow chart Fig. 2.

C4 P1 P2 P3 P4

P5 P6 P7

R8 T9 T10 C6

RR1

P5,
T8 T11

Fig. 2. Deriving three-party key agreement protocol based on the extended PDS

The final protocolP7 is an AOR protocol, whose security properties have been proved
by PCL in reference [22].

Through the combinations and refinements of the basic components, the target secu-
rity protocol is obtained. Compared with a security protocol based on expert intuition
and experience, the target security protocol obtained in this paper is more secure to a
certain extent. Of course, to further ensure the security properties the target protocol, we
can provide logical proof for the security protocols based on PCL.

In additional, in order to illustrate the advantage of the extended PDS, we give an
overall comparison with Datta [9] and Zhang Junwei’s methods [17, 18].

Trusted Third
Party

Symmetric
Encryption

Removing
Redundancy
Rules

Timestamp Three-Party
Authentication

Datta × × × × ×
Zhang Junwei

√ √ × √ ×
This paper

√ √ √ √ √

Compared with Datta and Zhang Junwei’s methods, the main advantages of this paper
add a Trusted Third Party, removing redundancy rules and three-party authentication
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component, which support the derivation of public key or symmetric key protocols with
trusted third party. In addition, some removing redundancy rules are added in the PDS
in order to reduce redundant information and improve efficiency.

5 Conclusions

PDS is a useful method to design and generate security protocols syntactically. However,
the PDS is only applicable for two-party interaction protocols, which does not involve
in the presence of a Trusted Third Party. In this paper, we proposed an extended PDS
that can support key agreement protocols using a Trusted Thirty Party by adding some
components, refinements, transformations and removing redundancy rules. A flow chart
of deriving security protocols based on the extended PDS is given. The flow chart consists
of two layers, the first layer is to get a raw protocol using components, refinements,
transformations, the second layer is to remove superfluous protocol steps and improve
protocol efficiency by removing redundancy rules. We get the improved version of
Otway-Rees protocol as an example to illustrate how to derive a security protocol based
on the extended PDS.

In DDMP framework designed by Datta, PCL can provide logical proof for the
security protocols generated by PDS. But at present, PCL can’t support the logical
proof of every step in the PDS system. In additional, deriving different types of security
protocols supported by PDS is still our future work.
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Abstract. In the Internet of Vehicles, the delay requirements for real-time appli-
cations between vehicles are very high. When the vehicle is driving on the road,
it will inevitably exchange tasks by the Road Side Unit (RSU). After the vehicle
offloads the calculation task to the RSU, and leave the communication coverage
of the RSU, the vehicle will not receive the computing results of the offloading
task. The completion time of the task will increase, and this will reduce the safety
of the vehicle. In order to reduce the delay of task completion, A communication
structure for adjacent RSUs cooperation calculation is proposed, and an algorithm
based on the distance between the vehicle and the RSUs is introduced to solve
the remaining driving time of the vehicle within the RSU communication cov-
erage. The remaining time is used to screen out messages to control the number
of messages forwarded between RSUs. Finally, A test between non-cooperation-
RSU and cooperation-RSU scenes is performed and analyzed in OMNet+ +. The
results show the strategy proposed in this paper can reduce the task completion
time by 25%.

Keywords: RSU collaboration · Message forwarding · Task offloading · Vehicle
edge computing · Internet of Vehicles

1 Introduction

Nowadays, the development of smart cars is valued, especially with the development
of 5G, car functions become more abundant. It is hoped that cars can realize most of
the functions of smart phones, thus bringing convenience to our travel [1]. However,
in-vehicle applications and mobile phone applications have different requirements for
delay, such as natural language processing, intelligent driving [2] and the implementation
of cooperative traffic management systems, some of which require high delays. With the
development of cloud computing technology, the development of in-vehicle network has
attracted more and more people’s attention, and related technologies have slowly begun
tomature [3].Although cloud computinghas a lot of computing resources, itwill generate
high latency. For applications with low latency requirements, cloud computing can be
used to provide computing services, but for real-time applications, cloud computing

© Springer Nature Singapore Pte Ltd. 2021
K. He et al. (Eds.): NCTCS 2020, CCIS 1352, pp. 185–200, 2021.
https://doi.org/10.1007/978-981-16-1877-2_13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-1877-2_13&domain=pdf
https://doi.org/10.1007/978-981-16-1877-2_13


186 Q. Fu et al.

cannot be used [4]. The vehicle itself has certain computing resources, namely On-
board Computers (OBCs), but due to the high hardware cost of on-board computing,
increasing on-board computing resources will increase vehicle manufacturing costs [5].
Edge Computing (EC) refers to a technology that allows data processing at the edge of
the network and then returns calculation results. For example, smart phones are the edge
of wearable networked devices such as watches. The data calculation of these wearable
devices can be done by smart phones [6].

For the Internet of Vehicles, edge computing has led to Mobile Edge Computing
(MEC) and Vehicle Edge Computing (VEC). Mobile edge computing is proposed to
allow applications to run on the edge of the network, and it is characterized by low
latency and high bandwidth [7]. For the vehicle network, the edge of the network is the
RSU, and the computing resources of the RSU are limited. The use of MEC and cloud
computing in VEC can effectively solve the problem of insufficient RSU computing
resources. The vehicle uses the online unloading scheduling algorithm to determine
whether the computing task needs to be unloaded. If the vehicle decides not to unload
the task, the computing task is completed by OBCs. If the vehicle decides to unload the
task, it will send the task to the RSU. After receiving it, the RSU decides whether to
execute the task locally or send the task to the cloud server for execution [8].

In the VEC architecture, after the vehicle offloads the computing task to the roadside
unit R, it leaves the communication coverage area of R before receiving the returned
calculation result and reaches the communication coverage area of the next RSU. At this
time, because there is no communication between adjacent RSUs, the vehicle cannot
receive the R calculation result in time. The vehicle can only wait for the task request to
time out before unloading the task to the RSU again. This process will quickly increase
the completion time of the task. Vehicles traveling on the road will frequently switch
RSUs, and the message delay during the switching process cannot be ignored.

In order to solve this problem, a communication structure is introduced with the
cooperation between adjacent RSUs on the basis of the cooperation of the RSU and the
cloud server, and the adjacent RSUs are connected together through optical fibers. Since
not all calculation results of tasks have to be forwarded to adjacent RSUs, an algorithm
is also designed based on the distance between the vehicle and the RSU to solve the
remaining travel time of the vehicle in the current RSU communication coverage. The
purpose of this algorithm is to screen out messages that need to be forwarded to adjacent
RSUs. The algorithm calculates the remaining travel time of the vehicle in the current
RSU communication area. Through the remaining travel time of the vehicle, the RSU
can determine whether the vehicle can receive the calculation result before leaving its
communication area.

The remainder of this paper is organized as follows: In Sect. 2, the related works
are introduced. In Sect. 3, the proposed communication structure and algorithm are
discussed. In Sect. 4 the simulation is performed and analyzed. In Sect. 5 the paper is
concluded.

2 Related Works

Cloud computing technology is relatively mature. In recent years, people have pro-
posed mobile cloud computing in order to extend cloud computing technology to mobile
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devices. There are also many researches on mobile cloud computing. These studies are
dedicated to using different methods to solve the problem of computing offloading. If
too many mobile device users offload computing tasks to the cloud through wireless
access at the same time, serious interference is likely to occur between them, which
will have a great impact on the data transmission rate, thereby increasing the data trans-
mission time. Chen et al. [9] proposedto use game theory methods in mobile cloud
computing to perform computing offloading. Users can self-organize into mutually sat-
isfactory computing offloading decisions through games. Zheng et al. [10] showed that
mobile computing is a process performed in a dynamic environment and the mobile user
offloads the calculation of the wireless channel to randomly change. The article proposes
to express the unloading decision process of mobile users in a dynamic environment as
a random game.

Although cloud computing has a lot of computing resources, the delay caused by its
long-distance transmission is not negligible, and the connection with the cloud becomes
unstable due to the mobility of vehicles. In order to solve this problem, edge computing
began to get the attention of researchers. Edge computing installs computing resources
such as RSU at the edge of the network, thereby reducing the time for large amounts
of data transmission, thereby meeting the needs of real-time vehicle applications. The
research on edge computing is mainly to reduce the waiting time of computing offload-
ing and maximize the use of edge computing resources. Wang et al. [11] were dedicated
to using dynamic voltage regulation technology to jointly optimize communication and
computing resources, in order to achieve partial computing offloading to reduce applica-
tion delay and energy consumption. Tang et al. [12] proposed an optimized framework
for offloading from a single mobile device to multiple edge devices. By jointly opti-
mizing the task allocation decision and the frequency of the central processing unit of
a single device, the execution delay of the total task and the energy consumption of a
single device are minimized.

Although the edge device can quickly process the data generated by the vehicle,
it has limited computing resources and is far inferior to cloud computing. When the
data to be calculated is relatively large, the computing resources of the edge device
will be fully occupied, and other computing needs can only wait. In order to pursue the
best interests of the entire system, vehicles cannot arbitrarily apply for the resources
they need. Zhang et al. [13] In order to solve the problem of unloading transmission
becoming complicated due to the dynamic topology changes caused by the mobility of
vehicles, a cloud-based mobile edge computing offloading framework in the Internet
of Vehicles was proposed. The framework considered the heterogeneous requirements
of computing tasks and the mobility of vehicles. Wan et al. [14] uninstalled the com-
puting applications in the overloaded edge node to other idle edge nodes. The article
proposed a multi-objective optimization problem to select a suitable destination edge
node. The purpose was to minimize the unloading delay and unloading cost of vehicle
applications, and to achieve load balancing of edge nodes. Wang et al. [15] proposed
multi-access edge computing. Multi-access edge computing can meet the low latency
and high reliability requirements of corresponding programs in the vehicle network. The
author added a game method to multi-access edge computing and designed a revenue
function to determine the amount of computing resources each vehicle applies for. This



188 Q. Fu et al.

article proposes a multi-user non-cooperative computing offloading game. Based on the
game model, a distributed optimal corresponding algorithm is constructed to maximize
the utility of each vehicle.

Zhao et al. [16] proposed to combine MEC and cloud computing to perform col-
laborative computing, that is, cloud-assisted mobile edge. Cloud-assisted mobile edge
computing is a combination of mobile edge computing and cloud computing. Vehicles
can offload their own computing tasks toMEC or cloud servers for computing. By calcu-
lating the unloading strategy and resource allocation strategy, the vehicle decideswhether
to unload the computing task. Wang et al. [8] in order to improve the performance of the
vehicle edge system, online offloading scheduling and resource allocation algorithms
were proposed. Simulate the process of vehicles requesting computing resources as a
game process. In the game, each car will pursue its own best interests. Therefore, each
car will calculate the profit when requesting the resource to calculate whether it will
benefit from the request for the computing resource, so as to decide whether to request
the computing resource. This game process will eventually reach equilibrium, the Nash
equilibrium.

3 Proposed Solution

3.1 Cooperation Communication Architecture

This article selects the communication network architecture composed of cloud servers,
edge servers and vehicle nodes. In the highway scenario, it is proposed to communicate
and cooperate with adjacent edge servers to speed up task completion and reduce delay.
Edge server (RSU) uses optical fiber to connect adjacent RSUs to ensure that messages
can be forwarded between adjacent RSUs. RSU has certain computing resources and is
deployed on the roadside. Vehicles can apply for RSU computing resources to complete
their own computing tasks. Each RSU has a fixed communication range r, and the
communication coverage ranges of any twoRSUs do not overlap.Adjacent RSUs can use
the Infrastructure to Infrastructure (I2I) communication protocol to transmit messages.
Vehicle nodes will generate computing tasks, which can be completed by OBCs. If the
task requires large computing resources, the vehicle can offload the computing tasks to
RSU or the cloud to complete. The vehicle and RSU transmit data through the Vehicle
to Infrastructure (V2I) communication protocol. The cooperative working process of
adjacent RSUs is shown in Fig. 1.

In Fig. 1, when the RSU receives the task of unloading the vehicle, it must deter-
mine whether the vehicle can receive the return result before leaving the communication
coverage. This can be divided into two cases. The first case is that within the communi-
cation range of the roadside unit R, the vehicle offloads the calculation task to R. Before
the calculation result is returned, the vehicle leaves the communication coverage area
of R and reaches the adjacent RSU, causing the vehicle to fail to receive the returned
result. The second case is that the vehicle can receive the return result before it leaves
the communication coverage of R. When the first situation occurs, after R calculates the
result, it can only discard the result because it cannot find the received vehicle node.
However, since the vehicle has not received the result of the task, it can only unload the
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task again after waiting for a timeout time, which will increase the time it takes to com-
plete the task sharply. This paper uses the method of adjacent RSU cooperation to solve
the problem that the vehicle cannot receive the calculation result. The specific method
is that R forwards the calculation result to the adjacent RSU, and then the adjacent RSU
sends the calculation result to the target vehicle. When the second situation occurs, R
sends the calculation result directly to the target vehicle.

Fig. 1. RSU cooperating communication flow chart.

3.2 Cooperation Calculation Strategy

ResourceQueueModel.EachRSU has a limited communication bandwidth. In order to
improve its bandwidth resource utilization, we have designed a dynamically calculated
message queue for eachRSU. In this article, eachRSUhas designed twodynamic queues,
which are used to store messages from vehicles and messages from adjacent RSUs. The
message queue mainly depends on the arrival rate of the message task and the computing
power of the RSU. In this article, the two dynamic queues in the RSU adopt the M/M/s
queuing model, and s is the number of cloud servers or the number of adjacent RSUs.
Assuming that the average arrival rate of message m is a Poisson distribution of λm. The
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computing power of RSU is the exponential distribution of μi (i = 1, 2,…, s). Then the
service intensity of the M/M/s system is shown in formula 1.

ρmi = λm

iμi
(1)

To keep the system stable, must be less than 1, and the corresponding equilibrium
distribution is shown in formula 2.

πk =

⎧
⎪⎪⎨

⎪⎪⎩

(iρmk)k

k! π0, 0 ≤ k ≤ i − 1

ρmiii

i! π0, k ≥ i

(2)

where

π0 =
[
i−1∑

k=0

(kρmj)k

k! + iiρi
mi

i!(1 − ρmi)

]−1

(3)

The waiting time for the message m to be forwarded to the adjacent roadside unit is
as in formula 4.

tim = ρmi

λm(1 − ρmi)2
πi (4)

Remaining Time Calculation. In actual situations, not all calculation results of tasks
need to be forwarded to adjacent RSUs. Only those calculation results that cannot be
received need to be forwarded. In order to filter out the messages that need to be sent to
adjacent RSUs, this paper designs an algorithm to calculate the remaining travel time
of the vehicle in the current RSU communication coverage area based on the distance
between the vehicle and the RSU. According to the calculated remaining travel time,
RSU can filter messages that do not have enough time to return the calculation result
to the target vehicle, and then forward these messages to the adjacent RSU, and the
adjacent RSU will return the calculation results to the target vehicle.

The focus of this algorithm is to obtain the remaining travel distance of the vehicle
in the current RSU communication coverage area, and use the ratio of the remaining
travel distance to the vehicle speed to calculate the remaining travel time. We define the
distance between the vehicle u and the RSU at different times within the communication
range of the RSU as Du

VR = {
Du
VR1,D

u
VR2, · · ·,Du

VRn

}
.When the distance between the

vehicle and the RSU is shortened, it means that the vehicle is driving in the direction
of the communication coverage area of the RSU and is gradually approaching the RSU.
When the distance between the vehicle and the RSU increases, it means that the vehicle
is driving away from the communication coverage area of the RSU and gradually moves
away from the RSU. Set the communication coverage of RSU to a circle with a radius
of 500m. Since the road within the coverage of RSU communication is very likely to be
curved, it is difficult to directly calculate the actual length of the road. Therefore, when
the vehicle is driving away from the RSU communication coverage area, a point on the
road can be determined according to the vehicle coordinates, and then the tangent of
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the road at this point can be calculated. Calculate the remaining travel distance of the
vehicle in the RSU communication coverage area according to the tangent, so as to find
the remaining travel time. Since the vehicle will frequently send messages to the RSU
when the computing task is unloaded, when sending the message, the vehicle will send
both the current coordinates and the coordinates of the last message sent to the RSU.
The straight line represented by these two points can be approximated as a tangent to
the road S

When the vehicle is moving, we use (Xu, Yu) to represent the coordinates of the
vehicle u when sending a message to the RSU this time. Use (beforeXu, beforeYu) to
record the coordinates of vehicle u when it sent a message to RSU last time. According
to (Xu, Yu) and (beforeXu, beforeYu), a linear equation L can be obtained. Since the
interval between consecutive messages are very small, L can be regarded as the tangent
equation of the current road S at point (Xu, Yu). Let DRS represent the vertical distance
from RSU to this tangent equation. The communication circle of RSU will intercept a
part of the tangent line L as the chord, and use Ls to represent half of the chord length.
The visual representation of each variable is shown in Fig. 2.

In Fig. 2, the center of the circle represents the coordinates of the roadside unit R,
the road S within the coverage of the RSU communication is represented by a curve, and
the position of the car represents the coordinates when the vehicle sends a message. The
vehicle is driving towards point B along the road. The LVRU represents the distance from
the vehicle to the vertical intersection of the tangent line and the RSU, The Lru represents
the remaining driving distance of the vehicle u in the RSU communication coverage area.
The Rc represents the communication radius of the RSU, the communication radius of
the RSU is 500 m and theDu

VR represents the distance between the vehicle and the RSU.

Fig. 2. Visual representation of variables

This algorithmonly considers the delay required for the task completionof the vehicle
during the RSU switching process. Therefore, this algorithm only needs to calculate
the remaining travel time when the vehicle is about to leave the RSU communication
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coverage area. The calculation method of the remaining travel time of the vehicle in the
RSU communication coverage area is shown in formula 5.

tru = Lru
Vu

(5)

The tru represents the remaining travel time of vehicle u in the RSU communication
coverage area. Vu represents the current speed of the vehicle u.

Where

Lru = Ls − LVRu (6)

TheDu
VRi represents the distance between the current position of the vehicle u and the

currently communicating RSU. TheDu
VRi−1 represents the distance between the previous

position of the vehicle u and the currently communicating RSU. Formula 6 indicates
that when the distance between the vehicle and the RSU increases, it indicates that the
vehicle is driving in a direction away from the communication coverage area of the RSU.
At this time, it is necessary to calculate the remaining driving distance of the vehicle
within the RSU communication coverage area and calculate the remaining travel time.
The calculation method of the distance between the vehicle and the RSU is shown in
formula 7,where (XR, YR) represents the coordinates of RSU.

Du
VRi =

√

(X u − XR)2 + (Y u − YR)2 (7)

Let the equation of L be Ax+ By+ C = 0, Then the calculation method of DRS is
shown in formula 8.

DRS =
∣
∣
∣
∣
AXR + BYR + C√

A2 + B2

∣
∣
∣
∣ (8)

The calculation method of Ls is shown in formula 9.

Ls =
√

R2
C − D2

RS (9)

The calculation method of LVRu is shown in formula 10.

LVRu =
√

(Du
VRi)

2 − D2
RS (10)

The algorithm first obtains the current coordinates of the vehicle and the RSU,
calculates the distance between the vehicle and the RSU, and judges whether the vehicle
is approaching or away from the RSU by comparing the two distances before and after.
If it is far away, it means that the vehicle is driving away from the RSU communication
coverage area. Then calculate the remaining distance of the vehicle in the RSU, and
calculate the remaining travel time by the remaining distance. If it is close, it means that
the vehicle is driving toward the center of the RSU communication coverage area, and
the vehicle will continue to travel within the RSU communication coverage area for a
period of time. At this time, there is no need to calculate the remaining driving distance.
The algorithm flow chart is shown as in Fig. 3.



An Offloading Strategy Based on RSU Cooperation 193

Fig. 3. Algorithm for calculating the remaining travel time of the vehicle

Finally, according to the obtained remaining travel time tru, it is decided whether
the message is sent to the target vehicle or forwarded to the adjacent RSU. We use te2e

to represent the point-to-point delay of the message when the vehicle and the RSU are
connected stably.When tru is greater than te2e, it means that the target vehicle can receive
the returned calculation result before leaving the communication coverage area of this
RSU, and the calculation result is directly sent to the target vehicle node.

When tru is less than te2e, it means that the vehicle cannot receive the returned
calculation result before it leaves the RSU communication coverage area, and then
forwards the calculation result to the adjacent RSU, and the adjacent RSU sends the
calculation result to the target vehicle. Through the above steps, the messages that need
to be forwarded to adjacent RSUs can be screened out, thereby reducing the number
of messages forwarded between adjacent RSUs and reducing the bandwidth pressure
between adjacent RSUs. The execution process is shown in Fig. 4.

Delay Calculation Method. According to the basic network transmission model, it
can be concluded that the communication delay of tasks in the RSU cooperative com-
munication structure includes processing delay, transmission delay, queuing delay and
propagation delay. The communication delay calculation method for task m of vehicle
u is shown in formula 11.

tcum = tproc + ttrans + tqueue + tprop + m ∗ t
′
prop (11)
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Fig. 4. Algorithm for calculating the remaining travel time of the vehicle

Queuing delay and processing delay are determined by the network environment,
and transmission delay is determined by the size and transmission rate of the transmitted
packet.The tprop represents the propagation delay from the request sent to the result
received within the current RSU communication coverage. t

′
prop represents the delay

caused by the propagation of a message from the current RSU to the adjacent RSU.
When the message is transmitted from the current RSU to the adjacent RSU, the value
of m is equal to 1, and when the message is only propagated within the current RSU,
the value of m is equal to 0.

If the adjacent RSU is not communicating, the vehicle will leave its communication
coverage area after sending a task calculation request in the current RSU communication
coverage area, The vehicle can only wait until the time for this request is exhausted, and
then retransmit after timeout. At this time, the total time from the first transmission to
completion of the calculation request of this task includes two parts: point-to-point delay
and timeout retransmission time. The calculation method is shown in formula 12, where
te2eu represents the point-to-point delay of the task in the vehicle u.

tunsuc = te2eu + Timeout (12)
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4 Simulation Setup and Analysis

4.1 Simulation Setup

The simulation uses Simulated of Urban Mobility (SUMO) as a traffic simulator, and
uses OMNet++ to simulate the network. Use the veins framework to combine the two
platforms for use. The MAC layer of the framework is based on the 802.11 protocol and
is well developed. This study is divided into two scenarios for analysis. In one scenario,
adjacent RSUs are not connected, and in the other scenario, adjacent RSUs are connected
via optical fiber and can send messages to each other. The distribution of RSUs in the
two scenarios meets that the communication coverage areas of adjacent RSUs do not
overlap and are tangent. The important parameters of the simulation settings are listed
in Table 1.

Table 1. Simulation setting.

Settings Values

Max communication distance(m) 500

Number of vehicles 20/40/80

Speed of vehicles(km/h) 60/80/100/120

Number of edge servers 3

Number of cloud servers 1

te2e(s) 0.04

Simulation time(s) 180

4.2 Performance Analysis

We simulated the two scenarios several times and analyzed the simulation results. When
20 cars are added to the simulation scene and there is no collaboration between RSUs,
the simulation results are shown in Fig. 5. When the vehicle has a stable connection with
the RSU, the message delay is about 0.02 s. When the vehicle unloads the calculation
task to the RSU and leaves the communication coverage of the RSU before receiving
the calculation result, the task delay will increase to between 0.11 s and 0.12 s. This is
because the vehicle does not get the result of the task calculation at this time, causing
the vehicle to wait for a timeout and retransmission time before sending the calculation
request for this task again.
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Fig. 5. Task delay of different vehicles

When 20 vehicles are added to the simulation scene and the adjacent RSUs
collaborate, the simulation result is shown in Fig. 6.

It can be seen from the result that the message delay is about 0.02 s when the vehicle
has a stable connection with the RSU. When a vehicle arrives from an RSU coverage
area to an adjacent RSU coverage area and sends a calculation request, the task delay is
between 0.09 s and 0.1 s. Due to the cooperation between RSUs, the vehicle can receive
the task calculation result when it sends the task calculation request for the first time,
and the vehicle does not need to resend the task calculation request.

Figure 7 shows the number of messages that need to be forwarded by adjacent RSUs
when different numbers of vehicles are at different speeds during the effective simulation
time of 100 s. It can be seen that when the vehicle speed is from 80 km/h to 100 km/h,
there is a significant increase in the number of messages. Therefore, adjacent RSUs need
to be deployed to connect to each other in the road sections where the speed is about 100
km/h and greater than 100 km/h, so that the RSUs can cooperate to reduce the delay of
task processing.
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Fig. 6. Task delay of different vehicles

In these two scenarios, the article mainly compares the average delay of task com-
pletion when the vehicle leaves the communication coverage area of the current RSU
to reach the communication coverage area of the next RSU. Because the side vehicle
node cannot receive the calculation result of the task, the task completion time increases
sharply. In the second scenario, using the cooperation between adjacent RSUs, the vehi-
cle can receive the calculation result of the previous RSU in the next RSU, which can
effectively reduce the task delay caused by retransmission timeout. Therefore, when the
RSU is not cooperating, the task completion time includes two parts: retransmission
timeout delay and message point-to-point delay. Figure 8 shows the comparison of the
average time to complete tasks for 40 vehicles at different speeds.
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Fig. 7. Number of messages that need to be forwarded by adjacent RSUs

It can be seen from the simulation results that cooperative communication between
adjacent RSUs can reduce the time for task completion. The algorithm for calculating
the remaining time of the vehicle in the current RSU communication range based on the
distance between the vehicle and theRSU is effective. Comparedwith the scenariowhere
the RSU does not work together, the communication model and algorithm proposed in
this paper reduce the delay by 25%, which can greatly improve the performance of
vehicle applications.
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Fig. 8. Number of messages that need to be forwarded by adjacent RSUs

5 Conclusion

In order to reduce the delay of the task request of the moving vehicle during the RSU
switching process, this paper proposes a cooperative communication method between
adjacent RSUs. In this communication method, an algorithm for calculating the remain-
ing travel time of the vehicle in the RSU communication range based on the distance
between the vehicle and the RSU is proposed. The algorithm screens out messages that
need to be transmitted between adjacent RSUs, the purpose is to reduce the number of
data transmissions between adjacent RSUs, thereby reducing the network load between
RSUs and speeding up data transmission. In order to test the performance of the commu-
nication model and algorithm, this article uses SUMO to establish a traffic scene, uses
OMNet++ for simulation experiments, and establishes two different scenes for compar-
ison. The simulation result proves the feasibility and effectiveness of the cooperative
communication model between adjacent RSUs and the vehicle remaining driving time
algorithm in the current RSU.
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