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Abstract. In this paper authors propose a hybrid approach for semantic analy-
sis of text resources and documents in the Kazakh language. An overview and
difficulties of analysis for the Kazakh language are presented. The developed app-
roach consists of two main parts. The first definition of keywords (phrases) from
the text, and the second, based on the data obtained, will build an annotated sum-
marization of the text. To implement the first part of the approach, the TF-IDF
algorithm was applied to extract keywords and phrases from texts. The cosine
similarity of the sentence data in the Kazakh language was calculated to deter-
mine the similarity. With the help of certain similarities semantic links in the text
are determined. On the basis of the data obtained, the second part is performed -
the abstraction of texts. The number of annotations directly depends on the size
of the document. The linguistic corpus of the Kazakh language was collected for
carrying out experiments and calculations. A study of various approaches and a
hybrid approach for the semantic analysis of the Kazakh language was carried out.
The practical part was implemented in Python. The article presents the results of
experimental calculations.
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1 Introduction

The Kazakh language belongs to the Turkic group of languages and the agglutinative
class of languages, it has a complex morphological structure and a rich semantic vocab-
ulary. Unfortunately, at the moment, the Kazakh language is a low-resource language,
which hinders the development and conduct of scientific research. For the Kazakh lan-
guage, the problem of semantic analysis and identification of data or facts is relevant.
There are no universal approaches and methods that allow for high-quality semantic
analysis, to identify data and facts from texts, etc.

Computer semantic analysis is closely related to the problem of text understanding
by a machine. There are many interpretations of the concept “meaning of the text” and
the task of understanding it. For example, according to D. A. Pospelov [1], the system
understands the text entered into it if, from the point of view of a person (or a group of
experts), it correctly answers questions related to the information contained in the text.
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2 Related Works

There are various scientific approaches and methods for solving the problem of semantic
analysis for a particular language. Some of them will be presented below. Of course, no
software can replace the analysis that a human can think of. However, the programs that
are currently being developed can reduce the time spent on studying large databases. In
this regard, the work of the following programs for solving problems of semantic text
analysis is considered. Software offered by various manufacturers, such as Semantic
LLC, Tomita-parser (Yandex), Semantic Analyst JHON, SummarizeBot API, TextAna-
lyst 2.0, Galaktika-ZOOM, NLP ISA Natasha»Etc. is used in different subject areas and
for different languages [2-9].

For example, “Semantic LLC” is a program for editing unstructured text. The semi-
conductor line is graphically oriented, each node is a semantic element, and the walls
represent the elements of the elements. Each attribute of a node is of great importance,
the set of attributes depends on the type of element.

Tomita Parser (Yandex) is a program that allows you to extract facts from structured
text. Separation of facts is based on context-independent grammar rules. And the program
requires a dictionary of keywords. The parser will write its own grammar.

SummarizeBot API - The web service offers a RESTful API to handle all text and
image processing tasks. It uses over 100 languages including Russian, English, Chinese,
Japanese, and uses machine learning technology. The current version uses the follow-
ing parameters: 1) automatically link to text; 2) Selection of keywords and conceptual
documents; 3) Analysis of a sample of documents and selection of material objects
and attributes; 4) Automatically detect the language of the document; 5) Obtaining
unpublished data: the main text of articles, forums, forums, etc.; 6) Image processing:
identification and recognition of objects in images.

“TextAnalyst 2.0” - a program developed by the research and production innovation
center MicroSystems as a tool for text analysis. Text links allow you to create a semantic
web of comments, expressed in processed text. The request has the ability to semantic
search for fragments of text taking into account the semantic links hidden in the text.
Allows you to parse text by constructing a hierarchical tree/heading topics containing
text.

The scientific works [10—14] describe the basic ideas of using semantic analysis in
information retrieval systems. Various options for finding text statistics are presented,
which include counting the number of occurrences of words in documents and the fre-
quency of word contiguity, and new model architectures for computing continuous vector
representations of words from very large datasets. The quality of vector representations
of words obtained by various models was studied using a set of syntactic and semantic
language problems. In [15], the application of language models of a neural network to
the problem of calculating semantic similarity for the Russian language is shown. The
tools and bodies used and the results achieved are described.

The above presented software products are designed for many resource languages
such as English, Spanish. Russian, etc. Unfortunately, for the Turkic languages (Kazakh,
Kyrgyz, Turkish, Uzbek, etc.) there is currently no software implementation in the open
access. The disadvantage of the developed systems is that they cannot be applied to the
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Turkic languages, since they are agglutinative with complex morphological and lexical
forms, and semantics dependent sentence structure.

The analysis of a huge amount of data can be simplified if we have keywords or
keyphrases that can provide us with the basic characteristics, concept, etc. of a document.
The relevant keywords and keyphrases can serve as a summary of the document and
help us easily organize documents and extract them based on their contents [16]. It is
necessary to distinguish two main approaches to solving the problem of automating the
selection of keywords and keyphrases: the assignment of keywords and keyphrases and
their extraction [17, 18]. The main difference is that the first approach allows to select
only those keywords and keyphrases that are contained in some provided dictionary, and
the second approach involves the selection of key information directly from the text.

Keywords can be assigned manually or automatically, but the first approach is very
time-consuming and expensive. Thus, there is a need for an automated process that
extracts keywords from documents. There are ready-made software solutions to this
problem for common languages (English, Russian, Spanish, etc.), and for the Kazakh
language there are only a few and they are not in open access.

Below are some approaches and works for carrying out summarization for different
languages:

The most common is the superficial approach, which takes into account title words
and cue-words (ie, “important”, “best” etc.) To extract response results [19].

The paper [20] presents automatic free text processing using material extraction
using agent verification. For data processing, the Kmeans algorithm was used as a basis.

There is a common summarization approach based on the structural removal of parts
from the text corpus. For example, the WordNet system [21].

The paper [22] presents the Cohesive Approaches, which define and consider the
cohesive relationships between concepts within the text. These include synonyms,
antonyms, lexical data of the language, etc.

It should be noted that at the moment one of the most popular methods of summation
is graphical approaches. Two methods can be attributed to this type: LexRank [23] and
TextRank [24].

In [25], the graph approach of summarization a text document is also presented.
The difference between this approach is that it simultaneously takes into account local
coherence, importance, and redundancy.

The next type of approach is based on machine learning. With this approach, the
resulting document results can be transformed into a controlled or semi-controlled
learning task. This method requires big data to conduct training.

In the article [26], a new Seq2Seq model is presented for abstract and extractive
generalization. A comparative analysis of existing approaches is carried out and it is
shown that RNNs and other Seq2Seq models represent a good practical result. The main
difference of this approach is at the first-time step during encoding the sequence of
adding contextual information using the agent.
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3 A Semantic Analysis Based an Algorithm for Extracting
Annotation and Keywords

During digital technologies, given the constant growth of the volume of digital data,
an important role is played by improving the quality of information retrieval using new
semantic approaches and methods.

To work with big data, various algorithms and methods are being developed for
the machine solution of this problem, since the amount of data does not allow for
manual analysis. Any natural-language is complex, unique, and multifaceted in its
own way, therefore, extracting data from documents and text resources is a large and
time-consuming work that requires preliminary processing.

This part will present a hybrid approach to the semantic analysis of text resources
and documents in the Kazakh language. The developed approach consists of two main
parts. The first definition of keywords (phrases) from the text, and the second, based on
the data obtained, will build an annotated generalization of the text.

The developed hybrid approach of semantic analysis of the text in the Kazakh
language consists of two main stages:

— identify keywords and phrases in the text;
— making semantic annotation of the text based on keywords.

For the first stage, it is necessary to prepare the text. To do this, lemmatization
and marking by morphological properties are performed on the texts. The main task of
the keyword detection algorithms is the task of finding suitable candidates, identifying
attributes and ranking [29].

To rank and determine the frequency, the TF-IDF (Term Frequency - Inverse Docu-
ment Frequency) indicator was used [28]. With TF-IDF, you can determine the weights
for each word relative to the entire document. The words with the highest scores and are
the main keywords of the text.

TF-IDF was calculated using the formula below

ny,D |TS|
TF % IDF = TF(t, D) * IDF (1) = ) * log l{d : ted}]| @
D D te

where n¢p is the number of occurrences of the word t in the target collection
D, Zk ng_p is the sum of the occurrences of all words in the target collection D, |TS|
is the number of documents in all used collections, |{d : t € d}| is the number of all
documents that include the word t at least once.

According to this formula, the weight of the word is calculated. The higher the
weight of a word, the higher its relative frequency of use in the collection of text. Based
on this algorithm for determining keywords and properties and linguistic resources of
the Kazakh language, a modified algorithm for extracting keywords and phrases was
developed [13].

To find the similarity of the elements (sentences) of the text and the evaluation, the
cosine similarity was applied. To calculate the cosine similarity between sentences, you
need to perform the following steps: first, you need to identify all the individual words.
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Then the identification of the frequency of occurrence of these words in sentences is
formed and is defined as a vector. That is, the sentence itself will be represented as a set
of vectors. Next, the cosine similarity function is applied to these vectors, and the cosine
of the angle between the vectors is subtracted [14, 15].

x and y are sentence vectors. Their scalar product and the cosine of the angle 6
between them are related by the following relation

(e, y) = [1x[l[Iyll cos(6) (@)

Accordingly, the cosine distance is defined as

d .
x, ) ) = arccos L) i 0 3)
[IxI [yl

(Z?:l xlz) : (Z?:l ylz) ’

Based on the data obtained from formula 3, a matrix of the similarity values of the
sentences is constructed. Next, all the offers are ranked according to the similarity matrix.
The sentences with the highest weight, which are defined by keywords or phrases, will
form the annotation of the document.

This proposed approach takes into account the grammatical properties and rules of
the Kazakh language. The next section presents the practical results of the developed
hybrid approach to semantic analysis.

Peos(X,y) = arccos(

4 Application of Approaches and Experimental Results

At the first stage, 2 tasks are solved: preliminary word processing; and the division of
the text into separate words and keyphrases.

The first task is language-dependent, therefore, the Kazakh language morphological
feature is taken into account here. To solve this problem, a system of complete endings
of the Kazakh language is used (through the morphological analyzer of the Kazakh lan-
guage developed on the platform Apertium [30], we perform markup of the document),
the algorithm for stemming and lemmatization for the Kazakh language [31] (imple-
mented in the Python3 programming language). Then, a simple approach was used - the
tokenization procedure, which helps to divide the whole text into separate words.

The developed algorithms and approach for hybrid semantic analysis are imple-
mented using the Python programming language and NLTK libraries. To test the pro-
gram, we have prepared a marked corpus, which consists of more than 120 text doc-
uments of various sizes and topics. First, keywords and phrases with the Tf-idf metric
were defined for each text. Table 1 below shows an example of the keywords found for
texts in the Kazakh language (Figs. 1 and 2).
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Table 1. Experimental data of the obtained keywords from texts in the Kazakh language.

Keywords and keyphrases Tt-idf metric
Document: arabazathistory.txt, Number of words in the text: 1876

Jluean (Lebanon) 0.03753761448295349
Ketepinic (revolution) 0.014962316253101847
@paniy3 (French) 0.014881951295324384
®pannus (France) 0.011384757884540301
(paniy3 ykimet (the French government) 0.013168923967413456
1920 sxs1r (1920 year) 0.008728017814309411
KexdiciM mapT (agreement) 0.00827156782972209
Document: okushi.txt, Number of words in the text: 3450

Caoax (lesson) 0.010324737893214916
®uzuka (physics) 0.006381991500464335
AyputiapyanisutsIK (agriculture) 0.003477428443091718
Myraiim (teacher) 0.003398202016653529
cbIHbIN (u3nka (class physics) 0.0037965546730691483

Interface-0.0.1

Help

Input text Results

AGaiibiy emipGasiibl. = A 8 C D i~
B — ——

AGaii Gana Kesikye WHPaK, NbICLIK GoAMaraHbiMeH, P o

engeri welen, akpi, epreriuiinep anrimecis Te3 2 aGait 0.02609 en 5.14742 en

YPbill A1aThiH 3EPEKTIrIMEH, BIHTAILUIBIFBIMEH 3 |Gana 0.01304 woxenepai 5.14742 abait

epexwenenren, IlopranGait, lynar, Bykap xoipay, E =

Mapabaii, LLlexenepai Thisyian ecke. AHacst 4 en 0.01304 TYPAAHHDIK 5.14742 eckiTam

¥axaH Aa wiewen Go/ran, cos Kaaipin Giretin = — —

OpTaja ecken Kicl. OHbIY arachl (axect TypraHmbiy 5 aKwiH 0.01087 TOHTaiAbIK 5.14742 ic

inici) Towraitguin onepinje koxa-monanapra 6 |maun 0.01087 prr— 5.14742 meapece

Kapan: "JKasbia-Kadbuia KOKa-MONa/aH A YST X .

Gonast, engl envecex Goamac”,—erenl Xansix 7 oxe 0.0087 ec 5.14742 Moaga

ay3visga maren Gonwin xerken. KynanGait o

KaXBIHBIHA KeHiHeH Tonran coilnep Tepenytiri, 3 8 monsa 0.0087 A 5.14742 3epeKTiK

TYCTACTaPbINBIN FaHa eMec, weTeiK < =

CasxaTibIaPAbIM A HasapbiHa inikken; KynanGaii 9. [MADE bl o e el

Kbl "ECKIiTaM" AereH KOHBICTaH me/ipece 10  3epexTik 0.00652 ic 5.14742 AKpIH

CanaBIpsIn, 63iHiK Xake TYbICTapbIHbIH Ganarapbin

oKbITKan. ABait ceria xacsinga eyeai con "Eckitam™ 11 XanbiK 0.00652 NPUXOACKas 4.6703 Adpic

Mezpececine Aapic anin, aybin Mongacst Fabur- 12 KynanGait 0.00652 eprerimi 397133 TycTac

XaHHaH OKBIraH, OKeci OHbIH JepeKTiri s o

Gaiikarannan keifit, 10 KacKo ToAFaH Cox 13 papic 0.00652 Kapamcax 391697 Gana

Cenmeligieri Axmer Pisa mespececine Gepeal. Onga | _

Reset

Fig. 1. An example of the operation of the algorithm for determining keywords and phrases (the
measure TF and IDF are shown separately).

Table 2 presents the practical results of the developed algorithm for determining

keywords and phrases in Kazakh texts.
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Interface-0.0.1 - o0 &
Help
Input text Results
AGaiigsin eMipGashbl. E C D E E G |~
I
ABaii 6ana Ke3iHje WHPaK, NbICbIK GoMaraHbIMeH,
enjjeri WweltieH, aKyIH, epreriuinep arimecin Te3 2 en 5.14742 en 0.06714
¥7bill NATLIH 3eDEKTIriMeH, HHTANLUILITLIMEH 3 | wexenepi 5.14742 a6aii 0.03909
epexwesnenreH, LlopranGait, lynar, Bykap xbipay,
Mapaaii, ILlexxe/epai ThiHan 6ckeH. AHachl 4 TYpNAHHBIH 5.14742 eckitam 0.02238
¥/kaH fja welten 6onran, ce3 Kajjipix Ginetin . 5
opraja eckeH Kici. OHbiH arach (akeci TypraHHbiy 5 TOHTAiiblK 5.14742 ic 0.02238
isici) To enepinje K P 6  eckitam 5.14742 Mezpece 0.02163
Kapan: ")Ka3bina-xasbu1a KOKa-MONajiaH Jja ysT
Bonapl, eHpi enMecek Go1Mac”,—zjereHi XabK 7 |ec 5.14742 Monga 0.02056
ay3binyia MaTe/ Gosbin KeTkeH. KynanGait .
KOXBIHBIHA KeHiHeH TO/Fan ceiilep Tepengiri, 63 8 | Ax 5.14742 3epexTik 0.01978
TYCTACTAPLIHbIH Faiia eMec, WeTengik . 9 BT 5.14742 KyHanGaii 0.01832
CasXaTiIbLIaP/bIH A HasapbiHa inikken; KynanGait
Kaxbl "ECKiTamM" JereH KOHbICTaH Mejpece 10 |ic 5.14742 AKpIH 0.01495
Ca/iBIpBIN, ©3iHiH JKaHe TybICTapbIHbIH Ga/anapbis =
OKbITKaH. ABaif ceri3 acbiaa eyeni con "Eckitam” 11 | mpuxojcKas 4.6703 Adpic 0.01413
Me/ipececinze A3pic abin, aybi1 Monjace! Fabut- 12 | epreriui 397133 Tycrac 0.0132

XaHHaH OKbIFaH. OKecl OHbIH 3ePeKTiriH
BaiiKaraHHaH KeitiH, 10 acKo TO/IFaH COH 13 |KapamcaK 3.91697 Bana 0.01193
Cewmeiiieri Axmer Pusa mejpececine Gepezi. Onjja

Reset

Fig. 2. An example of the operation of the algorithm for determining keywords and phrases (the
measure TF-IDF is shown).

Table 2. Experimental results of the developed algorithm for determining keywords for the
Kazakh language

Document’s name Document volume | Borderline Number of Accuracy
(number of coefficient keywords finding
sentences) keywords

Sport.txt 87 3-8 8 84,31%

books.txt 79 3-8 8 84%

almaty.txt 96 3-8 8 79,5%

Psychology.txt 298 9-12 10 93,4%

2018biznesmen.txt 320 12-15 12 63,43%

computersciense.txt 415 15-17 12 95,03%

geoinformatika.txt 885 15-17 13 98,3%

Taking into account the limiting coefficient of determining keywords by the volume
of the text, the keywords and phrases are selected according to the meaning correctly
and has a not bad indicator of accuracy.

To test the operation of the developed algorithm for extracting keywords in the
Kazakh language, practical experiments were conducted. In practice, two approaches
were compared: the first simple summarization, the second summarization with key-
words and phrases. In the experiment, more than 120 documents in the Kazakh language
with various topics and volumes were processed. The time spent on identifying the text
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annotation directly depended on the volume of the input text. The resulting annotations

are shown in Table 3.

Table 3. Examples of the work of summarization approaches for texts in the Kazakh language.

Document: computer.txt

Translate

Summa-rization based on keywords

KommbioTep (arpuibiHma:
computer—«ecenterim»), JEM (a1eKTpOHIBIK
ecenTeyii ManHa)—ecenTeynepi Kyprizyre,
JKOHE aKMapaTThl AJABIH aa OenrineHreH
anropuT™ GoiibIHIIA KaObIIIay, KaiTa eHzey,
caKray jKoHe HOTHIKE LIBIFAPY YIIiH apHAJIFaH
mamnHa. KoMnbrotep nrenre aaMaiTbiH ecentepai
aFBUIIIBIH MaTeMaTHri AnasoM ThrOpHHT
cunatTarad 6onmaThiH. Byn epexmenikri aFanr
pet 1965 xpunbl «Intel» KOMIAHUSACHIHBIH
Gacwbiiapbinbiy 6ipi 'opron E Myp cunarraran
Gonarbia. Kenreren ransiMaap KOMIObIOTEPE
aJlaMFa bIHFAiIIbl OHJIBIK CaHay XKYHeciH/e xKacar
LIBIFApyFa THIPBICTBI

Computer (English: computer - “counter”),
computer (electronic computer) - a machine
designed to perform calculations, and to receive,
process, store and output information according to
a predetermined algorithm. Problems that a
computer cannot solve were described by the
English mathematician Alan Turing. This feature
was first described in 1965 by Gordon E. Moore,
one of the leaders of Intel. Many scientists have
tried to build a computer in a human-friendly
decimal number system

Simple summa-rization

K(JMHI;}OTCP (HFHJ'ILUHHLUHZ
computer—«ecenterim»), JEM (31eKTpOHIBIK
ecenTeyil MalliHa)—ecenTeyaep/ Kyprisyre,
JKOHE aKNapaTThl AJIbIH ajla GenrineHren
anroputm™ OolibIHIIA KaObu1Iay, KaiTa oHey,
CcaKTay JKOHE HOTHIKE LIBIFAPY YIIiH apHATFaH
mamuHa. Kommnerotep Tek kana Garnapnamana
KOPCETi/ITeH CHI3BIKTAp MEH TYCTepIi
€HTi3y-1IbIFapy KYPhUIFbUIAPBIHBIH KOMeTriMeH
MEXaHHKAJIBIK Typae kepcetei. 1946 sxKbuibt Oyt
C93,EliKTC ).[HCl)pﬂblK KOMITBIOTEP, AHAJIOTTBIK
CCC"TCyiLLI MAaIIHHACKI JKIHE ICKTPOHIBI
KOMIIBIOTEp TYCiHiKTEpiHiH MaFbIHACKI
XKBIPATHUIBII KopceTiai. by epexienikri
arrrant pet 1965 xputs «Intel» KOMIAHUSCHIHBIH
Gacmbimapeiabie 6ipi l'opion E Myp cunarraran
GonateiH. KomnbroTepnep kenemiHi kinripero
MPOLECCi 1€ OCBIH/IA JKbIIIAMIBIKIIEH HKYPill
KeJieli. AJIFalKbl YJIEKTPOH/IBIK ecenTeyiln
MaIlMHAIAp KeIITereH TOHHA canmars! 6ap. Erep
IHQPIBIK KOMITBIOTEPIIEP AUCKPETTi CaH/IBIK JKIHE
TaHOANBIK affHBIMATBIIAPMEH JKYMBIC JKaCAHTHIH
6oJica, aHANIOITHIK KOMITBIOTEpIIEp KeJIiIl TYCeTiH
MOJIIMETTEp aFbIHBIH Y31/1iCCi3 OHIeyre apHaIFaH

Computer (English: computer - “counter”),
computer (electronic computer) - a machine
designed to perform calculations, and to receive,
process, store and output information according to
a predetermined algorithm. The computer displays
the lines and colors shown in the program only
mechanically with the help of I/O devices. In
1946, the dictionary differentiated between the
concepts of digital computer, analog computer and
electronic computer. This feature was first
described in 1965 by one of the leaders of Intel,
Gordon E. Moore. The process of reducing the
size of computers is going at the same speed. The
first electronic computers weighed many tons. If
digital computers work with discrete numeric and
symbolic variables, analog computers are
designed for continuous processing of incoming
data streams

Document: moon.txt

Translate

Summa-rization based on keywords

Bi3nin mnaHeTampI3a JKOK 3aTTapbIH OPHBIH
anmacteipy KaxeT. Con cebenri azamaap Aiira
KO3 XKyTipresi. Aif TOMbIpaFbIHAH OTTETi al
TEXHOJIOTUACHI JKepJIETi 3epTXaHanap/a
naianaHbUIFaH. AWIaFbl Y9HEPreTHKaHbl
JIAMBITYTbIH GacThl GaFbITBL. AaMIapabiH ARIb
urepyi — OyJ1 sKy3ere acblpaThIH ic eKeHiH KopceTTi

‘We need to replace things that do not exist on our
planet. That is why people look at the moon.
Oxygen from lunar cancer and technology have
been used in terrestrial laboratories. The main
direction of lunar energy development. The fact
that people have mastered the Moon has shown
that it is a work in progress

(continued)
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Table 3. (continued)

Document: computer.txt

Translate

Simple summa-rization

Teocraupmonapisiopoura aerenimis - 6yt XKepuen
mamamet 35800 kv OuikrikTeri mweHbepiep
9KBATOPIIbI OPOUTA. AfilaFbl SHEPreTHKAHBI
JIAMBITYIBIH GacThbl GaFbITHI, OYJ1 KYH SHEPTHACHIH
9J1EKTP SHEPTUACHIHA ©3repTy. JIyHOXOJ -1»
anmapatbl PEHTIeH TeJIECKONbIMEH KalIbIKTAFaH
€1, 0J1 apKbLIIbI FAIAKTUKA aPAJIBIK PEHTIeH
coynenepiHiH y3bIHABIKTaphl OJIIIEH .
AnammapzsiH Aiizer urepyi — Oy xysere
achIPaTBhIH ic ekeHiH KepceTTi. JKepiH
9KOJIOTHACHIH Ta3ajay. AlIaH oKeliHreH
Tac-TOIBIPAKTHI 3ePTTey OAPbICBIHA, OHJIA JKEp
GeTinze CHpeK Ke3/IeceTiH MeTaIap/blH,
NIMPOKCEHHIH, HIbMeHHUTTiH T.6. XKepxni aca

A geostationary orbit is an equatorial orbit with
circles at an altitude of about 35,800 km above the
Earth. The main direction of lunar energy
development is the conversion of solar energy into
electricity. Lunokhod-1 was equipped with an
X-ray telescope, through which the lengths of
intergalactic X-rays were measured. The fact that
people have mastered the Moon has shown that it
is a work in progress. Cleaning the earth’s
ecology. During the study of rocks and soils
brought from the moon, they found rare metals,
pyroxene, ilmenite, etc. In addressing the problem
of land degradation, the direction outlined in this
paper is particularly noteworthy

SHAH/IBI KJIIBIKTapJaH Ta3apTy NpodlieMachiH
LIELTY 5KOJIBIH/IA, OChI JKYMBICTA KOPCETIIreH
0arbIT, KOHLI ayapaThIH/All epeKiie OB OTHIP

The Table 3 shows examples of text processing using two summarization methods.
From the results obtained, it can be seen that the received annotations convey the semantic
concept of the text. In experiments on texts with a small volume, there were cases when
the results of the two approaches were very approximate.

Figure 3 below shows the interface of the software solution for defining text anno-
tations. The upper yellow window shows the original text in Kazakh. The total number
of words and sentences are also indicated. Further down in the yellow window, you will
see the specific keywords and phrases that will be used in the text. The left blue window
shows the result of the simple summarization, and the right blue window shows the result
of the summarization based on keywords.

Moringi cymmapusaumnnay - o0 ®

Merisni enrizigis: Coagepxin canst 855 Coftnemuiepais canu |31

1995 KEUTH afibH/a Kymie enren KP KOHCTHTYIHSCKHHAIH JKHePMa XKEUIIHIK Me
peiTofil , 6HELTFH Ka3akCTan i KeitiH 60MIaiBIH fen oTHp . Ka3akcTa PecryG/THKacH 03iH JeMOKP
ATHATHIK , 3aMBIP/IEL , KYKBIKTHIK JKoHE 9/leyMeTTiK MeM/IeKeT peTiHae OPHBIKTHPAE , OHBIH eH KbIMGAT Ka3bIHACH - aflaM XoHe alaMHBIH oMipi , OH
B Tapl fen ThiH Gorca , aiKbIHEL , 01 KOHCTHTYIIHA GOTTBIN TaBhUIATHHM 6a
PlIaMEI3Fa JKaKCEl MM . Biati KoncTaT @/leyMeTTIK MeM/IeKeT PeTiH/ie OPHIHBIFHIT , MeM/ICKeTTIH MyMKIH

mistirise GaiNaHLICTE a3aMaTTapFa KOMEK eTy , 0/IapALIH KYKHIK NeH GoCTaHALKTaphiHa Keniiik Gepeni . AnaMHBIH @Mipi OHBIH TYBICHIHAH GacTan
6i3in MeM/eKeTiMi3[Ieri alaMaap MeM/IeKeT TapanbiHaH KaMKopFa He 60Taibl . ATaMHBIH KYKbl MeH GOCTaHILIKTaphl , 3aH/Ibl My[Iesnepi coT Gumiri
APKBUTHL XKy3ere achipbliabl . KP KOHCTHTYIHACHHBIK 75 GaGLIHBIH TalanTapkiHa caiikec , Kasakcran PecnyG/IMKachiHaa COT TOPEJIriH TeK COT Ka

KUNTTIK co3Ziepyi eRTiaixia:

[Kp, COT, KOHCTHTYIHS, pecny6/MKa, Ipe3neHT, 60CTaH/LIK, TOENiK, KaHAKAaT, Ka3aKCTaH, OUIK, MyAle, Aaykic, 6amn, KenuIiK, KyKsiK

CyMMapH3aLis OpHEIaY cTaTHCTHKA keywords Herisinzie CyMMapH3aIHAHb OPHRAAY
On , KOHCTHTYUHSA/ILIK TOPTIN a3aMaTTHK TYPFhiAa 6oJca , alaMHBI
H OJ1 3aHMeH KO3/Ie/ITeH KYKbIKTaPhIMEH 3aHIbl MYIIECIH COTKa Tasl
an KO apKBUIL , an 3aHas! Gy3asl NereH Xak Tanan GobHIIA XKay
an Gepy apKUIH , €3 HerisfepiHe cinTeme xacan fenenueyi THic ex
eHIiri , an onapLH HerisfiepiHe Gara Gepin 3aHIH WeMIiM WEFapy
Tek KP JKoFapFel COTHI , JKoHe XKepriliKTi coTTapFa FaHa OHJaM Ky3
HIp Gepinrenniri ait i < o3iH e
MOKPaTHSUIHIK , 3a/{HIP/I , KYKHIKTHIK JKoHE S7IeyMeTTIK MeMJIeKeT P
eTiHJe OPHHIKTHIPA/IE , OHBIH eH KHMGAT Ka3HHACH - aflaM XeoHe a
MaMHBIK OMiDi , OHBIK KYKHIKTaphIMeH GOCTaHIBIKTaphl IeM alKhIHA
anaTsH Gornca , MemiekeT PecnyG/IHKaCEHbIE alKEIHb , 071 KOHCT
MTYIHS GOJTHI TaGbUIATEHE GapImaMbI3Fa AKaKCH MaiM . KP KoHC

03in IK , 3afBIP/IBI , KYKBl
KTHIK oHe o/IeyMeTTIK MeM/IeKeT PeTiH/le OPHHIKTHIaE! , OHBIH €K
KeIMGAT Ka3blHAChl - aflaM JKoHe afaMHbIH 6Mipi , OHBIH KYKBIKTaphl
MeH nen ai Goxca , Pecny
6MHKaCHIHBIH alKbIHBI , 071 KOHCTHTYIHS GObin TaGLIIaTEHEL Gap
IaMbI3Fa XaKCEl MOJIIM . OJ1 YFEIM COT Tepeltiri , YKIMeT , Xeprimkt
i MeMJTeKeTTiK GacKapy KeHe e3iH 03i 6acKapy , Tap/laMeHT , 3aK
WEFapy GHUIITI , aTKAPY GIIriMeH COT GHITrHIN , AFHK YII GHITIKTIR
Gipnirise kenrini KP IpesuenTi GO aiKHIHAAIAR

THTYIHACHHLIK 75 GaGLIHBIH TalanTapsiHa caiikec , Kasakcran Pe
crnyG/IMKacHHAa COT TOPEJIiriH TeK COT KaHa XKy3ere achPaTHIHEIH ,
Cosnepain cans [121 Coitnesuepain canst (3

Cossepain canut (64 CoitnioMIepAIR canu [2

Fig. 3. An example of the program for determining summarization (two approaches) for the
Kazakh language
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Figure 4 shows the percentage of the results of the two summarization approaches.
The horizontal values show the number of words in the document. And vertically, the
percentage of the accuracy of determining the annotations of these texts. The analysis
and accuracy of the results were carried out manually by three experts (a specialist
linguist of the Kazakh language). Then the average value of the experts’ assessments
was calculated.

100% 100%
100%
90% 0 0,
o 80% 80% 76,19%
80%
70%
60%
50%
40%
25%
30% 20% 19,05
20%
10% 0% 0%
0%
<1000 1000 - 2000 2000 - 3000 3000 - 4000 4000 - 5000
M Simple summarization B Summarization based on keywords

Fig. 4. The percentage of the results of the two summarization approaches.

The best result for defining the annotation of full-text documents is given by the
keyword-based summarization approach. This is because keywords are used to cover
sentences that have some meaning to the text, rather than simple introductory sentences.
The above-developed algorithms and the method of the module are interconnected and
provide an integrated approach for processing and analysis of big data in the Kazakh
language.

5 Conclusion and Future Work

According to the results of scientific research work, the following results were obtained:

Methods and modern approaches to semantic analysis and abstraction of texts are
investigated. Taking into account the peculiarity of the grammar of the Kazakh language,
a hybrid semantic analysis of full-text documents was developed. This approach is based
on the definition of keywords\phrases and the construction of the text annotation. The
practical results of the text analysis show that this approach reveals the contextual mean-
ing of the text. This approach can also be applied to other low-resource Turkic languages.
Because it does not require large data for processing.

In the future, it is planned to use this approach in the implementation of machine
translation and post-editing systems for Kazakh language.
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