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Preface

ACIIDS 2021 was the 13th edition of the Asian Conference on Intelligent Information
and Database Systems. The aim of ACIIDS 2021 was to provide an international forum
for research workers with scientific backgrounds on the technology of intelligent
information and database systems and its various applications. The ACIIDS 2021
conference was co-organized by King Mongkut’s Institute of Technology Ladkrabang
(Thailand) and Wrocław University of Science and Technology (Poland) in coopera-
tion with the IEEE SMC Technical Committee on Computational Collective Intelli-
gence, the European Research Center for Information Systems (ERCIS), The
University of Newcastle (Australia), Yeungnam University (South Korea), Leiden
University (The Netherlands), Universiti Teknologi Malaysia (Malaysia), BINUS
University (Indonesia), Quang Binh University (Vietnam), Nguyen Tat Thanh
University (Vietnam), and the “Collective Intelligence” section of the Committee on
Informatics of the Polish Academy of Sciences. ACIIDS 2021 was at first scheduled to
be held in Phuket, Thailand during April 7–10, 2021. However, due to the COVID-19
pandemic, the conference was moved to the virtual space and conducted online using
the ZOOM videoconferencing system.

The ACIIDS conference series is already well established. The first two events,
ACIIDS 2009 and ACIIDS 2010, took place in Dong Hoi City and Hue City in
Vietnam, respectively. The third event, ACIIDS 2011, took place in Daegu (South
Korea), followed by the fourth event, ACIIDS 2012, in Kaohsiung (Taiwan). The fifth
event, ACIIDS 2013, was held in Kuala Lumpur (Malaysia) while the sixth event,
ACIIDS 2014, was held in Bangkok (Thailand). The seventh event, ACIIDS 2015,
took place in Bali (Indonesia), followed by the eighth event, ACIIDS 2016, in Da Nang
(Vietnam). The ninth event, ACIIDS 2017, was organized in Kanazawa (Japan). The
10th jubilee conference, ACIIDS 2018, was held in Dong Hoi City (Vietnam), fol-
lowed by the 11th event, ACIIDS 2019, in Yogyakarta (Indonesia). The 12th and 13th
events were initially planned to be held in Phuket (Thailand). However, the global
pandemic relating to COVID-19 resulted in both editions of the conference being held
online in virtual space.

This volume contains 35 peer-reviewed papers, selected for poster presentation from
291 submissions in total. Papers included in this volume cover the following topics:
data mining and machine learning methods, advanced data mining techniques and
applications, intelligent and contextual systems, natural language processing, network
systems and applications, computational imaging and vision, decision support and
control systems, and data modelling and processing for industry 4.0.

The accepted and presented papers focused on new trends and challenges facing the
intelligent information and database systems community. The presenters showed how
research work could stimulate novel and innovative applications. We hope that you
found these results useful and inspiring for your future research work.
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Abstract. Deep-learning based image classification is applied in this
studies to the Luria’s alternating series tests to support diagnostics of the
Parkinson’s disease. Luria’s alternating series tests belong to the family
of fine-motor drawing tests and been used in neurology and psychiatry for
nearly a century. Introduction of the digital tables and later tablet PCs
has allowed deviating from the classical paper and pen-based setting, and
observe kinematic and pressure parameters describing the test. While
such setting has led to a highly accurate machine learning models, the
visual component of the tests is left unused. Namely, the shapes of the
drawn lines are not used to classify the drawings, which eventually has
caused the shift in the assessment paradigm from visual-based to the
numeric parameters based. The approach proposed in this paper allows
combining two assessment paradigms by augmenting initial drawings by
the kinematic and pressure parameters. The paper demonstrates that the
resulting network has accuracy similar to those of human practitioner.

1 Introduction

The present paper proposes an approach to support diagnostics of the Parkin-
son’s disease (PD) using convolution neural networks (CNN) to classify the draw-
ing representing the results of digital Luria’s alternating series tests (dLAST).
Parkinson’s disease is the degenerative disorders which most characteristic symp-
toms rigidity, tremor and non-purposeful motions may severely affect the quality
of everyday life of the patient [7,11]. While there is no known cure from the PD,
c© Springer Nature Singapore Pte Ltd. 2021
T.-P. Hong et al. (Eds.): ACIIDS 2021, CCIS 1371, pp. 3–13, 2021.
https://doi.org/10.1007/978-981-16-1685-3_1
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early diagnoses and proper therapy may relieve the patients from the majority
of the symptoms and in turn, improve the quality of the everyday life.

Drawing tests and their digital versions [23] become more popular in the
clinical studies targeted to support early diagnosis of the PD. In the area of
kinematic [2,13] and pressure parameters based analysis [3] spiral drawing test
[1] is one of the most popular. Some times simpler tests like one described in [8]
are used. The battery of Luria’s alternating series tests (LAST) was proposed
by [6] and [12] and later digitised by [15]. Machine learning-based approach to
study older LAST tests is described in [22]. Analysis of more complex tests,
like a clock drawing test [5] or Poppelreuter’s Test [14] require one to involve
neural networks (NN) based techniques either to perform complete analysis or
to analyse their parts.

The present research differs from the existing results by the procedure used
to incorporate kinematic and pressure parameters into the original drawing.
First repeating patterns and their elements are extracted from the drawing. For
each element or pattern, kinematic (velocity, acceleration, jerk) and pressure
parameters are computed. This data is used to colour each segment and change
the thickness of its line. Finally, the typical workflow of training and validation
of deep neural network models is applied.

The paper is organised as follows. Section 2 explains the symptoms of PD in
terms of kinematic and pressure parameters of the fine motor motions, common
to the drawing procedure. The same section presents Luria’s alternating series
tests and their digital version. Formal problem statement is provide by the Sect.
3. Experimental setting is explained in detail in Sect. 4. Transformation tech-
nique used to incorporate kinematic and pressure parameters into the original
drawing together with the applied data augmentation technique and deep neural
network employed are described in Sect. 5. Main results are presented in Sect. 6.
Limitations of the proposed approach, together with the interpretation of the
achieved results, are discussed in Sect. 7. The final section lists conclusions and
possible directions of the future studies.

2 Background

Once one decides to perform a particular action, their brain generates the
sequence of impulses to be sent to the spinal cord. Luria referred these sequences
as motion melodies [12]. One may think about the motion melodies as the pro-
grams to be executed. Then motion melody is sent to the spinal cord to execute
the motions. These two steps are usually referred to in the literature as motion
motion planning and motion execution functions or phases. Progressing PD may
affect any of these phases or both of them. The symptoms of the PD such as
tremor, rigidity and bradykinesia [7] are caused by either distorted planning
function or problems on the level of motions implementation. If motion planning
function is affected, motion melody would not be optimal to reach the target
and would require to be corrected during the motion. Disorders on the level of
implementation would disrupt the implementation of the motion melody. From
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the viewpoint of the motion description, these symptoms of PD are reflected by
the features describing velocities, accelerations, and pressure applied the stylus
tip to the screen of tablet PC [3,15].

2.1 Luria’s Alternating Series Tests

LAST tests were proposed in [6] and [12] later their digital version dLAST in [17].
LAST and dLAST require the tested subject to complete, copy and trace the
drawing of a repeating pattern. The pattern is designed such that one would have
to switch between the motion melodies. Inability to switch between the melodies
is referred to as perseveration. Detecting perseveration was the original purpose
of the LAST tests. In their digital version battery allows diagnosing PD on the
basis of kinematic parameters describing the motion of the stylus tip. Originally
the battery consisted of three tests ΠΛ, Π and sin wave and three exercises:
continue, follow and trace applied to each test. Such a large battery is difficult
and time consuming for some elderly subjects to complete. To optimise the
testing procedure, within the frameworks of the present contribution employed
only ΠΛ and Π tests are considered. Whereas, only ΠΛ test is used in this
paper to explain the proposed technique. In Fig. 1 the thin blue line represents
the reference patterns shown to the tested subject one by one. In the same Figure,
the thick yellow line represents the drawings produced by the subject during the
testing. Besides the simplicity of the tests, there is one more advantage of this
battery. Namely, in some cases, it allows determining if PD has affected motion
planning function. If the patient has no difficulty to complete trace tests but
fails on the tests requiring to copy or continue the pattern, it is a clear indicator
that motion planning function is affected and motion execution function not.
The difference between the copy and continue tests is in their complexity. Also,
ΠΛ differs from the Π pattern by its complexity. Sometimes in the literature
theses tests are referred to as Alternating Sequences Tests, and slightly different
patterns may be studied [4].

3 Problem Statement

The working hypothesis of the present research is that the machine learning (ML)
classifier able to use the shape of the drawn lines together with kinematic and
pressure parameters would be able to provide high-level predictions to support
diagnostics of the PD. This hypothesis leads to the following problem statement.
The main goal of this research is to incorporate the kinematic and pressure
parameters describing the motions of the stylus tip to the image of the lines
drawn to the test. Then train the classifier to distinguish between the PD patients
and healthy control (HC) subjects. This primary goal leads the following sub-
problems to be tackled.

– Among available kinematic and pressure parameters chose the subset to be
incorporated as part of the image.

– Incorporate chosen parameters without altering the shape of the drawn lines.
– Chose proper classifier architecture, train and validate it.
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Fig. 1. Reference patterns and patient drawings produced during the testing.

4 Experimental Setting

4.1 Tested Subjects

To answer the problem statement and solve sub-problems identified in the pre-
vious section, labelled data-set is required. Following the strict personal data
protection laws and with the permission of the ethics committee two groups rep-
resenting 17 PD patients and similar in age and gender distribution group of 33
HC were chosen among those who volunteered to participate in the trials. Mean
age of both groups is 69 years old.

4.2 Data Acquisition

Tablet computer with stylus and special software developed by work-group was
used to conduct the tests. The testing software demonstrates the pattern to be
completed, copied or traced, and assignment is demonstrated on the screen and
duplicated verbally by the practitioner conducting the test. Using stylus pen
tested subject continues, copies and traces the patterns. Tablet PC records the
position of the stylus pen with respect to its screen surface together with the
pressure applied to the screen two hundred times per second. This information
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is saved in the form of N × 4 matrix, where N is the total number of observa-
tion points per test. Four columns of the matrix are the time stamp, x and y
coordinates and pressure.

5 Proposed Workflow and Methods

Among all the supervised learning techniques known today, convolution neural
networks (CNN) are the most suitable choice for image data classification. This
choice immediately poses the requirement to have a large dataset, which in turn
requires one to use data augmentation procedure. The proposed workflow is
depicted in Fig. 2.

Set of ΠΛ – drawings 
produced during tes ng  

Shi-Tomasi algorithm to detect 
corners and repea ng pa erns  

Enhance each individual 
pa ern with chosen 

kinema c and pressure 
parameters 

Apply affine transforms 
for data set augmenta on 

to training and tes ng 
data sets. 

Train deep CNN models

Split the data into training 
and valida on sets

Perform final valida on used 
enhanced  but non augmented 

(unseen by the model) test pa erns.

Trained   model

Valida
on data set

Data set for NN training

Fig. 2. Research workflow.

5.1 Enhancement and Augmentation

The first step: based on the coordinates and time stamps velocity, acceleration
and jerk are computed for each observation point. Together with the pressure,
this gives four kinematic parameters to choose from. On the second step, the
Shi-Tomasi corner detection algorithm [19] is applied to detect corners of the
patterns drawn by the patient. In Fig. 3 thin blue line drawn by the patient and
yellow points are the corners detected by Shi-Tomasi algorithm.

Knowledge of the corner coordinates allows extracting straight segments of
the drawing. Then combine them into the repeating patterns. Figure ΠΛ depicts
one such pattern where line thickness corresponds to the pressure applied by
the stylus tip to the tablet screen and colour is generated by the jet colour
map based on acceleration values. The thin black line represents one repeating
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Fig. 3. Corners detect by Shi-Tomasi algorithm.

Fig. 4. Pattern enhanced by the acceleration and pressure

pattern drawn by the tested subject. This method differs from [18] where colour
encodes the pressure, and the thickness of the line did not vary at all (Fig. 4).

On the third step, introduce the changes of line width to reflect the pressure.
Colour of the line is changed then to reflect acceleration. Then the data is split
into training and validation data sets. On the fourth step, the data augmenta-
tion procedure [20] is applied to the training set only. Since drawings are not
real-life images, there is no need to apply the noise procedure. Also, the colour-
ing of the image was left unchanged. Remaining augmentation transformations
belong to the set of affine transforms; stretching and squeezing along the axis
and counterclockwise and clockwise rotations. Augmentation parameters then
consist of stretching and squeezing parameters and rotation angles. Stretching
and squeezing parameters are taken from the interval (0.85, 1.15) whereas rota-
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tion angle from (−5◦, 5◦). For each segment, six values are chosen from each
transformation. The number of recognised segments vary between five and four;
these lead more around 33000 images to be used for the training and testing. As
the last step, each image was resized to 224 × 224 pixels.

5.2 Workflow of CNN Training Testing and Validation

Augmentation procedure also was used to balance the data-set between (PD) and
(HC). Augmented data-set is split for training and validation in the proportion
of 70/30. The following deep CNN architectures LeNet-5 [10], AlexNet [9] and
Vgg16 [21] were chosen to be evaluated upon their description and suitability for
the particular time of the images. These architectures were chosen based on their
popularity and description, which is at least in theory, fits the type of images
representing drawings of the dLAST.

6 Main Results

LeNet-5 and AlexNet usually converge after four epochs whereas Vgg16 not
only took much longer time to converge but also demonstrated low accuracy of
just 0.62. Based on its performance for the particular type of task studies in
the present paper Vgg16 was excluded from further consideration. More com-
plex AlexNet has demonstrated a better performance. Confusion matrix for the
LeNet-5 model is presented by Fig. 5 Confusion matrix for the AlexNet model
is presented by Fig. 6. Since each pattern was analysed separately and each test
consists of five full patterns (some times subjects draw a lesser or greater number
of patterns), it is essential to see how the position of the pattern affects the per-
formance of the classifiers. Figures 5 and 6 depict confusion matrices on the basis
of the augmented testing set. Figures 8 and 7 represent numbers of false positives
and false negatives (for the separate selection of forty previously unseen by the
network segments) for LeNet-5 and AlexNet architectures respectively (Table 1).

Table 1. Goodness of the different deep CNN architectures

LeNet-5 AlexNet

Accuracy 0.8427 0.9917
Recall 0.9753 0.9976
Precision 0.7709 0.9858
F1 - score 0.8611 0.9917
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Fig. 5. Confusion matrix for the LeNet-5 model.

Fig. 6. Confusion matrix for the AlexNet model.
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Fig. 7. AlexNet, interval-wise prediction errors.

Fig. 8. LeNet-5, interval-wise prediction errors.

7 Discussion

The proposed technique is based on analysing each pattern of the drawing sep-
arately, which requires one to summarise classification results for each pattern.
Observing classification results for each pattern, one can see that these may be
done employing computing the mode of the classes. On the one hand accuracy
prediction accuracy for each pattern is in line with [16], which demonstrates that
patterns in different positions have different discriminating power. On the other
hand, positions of most informative patterns are not the same as in [16], which
may be due to the difference between machine learning and deep CNN classifiers.

Performance of only three deep CNN structures was evaluated in this paper,
whereas, the architectures were used without any tuning or adjustments. The
specific nature of the analysed images may require to adjust or tune one of the
existing structures to suit particularities of the dLAST images better.

Among the drawing tests, dLAST tests did not get as much attention as
spiral drawing test or sentence writing test. Accuracy of the AlexNet based
model exceed the accuracy of the classifiers usually used in the area of statistical
machine learning [3,15] and in pair with the results based on the application of
deep learning techniques such as [5].
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8 Conclusions

The present paper has proposed a novel way to enhance drawing tests used to
diagnose Parkinson’s disease. Main results of the paper demonstrate the com-
bined with the image augmentation technique proposed approach allows efficient
use of the deep convolution neural networks to support diagnostics of Parkinson’s
disease. Main results have identified the necessity to pay attention to choosing
and tuning architecture of the CNN, which will constitute the subject of future
studies.

Acknowledgement. This work has been partially conducted in the project “ICT
programme” which was supported by the European Union through the European Social
Fund.
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14. Nõmm, S., Bardõš, K., Mašarov, I., Kozhenkina, J., Toomela, A., Toomsoo, T.:
Recognition and analysis of the contours drawn during the Poppelreuter’s test.
In: 2016 15th IEEE International Conference on Machine Learning and Appli-
cations (ICMLA), pp. 170–175, December 2016. https://doi.org/10.1109/ICMLA.
2016.0036
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Abstract. In aquaculture, fishery workers and researchers attach great
importance to water temperature. This is because knowing the water
temperature makes it possible to take measures against fish diseases
and predict the occurrence of red tide. In collaboration with fishery
researchers, we constructed a multi-depth sensor network consisting of
16 water temperature observation devices over the Uwa Sea in Ehime
Prefecture. In addition, we developed a Web system that can instantly
visualize the water temperature measured on this network and provide
it to fishery workers in the Uwa Sea. However, the water temperature
information provided by this Web system is only current or past infor-
mation, and fishery workers are requiring the provision of near-future
water temperature forecasts for a week or two weeks. Therefore, in this
research, as a new function of this Web system, we will implement a
function to predict the water temperature in the near future from the
past water temperature information and provide the forecast informa-
tion. This paper examines the steps to be solved for the prediction of
seawater temperature, which is the current problem in this system. More-
over, among the steps, this paper reports on the solution method and its
evaluation experiment for improving the accuracy of water temperature
information.

Keywords: IoT · Big data · Forecast · Outlier removement ·
Interpolation

1 Introduction

The world population is about 7.7 billion in 2019, and is expected to reach 9.7
billion in 2050 and 10.9 billion in 2100 [1]. The critical problem caused by the
increase in the world population is food shortage. Aquaculture is considered an
important food supply source because it produces stably.

Ehime Prefecture is one of the leading fisheries prefectures in Japan. (annual
production in 2018: about 87.7 billion yen (3rd place in Japan) [2]). The produc-
tion is particularly supported by the aquaculture in Uwa Sea (annual production
in 2018: 65.3 billion yen [3]).
c© Springer Nature Singapore Pte Ltd. 2021
T.-P. Hong et al. (Eds.): ACIIDS 2021, CCIS 1371, pp. 14–27, 2021.
https://doi.org/10.1007/978-981-16-1685-3_2
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In Ehime University, we developed the system that announced the sea dis-
coloration and plankton concentration information to fishery workers to help
aquaculture in Uwa Sea [4]. Moreover, the system that announced the red tide
occurrence information sent by the Fisheries Research Center in Ehime to fishery
workers was developed [5].

This paper introduces a system that announces water temperature informa-
tion to fishery workers (Seawater Temperature Announcement System). In addi-
tion, this paper examines the steps to be solved for the prediction of seawater
temperature, which is the current problem in this system. Moreover, among the
steps, this paper reports on the solution method and its evaluation experiment
for improving the accuracy of water temperature information.

2 Background

2.1 Importance of Water Temperature

In aquaculture, especially in the Uwa Sea, water temperature in the sea area
around the site is very important for the following reasons. First, water temper-
ature zones that cause fish diseases (for example, Red sea bream iridovirus infec-
tion [7]) exist. According to interviews with fishery workers, they must reduce
the amount of feed to fish when fish disease occurs. If they feeding more than
necessary, it will lead to deterioration of fish health and cause death at worst.
However, if they can get the current information about the water temperature in
their aquaculture ground, they can observe the health condition of their fish and
reduce the damage caused by fish diseases. Second, fishery workers can predict
the tidal flow in the future based on the water temperature in their aquaculture
ground and around. The degree of influence of tidal currents on aquaculture
fisheries varies depending on the time, thickness and range of inflow, and it is
necessary to adjust the amount of feed according to the tidal current conditions.
This issue can be effectively managed by fishery workers based on the accu-
rate and up-to-date information about the current conditions in sea regions in
question.

Moreover, fishery researchers also focus to water temperature because they
predict the occurrence of red tides using water temperature in an ocean physics
perspective.

2.2 Proposed System

2.2.1 Issues
This section describes the situation before developing the proposed system from
the viewpoint of fishery workers and researchers in Ehime Prefecture.

Previously, fishery workers had no means of knowing the water temperature
at various depths of their aquaculture grounds. Therefore, they were estimating
the water temperature from the air temperature. However, in the Uwa Sea,
the actual water temperature was significantly different from them estimates
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because the water temperature changed drastically by a high-temperature tide
called “rapid tide” and a low-temperature tide called “bottom-in tide” [8].

Fishery researchers surveys the water temperature every month in the Uwa
Sea, at 24 fixed points, against this issue. In addition, five water temperature
observation devices set on the sea bottom (Fig. 1 shows the location) to measure
the value every hour.

Fig. 1. Location of water temperature observation devices

However, Rapid tides occur at intervals of two weeks so it cannot be captured
by a fixed-point survey every month. In addition, the five devices alone do not
surround the entire Uwa Sea. Moreover, fisheries workers cannot browse the
information measured.

2.2.2 Overview
We proposed a system, as shown in Fig. 2, to address the problem of water
temperature information announcement.

First, we constructed a sensor network system enabling measurements on
multiple depths (min: 1 m, max: 60 m), covering 17 (as of October 2020) water
temperature observation devices (Fig. 1 shows the location of devices). It is pos-
sible to surround the entire Uwa Sea and to monitor the situation of the upper
and lower layers of the tidal current by constructing such network system. When
constructing this network system, we made the observation device that was inex-
pensive, and sufficiently accurate as information obtained by fisheries workers
and fisheries researchers, because setting of devices required a great deal of cost
[9].
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Table 1. Commercial products vs Our products

Commercial products Our products

Cost High Low

Measurement interval 30 min or 1 h 30min

Number of measurement trials Once 3 times

Resolution 0.001 ◦C 0.0625(1/16) ◦C

Data send method email Communicate with server

Next, we developed a system called “Seawater Temperature Announcement
System” that provided the information collected on using this network system
to fishery workers and researchers. The means for fishery workers to browse the
measured information was established by implementing this system.

2.3 Water Temperature Observation Device

There are roughly two types of water temperature observation devices: com-
mercially available ones and our originally ones. The Table 1 summarizes the
differences between the two.

Fig. 2. Proposed System

In the former, the water temperature is measured once every 30 min or 1 h. In
addition, an e-mail containing measurement data is sent to the specified e-mail
address from a send-only e-mail address that differs for each measurement point.
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In the latter, the water temperature is measured three times in a row every
30 min (It has been verified that the measured values are not always the same)
to suppress missing measurements and improve the accuracy of water temper-
ature information. Moreover, unlike the former, the mail does not arrive, but
the communication module connects to the server and saves the measurement
data on the server. Compared to the former, the resolution is inferior because
it is cheaper, but from interviews with fishery workers, it is known that it is
sufficient to know the water temperature in units of 0.1 ◦C, so this resolution is
fully satisfied the requirement.

2.4 Seawater Temperature Announcement System

2.4.1 Overview
This system is an information system aimed at promptly announcing the sea-
water temperature data measured by observation devices to fishery workers and
researchers.

This system consists of two subsystems: Storage System and Visualization
System. The storage system immediately decrypts the data and store it on
the server after measuring the water temperature. The visualization system is
designed as a web application that reads the data stored on the server by the
storage system and displays it on a web page in the forms of such as tables or
graphs.

2.4.2 Storage System
The storage system can be used to decode the e-mails sent from the commercial
devices and to extract the data upon receiving them. When the extracted data
are the data measured for the first time by a device, this system generates a text
file named the same as the sender’s e-mail address and writes the data in this
file on the server. Otherwise, this system adds the data to a text file named the
same as the sender’s e-mail address on the server. Using the above method, the
data can be stored on the server.

2.4.3 Visualization System
Fishery workers and researchers can browse the data accumulated on the server
using the storage system by using the visualization system. To satisfy all afore-
mentioned requirements, we realize the announcement system as a Web appli-
cation, as it can represent the seawater temperature information regardless of
platforms. When this system is launched (accessed), the data stored on the server
can be read. Thereafter, this system allows creating such as dynamic tables and
graphs based on the registered data and displaying them on the Web page.

This Web page structure contains a public page and special page for fish-
ery researchers, as fishery workers require the simplified information, while fish-
eries researchers need the detailed information. On each page, users can switch
between the displayed information, including the current status and the past
status, by pushing button.
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2.4.4 Functions
We list the requirements determined based on interviewing fishery workers and
fishery researchers as follows:

Requirement 1 The display system should visualize the seawater temperature
considering the spatial spread of marine area

Requirement 2 The display system should store the historical water temper-
ature information

Concerning Requirement 1, we implemented five functions defined as follows:

Function (a) Displaying the location of the observation point on the map
Function (b) Displaying the measurement data in a tabular form
Function (c) Displaying the current state of the seawater temperature as a

graph
Function (d) Displaying the seawater temperature variation over time as a

graph
Function (e) Displaying the seawater temperature variation over time in three

dimensions using a distribution chart

To realize Requirement 2, we implemented a function as follows:

Function (f) Saving the measured data in a file in .csv format on the user’s
terminal

Figure 3 shows an example of display in Function (e). This display format is
the result of pursuing a format that is easy for fishery workers to see through
interviews with them.

Fig. 3. Example of display in the visualization system
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By implementing these functions, the situation has changed from the sit-
uation where fishery workers cannot browse the collected water temperature
information to the situation where they can browse the latest water temper-
ature information at any time using the Web system. Moreover, for fisheries
researchers, visualization of water temperature information has reduced the time
and effort required for analysis.

2.4.5 Effectiveness
An information system is an individual and one-time action that can be used
by an intended person (owner) to change the activities of individuals or organi-
zations with a certain intention, according to Information Processing Society of
Japan, Special Interest Group on Information Systems [10,11]. We investigated
trends such as the number of unique accesses to the system and how many times
the accessor accessed it in a day to quantitatively evaluate the impact of system
implementation in accordance with this guideline.

We confirmed the number of unique accesses to this system in 2018 is 300
to 700 per day. It can be said that the impact on the aquaculture industry in
Ehime Prefecture is very large based on this value and the number of aquaculture
fisheries management bodies in the Uwa Sea (792 in 2018 [12]). In addition,
regarding the access tendency survey of users, we confirmed the users who browse
the water temperature information through this system almost every day on time
and the users who browse the information more than twice a day on average.
Therefore it can be said that the implementation of our system has induced
certain changes in individual activities.

2.5 Purpose

The information provided through our system is the current state and time
changes of water temperature in the Uwa Sea area. However, through interviews
with fishery workers, we feel the need for forecast information for the near future,
which is about one to two weeks, in addition to these information.

Water temperature prediction has already been realized by the Web system
called “Akashio Net”, and the service by the venture company of researchers at
Kyoto University [13].

The former provides only water temperature forecasts for a single layer (depth
5 m). The latter is capable of predicting the water temperature of 36 layers from
the surface to the seabed, using data from the Japan Meteorological Agency and
the US National Oceanic and Atmospheric Administration.

On the other hand, in this study, we predict multi-layer water temperature
by machine learning using the measured values by the observation equipment
installed on the sea and the meteorological data that affect the water tempera-
ture. As mentioned in Sect. 2.2.1, the water temperature of the Uwa Sea changes
drastically due to the occurrence of tidal currents near the sea surface and near
the seabed, so fishery workers are demanding highly accurate water temperature
information at multiple depths. Therefore, this research is expected not only by
fishery workers but also by fisheries researchers.
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3 Seawater Temperature Prediction

3.1 Issues

The issues we are concerned about this research are as follows:

1. Improving accuracy of water temperature information
– Implementation and evaluation of outlier detection and removement

method
– Improving accuracy of water temperature interpolation around a mea-

surement point
2. Examination, implementation and evaluation of water temperature prediction

method

This paper reports on the examination and evaluation of methods for detect-
ing and removing outliers. In addition, we report on the examination of improve-
ment methods for interpolation.

3.2 Detection and Removement of Outliers

3.2.1 Purpose
The current and past water temperature information used in the forecasts should
be accurate to provide highly accurate seawater temperature forecasts. Until
now, we tried to improve the accuracy of water temperature information by fol-
lowing methods. First, we developed the observation devices that have multiple
sensors at the same depth (increased labor for inspection has become a problem,
and it has been found that it can be substituted by the method described later,
so it is now abolished). Second, we developed the device that measure continu-
ously at short intervals that can be regarded as multiple measurements at the
same time. However, there is a problem that outliers occur due to a bit error
during measurement.

In addition, due to he structure of the observation device, the sensor cannot
be equipped with a bit error correction function. Therefore, in order to remove
the outliers, there is no choice but to judge whether or not the value is outlier
from the measured values.

We proposed two methods to detect and remove outliers by comparing with
the past information of the water temperature to improve the accuracy of the
water temperature information obtained from the observation device.

The strict outlier removal rate (ratio of outlier removements to outliers) is
required because the occurrence of outliers greatly affects not only the accuracy
of observed values but also the accuracy of interpolation. We aim to reach the
removal rate of 99% or more.

3.2.2 Proposed Method 1
The first proposed method is to remove the highest and lowest values as outliers
out of the three measurements at the same time. In other words, the median
value is regarded as the correct value.
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3.2.3 Proposed Method 2
Next, we proposed the following method:

1. This method determines reference value for comparison with each measure-
ment value as follows:

– If there is data after removing outliers within the past a hour and there is
a measured value whose difference from that data is less than 6/16 ◦C, this
method sets the smallest difference from the past data as the reference
value.

– Otherwise, this method sets the median of measurements.
2. This method compares the reference value and the measurements, and

removes the measured value whose difference is equal to or greater than the
threshold value (2/16 ◦C).

It is unlikely that a large temperature change will occur in one hour in
seawater, so we thought outliers can be detected by comparing with the data
measured during that period. Table 2 and Fig. 5 show the frequency distribution
of the temperature difference from the time axis viewpoint in the observation
device installed in Koike in Uwa Sea (the location is as shown in Fig. 4). The
threshold value of 6/16 ◦C for comparison with past data was determined in con-
sideration of Table 2 and Fig. 5. In addition, the threshold value for comparison
with the reference value is set to 2/16 ◦C, which is stricter than the threshold
value for comparison with past data, considering that the measured values are
compared with each other at the same time.

Fig. 4. The locations of Koike and Shirigai in Uwa Sea
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Table 2. Temperature difference frequency distribution (table)

Difference−8/
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0 1/
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1m 5 6 14 16 25 43 106 1508 9057 1345 109 51 23 8 16 10 5

5m 3 3 6 19 39 57 170 1201 9452 1101 155 70 46 20 18 6 1
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Fig. 5. Temperature difference frequency distribution (graph)

3.3 Improvement of Interpolation Accuracy

3.3.1 Purpose
Our system interpolates the water temperature around each measurement point
when running the function shown in Fig. 3. In the current method, we adopted
the inverse distance weighted method (IDW) for the plane, and the linear inter-
polation method for the depth direction. Figure 6 shows a simple interpolation
image.

IDW is a method to estimate the data at a certain point by weighting the
reciprocal of the square of the distance to the measurement point to the mea-
surement data [14].

Linear interpolation is a method of estimating the estimated value at one
point between two measured points as approximately linear expression [15].

However, the interpolation accuracy (maximum error) in this method exceeds
the initial target of 0.5 ◦C. Moreover, fishery workers require more strictical
accuracy so that errors in units of 0.1 ◦C are unacceptable.

In this research, we examine, implement, and evaluate improvement method
for the interpolation method.
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Fig. 6. Current interpolation method

3.3.2 Proposed Method
In this research, we are planning to adopt kriging method as alternative method
to IDW, which is an interpolation method on a plane. In Kriging, we create a
variogram and a covariance function to find a quantitative statistical dependency
(spatial autocorrelation) that depends on the autocorrelation model before cal-
culating the estimate. Thereafter, at the time of estimation, the obtained spatial
autocorrelation is weighted together with the distance from the estimation point
[16].

Kriging is an advanced method of IDW, and the paper that reports that the
accuracy is improved compared to IDW by adopting kriging exists [17]. However,
it cannot be said that the successful cases in that report can be applied to our
research, so we need to verify.

3.3.3 Analysis of Spatial Structure
In the analysis of the spatial structure, which is the first phase of kriging, we
create variogram clouds showing the relationship between the spatial distance
of each sample pair and the degree of dissimilarity (the squared difference).

Figure 7 is a variogram cloud formed from water temperature data measured
at noon on August 15, 2020.

Most of the variogram clouds formed from past water temperature data,
including Fig. 7, are characterized by the dissimilarity diverging for sample pairs
over 20000 to 30000 m regardless of the season. Therefore, it is considered appro-
priate to use a sample for interpolation within 20000 m from the estimated posi-
tion.
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Fig. 7. Variogram clouds

Table 3. Evaluation of proposed method 1

Outliers Outliers removed Removal rate

Total 664 381 57.4%

Breakdown 1 m 269 168 62.5%

5 m 119 65 54.6%

10 m 96 50 52.1%

15 m 92 49 53.3%

20 m 88 49 55.7%

4 Evaluation of Proposed Method 1

4.1 Evaluation Method

We applied the first proposed method to the data from July 11 to 28, 2019 of
the observation device installed in Shirigai (the location is as shown in Fig. 4),
and calculated the outlier removal rates.

4.1.1 Result and Consideration
Table 3 shows the overall outlier removal rate and rate at each depth when
proposed method 1 is applied. Looking at Table 3, the removal rate is 62.5% at
the maximum, which is not sufficient as the outlier removement method.
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5 Future Works

5.1 Outlier Detection and Removement Method

As shown in the evaluation results, we proved the proposed method 1 is not a
sufficient method for removing outliers.

Proposed method 2 is an improved method of proposed method 1, and it is
necessary to evaluate proposed method 2 in the future.

5.2 Improvement of Interpolation Accuracy

We will sample The variogram cloud shown in this paper (generated variogram
is called a sample variogram). Thereafter, we will decide the covariance function
(spherical model, nugget effect model, etc.) for calculating the weight from the
characteristics of the generated sample variogram.
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Abstract. This paper studies Long Short-Term Memory as a component of an
adaptive assembly assistance system suggesting the next manufacturing step. The
final goal is an assistive system able to help the inexperienced workers in their
training stage or even experienced workers who prefer such support in their man-
ufacturing activity. In contrast with the earlier analyzed context-based techniques,
Long Short-Term Memory can be applied in unknown scenarios. The evalua-
tion was performed on the data collected previously in an experiment with 68
participants assembling as target product a customizable modular tablet. We are
interested in identifying the most accurate method of next assembly step predic-
tion. The results show that the prediction based on Long Short-Term Memory is
better fitted to new (previously unseen) data.

Keywords: Assembly assistance systems · Training stations · Long Short-Term
Memory

1 Introduction

Assembly assistance systems can replace the human trainers in initiating inexperienced
workers and increase the efficiency of experienced workers by assisting their manu-
facturing process. Thus, assistive systems can mitigate some manufacturing knowledge
requirements [11]. Such systems must adapt to the worker’s needs, characteristics and
current behavior [3], but also to the constraints of the task [17]. The adaptability can
decrease some human-machine interaction costs [7]. The possibility to dynamically
configure the automation levels is also very important [15].

In this work, we analyze the usefulness of a Long Short-Term Memory (LSTM)
in modeling assembly processes. Thus, we evaluate the ability of a LSTM to provide
a possible next state, considering as input data the current state. In [6], we observed
correlations of the assembly score and duration with the following characteristics of
the workers: gender, eyeglasses wearer or not, height, and sleep quality in preceding
night. Therefore, besides the current assembly state we used all this additional input
information in the prediction process. The LSTM is a recurrent neural network and
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therefore it could be appropriate in recognizing patterns in the input data. We will start
the evaluations with a pre-configured LSTM network and we will perform a design
space exploration by systematically varying the main LSTM parameters to determine
the optimal configuration for our application.

The rest of this paper is organized as follows. Section 2 reviews the relevant related
work applyingLSTM.Section 3 describes our proposedLSTM-based next assembly step
predictor. Section 4 presents the experimental methodology and discusses the evaluation
results, whereas Sect. 5 concludes the paper and suggests further work opportunities.

2 Related Work

There are several companies and research projects that study or implement assistive
assembly systems. In [1], Bertram et al. provide a good overview for assistive systems,
either from industry (i.e., ActiveAssist developed by Bosch, Der Assistant from Ulixes
or Cubu:S from Schnaithmann Maschinenbau AG) or from academia research (i.e.,
motionEAP or Manual Working Station of SmartFactory). All these systems employ
projectors to display informationwith some added data for context awareness. Dissimilar
with these systems, our assistive station [6] is using a touchscreen display to present
information.

In our previous work [4], we used two-level context-based predictors to suggest the
next assembly state. Furthermore, we used in [5] aMarkov predictor and in [6] aMarkov
predictor enhanced with a padding mechanism to anticipate the next assembly state. The
evaluations have shown that the Markov predictor outperformed the two-level context-
based predictors. Moreover, the padding mechanism helped the Markov predictor to
achieve a higher prediction rate and a better coverage.

Due to its improved performance for time series prediction, in the last decade LSTM
has been widely employed to estimate context-dependent human activities with limited
number of time steps. Successful examples include prediction of pedestrian movement
[9], traffic flow [10], human body movement from sequences of 3D skeleton data [13],
emotions recognition from audio-visual data [19], natural language processing [12], etc.
For industrial manufacturing with temporal and spatial distribution of time series data,
the LSTM predictor becomes a suitable method to predict either pure automatic tasks,
such as machine speed to improve the production throughput and minimize energy
consumption [2], or even more complex tasks of human-machine collaboration [18]
when the mixed-initiative interaction becomes critical factor for effectiveness [16].

However, to be effective, LSTM requires a systematic design space exploration to
tune its multiple design parameters. As long as the optimal settings for the parameters
significantly vary from problem to problem, no standard approach for their identification
exists.

3 Next Assembly Step Prediction Through LSTM

Our goal is to build an adaptive assembly station that can provide tailored assembly
experiences towards the user, being able to deliver assembly instructions that better
fit the user by taking into consideration various user characteristics (described below).
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Assembly and training stations will play a critical role in the factory of the future, as
we are seeing a trend towards factory automation and a tighter collaboration between
humans and machines. With the increase in highly specialized low demand products,
from these assembly stations will benefit both the workers and the factories. Workers
can focus more on the quality of their assembly and less on what needs to be assembled,
while factories save time and money since those are not required to repurpose their
assembly lines nor spend extra money with the training of personnel, as the station can
already handle that task.

As in the previous works [4, 5] and [6], the manufactured product is a customizable
modular tablet composed of 8 components presented in Fig. 1: themotherboard (towhich
all the other components will be attached), the screen, two speaker modules (white), two
power bankmodules (blue) and twoflashlightmodules (purple). For the correct assembly
of the product, there are 7 steps required, with no sequential order predefined. For the
prediction of the next assembly step with LSTM, we need to codify the tablet’s states. A
binary representation has been chosen. A logic value 1 represents a correctly mounted
component in its slot on the motherboard, while a logic value 0 represents either an
incorrect assembly or that the component has not yet been mounted. The codification
and the way it is applied is presented in [4].

Fig. 1. Customizable modular tablet.

Furthermore, with the help of various sensors and self-evaluating questions, we
are collecting information relevant in the prediction process. Physical traits like gender,
height or if the user is an eye glass wearer, influence the assembly order and correctitude.
The sleep quality is another factor in this process. This additional information is used as
follows: gender (0 for female, 1 for male), height (value is in centimeters, provided to
the LSTM as 0 if it is lower than 174 and 1 if it is higher or equal), wears glasses (0 for
No, 1 for Yes), sleep quality (1 to 5, provided to the LSTM as 0 if it is lower than 3 and
1 if it is higher or equal).

Deep learning refers to a special kind of neural networks that are composed of
multiple layers. These types of networks are better than classical neural networks at
using information from previous events. Recurrent neural networks, shortly RNN, are
a type of deep learning architecture. RNN uses the output from the previous prediction
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steps, together with the current input to produce an output. There are applications in
which only recent data is useful for making a prediction while others require a longer
history for good accuracy. While RNN can handle a small gap between the information
and where it is requested, as this gap widens, it becomes more difficult to train the
network.

Fortunately, LSTMnetworks, a special form of RNNnetworks, have been introduced
[8]. These networks have been developed to deal with the long-term dependency of
the information. In its current form, an LSTM unit is composed of a cell, tasked with
memorizing information over arbitrary periods of time, and three gates (input gate, output
gate and forget gate) tasked with regulating the flow of the information in and out of
the cell. Before we will present the components of an LSTM cell, here are the notations
used in our formulas:

– xt ∈ Rd : input vector to the LSTM unit;
– ft ∈ Rh: forget gate’s activation vector;
– it ∈ Rh: input gate’s activation vector;
– ot ∈ Rh: output gate’s activation vector;
– ht ∈ Rh: hidden state vector also known as output vector of the LSTM unit;

–
∼
Ct ∈ Rh: cell input activation vector;

– Ct ∈ Rh: cell state vector;
– W ∈ Rh×d ,U ∈ Rh×h: weight matrices;
– b ∈ Rh: bias vector;
– d: number of input features;
– h: number of hidden units.

The forget gate drops information that the model deems unnecessary in the decision-
makingprocess. Theprevious hidden state and the current input values are passed through
a sigmoid function that dictates how much of the previous cell state should be forgotten,
with 0 representing drop all and 1 keep all:

ft = σ(Wf xt + Uf ht−1 + bf ) (1)

The input gate decides what new information should be learned. Like in the forget
gate, the hidden state together with the input passes through the sigmoid to determine
how much of the new information should be learned (ignore factor):

it = σ(Wixt + Uiht−1 + bi) (2)

Then, the hyperbolic tangent function (tanh) squishes the values between −1 and 1:

∼
Ct = tanh(WCxt + UCht−1 + bC) (3)

The cell state (long-termmemory) persists information from previous timesteps. The
new cell state is obtained by multiplying the old state with the forget factor to which the
new information from the input gate is added:

Ct = ft ◦ Ct−1 + it ◦ ∼
Ct (4)
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The output gate decides what the next hidden state should be. Firstly, we pass the
current hidden state and the input through a sigmoid function:

ot = σ(Woxt + Uoht−1 + bo) (5)

Then the newly modified cell state is passed through the tanh function. The infor-
mation provided by the sigmoid and hyperbolic tangent functions is then multiplied to
decide what information should the next hidden state carry:

ht = ot ◦ tanh(Ct) (6)

The newly computed hidden state is also the one used for predictions.
Due to the vast assembly possibilities of the tablet and lack of sufficient data, a LSTM

network is used to model the assembly process. The network can adapt to new assembly
scenarios. For our implementation in Python, we decided to use the TensorFlow library
together with Keras. Figure 2 represents the configuration of our network, which consists
of 7 layers: the input layer, two LSTM layers, two dropout layers, a flatten layer and a
dense layer. Additionally, one dropout layer can be found after each LSTM layer. Most
of the network configuration will be presented in the next section, where we will analyze
different variations of the parameters.

Fig. 2. Network structure.

The input layer, as well as the dense layer have a fixed number of neurons. The
number of input layer neurons is set to the amount of features we want to use in our
prediction. Since we are using 4 traits of the user, 5 input neurons are required, one for
the current state and four for the traits. The number of neurons in the output layer is given
by the number of slots we must populate on the motherboard. Since our motherboard
has 7 slots, we will have 7 output neurons, each corresponding to one slot. The neuron
that has the highest activation value represents the next piece that needs to be assembled.

4 Experimental Results

In this section we determine the configuration that works best for our needs. All the data
used in this work has been collected from an experiment, where 68 participants were
tasked to assemble the product. The experiment is briefly described in [6] or more in
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depth in [14]. Out of all participants, 32.4% were females, 48.5% declared that they
had slept well in the night before the experiment and 32.3% wore eyeglasses. Female
participants needed less time to fully assemble the product, requiring only 69.2 s while
male participants needed on average 94 s to assemble it. Although female participants
had a faster time of assembly, their assemblies had more errors compared to the male
participants. Taller participants had better scores than shorter ones.

The dataset is a csv file with the following structure: <Current Assembly State,
Height, Gender, Wears Eyeglasses, Sleep Quality, Next Assembly State>. For example,
the entry <1, Tall, Male, Yes, Good, 3> means that one flashlight module is inserted
in the bottom right slot of the motherboard and the user has a height above the average,
is male, wears glasses, slept well last night and following assembly state should be 3,
meaning that two modules (one flashlight and one speaker) are present on the bottom
center and right slots of the motherboard.

The dataset has been split into 2 individual datasets: training and testing. The split
percentage is 75/25. In this case, the correct assembly sequences are extracted from
the first 75% of the dataset for training while the remaining 25% will be entirely used
for testing. In another evaluation approach, denoted 100/100, we extracted the correct
assembly sequences from the whole dataset for training and used for testing the dataset
entirely. The first evaluation approach indicates which method can adapt to new sit-
uations, whereas the second one shows which method can better reproduce a certain
model.

We will systematically vary all the relevant parameters of the LSTM in a manual
design space exploration, using the 75/25 evaluation approach.We started the evaluation
with the LSTM pre-configured with a batch size of 40, dropout rate of 0.28, 64 neurons
in the first LSTM layer, 32 neurons in the second layer and 500 epochs. In this stage
we did not yet consider a third LSTM layer. Because weight initialization has a major
influence over the outputs and, thus, over the prediction accuracy too, for each varied
parameter, we did five runs, each with a different seed. The average of those five runs
is considered the final result. For comparisons between the implemented methods, we
use as evaluation metrics the prediction rate, the prediction accuracy and the coverage.
These metrics are calculated as follows: the prediction rate is the number of predictions
done divided to the length of the testing dataset, the prediction accuracy is the number
of correct predictions divided to the number of predictions done and the coverage is the
number of correct predictions divided to the length of the testing dataset.

To get the best results, we tuned the hyperparameters. We now present how the
hyperparameters affect the prediction accuracy. We started by varying the learning rate,
a parameter representing the step size in each iteration whose role is to find the minimum
of the loss surface. We kept the other parameters fixed on the pre-configured values.
Figure 3 presents the change in accuracy percentage with a learning rate increasing from
0.01 to 0.05, in steps of 0.01. The accuracy gradually improves up to 0.03, where it
peaks, and then a steep decrease in accuracy percentage can be observed. With a large
learning rate the network may not converge to the solution, while with a small learning
rate it needs a longer training process that might also get stuck in a local optimum. To
avoid getting stuck in a local optimum, we also use momentum.



34 S.-A. Precup et al.

37.62 38.02 39.40
36.04

30.49

25
30
35
40
45

0.01 0.02 0.03 0.04 0.05

Learning Rate

Pr
ed

ic
tio

n 
Ac

cu
ra

cy
 [%

]

Fig. 3. Learning rate variation.

The second parameter we varied is the batch size representing the number of training
examples per batch. After one batch is passed through the network, the weights are
adjusted according to the average error from the batch. Depending on the batch size,
one or more iterations are required to complete one epoch. We varied the batch size
starting from 10 up to 50 with a step of 10, using the optimal learning rate of 0.03 and
the preconfigured values for the rest of the parameters.
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Fig. 4. Batch size variation.

As Fig. 4 depicts, increasing the batch size up to 40, improves the prediction accuracy.
If we increase the batch size above 40, a decrease in accuracy can be observed. With
a larger batch size, the same number of training epochs is not enough anymore to get
the same result (or better). Increasing the number of epochs can lead to overfitting, thus
decreasing the prediction accuracy on the test data. The optimal batch size is 40.

We continue our series of tests with the dropout rate. The dropout is a way in which
neurons, selected at random, are ignored in the training process, where they do not
contribute to the forward propagation nor have their weights updated in the backward
propagation. We adjusted the dropout rate in steps of 0.03 starting from 0.16 up to 0.31.
In Fig. 5 we can see a small variation in prediction accuracy. However, the highest
prediction accuracy is obtained by using a dropout rate of 0.25. Using dropout is another
way to prevent overfitting, since it forces pattern learning to be spread between the
neurons of the same layer and hinders individual neurons to learn specific training data.
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Fig. 5. Dropout rate variation.

After having set the learning rate, batch size and dropout rate, we continue our tests
with changing the structure of our network. Firstly, we need to identify the optimal
number of neurons in the first LSTM layer. With the number of neurons on the second
layer set to 32, the neurons from the first layer have been varied from 40 up to 136 with
an increment of 24. In Fig. 6 we can see how the number of neurons affects the prediction
accuracy, with a peak at 88 neurons.
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Fig. 6. Varying the number of neurons from the first LSTM layer.

After we have fixed the optimal number of neurons for the first layer, it was time to
identify the optimal number of neurons in the second layer. We varied the number of
second layer neurons in the range 8 to 40, with an increase of 8 neurons per run. Our tests
showed that the optimal number of neurons in the second layer is 24 (see Fig. 7). More
neurons on the layers leads to overfitting. Furthermore, we evaluated the possibility of
utilizing a third LSTM layer. It can be seen in Fig. 8, that an additional LSTM layer does
not contribute to any benefits, the network obtaining a lower prediction accuracy than
the one having just 2 layers.

After every parameter has been optimized, it was time to identify the optimal number
of epochs to train our network. An epoch represents the propagation of the dataset
through the network once. As Fig. 9 depicts, 5000 epochs turned out to achieve the
highest prediction accuracy. A high number of epochs will lead to overfitting, while a
smaller one does not give the network enough time to learn everything from the provided
examples.

Lastly, we wanted to see how a threshold might improve the prediction accuracy.
Every time a prediction is made, each activated neuron has a confidence associated
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Fig. 7. Varying the number of neurons from the second LSTM layer.
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Fig. 8. Varying the neurons from the supplementary third LSTM layer.
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Fig. 9. Varying the number of epochs.

with it. If that confidence is below the threshold, then no prediction is made, otherwise
it predicts the next step. We tested the threshold from 0 up to 0.3 in increments of
0.05. In Fig. 10 we can see that a threshold of 0.2 maximizes the prediction accuracy.
Applying this threshold means a slightly lower prediction rate and coverage. The highest
activation value ranges mostly in the interval [0.15, 0.25]. Thus, a higher threshold leads
to a lower prediction rate. Due to highly confident mispredictions, a decrease in accuracy
is observed.
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Fig. 10. Varying the value of the confidence threshold.

The best configuration obtained after we have varied all the parameters, is presented
in Table 1.

Table 1. Optimal LSTM configuration.

Parameter Value

Batch size 40

Learning rate 0.03

Dropout rate 0.25

Neurons in the first LSTM layer 88

Neurons in the second LSTM layer 24

Training epochs 5000

Confidence threshold 0.20

Optimizer Adam

Loss SparseCategoricalCrossentropy

Activation function SoftMax

Note that this configuration is suitable for the selected device. For new devices,
the methodology for configuring the network and fine-tuning its hyperparameters
should be repeated. These hyperparameters can be used as starting values for the new
configurations.

Now that the best configuration was presented, we will compare the LSTM to our
previous work [6]. For a fair comparison, the Markov predictor presented in [6] has
been improved to use complex states containing information about the worker as well
(height, gender, sleep quality and if he is an eyeglass wearer). In Table 2, the comparison
of the two methods is presented. For each metric we included two columns: 75/25 and
100/100. The 75/25 column means that the network was trained on the first 75% of the
dataset and tested on the rest of 25%, while 100/100 means that the network was trained
and tested on the same dataset.

As the results show, using complex states in the Markov predictor is not beneficial
due to its implementation. If it encounters characteristics of an individual that are not
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Table 2. Comparison of the two methods using the 75/25 evaluation approach.

Method Prediction rate [%] Accuracy [%] Coverage [%]

75/25 100/100 75/25 100/100 75/25 100/100

Markov (R = 2) 37.62 92.27 50 84.36 18.81 77.84

LSTM 98.02 96.85 43.01 52.08 42.17 50.41

in its knowledge universe, it cannot predict the next assembly step, thus, the Markov
model with complex states is not suitable for the task. While on the whole dataset the
Markov model does a better job at making predictions, when it comes to new data, the
LSTM network seems to be better fitted for the job with prediction accuracy of 43% and
a prediction rate of 98%. The coverage is an important metric for us and because of this,
the LSTM prediction method is better suited than the Markov model on new data.

5 Conclusions and Further Work

In this paper we analyzed the possibility of using an LSTM to predict the next assembly
step in a manufacturing process. We are interested in integrating such a predictor into
our assembly assistance system. For our implementation we used the TensorFlow library
together with Keras. The LSTM was evaluated and compared with the existing Markov
predictor on a dataset obtained in an earlier experiment.We configured the LSTM for our
application through a systematic design space exploration. The optimal configuration
includes a batch size of 40, a learning rate of 0.03, a dropout rate of 0.25, 88 first layer
neurons, 24 second layer neurons, 5000 training epochs and a confidence threshold of
0.20. This optimal LSTM outperforms the earlier developed Markov predictor on new
(previously unseen) data, but it is less performant on data known from the training stage.
Probably, a combination of these two methods would provide even better results. The
development and analysis of such a hybrid predictor will be the subject of further work.
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Abstract. Voice assistants have become a common occurrence that are present in
our smart-phones, speakers or dedicated devices like the Google Home and Alexa
Echo. Over the years, these voice assistants have become more intelligent and the
number of tasks that can be performed by them has increased. Of the many voice
assistants that exist,Amazon’sAlexa is oneof themost compatible voice assistants,
which can be programmed to suit specific use cases by the use of Amazon’s Alexa
Skills Kit. Through this paper, we leverage the power of Alexa’s voice assistance
by designing a navigation system for our college campus, which allows users to
request directions in the most intuitive way possible. This is a cost-effective and
scalable solution based on Amazon Web Services (AWS) Lambda.

Keywords: Voice assistant · Alexa skill · Navigation system · Routing · Amazon
echo

1 Introduction

Voice recognition and assistance has immensely increased in past years, and the use of
voice assistants for day-to-day activities and basic tasks have become ubiquitous. Voice
assistance has become popular because on an average, humans can type 40 words per
minute, whereas they can speak up to 150 words per minute, making it the preferred
form of communication. Voice assistants leverage this fact and offer a natural way of
interaction, also providing easy access to thosewho are visually impaired. Themost pop-
ular voice assistants in today’s times are Google’s Google Assistant, Amazon’s Alexa,
Apple’s Siri and Microsoft’s Cortana. As time has progressed, so have the capabilities
of these assistants.

General tasks of voice assistants include setting reminders and alarms, givingweather
updates, etc. However, their usage isn’t limited to these tasks. They can also be employed
for building systems that are tailored for specific purposes. Each of the voice assistants
can be leveraged for their own strengths. Among the most popular ones, Amazon’s
Alexa is one of the most developer friendly and best in terms of compatibility among all
voice assistants [2]. Amazon provides developers with the “Amazon Skills Kit” (ASK)
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[3] which can be used to build custom skills, which are like apps for Alexa, with self-
defined functionalities. The ASK provides self-service APIs that can be used to build
skills that range from games and music streaming to multimodal experiences and smart
home control.

For this reason, we useAmazonAlexa for augmenting a skill to build a voice-assisted
campus navigation system. This skill is based on the multimodal experience provided as
part of the Amazon Skills Kit, that gives spoken navigation assistance as well as visual
reference for viewing the path. We propose a methodology that has high accuracy while
also being comparatively inexpensive. The built skill will be accessible on any device
that can run Alexa, but the visual component of the skill is limited to Amazon’s Echo
devices that come with a built-in display. To thoroughly test our system, it has been
deployed on an Amazon Echo Show 8.0. The Echo Show has an 8′′ display that can be
used to display our multimodal response in the form of images. Any device that can run
the Alexa voice assistant will be able to access our skill.

The rest of the paper is organized as follows: Sect. 2 discusses background and basic
terminologies. In Sect. 3, the proposed system for Alexa based Navigation is discussed.
Section 4 discusses the advantages of the system and how challenges in the system were
addressed, and Sect. 5 includes results. Conclusion and future scope are presented in
Sect. 6 with references at the end.

2 Background and Terminology

A voice assistant is a software agent that uses natural language techniques to interpret
speech input given by users and responds via synthesized voice messages [4]. The first
ever voice activated productwas theRadioRex. In the period from1971 to 1976,DARPA
funded R&D in Speech Understanding Research (SUR) program, the outcome of which
was CMU’s Harpy, which could recognize over 1000 words [1]. The first modern voice
assistantwasSiri, releasedbyApple in the year 2011. Following this,Microsoft’sCortana
and Amazon’s Alexa were released in 2014, and Google’s Google Assistant in the year
2016 [5]. In 2017, Google Assistant had achieved a 95% accuracy in recognizing words
in the English language.

2.1 Voice Assistants

Alexa. Amazon’sAlexa is a voice assistantwhich runs on smart speakers (Echo devices)
or smartphones. In addition to performing basic tasks like setting alarms/reminders,
giving weather updates, playing music, etc., other features can be added to Alexa, called
skills.

Google Assistant. This is a personal assistant by Google, which is available on smart-
phones and smart devices like the Google Home. In 2016, Google also launched Google
actions, which is a developer platform to build apps for Google Assistant [6].

Cortana. Cortana is a productivity assistant developed by Microsoft. Cortana uses the
Bing search engine to answer questions asked by the user. Cortana’s key features include
reading an overview of mails and enabling voice-dictated replies, creating planners,
recommending activities, etc. [7].
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Siri. Siri is the voice assistant developed by Apple. Siri was the first voice assistant
to be rolled out to the public. A wide range of voice commands are supported by Siri,
ranging from basic commands such as searching the internet and setting reminders to
more complicated ones like engaging with third party apps on iOS [8].

Comparison. All four voice assistants mentioned above have been popular and made
life more convenient. Siri was one of the first voice assistants in the market, yet it
was considered inflexible and unnatural compared to other voice assistants. Cortana
was removed from the iOS market in 2019 and from the Android market in 2020 [9].
With Google Assistant and Amazon Alexa as the two best choices for building custom
applications,we compared the advantages and disadvantages of using either of them [10].
Amazon has the feature of Alexa blueprints, which provides templates for getting started
with skill development. Further, Amazon also has easy-to-use APIs for integration with
different applications and provides ease of building custom apps in the form of skills. A
device with Alexa is claimed to have more compatibility with third-party applications
and services compared to its counterparts [2]. The potential of Alexa and Echo devices
to take on a range of different roles and functions in multi-user interactions makes it
particularly relevant for our use case.

Amazon Echo and Echo Show. Amazon Echo, or Echo, are smart-speakers built by
Amazon, that use the Alexa voice assistant [11]. The device can act as a simple voice
assistant that does day to day tasks or also be combined with several smart devices
like smart bulbs, smart fans and smart switches to name a few, thus facilitating home-
automation. The different variants are the first-generation Echo, the Echo Dot, Amazon
Tap, Echo Look, Echo Spot, Echo Plus, Echo Connect and Echo Flex. An important
Echo variant that has been the primary device from the point of view of this paper is the
Echo Show, which comes with an in-built display that aids multimodal responses. All
of these devices vary in terms of size and presence of an inbuilt speaker, however the
voice recognition software running on each is the same.

2.2 Navigation Systems

The purpose of navigation systems is to give directions to the user for the requested
destination from a source location. Before the advent of GPS and navigation systems
like GoogleMaps, navigation would be done using paper-printed maps. The invention of
digital navigation was a game-changer providing dynamic routes and assistance.Mainly,
directions can be provided by visual, audio and/or hapticmeans [12]. Outdoor navigation
systems canuseGPS (Global PositioningSystem) for positioning.However, radio signals
cannot penetrate solid walls rendering GPS ineffective for indoor positioning [13]. In
such cases, additional installations like beacons, sensor networks, etc. are requiredwhich
would increase the system cost by a fair amount.

2.3 Terminology

Some of the terminologies associated with Amazon Alexa that have been used in the
paper have been elaborated upon in this section.
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Intent. An intent is a representation of an action that responds to a user’s spoken request.
Intents may have slots (placeholders for arguments) [14]. In our case we have defined 5
Custom Intents which are as follows:

• DirectionIntent
• SourceIntent
• GreetIntent
• WhereAmI Intent
• WashroomIntent

We have also leveraged some of the built-in intents provided by Alexa Skills Kit like
YesIntent, NoIntent, HelpIntent, etc.

Utterance. Utterances are phrases which will be most likely used for a particular intent
[15]. Utterance sets should be unambiguous and should contain as many relevant phrases
as possible. For example, in our use-case, “DirectionIntent” will have an utterance set
consisting of phrases like: where is <location>, where can I find <location>, how do
I reach <location>, etc.

Custom Slot Types. Custom slot type is a collection of possible values for a slot type.
Custom slot types are used to represent items that are not included in Amazon’s built-in
slot types [14], which in our case, are names of locations in the campus.

Multimodal Response. Multimodal is the addition of other forms of communication,
such as visual aids, to the voice experience that Alexa already provides. Multimodal
skills [15] can provide more information through visual aids leading to a better user
experience. Our skill uses Alexa Presentation Language (APL) to render visual aids
with every direction response.

Endpoints and Lambda Function. The endpoint for skill is the service towhichAlexa
sends requests when users invoke it. A custom skill can be hosted using AWS Lambda
or as a web-service. We are hosting our skill’s backend service as an AWS Lambda
function [14].

3 Proposed System: CampusMaps

We propose a voice assisted solution along with a visual representation of the path to
enhance user experience. The visualmaps are also integratedwith alexa skills, but will be
visible only on alexa devices that have an inbuilt display. The overall workflow is shown
in Fig. 2. Once the skill has been invoked using the correct invocation “open campus
maps” the user can ask for directions to a specific location. If the source location (location
at which the echo device/location of user) has not been set, the skill will prompt the user
to set a source location. Once this has been set, the user can ask for directions and the skill
will compute the path and directions at the backend and return a set of directions along
with a visual path in the form of an image to the user. We have additionally included
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features like finding the closest washroom or staircase. The user can also enquire about
his own location by asking “Where am I” and this will return the preset source location.
The built skill uses two languages that are supported by Alexa, namely English (EN)
and Hindi.

3.1 Architecture

The user interaction with the system will take place through an Alexa enabled device
(Amazon Echo Show). The user can request directions for a location within the campus
and this location will be passed as input for the Custom Alexa Skill backend. The skill
(backend) then processes this input and generates a path from a pre-set source location
to the destination as mentioned by the user along with a map representing the route
for the same. The generated directions and image of the map are returned to the alexa
device, which then displays the visuals while speaking out directions to reach the given
destination. Figure 1 shows user interactionwith the custom skill and how it is processed.

Fig. 1. User interaction with custom skill and how user requests are processed

3.2 Modelling Maps

The present blueprints of the college have been digitized. The campus has been divided
into 3 regions and each region has maps representing different floors. An undirected
graph data structure has been used to represent the entire college, where each important
location on the campus is represented as a node and corridors or pathways connecting
these locations are represented as undirected edges. Each node is represented as a JSON
object in the following template:

{ 
node_name: string, 
x_pos: float, 
y_pos: float, 
floor: int, 
map_number: int 

} 
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The node_name represents the name of the location. The x_pos and the y_pos are
the respective x and y pixel coordinates of that location in the bitmap image. The floor
represents the floor number of that location.Asmentioned previously, the entire blueprint
of the college is divided into 3 maps, so the map_number attribute represents which of
thesemaps the node belongs to.Undirected edges are the corridors and pathways between
the nodes, which have been identified from the blueprints of the college. A unique node
index is provided to each node so that pertinent information can easily be accessed. As
the input received from the user is the name of the location (node_name), a mapping has
been created between node_name and the unique_index. node_name by itself cannot be
the unique index as there are multiple locations that would have the same node name
(e.g. washroom).

3.3 Routing

This forms the crux of the system, and to provide the shortest and most efficient solution,
we have used a modified version of Dijkstra Routing Algorithm [15]. In the modified
version, we are not only finding the minimum distance, but also the path from the
source to destination. For special cases like washroom, our algorithm returns the closest
washroom to the user.

Floor Navigation. The algorithm supports navigation on different floors as well. This
has been done by adding edges for every staircase present. In the event that there may
be multiple staircases to reach a destination, the closest staircase will be chosen.

Directions. Providing the correct directions from a source to the destination is one of
the most important parts of the CampusMaps. If the general compass (North, South,
East, West) directions are considered, it might be tempting to simply consider that if x
coordinate increases then the person is traveling east (assumed to be right) and if the
y coordinate increases he goes south (assumed to be straight). However, for someone
entering from one end of the college, some places will be on his/her right, but for another
person exiting the college from a gate on the opposite end, the same place will be on
his/her left. For this reason, it is essential to account for the direction the person is already
walking in, and only then compute the next direction. The direction that the person is
already walking in will serve as a reference for what would represent the person’s left
and right.

For the special case where there is no previous direction to reference, i.e. when the
user is at the source location, a provision has been provided such that the user is first
told to turn in the correct direction, after which the rest of the directions are provided.
The directions are provided in a language that sounds natural and conversational to the
user.

Distance Calculation. The college plot is more or less a rectangular plot. As a result of
this, the total length and totalwidth of the collegewas found inmeters. Existing blueprints
(paper-based) of the college were digitized and the same map was now expressed in the
form of a digital image. A correlation was created between the length and width of the
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Fig. 2. Workflow of the system

college in pixels, to the length and width of the college in meters respectively. When the
path between source and destination is generated, the Euclidean distance is calculated
accordingly in pixels. From the abovementioned correlation, the pixel distance ismapped
to the distance in meters as an acceptable estimate for the individual.



CampusMaps: Voice Assisted Navigation Using Alexa Skills 47

3.4 Alexa Skill Development

Amazon Developer Console has been used to develop our Alexa skill. The initial con-
figuration consists of setting an appropriate skill name, selecting languages for the skill
(English-India and Hindi in our case) and choosing a model to add to the skill (Cus-
tom). The next step involves setting up build configurations which includes selecting
an invocation name, defining intents along with their respective utterance sets, slots and
defining an endpoint which will trigger actions every time the skill is invoked. Finally,
the model is trained with the chosen configurations and built.

The endpoint for our skill is a lambda function. The core backend logic for the
skill resides in this function. It is responsible for extracting intent, slot values and other
metadata from the request object it receives every time the skill is invoked. A response
object is constructed which has an appropriate speech output and a reprompt message
(if needed). If the device invoking our skill has a screen, a map image is sent using
Alexa Presentation Language [14] (APL). The images are pre-constructed to reduce
response-time and are hosted on a separate server.

Users can interact with the system by giving voice commands. Amazon’s Natural
Language Understanding [14] (NLU) module is responsible for identifying utterances
and their corresponding intents from the input and sending its findings to the skill’s
backend (lambda function) in the form of a JSON object. The intents and slot values (if
any) are extracted from this response object and an appropriate action is launched. Every
intent has a set of associated utterances which should be present in the user’s request for
the intent to be identified. For instance, “where is {campusLocation}” is an utterance

Fig. 3. Sample output image (Source: Main Gate, Destination: Canteen)
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which represents DirectionIntent. Thus, if a user asks “where is library” the intent
identified is DirectionIntent with value for slot campusLocation as library. A function
called direction(), which is defined in the lambda function, is called. This function will
return text which gives directions to the library, which should be interpreted by the device
as speech-output. Figure 3 shows sample output map from Main gate (source location)
to Canteen (destination). The directions for the same case are as follows: “Walk straight.
Take the next left. Take the next right. Continue straight. Take the next right. You have
arrived at the canteen. You have walked a total of 114 m.”

4 Advantages and Challenges

4.1 Advantages

Cost Effective. The system is built economically, compared to other navigation systems
like indoor maps and GPS based systems, that require a huge budget. The only cost
incurred in this system is that of the Echo device(s).

Scalable. With the use of Amazon Web Services Lambda and Google Drive to store
the generated output of maps for each use case, the system can be scaled easily as the
storage requirements are minimum.

Time Required to Build the System. Compared to other systems like indoormaps and
GPS based systems, this system is far quicker to build. Themapmodeling for any campus
can be done in a short period of time and since this is the only change required to extend
this architecture, this system can be replicated for any other campus or establishment
rapidly.

4.2 Challenges

The major challenge that we faced was the incorrect recognition of locations that were
spoken by the user in both English as well as Hindi. This was resolved by taking the
following steps:

Removing Utterance Conflicts. As our skill had custom intents, utterance conflicts
between both custom-custom intents and custom and built-In utterances were encoun-
tered. This issue was resolved by making utterances in custom intents more descriptive
to remove ambiguity. Redundant utterances were removed.

Testing Intent Resolution Capability. Asour skill’s interactionmodelwas being built,
we used the utterance profiler [16], a feature in Amazon’s Developer Console to test our
model’s intent resolution accuracy. Utterances to be tested were fed as input and the
profiler identified corresponding intents and slots. Utterance set was modified whenever
the test utterances did not resolve to the right intent followed by re-building the model.
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Batch Testing Using NLU Tool. Natural Language Understanding [14] (NLU) evalu-
ation tool in the developer console was used to test batches of sample utterances. The
test set (aka an annotation set) consists of utterances mapped to the expected intents
and slots. NLU evaluation score with the annotation determines how well the skill’s
model performs against our expectations [17]. The score was improved by removing
ambiguities in the utterance set and adding synonyms for various slot values.

Testing Sample Audio Files Using ASR Tool. The Automatic Speech Recognition
[14] (ASR) Evaluation tool allows us to batch test audio files to measure the speech
recognition accuracy of our skill. With this tool, we have tested and compared expected
transcriptions against generated transcriptions for sample utterances. The issues uncov-
ered during this test have been resolved by spelling out the words in utterance sets
considering how they will be actually pronounced.

5 Results

This system underwent both alpha and beta tests. Alpha tests were performed by us in
the form of unit tests and integration tests. This system was then rolled out to a variety
of students, faculty and administrators to test its efficacy.

5.1 Alpha Tests

Unit Tests. The first step of testing was to test the individual components on our code
editor itself. The following factors were considered to gauge correct working with each
test case:

• Path is selected corrected
• Directions are given correctly
• Correct nodes are selected on the visual component
• Correct path is shown on the visual component
• All maps are shown in the case of source and destination being on different maps
• The maps are concatenated in the correct order before saving

Manual verification was done for each test case. All the test cases ran successfully.

Alexa Developer Console Test Simulator. Before deploying the skill to the echo
devices, we ran the tests on the alexa developer console for testing skill in english
and hindi. The output of the tests are shown in Fig. 4 and 5.
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Fig. 4. Testing on console (English) Fig. 5. Testing on console (Hindi)

5.2 Beta Tests

To gauge insights on how the system would work in the real world, we performed beta
tests by allowing expected users to use the system. Beta testing included 6 students, 2
faculty members and 1 administrative member. The users were allowed to interact with
the system and were provided with only a basic instructional guide for the system. A
feedback form was then provided to the beta testers for evaluation. The feedback form
consisted of the following fields- ease of use, system naturalness, accuracy of results,
bug reports and overall satisfaction. The results (rated and averaged out of 10) are shown
in Table 1.

Table 1. Beta test results

Field Rating

Ease of use 8.5

System naturalness 8

Accuracy of results 9.5

Overall satisfaction 9

The beta testers helped identify 3 minor bugs that were fixed before the system was
rolled out to the rest of the university.

6 Conclusion and Future Scope

In this work, we have proposed a voice assisted navigation system for campuses and
establishments where extensive systems like google maps or indoor maps aren’t neces-
sary or feasible. The purpose of the system was to leverage the power of Alexa Skills,
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which has been done efficiently as supported by the results. This prototype of the system
makes the navigation within the campus an easier and more convenient task for new vis-
itors. Currently, the position of the Alexa enabled device is static thus limiting the user
to understand the directions in a single-go. As a future scope, this system can be further
enhanced by the use of beacons for positioning, which can provide higher accuracy and
dynamic navigation.
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Abstract. Covering based rough set is an important extension of Pawlak’s tra-
ditional rough set. Reduction is a typical application of rough sets, including
traditional, covering based and other rough set extensions. Although this task has
several proposals, it is still an open problem to decision systems (tables) in cover-
ing based rough set. This paper focuses on the reduction problem for the condition
lattice, and fitting problem for the decision lattice in the decision table based on
cover lattice. A corresponding algorithm is proposed for each problem. Two exam-
ples to illustrate a covering based decision table and two related problems show
the applications of these concepts and problems.

Keywords: Covering rough set · Cover lattice based decision table (system) ·
Reduction lattice · Fitting lattice

1 Introduction

Covering based rough set theory, initiated byW.Zakowski [10], is an important extension
of Pawlak’s rough set theory [4]. For describing the approximation space, traditional
rough set uses partitions (by equivalent relations), while covering based rough set theory
uses covers (by tolerance relations) of the universe [1, 6, 9, 10, 13, 14].

Reduction is a typical application of rough set (including traditional, covering based
and other rough set extensions). Though this task has been mentioned, it is still an open
problem to decision systems (tables) on covering based rough set. A typical type of
covering based decision system is a tuple (U , Δ ∪ D), where the condition part is a
family of covers and the decision part is a property [3, 7, 8]. The reduction problem in
the rough decision system is presented in relation between the induced cover Δ and the
set of equivalence classes on U , according to the value set of decision attribute D.

This paper is an extension of cover-lattice based decision tables [5]. We focus on
reduction and related problems as well as application aspects. This paper has following
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main contributions: i) the condition lattice reduction problem is introduced, and an
algorithm that finds all condition lattice reducts is proposed; ii) corresponding to the
condition reduction problem, the decision lattice reduction problem (called the fitting
problem) is presented with an algorithm that finds all fitting decision lattice reducts; iii)
we provide sample applications of the proposal to show its potential.

The remainder of this paper is organized as follows. Next section presents the defi-
nition of a cover-lattice based decision table, in which decision lattice is used instead of
decision attribute. An example illustrating the meaning of a cover-lattice based decision
table is presented. Two reduction and fitting problems in the cover-lattice based decision
table are presented in Sect. 3. The corresponding algorithms for solving these problems
together with an illustrative example in the collaborative filtering-based recommender
system are also discussed. Section 4 introduces some related work. The last section
presents the conclusion of the paper.

2 Covering Based Decision Tables

2.1 Covering Based Rough Sets and Covering Decision Systems

W. Zakowski defined an approximation space as a pair (U ,C), where U denotes an
arbitrary nonempty set;C denotes a cover ofU [10].He also definedminimal description,
the family of sets bottom approximation, and an equivalence relation ∼C . C. Degang
et al. defined the induced cover of a cover, and the induced cover of a family of covers
[3]. The task of the attribute reduction of covering decision systems with covering based
rough sets was also defined.

Definition 1 (covering decision system [3]): A covering decision system is an ordered
pair S = (U ,Δ ∪ D), where U is the universe; Δ is a family of covers of U ; and D is
a decision attribute.

Covering decision system is also called covering decision information system [7].
Assume that there exists an information functionD : U → VD where VD is the value

set of the decision attribute D, IND(D) is the equivalence relation of D, and U/D is the
set of equivalence classes by IND(D).

Definition 2 (Δ-positive region of D [3]): Let S = (U ,Δ ∪ D) be a covering decision
system, and Cov(Δ) is the induced cover ofΔ. The Δ-positive region of D is calculated
as POSΔ(D) = ⋃

X∈U/D �(X ), where �(X ) = ⋃{�x|�x ⊆ X }.
Definition 3 ([3]): LetΔ = {Ci|i = 1, . . . ,m} be a family of covers ofU ,D is a decision
attribute,U/D is a decision partition onU . If for∀x ∈ U ,∃Dj ∈ U/D such thatΔx ⊆ Dj,
where �x = ⋂{Cix|Cix ∈ Cov(Ci), x ∈ Cix}, then, the decision system (U ,Δ,D) is
called a consistent covering decision system, and denoted asCov(Δ) ≤ U/D. Otherwise,
(U ,Δ,D) is called an inconsistent covering decision system.
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2.2 Cover Lattice Based Decision Table

2.2.1 A Definition of Covering-Lattice Based Decision Table

Let U be the universe. Assume that there exists a partial order relation denoted “≤” in
the set all covers of U .

Definition 4. Let A,B be two covers of U . The cover A is smoother than the cover B if
and only if for every set AS belonged to the cover A, there exists a set BS belonged to
the cover B such that AS ⊆ BS.

Definition 5. (the conformity of the relation “ ≤”). The “≤” is called a conformity
relation if and only if for every pair of two cover setsC1, C2 if C1 ≤ C2 then C2 is
smoother than C1.

In the case of a conformity relation “≤”, the cover {U} is the minimum cover. In
this paper, assume that the relation “≤” is a conformity relation.

Definition 6. (the lattice of covers) [5]. L is defined as a lattice of covers of U if and
only if L is a set of covers ofU (C1,C2, . . . ,Cn), and for every C1,C2 belong to L, there
also exist Y1, Y2 belonging to L such that Y1 ≤ C1,Y1 ≤ C2 and C1 ≤ Y2,C2 ≤ Y2.

Definition 7. (the top-cover and the bottom-cover of a lattice of covers [5]). Since the
universe U is finite, there exist Ctop, Cbottom such that Ctop, Cbottom belonging to L, and
C ≤ Ctop(Cbottom ≤ C) for every C in L.

Definition 8. [5] A cover lattice based decision table (CDT) is a triple 〈U ,CL,DL〉,
where CL and DL are two lattices of covers of the universe U ; CL and DL are called
condition lattice and the decision lattice, respectively.

Definition 9. (the induced cover of CL) [5]. Let CDT = 〈U ,CL,DL〉 be a cover lattice
based decision table; TopCL = {S1, S2, . . . , Sk} be a top-cover of CL. For every x ∈ U ,
let CovCLx = ⋂{Sj ∈ TopCL, x ∈ Sj}, then, the set Cov(CL) = {CovCLx|x ∈ U} is
also a cover of U and it is called the induced cover of CL.

CovDLx and the induced cover Cov(DL) of DL are also defined in the same way.

Definition 10. (CL-positive region of DL). Let CDT = 〈U ,CL,DL〉 be a cover lattice
based decision table. The CL-positive region of DL is calculated as

POSCL(DL) =
⋃

x,y∈U CovCLx
(
CovCLy

)
(1)

Definition 11. (the dependence of a cover lattice based decision table) [5]. Let CDT =
〈U ,CL,DL〉 be a cover lattice based decision table. We say that DL depends on CL at a
degree k(0 ≤ k1), denoted by CL→kDL, and

k = |POSCL(DL)|
|U| (2)

We also call the dependence of a cover lattice based decision table by the dependence
of its condition lattice CL.

TheDL’s dependencyonCL is an indicator of the performance that supports decisions
of cover lattice based decision table.
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2.3 An Example: Cover Lattice Based Decision Tables in Transaction Databases

Recall to the lattice of a itemset in the task of discovering the frequent itemsets from a
transaction database [2]. For each itemset X in a transaction database D, there exists a
lattice of a itemset LX such that X is the top element (node) and the empty set is the
bottom element (node) in LX . There is a map from lattice of a itemset to lattice of covers
in transaction database D.

We consider the task of discovering strong association rules based on a closed fre-
quent itemset from the transaction database D. Let X be a closed frequent itemset, s(X )

be the support of X . Let Y be an itemset, Y ⊂ X , and Y = ∅, then Y → (X − Y ) is the
corresponding association rule, where Y and (X − Y ) are two non-empty itemsets.

Example 1. Let I = {A,B,G,H ,E} be the set all of items in a transaction database.
Let D be a transaction database consisting of below transactions:

Tid Items

10 A,B,G,H ,E

20 B,G,H ,E

30 A,G,H ,F

With a minimum support of 0.66, itemset X = {B,G,H ,E} is a maximum
closed itemset. We consider all association rules of which both the antecedent and the
consequent are 2-items, i.e., {B,G} → {H ,E}, {B,H } → {G,E}, etc.

For example, the association rule {B,G} → {H ,E} is corresponded with a cover
lattice based decision table 〈D,C{B,G},C{H ,E}〉, in which the condition lattice and the
decision lattice are described in Fig. 1.

Fig. 1. The condition lattice and the decision lattice of cover lattice based decision table
〈D,C{B,G},C{H ,E}〉

Description of the covers in the condition lattice: The empty itemset ∅ is corre-
sponding to the universe C∅ = {D}. Two 1-itemsets {B} and {G} are correspond-
ing to partitions C{B} = {{D},{transactions include B}} = {D, {10, 20}}; C{G}=
{{ D},{transactions include G}} = {D}. The 2-itemset {B,G} is corresponding to a
cover: C{B,G} = {{D}, {transactions include B}, {transactions include G}} = {D, {10,
20}}. The top-cover of the condition lattice TopCL is C{B,G} then CovCL10 = {10, 20},
CovCL20 = {10, 20}, and CovCL30 = {D} then Cov(CL), the induced cover of CL, is
Cov(CL) = {{10, 20},D}.
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Similarly, we have the description of covers in the decision lattice:C{H } = {D},C{E}
= {{10, 20}, D}, C{H ,E} = {{10, 20}, D}; TopDL is C{H ,E} then CovDL10 = {10, 20},
CovDL20 = {10, 20}, and CovDL30 = D then Cov(DL) = {{10, 20},D}.

Covers corresponding to 3-itemsets, 4-itemsets, and k-itemsets are set up in the same
way.

Note: The dependence degree of a covering decision table and the confidence degree of
responding association rule are different. The confidence degree of responding associa-
tion rules is calculated on a number of transaction, i.e., s(BGHE)/s(BG) = 2/2 = 1),
while the dependence degree is determined on relations of covers |POSCL(DL)|/|U |.

3 The Reduction of the Condition Lattice and the Fitting
of the Decision Lattice

Let CDT = 〈U ,CL,DL〉 be a cover lattice based decision table, where CL, DL are
the condition and decision lattices, respectively. We consider two tasks of reduction for
CL and DL in cover lattice based decision table. Firstly, we introduce the sub-lattice
definition and its property.

Definition 12. (sub-lattice): Let L be a lattice of covers on U . A lattice of covers SL on
U is called by a sub-lattice of L if and only if: (i) the set of covers in SL is a subset of
the set of covers in L, and (ii) for every cover C in SL, for every cover X in L satisfies
X ≤ C, then X is also in SL.

The Definition 12 of the sub-lattice is appropriate for association rule mining, where
the lattice of an itemset X is a sub-lattice Y such that X ⊂ Y .

Corollary 1. If k is the dependence of cover lattice based decision table 〈U ,CL,DL〉,
sk is the dependence of cover lattice based decision table 〈U , SCL,DL〉, then k ≥ sk
for every sub-lattice SCL of the condition lattice CL. Similarly, if k is the dependence of
cover lattice based decision table 〈U ,CL,DL〉 and sk is the dependence of cover lattice
based decision table 〈U ,CL, SDL〉 then sk ≥ k for every sub-lattice SDL of the decision
lattice DL.

Definition 13 (child-lattice, parent-lattice). Let SL be a sub-lattice of L. SL is called a
child-lattice of L if only if there is no sub-lattice SL2 of L that SL is a sub-lattice of SL2.
If SL is a child-lattice of L, then L is called by the parent-lattice of SL.

3.1 Reduction in Cover Lattice Based Decision Tables

This section considers the reduction in covering based decision tables.We first introduce
a definition of the condition reduction of cover lattice based decision tables, then we
describe an algorithm for finding all reducts.



60 T.-H. Pham et al.

Definition 13 (condition reduction). Let CDT = 〈U ,CL,DL〉 be a cover lattice based
decision table. A sub-lattice S CL of CL called by a reduced of CL if the dependence of
〈U , SCL,DL〉 is equal to the dependence of 〈U ,CL,DL〉. A reduct SCL of CL is called
a reduction of CL if only if: (i) SCL is a reduced of CL, and (ii) if there exists a reduct
SCL2 of CL and SCL2 is sub-lattice of SCL then SCL2 = SCL.

We propose a recursive algorithm Reduct_Finding for finding all the reduction lat-
tices of a cover lattice based decision table. The algorithm has a global constant CL
which is the dependence of DL; a global variable GCRL is a set of current reduced lat-
tices. At the beginning of the algorithm, GCRL includes only CL, i.e., GCRL = {CL}.
At the termination of the algorithm, GCRL includes all reduction lattices of CL.

Algorithm Reduct_Finding ( , ) 
//  is the current condition lattice 
//  is the parent of  ( is the “parent” of itself) 

IF =               //starting with 
THEN 

  FOREACH sub-lattice  of 
   Reduct_Finding ( , )     //running on all sub-lattices of 
  END FOR 
 ELSE 

 the dependence of 
 IF = //  is a reduced set 

    THEN 
    Add  in 
    IF  in  THEN      

Remove PCCL from GCRL  //  is a reduced set but not a reduct 
   END IF 

    FOREACH sub-lattice  of   //running all sub-lattices of 
     Reduct_Finding ( , ) 
    END FOR 

END IF 
END IF

The operation of Reduct_Finding algorithm is explained as follows. The algorithm is
started by callingReduct_Finding (CL,CL), in this case, the algorithmworks, one by one,
on all sub-lattices of the CL condition set. With each subsequent call to Reduct_Finding
(CCL, PCCL), the algorithm first calculates the dependency of the current decision table
〈U ,CCL,DL〉. If CLL is a reduced condition lattice, then add it into GCRL, remove its
parent lattice if it is in GCRL. Continue searching for all children SCCL of CCL. At the
end of the algorithm, GCRL contains all the reducts of the condition lattice CL. When
no sub-lattice is found, GCRL only contains CL as at the beginning of the algorithm.

3.2 Decision Fitting in the Cover Lattice Based Decision Table

In cover lattice based decision tables, we consider not only the reduction of the condition
lattice but also the fitting of the decision lattice. We first introduce a definition of a
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decision fitting of a cover lattice based decision table, then we describe an algorithm for
finding all decision fittings.

Definition 14 (decision fitting): Let CDT = 〈U ,CL,DL〉 be a cover lattice based deci-
sion table, let σ be a threshold, which is greater or equal to the dependence of CDT, i.e.,
ρCL < σ ≤ 1. The task of decision fitting in CDT is to find all sub-lattices SDL ofDL
such that: i) the dependence of 〈U ,CL,DL〉 is not less than σ ; and ii) the dependence
of 〈U ,CL,PSDL〉 is less thanσ , where PSDL is the parent-lattice of SDL.

We propose a recursive algorithm called Fitting_Finding for finding all fitting lattices
of a cover lattice based decision table. In the algorithm, there is a global variable GCFL
containing the set of current fitting lattices.

At the starting of the algorithm, GCFL is empty and at the termination of the
algorithm, GCFL includes all fitting lattices.

Algorithm Fitting_Finding (CDL)      //CDL is the current decision lattice 
CDL  the dependence of 

 IF CDL

CDL into GCFL

SCDL of CDL
SCDL) 

THEN
Add 

ELSE
FOREACH sub-lattice 

Fitting_Finding (
END FOR

END IF 

Theoperation of theFitting_Finding algorithm is explained as follows. The algorithm
starts by calling Fitting_Finding(DL), which executes, one by one, for all the sub-lattice
of the decision lattice DL. For each subsequent call to Fitting_Finding(CDL), the algo-
rithm first calculates the dependency ρCDL of the current decision table 〈U ,CL,CDL〉.
IfCDLmeets the search condition, i.e., ρCDL≥ σ , then adds CDL toGCFL. Otherwise,
further searching is run on all children SCDL ofCDL. At the end of the algorithm,GCFL
contains all (possibly empty) sub-lattices of the decision lattice DC.

3.3 A Typical Application of Cover Lattice Based Rough Set

Consider a collaborative filtering recommender system with a set U consisting of m
users, and a set I consisting of n items. The user-item relationship matrix P(u, i) of size
m× n indicates the ratings of m users on n items. Let su, suv, sA, respectively, be the set
of items evaluated by user u; by both users u and v; and by all users in set A (A ⊆ U ).
Let sj, sjk , sB, respectively, be the sets of users who have evaluated item j; both items j
and k; all items in set B (B ⊆ I ).

For an active user u, a cover lattice based decision table 〈U ,CLu,DLu〉 can be
constructed, where CLu is the lattice corresponding to the Su; DLu is the lattice corre-
sponding to the itemset I\Su. In practice, CLu (or DLu) is the lattice corresponding to
the real subset of Su (I\Su).
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In this cover lattice based decision table, the reduction problem means to find the
subset that have been evaluated by the user instead of the set of all items evaluated by
the user. The fitting problem means to find subsets of items (unknown the active user u)
to recommend to u with a confidence that is not less than a pre-defined threshold σ . The
Reduce-Finding and Fitting_Finding algorithms can be used to get the corresponding
results.

Example 2: Let have transaction database with the covers in the condition lattice and
covers in the decision lattice as inExample 1.We are going to identify reduction in cover
lattice based decision tables and decision fitting in the cover lattice based decision table
by performing the Reduct_Finding algorimth and Fitting_Finding algorithm above.

Acorrording to the Example 1, the included cover of CL and DL, Cov(CL)and
Cov(DL)are the same, Cov(CL) = Cov(DL) = {{10, 20},D}

Therefore,CL-positive region of DL,POSCL(DL) isD and the dependence of a cover
latice ρCL = |POSCL(DL)|

|U | = 2
2 = 1.

Performing Reduct_Finding algorithm with the initial configurations of CCL =
{BG}, PCCL = {BG}

// The cover lattice based decision table is 〈U , {BG}, {HE}〉; the global varibale is.
// GCRL = {CL} = {BG}

Step Current condition
lattice CCL and its
parent PCCL

TopCCL Cov(CCL) and Cov(DL) ρCCL GCRL

Initial
step

({B,G}, {B,G}) TopCCL =
{{10, 20},D}
TopDL =
{{10, 20},D}

Cov(CCL) =
{{10, 20},D}
Cov(DL) = {{10, 20},D}
POSCL(DL) =
{{10, 20},D}

1 {B, G}

1 ({B}, {BG}) TopCCL =
{{10, 20},D}
TopDL =
{{10, 20},D}

Cov(CCL) =
{{10, 20},D}
Cov(DL) = {{10, 20},D}
POSCL(DL) = {{10, 20}}

1 {B}

2 ({G}, {BG}) TopCCL =
{D}
TopDL =
{{10, 20},D}

Cov(CCL) = {D}
Cov(DL) = {{10, 20},D}
POSCL(DL) = {D}

1 {{B}, {G}}

At the termination of the algorithm, we have reducted the lattices of condition lattices
CL is GCRL = {{B}, {G}}. Because the covers corresponding to B are the same as those
corresponding to {B,G}, the reducted lattices of the cover lattice based decision table
are 〈D,C{B},C{H ,E}〉 or 〈D,C{G},C{H ,E}〉.

Performing the Fitting_Finding algorithm with the initial configuration of CDL
= {HE}

// Let GCFL = {}; and the dependence threshold of DL, δ = ρCL = 1
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Step Current
decision
lattice
CDL

(CL,DL) TopCCL and TopCDL Cov(CL) and Cov(CDL) ρCDL GCFL

Initial
step

{H, E} ({BG},{HE}) TopCL =
{{10, 20},D}
TopDL =
{{10, 20},D}

1 {}

1 {H } ({BG}, {H}) TopCCL =
{{10, 20},D}
TopCDL = {D}

Cov(CL) = {{10, 20},D}
Cov(CDL) = {D}
POSCL(DL) = {D}

0.5 {}

2 {E} ({BG},{E}) TopCCL =
{{10, 20},D}
TopCDL =
{{10, 20},D}

Cov(CL) = {{10, 20},D}
Cov(CDL) =
{{10, 20},D}
POSCL(DL) =
{{10, 20},D}

1 {E}

At the termination of algorithm, the fitting lattice of decision lattice DL is GCFL =
{E}. Because the covers corresponding to E are the same as the those corresponding to
{E,H }, the fitting lattices of the cover lattice based decision table are 〈D,C{B,G},C{E}〉.

4 Related Work

C.Degang et al. investigated the conditional coverage reduction problem� of a covering-
based decision system (U , Δ ∪D) [3]. The authors consider reduction problem in two
cases, i.e., the system (U , Δ ∪D) is consistent and inconsistent (according to Definition
3 above). In each case, after determining some of the required properties of the covering
based decision system, the discernibility matrix of (U , Δ ∪D) is defined; procedures to
find the collection of all relatively indispensable covers (CoreD(�)) and the collection
of all relatively small indispensable covers (Red (�,D)) are proposed. Experiments on
several data sets from UCI Repository of machine learning databases were conducted
with different scenarios of varying cover sizes.

Following C. Degang et al., C.Z.Wang et al. improved the definition of discernibility
matrix and proposed improved procedures to find CoreD(�) and Red(�,D) sets [8].
Via experiments, the authors showed the better effectiveness of the proposed procedures
in comparison with the previous ones.

Using the discernibility matrix from C.Z. Wang et al.’s definition, A. Tan et al.
proposed a method of solving the reduction problem based on a matrix [7]. Two matrix-
based algorithm for calculating the positive region of a covering decision system, a
matrix-based algorithm for finding a reduct of a covering decision systemwere proposed
and evaluated by experiments.

This paper uses a special architecture of the cover lattice based on the conformity of
the relation of the relation “≤” (cf. Definition 5) to propose uncomplicated algorithms to
solve reduction problems. In addition, a decision cover in a cover lattice based decision
table provides a different approach from using a decision attribute in a covering based
decision system (U ,Δ ∪ D) in related studies.



64 T.-H. Pham et al.

5 Conclusions and Future Work

This paper focuses on developing the research on reduction problems in cover lattice
based decision tables. The reduction problem is considered not only in the condition
part, but also in the decision part of the decision table. Two illustrative examples have
been provided to show the meaning and applicability of the cover lattice based decision
table and its reduction problem. Especially, we showed the application of the proposal
in content filtering-based recommender systems [11, 12].

In our future studies, experiments should be conducted to verify the performance
of the algorithms in practice, and the relevant properties of cover lattice based decision
tables need to be carefully investigated.
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Abstract. Environmental protection is a highly concerned and thought-
provoking issue, and the way of generating electricity has become a major
conundrum for all mankind. Renewable or green energy is an ideal solu-
tion for environmentally friendly (eco-friendly) power generation. Among
all renewable energy, solar-power generation is low cost and small foot-
print, which make solar-power generation available around our lives. The
major uncontrollable factor in the solar-power generation is the amount
of solar radiation, which completely dominates the electricity generated
by solar panel. In this paper, we design prediction models for solar radi-
ation, using data mining techniques and machine learning algorithms,
and derive precision prediction models (PPM) and light prediction mod-
els (LPM). Experimental results that the PPM (LPM) with random
forest regression can obtain R-squared of 0.841 (0.828) and correlation
coefficient of 0.917 (0.910). Compared with highly cited researches, our
models outperform them in all measurements, which demonstrates the
robustness and effectiveness of the proposed models.

Keywords: Solar-power generation · Data mining · Machine learning

1 Introduction

Environmental protection is a highly concerned and thought provoking issue, and
the way of generating electricity has become a major conundrum for all mankind.
Currently, most of the electricity comes from thermal power, which produce
large amounts of carbon dioxide (greenhouse gases [15]) and other harmful gases
[4]. Renewable or green energy is an ideal solution for environmentally friendly
(eco-friendly) power generation [6]. Common methods of green-power generation
include wind-power and solar-power, [14]. Wind-power utilizes the kinetic energy
of wind to drive power generators, which is location dependent, high cost and
space needed. Conversely, solar-power generation is low cost and small footprint,
which make solar-power generation available around our lives.

At the same time, many governments encourage the investment and construc-
tion of solar-power generation, and provides substantial subsidies (such as China,
c© Springer Nature Singapore Pte Ltd. 2021
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USA, India, Germany, Australia, and Taiwan etc.) [11]. Literatures show that
40% of global electricity growth comes from renewable energy sources, mainly
from solar-power and wind-power [11], which shows that solar-power generation
is an emerging topic.

The major uncertainty and uncontrollable factor in the solar-power genera-
tion is the amount of solar radiation, which completely dominates the electricity
generated by solar panel. Less solar radiation will produce less electricity and
profits, which may not be able to cover the depreciation. To sum up, a precise
solar-radiation prediction model is required in the solar-power generation. In
this paper, we design prediction models for solar radiation, using data mining
techniques and machine learning algorithms through the meteorological data,
and we derive precision prediction models (PPM) and light prediction models
(LPM).

Experimental results show that the prediction algorithms of random forest
regression and support vector regression have the best performance. The PPM
(LPM) with random forest regression can obtain R-squared of 0.841 (0.828) and
correlation coefficient of 0.917 (0.910). Compared with highly cited researches,
our models outperform them in all measurements, which demonstrates the
robustness and effectiveness of the proposed models (PPM and LPM).

2 Literature Review

In this section, the background of solar-power generation and prediction are first
introduced. Then, we survey the literature and mechanism of machine learning
algorithms used in this paper.

2.1 Solar-Power Generation and Prediction

Solar-power generation convert the solar radiation into electricity through the
photovoltaic effect [7]. By connecting array of photovoltaic cells, the photovoltaic
system (solar panel) can generate about 150 to 180 W per square meter [13].

There are considerable researchers focus on solar-power prediction. Jang et
al. [8] predicted the solar-power by atmospheric motion vectors from satellite
images, which determined the motion vectors of clouds and affected the solar
radiation. Zeng and Qiao [16] adopted a least-square support vector machine
model, which utilized features of historical atmospheric transmissivity and mete-
orological variables. The results showed that, compared with the models based
on auto-regressive and neural network, the support vector machine has better
performance.

2.2 Machine Learning Algorithms

Machine learning algorithms are powerful tools for data analysis and mining. To
meet the requirements of the proposed edge system, we survey several efficient
and light-computing algorithms used in this paper, including multiple linear
regression, support vector machine, and random forest regression.
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Multiple Linear Regression. Multiple Linear Regression (MLR) is a linear
method to estimate the relationship between a dependent variable and multiple
dependent variables, which is also known as the level of correlation [10]. In
short, the estimated variable is an intercept added with the inner product of the
regression coefficients and the independent variables. MLR is the most commonly
used regression model for data analysis with the characteristics of easy-to-use
and interpretable. Each independent variable is related to the dependent variable
through its own regression coefficient, which makes users to explore relationships
intuitively.

Support Vector Regression. Support Vector Machine (SVM) is a super-
vised learning algorithm, proposed by Cortes and Vapnik in late 1995, which is
originally developed for two-type classification problems [5]. SVM aims to find
a hyperplane with largest margin to separate data on the nonlinear mapped
space (through kernel functions). In addition, SVM is also extended to regres-
sion problems, especially nonlinear regression, called Support Vector Regression
(SVR) [9].

Random Forest Regression. Random forest is a supervised learning algo-
rithm developed by Leo Breiman in 2001 [2], which can be regarded as the expan-
sion and aggregation of the decision tree. Each decision tree is a weak classifier,
and multiple trees constitute a strong classifier. Through bagging and bootstrap
techniques, random forests can achieve better performance (more accurate and
stable) than decision trees [1].

3 Proposed Prediction Models

We adopt several classic machine learning algorithms (the literatures also demon-
strate that classic algorithms are better than neural network-based models).
Three machine learning algorithms are adopted as predictive models, including
multiple linear regression (MLR), random forest regression (RFR), and support
vector regression (SVR). We utilize the sklearn library in python to implement
the algorithms, whichs’ parameters are almost the default settings.

MLR comes from the function of linear model.LinearRegression with the
default parameters. RFR comes from the function of ensemble.Random
ForestRegressor with bootstrap, 500 estimators, and criterion of mean squared
error. SVR comes from the function of svm.SVR with scaled gamma, kernel of
radial basis function, and maximum iteration of 1,000.

As for predictive features, since these models are designed to predict the
hourly or daily solar radiation, several hourly observations are adopted, includ-
ing observation month and time, sun duration, temperature, relative humidity,
wind speed (reference from [8,16]). The description and characteristics of the
observations are shown in the Table 1.

In this paper, for the purpose of high precision and low computation, we
have designed two branches of models, which are called precise prediction models
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Table 1. Description and characteristics of the observations

Observation Abbreviation Description Unit

Observation month Month The month of observation Dummy, 1,...,12

Observation time Hour The time (which hour) of
observation

Dummy, 1,...,24

Solar radiation SRad The radiant energy of
sunshine

MJ/m2

Sun duration SDur The length of sunshine hour

Temperature Tem Average temperature during
the observation

◦C

Relative humidity RH Relative humidity during the
observation

%

Wind speed WS Average speed of wind during
the observation

m/s

Cloud amount CA The amount (region) of cloud
cover the sky

0,...,10

(PPM) and light prediction models (LPM). The difference between PPM and
LPM lies in the number of usage features (5 and 12 features).

LPM only uses the features of historical solar radiation (SRad) for the previ-
ous five days (at the same hour as the prediction). Briefly, to predict the SRad at
h o’clock on date d, SRadd,h, we utilize (SRadd−1,h, SRadd−2,h, ..., SRadd−5,h)
as features (5 features).

As for the PPM, the features include solar radiation in previous five days
(at the same hour as prediction), Month and Hour of the prediction time, and
SDur, Tem, RH, WS, CA in the previous day (at the same hour as predic-
tion). To be brief, to predict the SRad at h o’clock on date d, SRadd,h, we
utilize SRadd−1,h, SRadd−2,h, ..., SRadd−5,h, Monthd,h, Hourd,h, SDurd−1,h,
Temd−1,h, RHd−1,h, WSd−1,h, and CAd−1,h as features (12 features).

4 Experimental Results

We first introduce the usage datasets in this paper. Then, evaluate the predictive
ability of the proposed models, and compare the performance between PPM and
LPM models. Finally, compare the performance with highly cited researches.

4.1 Data Usage

In this paper, we utilize hourly weather data provided by the Central Weather
Bureau of Taiwan [3] to construct the solar radiation prediction models, and we
adopt 5 large-scale datasets. The selected datasets come from weather stations
in different cities, covering the wild range of latitude and longitude (in Taiwan),
which are listed in Tables 2. The time interval of the datasets we use is from
July 2010 to June 2020, including 10 years.
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Table 2. Latitude and longitude of the meteorological stations for training

Station ID Latitude (N) Longitude (E) City

467410 22◦99′ 120◦20′ Tainan City

467650 23◦88′ 120◦91′ Nantou County

467540 22◦36′ 120◦90′ Taitung County

466920 25◦04′ 121◦51′ Taipei City

467770 24◦26′ 120◦52′ Taichung City

4.2 Solar Radiation Prediction

In this section, we demonstrate the prediction results of the models, which are
PPM and LPM on datasets with IDs of 467480, 467060, 466900, 467440, and
466940. Two performance measures are utilized, including the R-squared and
the correlation coefficient (C.C.) between the predicted results and the ground
truth. Among all tables in this section, each row represents the performance of a
machine learning model on the five weather stations (five columns). In addition,
the values shown in bold are the best performance among all machine learning
models (the highest value in the column).

First, Table 3 presents the results of the precise predictive models, PPM. In
this experiment, the machine learning models of RFR and SVR obtain the best
performance, especially for RFR, which obtain the highest R-squared and C.C
among all datasets. The best performance of PPM can reach R-squared of 0.841
and C.C of 0.917.

Table 4 presents the results of the light predictive models, LPM. Surprisingly,
the results of LPM are quite close to the results of PPM with minor weaknesses.
Compared with PPM, the R-square of LPM is reduced by about 0.026, and the
C.C is reduced by about 0.015, however, less than half of features are required for
LPM to obtain the excellent results. Among various machine learning algorithms
in LPM, RFR and SVR still have the best performance. The best R-squared of
RFR is 0.828, and the highest C.C of SVR is 0.911.

Table 3. Performance of PPM with machine learning algorithms

Weather Station ID 467480 467060 466900

Indicators R-squared C.C R-squared C.C R-squared C.C.

MLR 0.809 0.899 0.685 0.827 0.704 0.839

RFR 0.827 0.910 0.726 0.852 0.748 0.865

SVR 0.824 0.910 0.705 0.843 0.735 0.860

Weather Station ID 467440 466940

Indicators R-squared C.C R-squared C.C

MLR 0.820 0.906 0.676 0.823

RFR 0.841 0.917 0.729 0.854

SVR 0.829 0.916 0.712 0.846
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Table 4. Performance of LPM with machine learning algorithms

Weather Station ID 467480 467060 466900

Indicators R-squared C.C R-squared C.C R-squared C.C.

MLR 0.806 0.898 0.679 0.824 0.700 0.837

RFR 0.810 0.900 0.678 0.824 0.705 0.840

SVR 0.809 0.904 0.659 0.817 0.697 0.838

Weather Station ID 467440 466940

Indicators R-squared C.C R-squared C.C

MLR 0.817 0.904 0.665 0.816

RFR 0.828 0.910 0.666 0.816

SVR 0.817 0.911 0.646 0.807

In summary, even if the LPM use less than half of PPM features, their pre-
diction performance is quite close. Therefore, the proposed LPM has almost
excellent prediction results with few features, and the computation can be sig-
nificantly reduced by more than half, thereby satisfying the purpose of the design
of IoT and hedging system.

Table 5. Comparison with highly cited research

Model PPM-RFR LPM-RFR Zeng [16] Jang [8] Long [12]

R2 0.827 0.810 0.731

C.C 0.910 0.900 0.895

MAE 0.189 0.197 0.329 0.199

We list in the prediction performance of the highly cited researches in Table
5, including Zeng and Qiao [16], Jang et al. [8], and Long et al. [12], and compare
with proposed PPM with RFR (PPM) and LPM with RFR (LPM). Measure-
ments include R-squared (R2), correlation coefficient (C.C.) and mean absolute
error (MAE). Please note that the units of solar radiation are different between
the researches (affects MAE), and we converted all of them to MJ/m2.

In Table 5, our models beat all of the highly cited researches. Compared
with Zeng and Qiao [16], using SVM algorithm, our models obtain lower MAE
in the unit of MJ/m2. Compared with Jang et al. [8], using SVM algorithm with
real-time satellite imaging, our models can obtain higher R2 only with simple
meteorological observations. Compared with Long et al. [12], using the data-
driven approaches, our models obtain a slightly higher C.C. and lower MAE. In
summary, the experimental results show the robustness and effectiveness of the
prediction models (PPM and LPM) among various datasets and measurements,
and outperform researchers with high citations.
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5 Conclusions

Environmental protection is a highly concerned and thought-provoking issue, and
the way of generating electricity has become a major conundrum for all mankind.
Renewable or green energy is an ideal solution for environmentally friendly (eco-
friendly) power generation. Among all renewable energy, solar-power generation
is low cost and small footprint, which make solar-power generation available
around our lives.

The major uncontrollable factor in the solar-power generation is the amount
of solar radiation, which completely dominates the electricity generated by solar
panel. Less solar radiation will produce less electricity and profits, which may not
be able to cover the depreciation. In this paper, we design prediction models for
solar radiation, using data mining techniques and machine learning algorithms,
and we derive precision prediction models (PPM) and light prediction models
(LPM).

Experimental results show that the prediction algorithms of random forest
regression and support vector regression have the best performance. The PPM
(LPM) with random forest regression can obtain R-squared of 0.841 (0.828) and
correlation coefficient of 0.917 (0.910). Compared with highly cited researches,
our models outperform them in all measurements, which demonstrates the
robustness and effectiveness of the proposed models.
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Abstract. Finding a proper insurance package becomes a challenging issue for
new customers due to the variety of insurance packages and many factors from
both insurance packages’ policies and users’ profiles for considering. This paper
introduces a recommender model named INSUREX that attempts to analyze his-
torical data of application forms and contact documents. Then, machine learning
techniques based on item-attribute-value prediction are adopted to find out the
pattern between attributes of insurance packages. Next, our recommender model
suggests several relevant packages to users. The measurement of the model results
in high performance in terms of HR@K and F1-score. In addition, a web-based
proof-of-concept application has been developed by utilizing the INSUREXmodel
in order to recommend insurance packages and riders based on a profile from the
user input. The evaluation against users demonstrates that the recommendermodel
helps users get start in choosing right insurance plans.

Keywords: Attribute-value prediction · Data analytics · Insurance package ·
Machine learning · Recommender system

1 Introduction

Insurance is a widely accepted way for the protection of financial loss. It helps people
manage their risk against any accidences of their life and properties. In the insurance
market especially in a life and health insurance, there are a lot of insurance packages or
coverage plans together with riders that insurance companies have provided, for example
critical illness, cancer, dismemberment, endowment, medical, etc. [1]. All packages
have different coverages, benefits, and premiums depended on the business model of
insurance companies. In this case, customers have to compare a lot of packages from
agents, websites, or handouts in order to choose ones that have appropriate benefits with
the criteria and the budget of the customers.

For this reason, a recommender system for insurance packages becomes a proper
solution for customers to find suitable packages and for agents to recommend some
packages to customers. As we reviewed, there are pieces of research about recommender
models in the insurance domain. Several works used a multi-criteria decision-making
technique in their models [2, 3]. In addition, there are papers using machine learning
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techniques such as Bayesian networks and neural networks in the recommendationmeth-
ods [4–6]. The according works used each insurance package as an item in the model
learning process, so the recommendation is based on items in the training set. However,
in the insurance domain, new insurance packages are released frequently, and most of
them have a period of sales. In addition, customers do not buy any insurance often, and
they have one or a few packages. This behavior is different from normal product items
in any e-commerce systems in terms of lacking user-item interaction and having new
item cold-start problem. For this reason, the recommendation process has to emphasize
on the prediction of the attributes and give a ranking score to each item based on the
similarity between the item’s attributes and the predicted attributes [7].

This work aims to create a recommender system for insurance packages named
INSUREX. The model is based on item-attribute-value prediction using the datasets
from user profiles and insurance policies to train and test the model and measure the
performance of the model using HR@K and F1-score. To demonstrate our work, prepa-
ration steps are described in Sect. 2, our approach is explained in Sect. 3, results are
discussed in Sect. 4, and conclusion and future work are drawn in the last section.

2 Preparation Steps

In the preparation steps,wefirst reviewed the background knowledge under the insurance
domain in order to understand terms and business logics of this domain. After that, we
had a closer look into the data for understanding and initially cleaning the datasets.
Finally, we studied some methods and techniques to build a recommender model for
insurance packages.

2.1 Background Knowledge

Insurance is one form of a financial product that provides life protection when customers
face with any accidents having a severe impact on life and finances, including death,
permanent disability and loss of income in the elderly. When the customers meet this
situation, they will receive compensation in accordance with the conditions of the agree-
ment agreed with the company to alleviate the damage to themselves and their families
[1]. There are technical terms in the domain of insurance. In this paper, some used terms
are described as follows:

- insurer an agent (a person or a company) who sells insurance packages
and pays compensation following the insurance contract.

- insured an agent (a person or a company) who is covered by insurance
contract. In this paper, it means a person, a customer, or a user
who buys and has name in the insurance contract.

- insurance package a plan of insurance including options of protection coverage, insur-
ance condition, benefits, and premium. This paper sometimes uses
the term “item”.

- rider is an add-on insurance package. It needs to buy a main insurance
package at first, and then buy other riders. It is also one of items
in this paper.
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- insurance policy (or policy) a contract between an insurer and an insured who
bought an insurance package.The insurance policy is a uniquedoc-
ument although two or more insureds bought the same insurance
package.

- premium anamount that the insuredhas to pay to the insurer for the insurance
policy.

- benefit (or benefit of insurance) an amount that the insurer has to pay to
the insured when a condition under the policy is met.

- dividend some policies allow to pay money back to insureds regularly

Next, some examples of general rider’s categories are demonstrated in the following
list.

- Cancer Protection riders that cover expenses from cancer treatments.
- Serious Disease Protection riders that cover expenses from serious diseases such as

strokes, heart attacks, etc.
- Accidence Protection riders that cover medical expenses, loss of life, dismem-

berment, loss of sight, or total permanent disability, due
to an accident.

- Medical Expense Protection riders that cover medical expenses

In addition, in order to make a clear understanding about the relationship among
according pieces of data, a cardinality relationship among data entities is depicted in
Fig. 1. A policy has one insured, one insurer, and one insurance packages; while an
insured, an insurer, and a package can be appeared in many policies. For the rider, many
riders can be added into one policy, and a rider can be reused in other policies.

Policies

Insurer

Insured

Policy

Insurance 
Pacakge

Rider

1 m

1 m

m 1

m m

featuresfeaturesitem-attributes …featuresfeaturesuser-attributes …

featuresfeaturesitem-attributes …

Fig. 1. A cardinality relationship among entities.

2.2 Data Preparation

Wecollected a dataset having500 samples of policies froman insurance broker.However,
there are 370 samples that are useful for our experiments, because the other ones are
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long-tail data whose packages are rarely purchased. Thus, in our datasets, there are 7
main packages under two categories: life-insurance and endowment. The frequencies
of the 7 main packages are 136, 69, 69, 42, 23,18, and 13 samples. There are 8 riders
that have been additionally purchased with the main packages. The occurrences of the 8
riders are 155, 144, 135, 128, 81, 53, 50, and 50. In addition, there are 308 user profiles of
insureds. In this dataset, there are about 1.2 packages by average were purchased by one
insured. This statistics confirms the issue of lacking user-item interactions. The schemas
of packages and user profiles are described in the following lists. In this work, there
are two terms of “attributes” which are “user-attribute” and “item-attribute”. The former
refers to the attributes of insureds, and the latter refers to the attributes of insurance
packages as demonstrated in Fig. 1.

User Profile Attributes (User-Attributes)

- gender the gender of an insured; male and female.
- age the age of an insured.
- marital_status the marital status of an insured; single, marriage, divorced, and

widowed.
- smoking the Boolean value showing that the insured smokes or not.
- job_rate the dangerous level (1 to 5) of an insured’s job. For example; the

job rate of safe jobs e.g. CEOs, large business owners, doctors,
and nurses are 1; and the dangerous jobs e.g. oilfield workers and
firefighters are 5.

- premium_budget the budget that insured prefers to pay per year

Insurance Package Attributes (item-attributes)

- package_id a unique identity of each package.
- package_name a name of each package.
- payment_years a number of years or a maximum age of an insured for paying a

premium. Most values are 5-year10-year, 15-year, 20-year, until-
70-year, until-80-year, and until-90-year

- has_dividend a Boolean value showing that package has dividend or not.
- protection_years an age of an insured that the package protects. Values in the dataset

are until-70-yearuntil-80-year, and until-99-year.
- percent_coverage a percent that the insured gains at the end of the contract. Values

are binned into 0-22-4, and more-than-4.
- times_refund a number of times that the insures gains the refund. Values are

binned into 510, 20, and 30.

2.3 A Review of Techniques

The prediction of the values of insurance package attributes needs machine learning
techniques to do. A closer look at the data of insurance packages indicates that most
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attributes are in form of ordinal data. Thus, some well-known classifiers are focused as
follows:

– Decision Tree (DT)
The decision tree technique [8] is a tree of rules which is widely used for classification
prediction inmachine learning. Each node beginning from the root node splits samples
into branches by evaluating attribute’s values using its rule. Then, samples are labeled
in each leave node.

– Random Forest (RFo)
The random forest technique [9] uses many decision tree models that learn from
dissimilar subsets of the whole dataset. Then, each sample is classified by taking the
majority vote of each model.

– K-Nearest Neighbors (KNN)
The k-nearest neighbors [8] is amethod to classify a sample based on feature similarity
between a new sample and training instances. The k is a configured number of most
similar training instances. For example, if k is 5, the classification of the new instance
is based on the majority class of 5-nearest labels.

– Support Vector Machine (SVM)
The support vector [8] machine is a classification technique that uses a hyperplane
with a widest gap to divide instances into classes. The hyperplane has many forms
based on mathematic equation as known as kernel.

– Logistic Regression (LoR)
The logistic regression [8] uses a logistic equation to give a label of each instance by
evaluating the independent variable or attributes of each sample.

– Naïve Bayes (NB)
The Naïve Bayes [8] is one techniques of probabilistic classifiers using the Bayes’
theorem. It is a supervised learning that finds the conditional independence between
every pair of features and the class labels.

3 INSUREX Approach

To demonstrate our recommender system for insurance packages, INSUREX, overall
flow, item-attribute-value prediction, recommendation model, and evaluation methods
are described in the following parts.
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3.1 Overall Flow

To build a recommender system for insurance package, we introduce the flow of
INSUREX in Fig. 2. The flow begins from the left side, which is user profile’s attributes.
It uses the user attributes as inputs formachine learningmodels, then eachmodel predicts
package’s attribute values or item-attribute values. After that, each insurance package
is scored using the similarity between its item values and the predicted item values. At
last, some packages having high ranking are selected to display to users.

To train the recommender model from the dataset and to measure the performance
of the model, it needs an analytics process that describes in the following steps.

1) Read the Datasets
To read user profile attributes and insurance package attributes from the insurance
policy dataset.

2) Do Synthetic Minority Over-Sampling Technique
To create more samples under minor classes in order to cope with imbalance classes
[10]. This step helps the dataset has balance classes.

3) Predict Item-Attribute-Values
To use machine learning techniques to learn the pattern between user profiles and
each insurance package attributes. Then, use input user profiles to predict the value
of each insurance package attribute. This method is described in Sect. 3.2.

4) Recommend Relevant Packages
To recommend relevant insurance packages based on the predicted value of thier
attribute values. This part is explained in Sect. 3.3.

5) Evaluate the Recommendation Model
To evaluate the recommendation model against F1-score and HR@K which are
discussed in Sect. 3.4.

6) Deploy the Recommendation Model
To deploy the built recommendation model into a proof-of-concept application.

3.2 Item-Attribute-Value Prediction

Since, in the insurance business, new packages are often raised; it commonly results in
the cold start problem in the beginningwhen the new packages have a few purchases, and
lacking user-item interaction due to the number of packages owned by a person is very
low. In this case, using packages as classes for classification is not a proper condition, so
this paper chooses the prediction of item-attribute-values by using user profile attributes
as an input to classify the attributes of the packages. It means that, we use the attribute
values as classes for the classification method.

Thus, our experiment use gender, age, martial_status, smoking, and job_rate of users
to predict the values of payment_years, has_dividend, protection_years, percent_refund,
percent_coverage, and time_refund of insurance packages. After that, 6 classification
techniques are employed to learn the dataset and make a prediction of each attribute.
There are Decision Tree (DT), Random Forest (RFo), K-Nearest Neighbors (KNN),
Support Vector Machine (SVM), Logistic Regression (LoR), and Naïve Bayes (NB). In
this experiment, 4-fold cross-validation is used to evaluate the accuracy of each technique
in terms of F1-score.
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3.3 Recommendation Model

In the next step, after attributes of packages are predicted, some packages whose feature-
vector are closing to the predicted feature-vector are used to recommended. During this
task, all attribute values being ordinal labels are transformed into ordinal numbers, for
example, until-80-year is changed into 80, 2–4 is changed into 4, etc. After that, all
attributes are scaling using standardization as formulated in (1); where x is a particular
value of an attribute, x is the mean of the attribute, and xstddev is the standard deviation
of the attribute.

xscaled = x − x

xstddev
(1)

After all attribute are scaled to be feature-vectors, all feature-vectors of insurance
products are compared to the predicted feature-vectors using cosine similarity. The
equation of this similarity matric is expressed in (2); where similarity(A, B) is a function
that return the cosine similarity value between vectors A and B, A·B is a dot-product
between vectors A and B, and ||A|| is the size of the vector A.

similarity(A,B) = A · B
A× B

(2)

In order to make a clearly understand, the Fig. 3 depicted the result of the recommen-
dationmethod. In the figure, it is assumed that each package has 2 features: f1 and f2. The
red-dashed vector is the predicted feature-vector, and the blue-solid vectors are feature-
vectors of all insurance packages: package-1, package-2, package-3, and package-4. As
we noticed; the package-2 are closing the feature-vector, so the cosine similarity is clos-
ing to 1; while a vector that is far away from the feature-vector like the package-1 has
the cosine similarity closing to 0. Thus, the high value of the cosine similarity can be
inferred that the insurance packages become highly potential to be purchased based on
the analytics of the user preferences.

predicted feature-vector
feature-vector of package-3

feature-vector of package-4

feature-vector of package-2
feature-vector of package-1

feature f2

feature f1

Fig. 3. Example demonstration of the cosine similarity matric
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3.4 Evaluation Method

For the evaluation methods, there are 2 main methods used in our experiments. First,
the F1-scrore (or F1-measure) is used to evaluate the classification methods for item-
attribute-value prediction. The F1-score is a harmonic mean of the precision and recall
that is simply expressed in (3).

F1− Score = 2× Precision× Recall

Precision+ Recall
(3)

Besides, the evaluation method named HR@K (Hit Rate at Top-K) is employed to
evaluate the recommendation model. The equation of HR@K is shown in (4); where K
is the number of top items selected, #hit is the number of tested items found in the top
K items, and n is the number of all tested items.

HR@K = #hit

n
(4)

The user-defined K is commonly use as a number of recommended items for users
to select in an application. In the experiment of this paper, three recommended items
are attempted from 7 main packages and 8 riders, and the HR@K is used as HR@3
in the measurement step. Next, the results of our experiment of both classification and
recommendation are presented in the following section.

4 Result and Evaluation

After making experiments, the results are demonstrated in the following parts. There are
analytical results, a proof-of-concept application, and discussion.

4.1 Analytical Results

For the analytical results, there is two experiments: the evaluation of the item-attribute-
value prediction, and the evaluation of the recommender system.

First, the evaluation of the item-attribute-value prediction is the experiment from
Sect. 3.2 that uses the user profiles having gender, age, marital_status, smoking, and
job_rate to predict the values of item attributes having payment_years, pretection_years,
has_dividend, percent_coverage, and times_refund. The classifiers, which are Deci-
sion Tree (DT), Random Forests (RFo), K-Nearest Neighbors (KNN), Support Vector
Machine (SVM), Logistic Regression (LoR), and Naïve Bayes (NB), are used to learn
the training set. This experiment uses F1-Score to evaluate themodels. In practice, 4-fold
cross-validation is implemented and the average F1-Score of each technique is shown
in Table 1. Due to the result, the Random Forests (RFo) technique having the highest
score is used to be a classifier technique in the next experiment. For more information
of the configuration of the Random Forest in our experiment; there are 100 number of
trees in the forest, it uses GINI index as a criterion to measure the quality of a sample
split, the minimum number of samples for splitting an internal node is 2, the minimum
number of samples for a leaf node is 1, and the minimum weighted fraction is 0.
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Second, the evaluation of the recommender system is done by the experiment in
Sect. 3.3. It uses the predicted attribute values of insurance packages using the Random
Forest, and similarity scores are given to all packages using the cosine similarity index.
After that, three top-scored packages are selected, and the HR@3 is used to evaluate
the selected packages. The HR@3 results of the main insurance packages and riders are
separately demonstrated in Table 2.

Table 1. Experiment result of predicting main insurance packages.

Predicted attributes F1-score of each classifier

DT RFo KNN SVM LoR NB

payment_years .847 .898 .787 .781 .745 .377

protection_years .872 .875 .784 .782 .722 .470

has_dividend .922 .985 .886 .871 .862 .810

percent_coverage .701 .751 .667 .650 .669 .397

times_refund .771 .780 .660 .641 .579 .500

Average .823 .858 .757 .745 .715 .511

Table 2. HR@3 of the recommender models of main insurance packages and riders.

Types of insurance HR@3

Main insurance packages .954

Riders .750

Average .852

4.2 Proof-of-Concept (POC) Application

Our POC, which is a web-based application titled INSUREX, was implemented in order
to provide a clearer picture of the outcome of our research. Our recommender model
object that was built by Python programming is stored in a Flask web server, and it works
with the web application having two simple pages in Fig. 4. The first page, as shown
in Fig. 4(a), is an input form for users to fill their profile. The form includes gender,
age, marital status, smoking, job, and premium budget. After a button “Recommend”
is clicked, the profile is sent to the recommender model, and the model returns several
recommended insurance packages having high ranking score. The list of recommended
packages is displayed the next page in Fig. 4(b).

4.3 Discussion

This work, INSUREX, pays attention to make a prediction on the attribute values of an
item at first, then gives ranking to each item based on the similarity between vectors
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(a) To define a user condition (b) To display recommended items 

Fig. 4. A POC application

of attributes. This method is appropriate for the behavior of selling insurance packages,
because any insurers always create new packages and most of them have short product
lifetime in the market. Thus, predicting item-attribute values from user-attribute values
can help the recommender system be robust for the cold start problem and lacking
user-item interaction. The item-attribute-value prediction result shows that the Random
Forest classifier provides the highest accuracy based on the collected dataset. After that,
all items are ranked based on the cosine similarity between each item features and the
predicted features, and the recommendation result has high performance in terms of
HR@3. This experiment demonstrates the behavior of users that always choose one
main package as summarized from the dataset. Thus, the main contribution of this paper
is to use data analytics to predict item-attribute values from use-attribute values, and
then to find relevant items to recommend in order to address the issue of new items and
lacking user-item interaction.

In addition, a POC application is implemented to demonstrate the feasibility of the
INSUREXmodel. The POCwas compared to a relatedwork and discussedwith potential
insureds and insurance agents. There is an application about insurance recommendation
in Thailand named iTAX [11] that suggests insurance plans for tax reduction based on
the age and yearly budget of a user. The recommendation model becomes the calculation
between premiums and tax benefits in order to answer a specific customer group who
concerns about tax. Unlike iTAX, our model provides much more dimensions for rec-
ommendation to find relevant products that close to user profiles. Firstly, for our POC,
the potential insureds accepted that they took time to compare insurance packages from
many companies before making a decision to buy a package. They added that the POC
became a starting point for a decision support system for users to filter several packages
that relevant to their profile. Moreover, they gave more enhancement points that the
recommender system should serve as a guide to users to find out more information of
packages. It should not just show a limited number of products; so, when a user views
a particle package, the system should suggest other nearby products as an alternative
to continue browsing. Secondly, as the viewpoint of the agents, the POC demonstrates
that most attributes of both user profiles and insurance packages can be basically used
for finding relevant insurance packages, but the recommendation of insurance packages
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across many companies is not advantage for individual insurer in terms of the business
competition. The agent, however, added that the POC application should be enhanced
into the full-functioned application for giving high benefit to potential insureds. The
application should also support agents to find some relevant packages to discuss with
their customers, and it should help the against learn the advantage and disadvantage of
relevant packages in order to suggest the insurer to release packages that really meets
the customer needs for filling in a market gap.

However, the journey of the INSUREX does not only limited by the item-attribute-
value prediction, but some more aspects about users and items are also considered when
dealing with the larger size of data under the insurance domain. Personalization, that can
be explored from social networking environment including user behaviors, becomes a
precise profile rather than an application form [12]. In addition, the content of insurance
packages can enhance the accuracy of the recommender system. The semantics-aware
content-based recommender systems lead to find out the similarity among insurance
contracts using the ontology of key terms and more information from the linked open
data cloud [13].

5 Conclusion

This work introduces the recommender system named INSUREX for insurance pack-
ages based on item-attribute-value prediction in order to support the issue of the item
cold-start problem and lacking user-item interaction which are commonly found in any
insurance package markets. Among the clean dataset having 370 transactions, they are 7
main insurance packages and 8 riders to be items that have featured attributes: payment
years, protection years, has dividend, percent coverage, and times refund. By average,
there are about 1.2 packages purchased by 308 insureds whose profile collected from
application forms consists of gender, age, marital status, smoking, job, and premium
budget. Our work adopts machine learning techniques to predict each item-attribute
value from user-attribute values; and then, uses the cosine similarity to find out relevant
packages whose attribute values close to the predicted values. The result of item-attribute
prediction is that the Random Forest technique serves the highest performance among
other machine learning methods in terms of F1-score as 0.858. It also leads to the high
performance of the recommender system in terms of HR@3 as 0.852. In addition, a
proof-of-concept application has been implemented to demonstrate the feasibility of the
proposed recommendation model. It was used to discuss with users and found that it
is suitable to be a decision support tool for potential insureds to find out some relevant
insurance packages based on user attributes. Moreover, to consider the personalization
and semantics-aware content similarity into a full-functioned application becomes a
future challenge. It needs to consider more about rich user experience and user interface
to increase user satisfaction; and a business model is also needed to consider in order to
enhance and turn this academic work into business.
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Abstract. With the rapid development of mobile Internet and self-
media, it is becoming more and more convenient for people to obtain
information, and the problem of information overload has increasingly
affected people’s sense of use. The emergence of recommendation sys-
tems can help solve the problem of information overload, but in the big
data environment, the traditional recommendation system technology
can no longer meet the needs of recommending more personalized, more
real-time, and more accurate information to users. In recent years, deep
learning has made breakthroughs in the fields of natural language under-
standing, speech recognition, and image processing. At the same time,
deep learning has been integrated into the recommendation system, and
satisfactory results have also been achieved. However, how to integrate
massive multi-source heterogeneous data and build more accurate user
and item models to improve the performance and user satisfaction of the
recommendation system is still the main task of the recommendation sys-
tem based on deep learning. This article reviews the research progress
of recommendation systems based on deep learning in recent years and
analyses the differences between recommendation systems based on deep
learning and traditional recommendation systems.

Keywords: Recommendation system · Deep learning

1 Introduction

With the rapid development of the mobile Internet and media, it has become
more and more convenient for people to obtain information, and the problem of
information overload has increasingly affected people’s sense of use. The emer-
gence of recommendation systems can well help solve the problem of information
overload, but in a big data environment, traditional recommendation system
technologies can no longer meet the needs of recommending personalized, real-
time, and accurate information to users.

Traditional recommendation methods mainly include content-based recom-
mendation methods, collaborative filtering, and hybrid recommendation meth-
ods. The content-based recommendation algorithm extracts the user’s interest
and preference for the item by analyzing the item content information (such as
c© Springer Nature Singapore Pte Ltd. 2021
T.-P. Hong et al. (Eds.): ACIIDS 2021, CCIS 1371, pp. 85–97, 2021.
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item attributes, description, etc.). The collaborative filtering recommendation
method uses interactive information between users and items to make recom-
mendations for users and is currently the most widely used recommendation
algorithm. The hybrid recommendation algorithm solves the shortcomings of
a single recommendation model by combining the content-based recommenda-
tion method and the collaborative filtering recommendation method. Traditional
recommendation methods mostly rely on manual extraction of features, and can
only learn shallow models of data, and cannot guarantee the accuracy and reli-
ability of recommendations.

Deep learning can characterize massive data related to users and items by
learning a deep non-linear network structure. It has a powerful ability to learn
the essential characteristics of data sets from samples and can obtain deep-level
feature representations of users and items. At the same time, it alleviates the data
sparseness and cold start problems in the traditional recommendation system.

Recommendation systems based on deep learning have been extensively stud-
ied because they can achieve more personalized and accurate recommendations
and meet the needs of more users. This article mainly reviews the application of
recommendation systems based on deep learning.

2 Deep Learning

Deep learning has become a boom in big data and artificial intelligence [1].
Deep learning forms a denser high-level semantic abstraction by combining low-
level features, thereby automatically discovering distributed features of data,
which solves the need for manual design features in traditional machine learning
and has made breakthroughs in image recognition, machine translation, speech
recognition, and online advertising. In the field of image recognition, in the
ImageNet image classification competition in 2016, the accuracy of deep learning
exceeded 97%. In the field of machine translation, the Google Neural Machine
Translation System (GNMT) based on deep learning has achieved a level that
closes to human translation in both English and Spanish and English and French
translation [2]. In the field of speech recognition, Baidu, Xunfei, and Sogou
all announced that their Chinese speech recognition accuracy based on deep
learning exceeded 97%. In the field of online advertising, deep learning is widely
used in advertising click-through rate prediction. It has achieved great results in
applications such as Google [3,4], Microsoft [5,6], Huawei [7], Alibaba [8], etc.
Below we introduce commonly used deep learning models and methods.

2.1 Autoencoder

In 1986, Williams proposed the concept of Autoencoder (AE) and used it for
high-dimensional complex data processing [9]. The autoencoder reconstructs the
input data through the encoding and decoding process and learns the hidden
layer representation of the data. The basic autoencoder can be regarded as a
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three-layer neural network structure: an input layer, a hidden layer, and an
output layer.

The purpose of the autoencoder is to make the input and output as close
as possible. If the model is trained only by minimizing the error between input
and output, the autoencoder can easily learn an identity function. To solve this
problem, researchers have proposed a series of variants of autoencoders, among
which the more classic ones include sparse autoencoders and denoising autoen-
coders [10].

In a recommendation system, autoencoders are mainly used to learn the
hidden feature representations of users and items, and then predict users’ pref-
erences for items based on this hidden representation. Its application scenarios
mainly include scoring prediction, text recommendation, image recommendation,
and so on.

2.2 Restricted Boltzmann Machine

Boltzmann machine (BM) is a generative stochastic neural network, proposed
by Hinton and Sejnowski in 1986 [11]. BM is composed of some visible units
(data samples) and some hidden layer units (hidden layer variables). Both visible
variables and hidden layer variables are binary, and their state is 0 or 1. State
0 indicates that the neuron is in an inhibited state and state 1 means that the
neuron is active. BM can learn complex rules in data. However, the training
process of the BM is very time-consuming. Hinton and Sejnowski [12] further
proposed a restricted Boltzmann machine (RBM), by removing all connections
between variables in the same layer, which improves learning efficiency.

RBM is the first neural network model used in the recommendation system.
The current application is mainly to reconstruct the user’s rating data to learn
the user’s implicit representation, so as to realize the prediction of the unknown
rating. The application scenario is mainly user rating prediction.

2.3 Deep Belief Network

Hinton et al. proposed a Deep Belief Network (DBN) in 2006 [13], which is a
generative model composed of multiple layers of nonlinear variable connections.
The structure of DBN can be seen as a stack of multiple RBM and the hidden
layer of the previous RBM in the network is regarded as the visible layer of
the next RBM. In this way, in the DBN training process, each RBM can be
individually trained using the output of the previous RBM, so compared with
traditional neural networks, DBN training is simpler. At the same time, through
this training method, DBN can also obtain in-depth feature representation from
unlabeled data.

Deep belief networks are currently less used in recommendation systems and
are mainly used for music recommendations.
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2.4 Convolutional Neural Network

Convolutional neural network (CNN) is a multi-layer perceptron, which is com-
posed of an input layer, convolution layer, pooling layer, fully connected layer
and output layer. It is mainly used to process two-dimensional image data. Com-
pared with the traditional multi-layer perceptron, CNN uses pooling operation
to reduce the number of neurons in the model and has higher robustness to the
translation invariance of the input space.

Convolutional neural networks are widely used in recommendation sys-
tems [14]. They are mainly used to extract hidden features of items from images,
text, audio, and other content, combined with user implicit representation to gen-
erate recommendations for users. Mainly used in image recommendation, music
recommendation, text recommendation, etc.

2.5 Recurrent Neural Network

In 1986, Williams et al. [15] proposed the concept of Recurrent Neural Network.
Normal fully connected network or convolutional neural network, the layers are
fully connected, and the nodes between each layer are disconnected. The nodes
between the layers of the RNN neural network are connected. It can calculate
the output of the hidden layer at the current moment through the output of the
input layer and the state of the hidden layer at the previous moment.

The application scenarios of RNN mainly include scoring prediction, image
recommendation, text recommendation, and point-of-interest recommendation
in location-based social networks.

3 Application of Deep Learning in Content-Based
Recommendation System

The performance of content-based recommendation methods relies heavily on
effective data feature extraction. The biggest advantage of deep learning is that
it can learn the characteristics of data through a universal end-to-end process,
and automatically obtain a high-level representation of the data, without relying
on manual design features. Therefore, deep learning is mainly used in content-
based recommendations. It is used to extract the implicit representation of the
item from the content information of the item, and obtain the implicit represen-
tation of the user from the user’s portrait information and historical behavior
data, and then generate recommendations by calculating the matching degree
between the user and the item based on the implicit representation. In the col-
laborative filtering recommendation algorithm, people only rely on user ratings
to model users and items, while ignoring a large amount of review information
in the project. Rational use of this review information can improve the quality
of recommendations.
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3.1 Method Based on Multilayer Perceptron

Taking into account the problem that user characteristics are difficult to obtain
in traditional content-based recommendation systems, Elkahky et al. [16] extract
user characteristics by analyzing users’ historical behavior records, thereby
enriching user characteristics. Based on the Deep Structured Semantic Mod-
els (DSSM) [17], he proposed a multi-view deep neural network model (Multi-
View Deep Neural Network, Multi-View DNN), the model is a very common
content-based recommendation method to implement user-item recommendation
through semantic matching between the user and item information entities. Its
basic idea is to map two types of information entities to a hidden space through
a deep learning model, and then calculate the matching degree of the two entities
based on the cosine similarity, to further make personalized recommendations.

Deep neural network models are currently widely used in recommendation
systems. Covington et al. [18] proposed a deep neural network model for YouTube
video recommendation by using user information, contextual information, his-
torical behavior data, and other information. YouTube video recommendation
mainly faces three challenges: scalability, freshness, and data noise. The author
uses the user’s historical behavior data, user characteristics, and context infor-
mation on YouTube to preliminarily infer the user’s personalized preference for
videos, and then converts the recommendation problem into a classification prob-
lem based on deep neural networks, which simplifies the complexity of the prob-
lem to a certain extent Sex. Then we only need to find the N videos closest to
the user vector for the recommendation.

3.2 Method Based on Convolutional Neural Network

The deep learning model also plays an important role in the field of music rec-
ommendation. In a music recommendation system, a collaborative filtering algo-
rithm often faces the problem of cold start, that is, for some music without user
data, the music platform often has no way to recommend, which greatly affects
the user’s sense of use. To solve this problem, van den Oord et al. [19] studied
how to use the deep learning model to solve this problem. First of all, they use
the historical listening records and audio signal data of music to project the
user and music into a shared hidden space through the combination of weighted
matrix factorization and convolutional neural network, to learn the implicit rep-
resentation of users and songs and make personalized music recommendation.
However, for those newly published songs, we can extract the hidden repre-
sentation of songs from their audio signals by the trained convolutional neural
network, to make personalized recommendations for users by calculating the
similarity between users and new music, and also help to solve the problem of
cold start of items.

3.3 Methods Based on Other Deep Learning Models

Xuejian [20] and others developed a news recommendation model using a
dynamic attention depth model to recommend suitable news for target users who
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have no clear selection criteria. In the process of news push, the editor needs to
select news that meets the user’s preference from the massive news data to push,
which is a complicated process. The author learns the editor’s selection criteria
for dynamic articles by automatically representing learning and its interaction
with metadata, to realize the dynamic selection of appropriate articles from the
database.

In general, the content recommendation system based on deep learning can
effectively alleviate the problem of user and item feature extraction. It uses deep
learning methods to obtain the implicit representation of the user and item and
then calculates the matching degree between the user and the item based on
the implicit representation. Generate a personalized recommendation list, which
brings great convenience to users. But at the same time, there is no good solution
for the new user problem of the content-based recommendation method itself,
and further research is needed.

4 Application of Deep Learning in Collaborative Filtering
Recommendation System

The collaborative filtering algorithm mainly discovers user preferences by mining
user historical behavior data, divides users into groups based on different pref-
erences, and recommends products with similar tastes. Traditional collaborative
filtering methods have problems such as cold start, data sparseness, and poor
scalability. Since deep learning can be adapted to large-scale data processing,
it is currently widely used in collaborative filtering recommendation problems.
Collaborative filtering based on deep learning mainly uses deep learning to learn
the hidden vectors represented by users and items. This article mainly divides
the application of deep learning in collaborative filtering into five categories.

4.1 Collaborative Filtering Based on Restricted Boltzmann
Machine

Salakhutdinov et al. [21] applied deep learning to a recommendation system
for the first time. The proposed collaborative filtering is based on Restricted
Boltzmann Machines (RBM), using a two-layer RBM undirected graph model to
automatically extract hidden abstract features, and using items during training.
The scoring data is used as the input layer, and the hidden vector representation
of the hidden layer is calculated through the conditional probability function, and
the vector representation of the hidden layer is used in the prediction to obtain
the score in reverse. This method has achieved good results on the Netflix data
set.

Georgiev et al. [22] extended the RBM model proposed in the literature,
constructed two RBM models from the user dimension and the item dimension,
and extracted the correlation features between users and the correlation features
between items, and the combination of two RBM models is solved as a hybrid
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model, and the training and prediction process of the model is simplified, and
the model can directly process real-valued score data.

Collaborative filtering based on the Restricted Boltzmann Machine has the
problems of large parameter scale and long training time, which greatly restricts
its practical application.

4.2 Collaborative Filtering Based on Autoencoder

The autoencoder is a neural network with the same input and learning objec-
tives, and its structure is divided into two parts: encoder and decoder. Sedhain
et al. [23] proposed autoencoder-based collaborative filtering (AutoRec), which
uses an item (or user)-based autoencoder to map part of the observation vector
of the item (or user) to a low-dimensional space, and then the output space
is reconstructed to score prediction. Compared with the matrix decomposition
model, the recommendation algorithm based on the autoencoder only uses the
hidden features of the user (or the item) and can learn the non-linear feature
representation. Compared with RBM-CF, there are fewer parameters to learn.

Wu et al. [24] proposed a top-N recommendation framework that uses a three-
layer (including a hidden layer) denoising autoencoder to extract user and infor-
mation from the user’s feedback information on the item (input layer, excluding
auxiliary information). The hidden distributed feature representation (hidden
layer) of the item, and then the hidden feature representation is mapped to the
input space in the output layer to reconstruct the input vector.

The self-encoder-based collaborative ltering is simple and effective, which can
effectively improve the robustness of recommendations. As the stacking depth
of the self-encoder deepens, problems such as gradient diffusion will occur.

4.3 Collaborative Filtering Based on Convolutional Neural Network

Convolutional Neural Network is a type of feedforward neural network that
includes convolution calculation and has a deep structure, which can classify
input information according to its hierarchical structure. To solve the problem
of not being able to extract the contextual information of the text, Kim et
al. [25] used CNN to extract the contextual semantic information of the doc-
ument, combined with a probabilistic matrix factorization (PMF) model for
scoring prediction, which can handle the sparseness of contextual information
well.

In music recommendation, a collaborative filtering algorithm is generally
considered to be better than a content-based recommendation algorithm, but
collaborative filtering has a cold start problem. To solve the problem of music
recommendation cold start (such as recommending new songs and non-popular
songs), Oord et al. [19] used convolutional neural networks to extract time-
frequency feature representations from the sound signals of music files, and the
results were better than traditional bag-of-words models. The article believes
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that convolutional neural networks can share intermediate features among dif-
ferent features, and the pooling layer can operate on multiple time scales, so it
is very suitable for extracting hidden features of audio.

Collaborative filtering based on Convolutional Neural Networks (CNN) can
automatically extract features, share convolution kernels, and process high
dimensional data without pressure, but there are also problems that the pooling
layer will lose a lot of valuable information and ignore the correlation between
the part and the whole.

4.4 Collaborative Filtering Based on Recurrent Neural Network

The main idea of collaborative filtering based on Recurrent Neural Network is
to use RNN to model the influence of the user’s historical sequence behavior
on user behavior at the current moment, to realize user’s item recommendation
and behavior prediction. Wu et al. [26] proposed a deep recurrent neural net-
work model DRNN, which learns user browsing patterns from the sequence of
web page visits of a user’s one session (from the user entering the website to
purchasing the product), and uses the user’s historical purchase records to fuse
the feedforward neural network (FNN) for real-time product recommendation
has achieved obvious results on the koala shopping website.

Wu et al. [27] proposed a Recurrent Recommender Network (RRN) by using
recurrent neural networks to model the evolution of user preferences and item
features, which can predict the future behavior trajectory of users. Specifically,
RRN first uses low-dimensional matrix factorization to learn the static implicit
representations of users and items, and at the same time uses the user’s historical
rating data as input, uses LSTM to learn the dynamic implicit representations
of users and items at each moment, and finally achieve a single moment score
prediction by aggregating the inner products of two types of implicit represen-
tations.

The recommendation system based on Recurrent Neural Network (RNN) can
not solve the problem of long-term dependence due to the RNN. To solve this
problem, a long short-term memory network (LSTM) is proposed. The collabo-
rative filtering method based on Recurrent Neural Network can effectively model
the sequence patterns in user behaviors, and can also incorporate contextual in-
formation such as time, as well as various types of auxiliary data to improve
the quality of recommendations. The model has high applicability and is used
in current recommendations. It has been widely used in the system.

4.5 Collaborative Filtering Based on Other Deep Learning Models

Lee et al. [28] used a combination of recurrent neural networks and convolutional
neural networks to learn semantic representations from the context of user con-
versations, and recommended quotes or common replies to “famous sayings”
and “proverbs”. The convolutional neural network is used to extract the local
semantic representation of each sentence in the conversation context, and the
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recurrent neural network LSTM is used to model the sentence sequence in the
conversation, and it has achieved good results in the Twitter conversation.

Zheng et al. [29] considered the difficulty of optimization in collaborative fil-
tering based on RBM and used NADE to replace RBM for collaborative filtering
recommendation. NADE does not need to incorporate any hidden variables, thus
avoiding complex hidden variable reasoning processes, thereby reducing model
complexity.

In general, applying deep learning to collaborative filtering can obtain more
explicit and implicit information about users and items through deep neural
networks, avoid the complexity of manually extracting features, and make the
recommendation system more intelligent.

5 Application of Deep Learning in Hybrid
Recommendation System

The traditional collaborative filtering method only uses the user’s display feed-
back or implicit feedback data and faces the problem of data scarcity. By in-
corporating auxiliary data such as user profile data, item content data, social
annotations, comments, etc., the hybrid recommendation method can effectively
alleviate the problem of data scarcity, but the biggest problem this method faces
is the representation of auxiliary data. Classic methods such as collaboration
(Collaborative Topic Regression CTR) [30] cannot obtain effective auxiliary data
representation. Through automatic feature extraction, deep learning can learn
effective user and item implicit representations from auxiliary data.

The main idea of the hybrid recommendation algorithm based on deep learn-
ing is to combine content-based recommendation methods and collaborative fil-
tering and integrate the feature learning of users or items with the item rec-
ommendation process into a unified framework. First, use various deep learning
models to learn users or the hidden features of the item are combined with
the traditional collaborative filtering method to construct a unified optimization
function for parameter training, and then use the trained model to obtain the
hidden vector of the user and the final item, and then realize the user’s item
recommendation.

5.1 Hybrid Recommendation Method Based on Autoencoder

In collaborative filtering, one of the main reasons for inaccurate recommendation
results is the sparsity of user rating data and hybrid recommendation algorithm
can solve this problem well. Recently, a hybrid recommendation algorithm based
on document modeling is to improve the accuracy of rating prediction by using
the description documents of items, such as summaries and comments. To use
the project description document in the recommended project, we choose to use
the document modeling method and stack noise reduction automatic encoder.
However, they still have some defects: (1) the bag of words model is used in doc-
ument modeling, which ignores the relationship between contexts, such as the
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relationship between sentences and paragraphs. (2) The problem of Gaussian
noise is not explicitly considered in a document and project-based latent factor
modeling. In order to solve the above problems, Donghyun et al. [31] proposed
a convolutional matrix factorization model. Based on the fact that the convo-
lutional neural network (CNN) can effectively capture the context information
of documents, a hybrid recommendation algorithm based on document context
awareness is proposed. In this method, the convolutional neural network is inte-
grated into the matrix-based collaborative filtering, so that even if the data set is
very sparse, the convolution matrix decomposition model can accurately predict
the unknown ratings, thus improving the recommendation system performance.

5.2 Hybrid Recommendation Method Based on Other Deep
Learning Models

Similar to ConvMF, to grasp the sequence relationship between words in text-
aided data, Bansal et al. [32] proposed a text recommendation method based on
the cyclic neural network model. While analyzing the rating data, he also used
the text information and text label data to make recommendations. Specifically,
to better grasp the sequence patterns between sentences in text, the model uses
GRU to learn the vector representation of text content and then uses a multi-
task learning framework (including text recommendation and label prediction) to
construct a joint optimization objective function based on hidden factor model,
which optimizes the model parameters under the supervised learning framework.

Li et al. [33] used a deep learning model to study the app’s score prediction
and abstract tips generation. He used a multi-task learning framework to simul-
taneously perform score prediction and abstract tips generation. In the scoring
prediction task, the author uses the hidden vectors of users and items as input
and uses a multi-layer perceptron (MLP) to predict the score. In the task of
generating abstract tips, he takes the hidden vectors of users and items as input,
uses a GRU to generate text, and finally conducts model training in a multi-task
framework.

In general, the deep learning-based hybrid recommendation can effectively
alleviate the data scarcity and cold start problems in collaborative filtering by
in-corporating auxiliary information. However, most of the current researches
adopts different deep learning models for specific auxiliary information, and
building a uni ed hybrid recommendation framework for all data is our next
goal.

6 Conclusion

With the rapid development of deep learning technology, deep learning can auto-
matically learn complex high-dimensional data. Through deep neural networks,
the explicit and implicit features of users and items can be better mined, so
that the recommendation system based on deep learning can recommend more
personalized and accurate information.
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Meanwhile, RNN and CNN methods in deep learning are widely used in the
recommendation system. RNN is designed to deal with temporal dependency.
RNN can integrate the current browsing history and browsing order in the rec-
ommendation system to provide more accurate recommendations. CNN is mainly
used to extract potential features from data. When potential factors cannot be
obtained from user feedback, CNN can extract hidden features from audio, text,
and image data to generate a recommendation.

At present, the research on recommendation systems based on deep learning
is still relatively preliminary and the application of deep learning in recommender
systems still has some problems, such as poor scalability, lack of interpretability,
and so on, which need our further research.
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Abstract. Data reduction is a technique used in big data applications. Volume,
velocity, and variety of data bring in time and space complexity problems to
computation. While there are several approaches used for data reduction, dimen-
sion reduction and redundancy removal are among common approaches. In those
approaches, data are treated as points in a large space. This paper considers the
scenario of analyzing a topic for which similar multi-dimensional data are avail-
able from different sources. The problem can be stated as data reduction by source
selection. This paper examines distance correlation (DC) as a technique for deter-
mining similar data sources. For demonstration, COVID-19 in the United States
of America (US) is considered as the topic of analysis as it is a topic of consid-
erable interest. Data reported by the states of US are considered as data sources.
We define and use a variation of concordance for validation analysis.

Keywords: Distance correlation · Data reduction · Concordance

1 Introduction

Distance correlation [6] was defined by Szekely et al. as a new measure of dependence
between random variables. Significance of this measure is its simplicity and ease of
computation. It is applicable to multidimensional data. This paper proposes distance
correlation as a technique for data reduction. Nowadays, it is common to find several
data sources (e.g. social media) providing similar data. By identifying data with similar
properties, size of data in computations can be significantly reduced. To demonstrate the
applicability and usefulness of the technique, it is applied to COVID-19 data reported by
the states of US. Selection of these data is influenced by timeliness and free availability.
We formulate the problem as the analysis of a topic based on data arriving from many
sources as indicators. Data reduction then can be defined as data source (indicator) selec-
tion. The goal is to select a subset of sources without losing information available from
all indicators for accurate analysis. The source reduction idea is to analyze data from
sources pairwise, compute their strength of relationship with respect to the topic. Dis-
tance correlation is used as the measure. Also consistency of their relationship should be
measured. Cronbach’s alpha (α) [3] is a measure used to evaluate internal consistency [1]
of different indicators measuring a concept. We propose to use α to measure consistency
of relationships built by distance correlation to group sources. Then a representative
can be chosen from each group for analysis providing substantial data reduction used
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in the analysis stage. Examples of analysis are Hidden Markov Model for forecast-
ing [4] and tweet sentiment based prediction. We also define ‘distance concordance’, a
measure similar to Kendall’s τ for validation of pairwise relations obtained by distance
correlation.

Contribution of this paper is: development and demonstration of a computationally
efficient technique for data reductionwhen similar data is available frommultiple sources
(or data combined from different subspaces). Distance correlation (DC) is adopted as
similarity measure. As outlined by Szekely et al., the dependence of DC onMathematics
is sound. DC is easily programmable as opposed to many black box techniques. As
DC computation depends only on two indicators at a time, computation can be easily
parallelized and space needs reduced.

In the next section we specify some related work. We list all required formulae
adopted from [6] for computation of distance correlation. Section 3 outlines the method
followed in the paper and Sect. 4 analyses the results. Our conclusions and future work
description are given is Sect. 5.

2 Related Work

There are numerous research papers on data compression, dimension reduction and data
reduction. In this section some papers are referenced. Rehman et al. [5] present a sur-
vey of data reduction methods. They group the methods as network theory, big data
compression, dimension reduction, redundancy elimination, data mining, and machine
learning methods. They describe the methods and provide the underlying model equa-
tions and conclude that big data complexity is a key issue and requires mitigation. Weng
and Young [8] list several dimension reduction techniques and apply them to survey data
analysis. Uhm et al. [7] propose to address the exponential cost of computation due to
large data dimension. They combine dimension reduction and dimension augmentation
methods for classification, and provide experimental results. Szekely et al. [6] describe
the distance correlation method. We describe below the needed formulae for distance
dependence statistics for observed random sample as adopted from [6]. Let (X, Y) =
{(Xk, Yk) | k = 1, …, n} be observed random sample from joint distribution of random
vectors X in Rp and Y in Rq. Define:

akl = |Xk − Xl |p, āk. = 1

n

n∑

k=1

akl,

ā.l = 1

n
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akl, ā.. = 1
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Similarly,
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b̄.l = 1

n
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n2
∑n

k,l=1
bkl
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Akl and Bkl are normalized pairwise distances of {(Xk, Yk) | k = 1, …, n}.

Definition 1: The empirical distance covariance Vn(X, Y) is the nonnegative number
defined by

V 2
n(X ,Y ) = 1

n2
∑n

k,l=1
AklBkl

Similarly,

V 2
n(X ,X ) = 1

n2
∑n

k,l=1
A2

kl

and

V 2
n(Y ,Y ) = 1

n2
∑n

k,l=1
B2

kl

Definition 2: The empirical distance correlation Rn(X, Y) is the positive root of

R2
n(X ,Y ) =

{
V 2

n(X ,Y )√
V 2

n(X )V 2
n(Y )

,V 2
n(X )V 2

n(Y ) > 0

0. V 2
n(X )V 2

n(Y ) = 0

}

The statistic Vn(X) = 0 if an only if every sample observation is identical. Distance
correlation satisfies the condition 0 ≤ R ≤ 1 and R = 0 if and only if X and Y are
independent. Thus a larger R indicates a stronger relation.

Zhou [9] has extended this concept to define an auto distance correlation function
(ADCF) to measure the temporal dependence structure of time series. Chaudhuri et al.
[2] proposed fast algorithms to compute distance correlation.

Internal consistency of indicators measuring a concept or topic refers to the property
that all indicators are good indicators of the concept. Positive correlations between the
indicators are a necessary condition for validity [1]. Cronbach’s alpha [3] is a measure
used to evaluate internal consistency. We adopt the formula: α = Nr

1+(N−1)r where N is
the number of indicators and r is the average pairwise correlation among all indicators.
A higher alpha indicate higher consistency.

3 Methodology

Our proposed approach to data reduction is outlined in this section. Let us consider
the scenario of analyzing a topic/concept based on many sources of data available.
An example is sentiment analysis of tweets to predict election outcomes. Sources of
data are tweeters, several of whom will be like minded. In this case, we can view data
reduction as the action of choosing tweets of representative tweeters which can make
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computations faster. The data available for analysis can be viewed as multi-dimensional
indicators based onwhich decisions are taken. In the example of tweets, tweet embedding
represents a tweet as a vector. An indicator can be viewed as measurement done at every
time unit (time series) or an ordered sequence of outcomes. For the sake of convenience
we assume the dimensions of all indicators are same (this can be done by adding dummy
dimensions if needed). Thenwe have to identify the subsets if indicators that can produce
results of analysis matching the results when all indicators are considered together. If
several indicators point to the same results (i.e. similar), then we can reduce data used
in the analysis by selecting a representative indicator. The net effect is analogous to
dimension reduction. We propose a combination of three measures to achieve this - 1)
measure closeness of data sources, 2) measure consistency of groups of data sources, and
3) measure similarity of internal structure of data points of data sources. In this paper
we consider distance correlation (DC [6]) as the similarity measure to compare data
sources (indicators). Cronbach’s alpha is used as measure of consistency. Consistency
says that all indicators in a group measure the same concept. The related formulae are
provided in the previous section. They are implemented as MatLab functions and used
in our research. They are mathematically rigorous and computationally straightforward
which is an advantage over many of the machine learning algorithms. Concordance is
adapted to measure internal structure of indicators. The proposed methodology to data
reduction is outlined as follows:

1. Retrieve indicator values Xi, Xi ε Rp

2. For each indicator, build the distance matrix (akl) where akl = |Xk − Xl |p, |.|p is the
norm used

3. Compute pairwise DC for indicators (using formulae defined in the previous section)
4. Group indicators based on a threshold value for DC
5. Measure consistency of groups using Cronbach’s alpha
6. Validation check using distance concordance measure

To illustrate themethod, the topic of analysis considered in this research is the severity
of COVID-19 within the USA. This topic is chosen for timeliness and publicly available
data. Datasets used for analysis in this paper are downloaded from the website https://
covidtracking.com/data/download/ for the period beginning March 15 till September
30, 2020. Daily death count, hospitalization count, negative count and positive count
reported by states are the data chosen for analysis as they represent the state of COVID
severity in the states. They form the four dimensions of the data variables. The primary
objective in this paper is to propose a method and demonstrate DC may be used a
valid technique for data reduction as it provides straightforward implementation. So, we
selected six states arbitrarily as data sources. Results shown in this paper are based on
data from the states of Alabama (AL), Arkansas (AR), Arizona (AZ), California (CA),
Colorado (CO) and Connecticut (CT). The graphs in Figs. 1, 2, 3, 4, 5 and 6 show graphs
of data used in the analysis per state. Each figure shows the four dimensions for each
state. Data cleaning (replacing suspect data) was done before computations of measures.
Table 1 shows a snippet of raw data used in this research. Columns 2–5 represent the
four dimensions of a four dimensional data variable. We aim to show that data from all

https://covidtracking.com/data/download/
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these states exhibit similar characteristics as measured by distance correlation and so,
one of the states could be used as representative for analyzing severity.

A comparison of death counts from all six states is given in Fig. 7 to illustrate
the trajectories of data in different states. The spike down in the figure is possibly an
error in data reporting. In computations of DC, we corrected it to 0. Results of these
computations of DC are given in the next section as a table. We also compute similarity
of internal relation of data from the different sources as ameans of validation. The idea of
concordance that varies from−1 to+ 1 is used for this purpose. The classical formula of
concordance is given in Definition 3. Based on it we define a new formula as Definition
4 to use in our method.
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Fig. 1. Alabama data.
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Fig. 2. Arkansas data.
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Fig. 3. Arizona data.
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Fig. 4. California data

Definition 3: If (X, Y) = {(Xk, Yk) | k = 1, …, n} sequence of observations, we can
define Kendal’s τ as

τ(X ,Y ) =
∑

i<j sign
(
Xi − Xj

)
sign(Yi − Yj)

n(n − 1)/2

This is a nonparametric measure of association between the variables X and Y. This
definition of concordance for the one dimensional case is not useful to multidimensional
case. In our case, as Xk and Yk are multidimensional. So, we adapt this definition as
follows:

Definition 4: If (X, Y) = {(Xk, Yk) | k = 1, …, n} sequence of observations where Xk
and Yk are vectors we define distance concordance as.
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Fig. 5. Colorado data
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Fig. 6. Connecticut data.

dτ(X ,Y ) =
∑

sign((Xi−Xj)dot(Yi−Yj))
n(n−1)/2 , where dot denotes the dot product of two

vectors. It is obvious that −1 ≤ τ ≤ 1. If τ = 1, we have the perfect association.
The definition of Kendall’s τ compares the signs of Xi – Xj and Yi – Yj. This can

be interpreted as comparing the directions (+|−) of the values from i to j. With that
interpretation as the basis, the definition is extended to vector values. In definition 4, the
directions of vectors Xi – Xj and Yi – Yj are compared.
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Table 1. Sample description of data used for analysis (Alabama data).

Date Death increase Hospitalized currently Negative increase Positive increase

4/13/2020 6 380 7390 209

4/14/2020 11 380 3793 142

4/15/2020 11 402 723 237

4/16/2020 12 360 2082 232

4/17/2020 11 364 1272 185

4/18/2020 2 359 4565 125

4/19/2020 8 360 2992 182

4/20/2020 13 397 0 188

4/21/2020 10 401 2420 206

4/22/2020 17 440 0 234

4/23/2020 3 406 3568 313

4/24/2020 0 429 0 54

4/25/2020 15 351 18344 305

4/26/2020 4 384 2074 133

Fig. 7. Six states raw data. (spike down in Colorado data was excluded)

4 Results and Analysis

As stated previously, the primary objective of this research is to propose a method for
source reduction. Distance correlation (DC) is a measure to determine similar data and
thus add to data reduction methods. DCmeasures the closeness of twomultidimensional
data series. Two additional measures are used to determine consistency among similar
data sources grouped by DC and internal similarity. Data reduction can be achieved
by choosing a representative from similar sources for future analysis. DC for pairs
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of data sources can be computed in parallel and thus contributing to efficiency. The
previous section outlines the six datasets (data sources) we chose for illustrative purpose.
Those data are from six US states reporting COVID-19 data. The six states were chosen
arbitrarily, but geographically different.

Pairwise distance correlations are computed for the six states’ data and are shown in
Table 2. In all cases the DC values are 66% or higher. Internal consistency measures the
degree of agreement between the indicators with respect to the concept/topic. We com-
puted Cronbach’s alpha using the formula α = Nr

1+(N−1)r to validate internal consistency
of groups formed by DCmeasures. In the formula, N is the number of indicators and r is
the average correlation. It will be high if all indicators flash the same outcome. As stated
earlier, the states’ data are viewed as indicators of the concept “severity of COVID in the
US”. For illustration, we compute alpha values for groups of 2, 3, 4, and 5 with highest
correlation values and also all six sources as one group. Results are shown in Table 3.
We used the values shown in Table 2 to compute α values. The alpha values are close to
1 indicating internal consistency. It is assumed to validate the case that COVID-19 sit-
uation in all six US states are similar in nature. Hence if data reduction is desired, an
analyst may consider the data from just one state and derive general conclusions such
as predictions.

Table 2. Pairwise distance correlation (DC).

AR AZ CA CO CT

AL 0.6600 0.8146 0.8156 0.6921 0.7129

AR 0.7390 0.7435 0.6921 0.7186

AZ 0.8911 0.8109 0.7387

CA 0.8359 0.7910

CO 0.7183

The alpha values indicate consistency considering indicator values as awhole. It does
not exhibit the internal differences among indicators. For example, consider the values
shown in Fig. 7. One could observe that some indicators have high values at the left end
and others have high values at the right end. In other words, the internal composition
of the indicators are not uniform. To measure the similarity of internal composition,
we use distance concordance measure given in Definition 4. The reason for examining
internal differences is to provide an additional level of validity to the result obtained by
application of distance correlation.

We computed pairwise distance concordance values. They are shown in Table 4. All
distance concordance values are positive which show that there is more agreement than
disagreement in internal properties of the data series. The less than 60%values of distance
concordance can be attributed to the rises and falls of data at different times. Since all
distance concordance values are positive, there is more support than contradiction of
the picture presented by the DC and alpha values. Furthermore, concordance could be
used as an additional layer of filtering or as a threshold to be met by all members of one
group.
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Table 3. Cronbach’s alpha.

Groups alpha

AZ, CA 0.9424

AZ, CA, CO 0.9428

AL, AZ, CA, CO 0.9496

AL, AZ, CA, CO, CT 0.9498

AL, AR, AZ, CA, CO, CT 0.9511

Table 4. Pairwise distance concordance.

AR AZ CA CO CT

AL 0.2744 0.4171 0.3889 0.3879 0.1525

AR 0.2817 0.3185 0.3034 0.2227

AZ 0.5064 0.4436 0.2273

CA 0.5351 0.3142

CO 0.2521

4.1 Analysis

Previous sections outline the combination of three simple measures to determine groups
of similar data sources related to a topic. Expected benefit is that representative sources
could be used for future analyses and inferences of related the topic. Results presented in
the previous section generally support the method outlined in Sect. 3. Table 3 lists some
possible groups of sources based on DC and alpha. However, distance concordance
results given in Table 4 indicate that direction of data movement over time could be
different in different data sources. That means internal behavior of data sources is not
identical. This information could be used as a further threshold in determining groups.
Based on all three measures, CA and AZ can be treated as a reliable group.

To validate findings of previous section (which are based on data for the period 3-
15-2020 to 9-30-2020), daily positive cases reported by the same six states during the
period 11-1-2020 to 12-24-2020 are analyzed. Choice of only one dimension allows the
use of classical statistical measures. The data series are plotted individually in Fig. 8.
Table 5 shows the pairwise correlations for the six data series. Table 6 shows pairwise
concordance measured by Kendall’s τ. The CO series shows negative correlation and
concordance with the AZ and CA series. Observation of the graphs given in Fig. 8
clearly indicates that CO series values rose during the first part of the time period while
others rose in the later part of the time period. This will explain the negative values of
correlation and Kendall’s τ. Such differences are present in the data sources used in the
previous section causing low measures of DC and distance concordance.

A closer examination of the graphs in Fig. 8, the correlations (Table 5) and concor-
dance (Table 6) suggest that AZ and CA group can be validated. If CO data is excluded,
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Table 5. Pairwise correlation of daily positive cases Nov 1–Dec 24, 2020.

AR AZ CA CO CT

AL 0.7274 0.6274 0.7583 0.0330 0.0217

AR 0.4884 0.5455 0.2350 0.0211

AZ 0.6085 −0.0379 0.0986

CA −0.3047 0.1101

CO 0.0456

Table 6. Pairwise Kendall’s τ values of daily positive cases Nov 1–Dec 24, 2020.

AR AZ CA CO CT

AL 0.5648 0.5551 0.6115 0.0580 0.0845

AR 0.4189 0.4027 0.1678 0.1007

AZ 0.5970 −0.0070 0.0316

CA −0.1125 0.0918

CO 0.0801

Fig. 8. Positive cases of the sates AL, AR, AZ, CA, CO, and CT.

then the others can be a consistent group. However, if all six sources are considered as
a group, another interpretation is possible. CO series increases in the initial period and
then decreases. Other series increase during the later period. So, it can be interpreted
CO series as prescient warning to other sources in the group .
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5 Conclusion

In this research, a combination of measures are proposed and illustrated as a method for
data reduction. The significance of the proposed method lies in its simplicity and ease
of programming. The method chooses representative data sources/series associated to a
topic. Data sources/series are grouped into closely related sets. To achieve data reduction,
representatives can be chosen from each group. Data represented by each source/series
are assumed to be points in a p-dimensional space or p-dimensional vectors. Distance
correlation (DC [6]) is proposed as the measure of similarity of pairs of data sources
to form groups of similar sources. Cronbach’s alpha is used as a measure of internal
consistency (i.e. all sources are indicators of same concept) of members of groups. A
newly defined measure of distance concordance is presented as possible threshold to be
met by pairs in a similar group. The method is studied using COVID-19 data reported by
six states in the USA. Current news stories (cases going up in all states) on COVID-19
in the US states were used as evidence of effectiveness of the method. Comparison with
other methods was not attempted as no benchmark data or measures are available in the
literature.

As future work, we plan to design programs that apply proposedmethod to streaming
data sources. In this work, vector norm is used as distancemeasure. Investigation of other
measures and their performance is also considered for future work.
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Abstract. Hematopoietic cancer is the malignant transformation in immune sys-
tem cells. This cancer usually occurs in areas such as bone marrow and lymph
nodes, the hematopoietic organ, and is a frightening disease that collapses the
immune systemwith its ownmobile characteristics. Hematopoietic cancer is char-
acterized by the cells that are expressed, which are usually difficult to detect in
the hematopoiesis process. For this reason, we focused on the five subtypes of
hematopoietic cancer and conducted a study on classifying by applying machine
learning algorithms both contextual approach and non-contextual approach. First,
we applied PCA approach for extracting suited feature for building classification
model for subtype classification. And then, we used four machine learning clas-
sification algorithms (support vector machine, k-nearest neighbor, random forest,
neural network) and synthetic minority oversampling technique for generating
a model. As a result, most classifiers performed better when the oversampling
technique was applied, and the best result was that oversampling applied random
forest produced 95.24% classification performance.

Keywords: Hematopoietic cancer · Gene expression · Subtype classification ·
Principal component analysis · Synthetic minority oversampling technique

1 Introduction

Recently, in the field of bioinformatics, research has been actively conducted to find
meaningful genes or genetic information using machine learning techniques and apply
it to preventive medicine based on them [1]. Research through this approach is typical
of studies on various diseases that have not been conquered, such as cancer [2–5]. In
addition, the impact of these kinds of studies is enormous. For instance, it can be utilized
in various area, such as finding new treatments through connection with diseases specific
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gene groups by using machine learning or deep learning technique, also being used in
individual treatment of patients [2, 5].

In this paper, we applied several machine learning algorithms to make meaningful
extraction of hematopoietic cancer to create amodel for classifying hematopoietic cancer
using genetic information of patients. The hematopoietic cancer is a malignance of cell
in immune system. This hematopoietic cancer includes not only blood, but also various
elements that make up the blood and cancer that occurs in the bonemarrow that produces
blood, so it is often called liquid cancer because of these characteristics. According to
statistics, these cancers account for 8–10% of all cancer diagnoses, and the mortality rate
is also around 10%. As described earlier, this hematopoietic cancer occurs in various
blood factors, but the most frequently occurring carcinomas are leukemias, myelomas
and lymphomas [6].

Leukemias is one of hematopoietic cancer that results from genetic change in
hematopoietic cells in the blood or bone marrow. If an abnormality occurs in the bone
marrow, the abnormally generated blood cells are mixed with blood in the body and
spread widely into the body. Myelomas is a tumor that occurs in plasma cells which
are differentiated from bone marrow, blood, or other tissue. This abnormal plasma cells
do not divide into normally, but continue to growing in abnormal life cycle and make
a number of antibody. Lymphomas is usually found in distinct stationary masses of
lymphocytes, such as lymph node, thymus or spleen. But lymphomas also can be travel
through thewhole body as like other previous two types of cancer. Previous types of lym-
phomas is called Hodgkin lymphomas and the other is called non-Hodgkin lymphomas
[7].

In this paper, the transcriptome expression data of the representative of hematopoi-
etic cancer: lymphoid leukemias, myeloid leukemias, leukemias nos, mature B-cell
leukemias, plasma cell neoplasms patients were collected from TCGA site, and each
cancer was clustered using the clustering algorithm principal component analysis (PCA)
algorithm, and each cancer was combined with classification algorithm in this clustering
result to proceed with the classification of each subtype of hematopoietic cancer. In pro-
ceeding with the experiment, there was a total amount deviation of each data, which was
used by SMOTE, an oversampling algorithm, to handle the problem of data imbalance
also, it is efficient for both contextual and non-contextual system.

Many researchers conducted various studies for this subtype classification. The Liu
research team conducted a study using various machine learning algorithms (Support
VectorMachine,NaiveBayes, RandomForest, NeuralNetworks) to classify the subtypes
of lung cancer, and the results showed that support vectormachine algorithm and random
forest algorithmswere good at classifying the subtypes of lung cancer [2]. TheMuhamed
research team used the micro-RNA data to classify subtype of kidney cancer, and used
long-short term memory (LSTM) algorithm with two layers as a classification model.
Here, to address the class imbalance between subtypes, the oversampling technique was
used [3].

Also, many studies were conducted on subtype classification using deep learning.
Chen et al. [4], proposed a DeepType framework that classifies subtypes of these two
cancers based on multi-layer perceptron techniques using gene expansion data for breast
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andbladder cancers.Gao et al. [4], also usedDeep learning based artificial neural network
technique to classify subtypes of colon cancer and breast cancer with 14 subtypes.

The remainder of this paper is organized as follows: Sect. 2 introduces hematopoi-
etic cancer gene expression dataset from TCGA. Also, explains principal component
analysis approach for feature selection, synthetic minority oversampling technique for
imbalance dataset and four classification algorithms which used in this work. In Sect. 3,
the experimental results are provided. Finally, Sect. 4 discusses the experimental results,
and addresses our conclusion.

2 Methodology

In this section, we will describe the details of a dataset and the used PCA feature
extraction method and machine learning classifiers.

2.1 Dataset

TCGA is a site that has information and data related to many cancers [8]. Currently,
there are 47 types of cancer data as of 2020, and these cancers are provided with not
only medical data from patients, but also various data such as gene expression data, SNP
information, and DNA methylation information. Some raw data are controlled data that
have to be approved for using on experiment by the research institute, however, most of
the data is freely accessible to users.

We collected gene expression data for various blood cancers through this site. The
collected gene expression data consists of a total of five subtypes of hematopoietic can-
cer: lymphoid leukemias, myeloid leukemias, leukemias nos (not otherwise specified),
matureB-cell leukemias, plasma cell neoplasms. The number of each hematopoietic can-
cer sample is 557 lymphoid leukemias (LL), 818 myeloid leukemia (ML), 104 leukemia
nos (NO), 113 mature b-cell lymphomas (MB) and 860 plasma cell neoplasms (PC),
consisting of a total 2,457 data. Also this data has 60,453 exons information with the
one of gene expression profiling measurement which is called Fragments Per Kilobase
per Million (FPKM) mapped measure. The FPKM can be calculated as Eq. 1.

FPKM = Total Fragments

Mapped reads (Millions) ∗ exon length (kb)

This FPKM is a normalized estimation of gene expression based on RNA-seq data
both considering number of reads and the length of exon which measured by kilo-base
unit. That is, a large FPKM means a large amount of expression per unit length, so the
FPKM of a certain gene refers to a relative amount of gene expression.

2.2 Principal Component Analysis for Dimension Reduction

Principal component analysis (PCA) is a widely used mathematical algorithm, which
reduces a dimensionality while retaining most of the variation in the data [9]. This
reduction is achieved by identifying the direction called the principal component (PCn),
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and the variation in the data is maximal. This transformed new variables (PCn) are
the linear combination of the original data variable. The first PC (PC1) accounts for the
maximum variability, the remaining PCn−1 (PC2, PC3,…PCn, n= number of variables)
account for the remaining variability in the data. Each PCn is independent and orthogonal
to each other. Only the first few PCs account for most of the total variance in the data
expressed as eigenvalues [10]. The value of each PC is calculated by followed equation.

PC = a1
(x1 − x̄1)

σ1
+ . . .

Here, x1 is the value of the original data point, x̄1 is the mean for the corresponding
data, σ1 is standard deviation for the corresponding variable, and a1 is the constant of the
linear transformation. An important variable is along several directions, and the number
of these directions is close to the dimensions of the sample. For data visualization, PCA
plots mapped variables and samples through a dimensional space determined by the
PC with eigenvalues greater than 1.0 [11]. The plots from the PCA result described the
correlation of variables and objectives. The advantage of using these few components
is that each sample can be represented in relatively small numbers instead of values for
thousands of variables. Then, samples can be plotted to visually assess similarities and
differences between samples and determine whether the samples can be grouped.

2.3 Synthetic Minority Oversampling Technique

Oversampling techniques is a method of increasing the number of minority class
instances in training set. And one of well-known oversampling technique is named
SMOTE in which the minority class be oversampled by generating synthetic samples
instead of oversampling with duplicated real variables [12].

This approach can produce satellite data instead of arbitrarily replacing existing
samples bygenerating anoversampledminority class based on the required oversampling
ratio, a certain number of samples are selected at random using the KNN approach The
composite sample is generated as follows: Calculate the difference between the feature
instance under consideration and the nearest feature instance. Then calculate this feature
vector difference using a random float value between 0 and 1. As a result, add it to the
shape vector corresponding to the new synthetic instance of the minority class [13].

2.4 Classification Algorithms

Classification in data mining and machine learning means that after grasping the charac-
teristics of a new object, one category is allocated by pre-defined class label. This is the
approach by which most of objects for classification are generated into a model which
explain the class of data or predicting the tendency of the new data. Some of this classifi-
cation algorithms can be adopting on a part of contextual system. For example, random
forest algorithm, using context dependent variables can be used contextual system as a
classification model [14]. On the other words, one of classification method, support vec-
tor machine, is a representative non-contextual classification algorithm. However, using
some kernel function or statistical based estimation theory, this classification algorithm
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also can be used as contextual classification algorithm on the contextual system [15, 16].
In this research, we performed the experiment on the Intel Xeon E3 1231 v3 processor,
32Gmemory. Andwe used python 3.7 for parsing the data and analysis by implementing
scikit-learn machine learning library.

Support vector machine (SVM) is non-contextual algorithm, it is based on separates
training dataset by binary label with a maximal margin hyper-plane using structure risk
minimization technique. As using maximal margin hyper-plane, it can prevent model
over-fitting problem. Also, even if SVM is non-contextual in nature [15], SVM can be
used both linearly and nonlinearly by mapping the data into the high dimensional space
[17, 18]. In this experiment we used linear kernel function (linear-SVM) with maximum
iteration = 20,000.

Random forest is the classifier composed a variety of decision tree, and using context
–dependent variable [14, 19], themode class of the results in each classification tree is the
output. The inference algorithm is developed by Breiman [20] and the random decision
forest byHo [21]. In this experimentwe used the number of tree= 100, impurity criterion
= gini-index.

Neural Network (NN) is based one of binary classifier, which is called perceptron,
and this NN usually consists of several number of layers, including input layer, hidden
layer and output layer. Computation of NN is occurred by several layers’ perceptron in
hidden layer. Therefore, there are many calculations between each layer. And typically
all inputs of neural network are used for processing input vectors [22]. This kinds of
things makes NN model to be non-contextual [23, 24]. In this experiment, we set the
1 hidden layer with 100 neurons, activation function = relu, weight optimizer = adam
optimizer, learning rate = 0.001, maximum iteration = 20,000.

KNN (K-Nearest Neighbor) is one of well-known algorithm to be simple and easy.
KNN algorithm is an algorithm that is often used in classification task. The purpose
of KNN is to classify new data based on their features and training data. This KNN
algorithm is usally referred contextual model by selecting appropriate k value [25, 26].

Fig. 1. General workflow of the experiment
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Classifying objects based on training data that have the closest distance to the new
object is based on the Euclidean distance. In this expriment, we set the k = 5, distance
= euclidean distance with minkowski metric.

3 Experiment and Result

Our experimental process was formulated as shown in Fig. 1 above. We collected
hematopoietic cancer gene expression data from TCGA website. As mentioned in
Sect. 2.1. The original data contains total 2,457 samples. And performed preprocessing
step as removing noisy and non-valued instances. This preprocessed data is used for
classifying subtypes of hematopoietic cancer. This preprocessed data was divided into
80% of training set and 20% of test set for building the classification model. The simple
statistics of preprocessed data is shown in Table 1. As shown Table 1, we can check that
the data is distributed unbalanced.

Table 1. Summary of the hematopoietic cancer dataset

Subtype Number of samples Train Test

Lymphoid leukemias (LL) 550 440 110

Myeloid leukemias (ML) 818 654 164

Leukemias NOS (NO) 104 83 21

Mature B-cell luekemias
(MB)

113 90 23

Plasma cell neoplasms
(PC)

860 688 172

Total 2445 1955 490

We applied PCA feature selection algorithm for extracting 100 features. The
visualization of extracted features is shown in Fig. 2.

Then we applied this extracted features on four classification algorithms: support
vector machine, neural network, k-nearest neighbor, random forest. In addition, SMOTE
approach was applied in consideration of class imbalance, and the same experiment was
repeated. And, we calculated accuracy, precision, recall and F1-score (the harmonic
mean of precision and recall) on each experiment and compared the results. The below
equations represent the four classification matrices.

Accuracy = TP + TN

TP + TN + FP + FN

Precision = TP

TP + FP

Recall = TP

TP + FN
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Fig. 2. Visualization of extracted hematopoietic cancers of PCA analysis. LL is indicated lym-
phoid leukemias, ML is indicated myeloid leukemias, NO is indicated leukemias not other
specified, MB is indicated mature B-cell leukemias, and PC is represented plasma cell neoplasms.

F1 − measure = 2 × Precision × Recall

Precision + Recall
= 2 × TP

2 × TP + FP + FN

where the TP, TN, FP and FN are the acronym of true-positives, true-negatives,
false-positives and false-negatives. A TP and TN is the number of correctly classified
whether the subtypes into positive class or negative class. Respectively; A FP represents
a number of instances that is incorrectly classified into positive class. Similarly, FN is
a number of instances that is incorrectly classified into negative class. And those all
classification performance results are shown in Table 2.

Table 2. The classification performance on hematopoietic subtype cancer classification.

Algorithm Over-sampling method Accuracy Precision Recall F1-score

RF Non-SMOTE 94.70% 89.21% 85.33% 86.72%

SMOTE 95.24% 90.36% 88.98% 89.60%

NN Non-SMOTE 93.61% 86.33% 82.48% 83.67%

SMOTE 93.61% 85.76% 86.07% 85.86%

KNN Non-SMOTE 91.71% 82.93% 80.46% 81.36%

SMOTE 91.71% 85.76% 86.07% 85.86%

SVM Non-SMOTE 86.14% 87.09% 61.19% 62.02%

SMOTE 90.63% 79.63% 86.20% 81.64%
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As shown above results, we used PCA for feature extraction and four classifica-
tion algorithms to classify subtypes of hematopoietic cancer with SMOTE approach.
Except support vector machine classifier, all classifier performs better result when using
SMOTE. Random forest with SMOTE shows the best result for all evaluation mea-
sures. In addition, results of neural network, both SMOTE and non-SMOTE shows good
performance for all evaluation measures.

4 Conclusion

By this research, we focused on finding the best machine algorithm for hematopoietic
cancer subtype classification usingTCGAgene expression data.WeusedPCA for feature
extraction and four classification algorithms to classify subtypes of hematopoietic cancer
with SMOTE approach. Most of classifiers performs better result when using SMOTE.
Also, classification results of contextual approaches, include RF, NN, KNN show better
performance than non-contextual approach, which is SVM. As a result, this machine
learning based hematopoietic cancer subtype classification can be used on real world
medical field for the patients. However, PCA results show that PC and MB were mostly
well separated, while the rest of ML, LL, and NO were not exactly separated. To make
up for these results a little more, we will proceed with the research to show better
performance by adopting a deep learning approach, as in other studies.
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Abstract. In this paper, a machine translation tool for presentations
was presented. This virtual translation tool is a novel approach for gener-
ating text or voice in other languages. The proposed system is expected
to assists audiences in understanding foreign language content in the
live presentations. In this study, the conventional translator was taken
over by neural machine translation and human-machine interaction was
improved significantly by using text to speech and speech recognition.
Experimental results in Vietnamese-English pair showed the effectiveness
of the proposed system design and deployment approach.

Keywords: Text to Speech · Automatic speech recognition · Machine
translation · Human-machine interaction · Seq2Seq

1 Introduction

In international conferences, a translator is needed when the speakers present in
other languages to audiences. In this way, the translator converts content from
the source language to a target language. The source language is the language
being translated from, while the target language, also called the receptor lan-
guage is the language being translated into [11]. The accuracy of this approach
highly depends on the qualifications of the translator in terms of major, knowl-
edge, experience. Moreover, in this approach, a time delay is unavoidable when
the translators convert the content. Another approach is to utilize a machine
translation (MT) system which automatically translates from source language
to target language. The accuracy of this machine-based method depends on the
MT system and the considered language pairs. Fortunately, in recent years, with
the rapid development in deep learning techniques, the neural machine trans-
lation (NMT) has been significantly increasing its accuracy. In a recent report,
Google translate has increased its accuracy by 31% [3]. Furthermore, the source
language can be easily converted to multiple target languages at the same time.
Therefore, in this study, the utilization of NMT in a text and voice MT which
supports live translation in the conferences was proposed.

The recent research results of automatic speech recognition (ASR) systems
using deep learning neural network enables the deployment of real applications
c© Springer Nature Singapore Pte Ltd. 2021
T.-P. Hong et al. (Eds.): ACIIDS 2021, CCIS 1371, pp. 122–133, 2021.
https://doi.org/10.1007/978-981-16-1685-3_11
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with great accuracy. Specifically, the best AI systems in the world such as Siri
(Apple), Google Assistant (Google), Cortana (Microsoft), Alexa (Amazon), and
Watson (IBM) are able to communicate with people via speech based on ASR
systems. The accuracy of the ASR systems such as Siri, Google Assistant, Cor-
tana, Alexa, and Watson has been proved by users. For English recognition,
the accuracy of Google ASR system, IBM ASR system is up to 95%. Besides,
for Vietnamese recognition, the accuracy of Vais ASR system and Viettel ASR
system is up to 95%. To communicate like humans, MT needs Text to Speech
(TTS) technologies. The recent research results of TTS systems demonstrate
that the voice of TTS technologies has become more and more natural. For
English recognition, in the recent results discussed in [19], the quality indicator
MOS has reached 4.53 (natural voice - 4.58) [19]. Whereas in Vietnamese [21],
MOS has reached 3.94 (natural voice - 4.44). These results inspired us to deploy
a real application based on TTS systems.

Based on MT, TTS and ASR systems, a text and voice Vietnamese-English
MT tool was proposed for live interpreting in conferences/seminaries. This tool
allows us to convert the source language to the target languages in either text
or voice. The rest of the paper is organized as follows. Section 2 introduces
background and related work. Section 3 describes text and voice MT tool for live
interpreting in conferences/seminaries. Section 4 presents experimental results.
And Sect. 5 addresses some conclusion and perspective future work.

2 Background and Related Work

2.1 Sequence to Sequence Model

There are a number of sequence to sequence models such as: Connectionist
Temporal Classification (CTC), Recurrent Neural Network Transducer (RNN-
T), RNN Transducer with Attention, and Attention-based Model. The result of
comparison of these models in [16] showed that the attention-based model with
two decoder layers is the single best sequence to sequence model. Therefore, we
describe the attention-based encoder-decoder neural network which were devel-
oped and improved in previous works [4–7,10,17,20,22,24] as follows.

First of all, we describe a RNN which is natural generation of feedforward
neural networks to sequences. A standard RNN transforms a sequence of input
(x1, ..., xL) to a sequence of outputs (y1, ..., yN ) by iterating the following equa-
tion [4,20]:

ht = sigm(Whxxt + Whhht−1) (1)

yt = W yhht (2)

And the Long Short Term Memory (LSTM) is succeed to map the input sequence
to a fixed-sized vector using one RNN, and then to map the vector to the target
sequence with another RNN which is a simple strategy for general learning. The
LSTM computes the conditional probability by the following equation:
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Fig. 1. Attention-based Model (Figure comes from [24])

p(y1, ..., yN |x1, ..., xL) =
N∏

n=1

p(yn|v, y1, ..., yn−1) (3)

where v is the fixed-dimensional representation of input sequence (x1, ..., xL).
Figure 1 shows the Attention-based Encoder Decoder Model. The encoder

RNN transforms the input signal x = (x1, x2..., xL) into the high level repre-
sentation h = (h1, h2, ..., hT ) where T ≤ L. The Attention module summarizes
h1:T into the context vector cn in order to predict the output yn. The decoder
RNN predicts the output yn with the context vector cn and the previous output
y1:n−1. Hence, the Attention-based Encoder-Decoder Model can be formulated
as follows [24]:

h1:T = Encoder(x1:L) (4)
αn,t = Attention(qn,ht) (5)

cn =
∑

t

αn,tht (6)

qn = Decoder(qn, [yn−1; cn−1]) (7)

yn = arg max
y

(Wfqn + bf ) (8)

And the attention mechanism is used with the attention function given by the
equation as follows [4,17,24]:

ωn,t = vT tanh(Wqqn + Whht + bf ) (9)
αn,t = softmax(ωn,t) (10)

where the matrices Wf , Wq, Wh, and the vectors v, b are parameters of the
model. Next, we describe the Sequence to Sequence model to applying for ASR,
MT and TTS.
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2.2 Speech Recognition

The Attention-based Encoder-Decoder Model is applied to ASR where the input
is the speech utterance x and the output is character y. The state of art result
in [7] minimizes the expected word error rate function, LMWER, given by the
following equation

LMWER = EP (y|x)[W(y,y∗)] + λLCE (11)

where W(y,y∗) denotes the number of word errors in the hypothesis, y, com-
pared to the ground-truth label sequence, y∗ = (y∗

0 , y
∗
1 , ..., y

∗
N+1). The cross-

entropy (CE) loss function, LCE, is defined in [17] which maximizes the log-
likelihood of the training data

LCE =
∑

x,y∗

N+1∑

u=1

−logP (y∗
u|y∗

u−1, ..., y
∗
0 = <sos>,x) (12)

The transcript y∗ is given by the minimum expected word error rate (MWER)

y∗ = arg max
y

logP (y|x) + λlogPLM(y|x) + γlen(y) (13)

where logPLM is provided by the language model, len(y) is the number of words
in y, and λ and γ are tuned on a development set. The result in [7] demonstrated
that ASR system achieved a WER of 4.1% compared to 5% for the conventional
system.

2.3 Machine Translate

Similarly to ASR, MT model uses the Attention-based Encoder Decoder Model
where (y, z) is a source and target sentence pair. The object function of Language
Model (LM) may be express as the sum of log probabilities of the ground-truth
outputs given the corresponding inputs [25]

OML =
M∑

i=1

logp(z∗(i)|y) (14)

And the object function of model refinement using the expected reward objective
which can be expressed as

ORL =
N∑

i=1

∑

z∈Z
p(z|y∗(i))r(z, z∗(i)) (15)

where r(z, z∗(i)) is the per-sentence score. In order to further stabilize training,
the result in [25] demonstrated that we optimize a linear combination of ML
(Eq. 14) and RL (Eq. 15) objectives as follows:

OMixed = α ∗ OML + ORL (16)
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where this model is first training using the maximum likelihood objective (Eq. 14)
until convergence. This model is refined by using a mixed maximum likelihood
and expected reward objective (Eq. 16), until BLEU score on a development set
is no longer improving. The second step is optional.

2.4 Text to Speech

In this section, we introduce Tacotron 2, state-of-the-art end-to-end speech syn-
thesis model, which synthesizes speech directly from character. Tacontron 2
also uses Attention-based Encoder-Decoder Model described above. Tacontron
2 TTS architecture contains an encoder, an attention-based decoder and post-
processing net, and wavenet vocoder. The encoder aims to convert a character
sequence into a hidden feature presentation while the decoder aims to consume
this hidden feature presentation to predict a spectrogram. Between the encoder
and the decoder is a location-sensitive attention from [8].

WaveNet vocoder which converts mel spectrogram to speech is a new gener-
ative model operating directly on the raw audio waveform [15]. In Tacotron 2,
WaveNet vocoder is modified by inverting the mel spectrogram feature represen-
tation into time-domain waveform sample. PixelCNN++ [18] is used to produce
audio samples. The joint probability of a waveform s = {s1, ..., sT } is factorized
as a product of conditional probabilities as follows:

p(s) =
∏

t=1

p(st|s1, ..., sT ) (17)

where each audio sample st is conditioned on the samples at all previous
timesteps.

3 System Description

We design a text and voice MT tool illustrated in Fig. 2. First of all, we use ASR
system to convert speech to text which is shown in subtitle or translated to target
language. Secondly, the target language is shown in subtitle or transformed to
speech by TTS system.

– Step 1: ASR system convert instructor’s speech to text;
– Step 2: Show text in subtitle;
– Step 3: Text is translated to another language;
– Step 4: Show translated text;
– Step 5: Transform text to speech.

3.1 Speech Recognition

Figure 3 shows the ASR progress where there are a number of ASR techniques
such as Hidden Markov Models/Gaussian Mixture Models (HMM/GMM), Hid-
den Markov Models/Artificial Neural Network (HMM/ANN), Connectionist
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Fig. 2. Text and voice assistant architecture.

Temporal Classification (CTC) and Sequence to Sequence (Seq2seq). The results
in this figure showed that recent ASR systems tend toward the human perfor-
mance. There are several ASR systems including IBM, Microsoft, Apple, Google,
CMU Sphinx. However, which of them is the best English ASR system is an
important question. According to [13], in 2017, Google English ASR API reached
the best result of English ASR system compared with Microsoft Api and CMU
Sphinx. In the recent result discussed in [9], Google English ASR Api obtained
again the best results of English ASR systems compared with IBM English ASR
Api and Wit in 2020. A breakthrough came in 2017 when Google used deep
learning neural network algorithms for the ASR system. Google ASR system
tends toward human as shown in Fig. 3. Indeed, Google uses the most advanced
deep learning neural network algorithms for ASR system. In addition, Google
ASR Api supports real-time speech recognition with audio input streamed from
a microphone or sent from a prerecorded audio file. Several ASR systems support
Vietnamese such as Vais, Viettel, FPT, and Google. Specifically, first of them,
Vais is a startup company in natural language processing in Vietnam. Although
founded in 2017, Vais won twice of Vietnamese ASR system in Vietnamese Lan-
guage Signal Processing 2018 and Vietnamese Language Signal Processing 2019.
Second, Viettel is the largest telecommunications service provider in Vietnam.
In the international workshop on Vietnamese Language and Speech Processing
2019, Viettel ASR performance was ranked behind Zalo ASR and Vais ASR
system. Last but not least, FPT is the largest information technology service
company in Vietnam. FPT ASR Api has been released since 2017. In our pre-
vious study [14], Vietnamese speech recognition platforms including Vais, Vtcc
(Viettel), Fpt, and Google have been evaluated. The results demonstrated that
Vais outperforms compared with Viettel, Google and Fpt.
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Fig. 3. ASR progress (Figure comes from [23]).

3.2 Machine Translation

There are several online services that support MT including Google Translate,
Bing Microsoft Translator, Amazon Translate, IBM Watson Language Transla-
tor. Google Translate is one of the most used MT systems because of its conve-
niences. Specifically, there are 140 billion words translated, and 1 billion users
daily; supports 109 languages. Google Translate was launched in 2006 as a statis-
tical MT from 2006 to 2017 and a NMT from 2017 to now. A big breakthrough
came in 2016 when Google used NMT technology (deep neural network) [25]
that allowed machines to understand the context of an entire sentence as well as
helped improving accuracy as shown in Fig. 4 (Figure extracted in [1]). Figure 4
shows a comparison of perfect translation, human, and GNMT in terms of trans-
lation quality. This result demonstrates that GNMT tends toward the human.
According to Google, the accuracy of the translation depends on the translated
content and language. Google translate has been improving its translation accu-
racy [3] especially the Vietnamese-English language pair.

An example of English-Vietnamese translation is shown: English → Viet-
namese: Vietnamese text to speech technology →

; Vietnamese → English: →
Vais has the best results. The translated result is good enough that we do not
need to revise manually.
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Fig. 4. Google neural machine translation (Figure comes from [1]).

3.3 Text to Speech

Table 1 shows the MOS (Mean Opinion Scale) of Google TTS system which
reaches 4.53 compared to 4.58 of human [19]. This result shows that Google
TTS technology generates speech with human-like intonation. Built based on
DeepMind’s speech synthesis expertise, Google TTS API delivers voices that are
near human quality. The MOS of Vietnamese TTS systems is shown in Table 2
(this result was extracted from [21]). As described, almost companies achieve
good results. Zalo archives the best result with 3.94 of MOS (4.44 of human).

Table 1. English TTS

Parametric Tacotron Concatenative WaveNet Tacotron2 Human Speech

MOS 3.67 4.0 4.17 4.34 4.53 4.58

Table 2. Vietnamese TTS

VTCC VNGGRD SUN Zalo Human Speech

MOS 2.9 3.85 3.89 3.94 4.44

4 Experiments and Results

MT Tool for presentation is built based on APIs from Google, Vais, Zalo
described as follows. Table 3 shows an experimental setup in Vietnamese-English
pair.



130 T.-M.-T. Nguyen et al.

Table 3. System Api

System ASR MT TTS

English-Vietnamese Google Google Zalo

Vietnamese-English Vais Google Google

The system APIs are given as follows:

– Google translate: https://translation.googleapis.com/language/translate/v2
– Vais ASR: https://vaisapis.vais.vn/analytic/v1/digitalization/audio-upsert-

execute
– Google ASR: https://speech.googleapis.com/v1p1beta1/speech:recognize
– Zalo TTS: https://api.zalo.ai/v1/tts/synthesize
– Google TTS: https://texttospeech.googleapis.com/v1beta1/text:synthesize

English-Vietnamese MT tool was developed on Python as in the following.

4.1 Vietnamese-English Translation

– Step 1: Vais ASR API converts speech to text;
– Step 2: Google translate API converts Vietnamese to English text from the

step 1;
– Step 3: English text is shown as subtitle or English speech is played using

Google English TTS API.

Figure 5 shows the result of Vietnamese-English Translation in Presentations
where the system input is Vietnamese speech of the speaker and the system
output is English text or/and voice.

Fig. 5. Vietnamese-English translation in presentations.

https://translation.googleapis.com/language/translate/v2
https://vaisapis.vais.vn/analytic/v1/digitalization/audio-upsert-execute
https://vaisapis.vais.vn/analytic/v1/digitalization/audio-upsert-execute
https://speech.googleapis.com/v1p1beta1/speech:recognize
https://api.zalo.ai/v1/tts/synthesize
https://texttospeech.googleapis.com/v1beta1/text:synthesize
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4.2 English-Vietnamese Translation

– Step 1: Google English ASR API converts speech to text
– Step 2: Google translate API converts English to Vietnamese text from the

step 1.
– Step 3: Vietnamese text is shown or Vietnamese speech is played using Zalo

Vietnamese TTS API

Figure 6 shows the result of English-Vietnamese Translation in Presentations
where the system input is English speech of the speaker and the system output
is Vietnamese text or/and voice.

Fig. 6. English-Vietnamese translation in presentations.

5 Conclusion

In this study, a machine translation tool for live interpreting was introduced
and described, a novel system for generating text or voice which helps audiences
translate the speaker’s speech to text or voice in other languages during the pre-
sentation at conferences. Furthermore, the design and deployment of English-
Vietnamese machine translation using APIs from Google, Vais, and Zalo were
conducted owing to their best performance in text to speech, speech recognition,
and machine translation in English and Vietnamese. Experiments were carried
out to validated our proposal. Experimental results in Vietnamese-English pair
showed the effectiveness of the proposed system design and deployment app-
roach.

In the future work, we will focus on applying real time voice cloning which
introduced in [2,12] into Vietnamese-English machine translation tool to levitate
user experience by using source voice to target voice in Text to Speech is a top
priority of face-to-face translation.
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13. Këpuska, V., Bohouta, G.: Comparing speech recognition systems (Microsoft API,
Google API and CMU Sphinx). Int. J. Eng. Res. Appl. 7(03), 20–24 (2017)

14. Nguyen, T., Diep, H., Le, B., Dao, Q.: Comparing Vietnamese speech recognitions.
In: 2021 5th International Conference on Machine Learning and Soft Computing
(ICMLSC). ACM (2021, accepted)

15. van den Oord, A., et al.: WaveNet: a generative model for raw audio. arXiv preprint
arXiv:1609.03499 (2016)

16. Prabhavalkar, R., Rao, K., Sainath, T.N., Li, B., Johnson, L., Jaitly, N.: A com-
parison of sequence-to-sequence models for speech recognition. In: Interspeech, pp.
939–943 (2017)

17. Prabhavalkar, R., et al.: Minimum word error rate training for attention-based
sequence-to-sequence models. In: 2018 IEEE International Conference on Acous-
tics, Speech and Signal Processing (ICASSP), pp. 4839–4843. IEEE (2018)

18. Salimans, T., Karpathy, A., Chen, X., Kingma, D.P.: PixelCNN++: improving the
pixelcnn with discretized logistic mixture likelihood and other modifications. arXiv
preprint arXiv:1701.05517 (2017)

https://ai.googleblog.com/2016/09/a-neural-network-for-machine.html
https://ai.googleblog.com/2016/09/a-neural-network-for-machine.html
https://github.com/CorentinJ/Real-Time-Voice-Cloning
http://arxiv.org/abs/1409.0473
http://arxiv.org/abs/1508.01211
https://doi.org/10.1007/978-3-030-49161-1_7
https://doi.org/10.1007/978-3-030-49161-1_7
http://arxiv.org/abs/1609.03499
http://arxiv.org/abs/1701.05517


Design of Text and Voice Machine Translation Tool for Presentations 133

19. Shen, J., et al.: Natural TTS synthesis by conditioning WaveNet on Mel spectro-
gram predictions. In: 2018 IEEE International Conference on Acoustics, Speech
and Signal Processing (ICASSP), pp. 4779–4783. IEEE (2018)

20. Sutskever, I., Vinyals, O., Le, Q.V.: Sequence to sequence learning with neural
networks. In: Advances in Neural Information Processing Systems, pp. 3104–3112
(2014)

21. Trang, N.T.T., Tung, N.X.: Text-to-speech shared task in VLSP campaign 2019:
evaluating Vietnamese speech synthesis on common datasets. In: Vietnamese Lan-
guage Signal Processing. VLSP (2019)

22. Vaswani, A., et al.: Attention is all you need. In: Advances in Neural Information
Processing Systems, pp. 5998–6008 (2017)

23. Waibel, A.: Organic machine learning (2021)
24. Wang, Y., Fan, X., Chen, I.F., Liu, Y., Chen, T., Hoffmeister, B.: End-to-end

anchored speech recognition. In: 2019 IEEE International Conference on Acous-
tics, Speech and Signal Processing (ICASSP), ICASSP 2019, pp. 7090–7094. IEEE
(2019)

25. Wu, Y., et al.: Google’s neural machine translation system: bridging the gap
between human and machine translation. arXiv preprint arXiv:1609.08144 (2016)

http://arxiv.org/abs/1609.08144


Hybrid Approach for the Semantic Analysis
of Texts in the Kazakh Language

Diana Rakhimova(B) , Asem Turarbek(B) , and Leila Kopbosyn

Al-Farabi Kazakh National University, Almaty, Kazakhstan
di.diva@mail.ru, turarbek_asem@mail.ru, leila_s@list.ru

Abstract. In this paper authors propose a hybrid approach for semantic analy-
sis of text resources and documents in the Kazakh language. An overview and
difficulties of analysis for the Kazakh language are presented. The developed app-
roach consists of two main parts. The first definition of keywords (phrases) from
the text, and the second, based on the data obtained, will build an annotated sum-
marization of the text. To implement the first part of the approach, the TF-IDF
algorithm was applied to extract keywords and phrases from texts. The cosine
similarity of the sentence data in the Kazakh language was calculated to deter-
mine the similarity. With the help of certain similarities semantic links in the text
are determined. On the basis of the data obtained, the second part is performed -
the abstraction of texts. The number of annotations directly depends on the size
of the document. The linguistic corpus of the Kazakh language was collected for
carrying out experiments and calculations. A study of various approaches and a
hybrid approach for the semantic analysis of the Kazakh language was carried out.
The practical part was implemented in Python. The article presents the results of
experimental calculations.

Keywords: Kazakh language · Semantic analysis · Keywords · Summarization

1 Introduction

The Kazakh language belongs to the Turkic group of languages and the agglutinative
class of languages, it has a complex morphological structure and a rich semantic vocab-
ulary. Unfortunately, at the moment, the Kazakh language is a low-resource language,
which hinders the development and conduct of scientific research. For the Kazakh lan-
guage, the problem of semantic analysis and identification of data or facts is relevant.
There are no universal approaches and methods that allow for high-quality semantic
analysis, to identify data and facts from texts, etc.

Computer semantic analysis is closely related to the problem of text understanding
by a machine. There are many interpretations of the concept “meaning of the text” and
the task of understanding it. For example, according to D. A. Pospelov [1], the system
understands the text entered into it if, from the point of view of a person (or a group of
experts), it correctly answers questions related to the information contained in the text.
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2 Related Works

There are various scientific approaches andmethods for solving the problem of semantic
analysis for a particular language. Some of them will be presented below. Of course, no
software can replace the analysis that a human can think of. However, the programs that
are currently being developed can reduce the time spent on studying large databases. In
this regard, the work of the following programs for solving problems of semantic text
analysis is considered. Software offered by various manufacturers, such as Semantic
LLC, Tomita-parser (Yandex), Semantic Analyst JHON, SummarizeBot API, TextAna-
lyst 2.0, Galaktika-ZOOM, NLP ISA Natasha»Etc. is used in different subject areas and
for different languages [2–9].

For example, “Semantic LLC” is a program for editing unstructured text. The semi-
conductor line is graphically oriented, each node is a semantic element, and the walls
represent the elements of the elements. Each attribute of a node is of great importance,
the set of attributes depends on the type of element.

Tomita Parser (Yandex) is a program that allows you to extract facts from structured
text. Separation of facts is based on context-independent grammar rules.And the program
requires a dictionary of keywords. The parser will write its own grammar.

SummarizeBot API - The web service offers a RESTful API to handle all text and
image processing tasks. It uses over 100 languages including Russian, English, Chinese,
Japanese, and uses machine learning technology. The current version uses the follow-
ing parameters: 1) automatically link to text; 2) Selection of keywords and conceptual
documents; 3) Analysis of a sample of documents and selection of material objects
and attributes; 4) Automatically detect the language of the document; 5) Obtaining
unpublished data: the main text of articles, forums, forums, etc.; 6) Image processing:
identification and recognition of objects in images.

“TextAnalyst 2.0” - a program developed by the research and production innovation
center MicroSystems as a tool for text analysis. Text links allow you to create a semantic
web of comments, expressed in processed text. The request has the ability to semantic
search for fragments of text taking into account the semantic links hidden in the text.
Allows you to parse text by constructing a hierarchical tree/heading topics containing
text.

The scientific works [10–14] describe the basic ideas of using semantic analysis in
information retrieval systems. Various options for finding text statistics are presented,
which include counting the number of occurrences of words in documents and the fre-
quency ofword contiguity, and newmodel architectures for computing continuous vector
representations of words from very large datasets. The quality of vector representations
of words obtained by various models was studied using a set of syntactic and semantic
language problems. In [15], the application of language models of a neural network to
the problem of calculating semantic similarity for the Russian language is shown. The
tools and bodies used and the results achieved are described.

The above presented software products are designed for many resource languages
such as English, Spanish. Russian, etc. Unfortunately, for the Turkic languages (Kazakh,
Kyrgyz, Turkish, Uzbek, etc.) there is currently no software implementation in the open
access. The disadvantage of the developed systems is that they cannot be applied to the
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Turkic languages, since they are agglutinative with complex morphological and lexical
forms, and semantics dependent sentence structure.

The analysis of a huge amount of data can be simplified if we have keywords or
keyphrases that can provide uswith the basic characteristics, concept, etc. of a document.
The relevant keywords and keyphrases can serve as a summary of the document and
help us easily organize documents and extract them based on their contents [16]. It is
necessary to distinguish two main approaches to solving the problem of automating the
selection of keywords and keyphrases: the assignment of keywords and keyphrases and
their extraction [17, 18]. The main difference is that the first approach allows to select
only those keywords and keyphrases that are contained in some provided dictionary, and
the second approach involves the selection of key information directly from the text.

Keywords can be assigned manually or automatically, but the first approach is very
time-consuming and expensive. Thus, there is a need for an automated process that
extracts keywords from documents. There are ready-made software solutions to this
problem for common languages (English, Russian, Spanish, etc.), and for the Kazakh
language there are only a few and they are not in open access.

Below are some approaches and works for carrying out summarization for different
languages:

The most common is the superficial approach, which takes into account title words
and cue-words (ie, “important”, “best” etc.) To extract response results [19].

The paper [20] presents automatic free text processing using material extraction
using agent verification. For data processing, the Kmeans algorithm was used as a basis.

There is a common summarization approach based on the structural removal of parts
from the text corpus. For example, the WordNet system [21].

The paper [22] presents the Cohesive Approaches, which define and consider the
cohesive relationships between concepts within the text. These include synonyms,
antonyms, lexical data of the language, etc.

It should be noted that at the moment one of the most popular methods of summation
is graphical approaches. Two methods can be attributed to this type: LexRank [23] and
TextRank [24].

In [25], the graph approach of summarization a text document is also presented.
The difference between this approach is that it simultaneously takes into account local
coherence, importance, and redundancy.

The next type of approach is based on machine learning. With this approach, the
resulting document results can be transformed into a controlled or semi-controlled
learning task. This method requires big data to conduct training.

In the article [26], a new Seq2Seq model is presented for abstract and extractive
generalization. A comparative analysis of existing approaches is carried out and it is
shown that RNNs and other Seq2Seq models represent a good practical result. The main
difference of this approach is at the first-time step during encoding the sequence of
adding contextual information using the agent.
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3 A Semantic Analysis Based an Algorithm for Extracting
Annotation and Keywords

During digital technologies, given the constant growth of the volume of digital data,
an important role is played by improving the quality of information retrieval using new
semantic approaches and methods.

To work with big data, various algorithms and methods are being developed for
the machine solution of this problem, since the amount of data does not allow for
manual analysis. Any natural-language is complex, unique, and multifaceted in its
own way, therefore, extracting data from documents and text resources is a large and
time-consuming work that requires preliminary processing.

This part will present a hybrid approach to the semantic analysis of text resources
and documents in the Kazakh language. The developed approach consists of two main
parts. The first definition of keywords (phrases) from the text, and the second, based on
the data obtained, will build an annotated generalization of the text.

The developed hybrid approach of semantic analysis of the text in the Kazakh
language consists of two main stages:

– identify keywords and phrases in the text;
– making semantic annotation of the text based on keywords.

For the first stage, it is necessary to prepare the text. To do this, lemmatization
and marking by morphological properties are performed on the texts. The main task of
the keyword detection algorithms is the task of finding suitable candidates, identifying
attributes and ranking [29].

To rank and determine the frequency, the TF-IDF (Term Frequency - Inverse Docu-
ment Frequency) indicator was used [28]. With TF-IDF, you can determine the weights
for each word relative to the entire document. The words with the highest scores and are
the main keywords of the text.

TF-IDF was calculated using the formula below

TF ∗ IDF = TF(t,D) ∗ IDF(t) = nt,D
∑

k nk,D
∗ log

( |TS|
|{d : tεd}|

)

(1)

where nt,D is the number of occurrences of the word t in the target collection
D,

∑
k nk,D is the sum of the occurrences of all words in the target collection D, |TS|

is the number of documents in all used collections, |{d : t ∈ d}| is the number of all
documents that include the word t at least once.

According to this formula, the weight of the word is calculated. The higher the
weight of a word, the higher its relative frequency of use in the collection of text. Based
on this algorithm for determining keywords and properties and linguistic resources of
the Kazakh language, a modified algorithm for extracting keywords and phrases was
developed [13].

To find the similarity of the elements (sentences) of the text and the evaluation, the
cosine similarity was applied. To calculate the cosine similarity between sentences, you
need to perform the following steps: first, you need to identify all the individual words.
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Then the identification of the frequency of occurrence of these words in sentences is
formed and is defined as a vector. That is, the sentence itself will be represented as a set
of vectors. Next, the cosine similarity function is applied to these vectors, and the cosine
of the angle between the vectors is subtracted [14, 15].

x and y are sentence vectors. Their scalar product and the cosine of the angle θ

between them are related by the following relation

〈x, y〉 = ||x||||y|| cos(θ) (2)

Accordingly, the cosine distance is defined as

ρcos(x, y) = arccos

( 〈x, y〉
||x||||y||

)

= arccos
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Based on the data obtained from formula 3, a matrix of the similarity values of the
sentences is constructed.Next, all the offers are ranked according to the similaritymatrix.
The sentences with the highest weight, which are defined by keywords or phrases, will
form the annotation of the document.

This proposed approach takes into account the grammatical properties and rules of
the Kazakh language. The next section presents the practical results of the developed
hybrid approach to semantic analysis.

4 Application of Approaches and Experimental Results

At the first stage, 2 tasks are solved: preliminary word processing; and the division of
the text into separate words and keyphrases.

The first task is language-dependent, therefore, the Kazakh language morphological
feature is taken into account here. To solve this problem, a system of complete endings
of the Kazakh language is used (through the morphological analyzer of the Kazakh lan-
guage developed on the platform Apertium [30], we perform markup of the document),
the algorithm for stemming and lemmatization for the Kazakh language [31] (imple-
mented in the Python3 programming language). Then, a simple approach was used - the
tokenization procedure, which helps to divide the whole text into separate words.

The developed algorithms and approach for hybrid semantic analysis are imple-
mented using the Python programming language and NLTK libraries. To test the pro-
gram, we have prepared a marked corpus, which consists of more than 120 text doc-
uments of various sizes and topics. First, keywords and phrases with the Tf-idf metric
were defined for each text. Table 1 below shows an example of the keywords found for
texts in the Kazakh language (Figs. 1 and 2).
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Table 1. Experimental data of the obtained keywords from texts in the Kazakh language.

Keywords and keyphrases Tf-idf metric

Document: arabazathistory.txt, Number of words in the text: 1876

Ливaн (Lebanon) 0.03753761448295349

Көтepiлic (revolution) 0.014962316253101847

Фpaнцyз (French) 0.014881951295324384

Фpaнция (France) 0.011384757884540301

фpaнцyз үкiмeт (the French government) 0.013168923967413456

1920 жыл (1920 year) 0.008728017814309411

кeлiciм шapт (agreement) 0.00827156782972209

Document: okushi.txt, Number of words in the text: 3450

Caбaқ (lesson) 0.010324737893214916

Физикa (physics) 0.006381991500464335

Ayылшapyaшылық (agriculture) 0.003477428443091718

Mұғaлiм (teacher) 0.003398202016653529

cынып физикa (class physics) 0.0037965546730691483

… …

Fig. 1. An example of the operation of the algorithm for determining keywords and phrases (the
measure TF and IDF are shown separately).

Table 2 presents the practical results of the developed algorithm for determining
keywords and phrases in Kazakh texts.
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Fig. 2. An example of the operation of the algorithm for determining keywords and phrases (the
measure TF-IDF is shown).

Table 2. Experimental results of the developed algorithm for determining keywords for the
Kazakh language

Document’s name Document volume
(number of
sentences)

Borderline
coefficient
keywords

Number of
keywords

Accuracy
finding

Sport.txt 87 3–8 8 84,31%

books.txt 79 3–8 8 84%

almaty.txt 96 3–8 8 79,5%

Psychology.txt 298 9–12 10 93,4%

2018biznesmen.txt 320 12–15 12 63,43%

computersciense.txt 415 15–17 12 95,03%

geoinformatika.txt 885 15–17 13 98,3%

Taking into account the limiting coefficient of determining keywords by the volume
of the text, the keywords and phrases are selected according to the meaning correctly
and has a not bad indicator of accuracy.

To test the operation of the developed algorithm for extracting keywords in the
Kazakh language, practical experiments were conducted. In practice, two approaches
were compared: the first simple summarization, the second summarization with key-
words and phrases. In the experiment, more than 120 documents in the Kazakh language
with various topics and volumes were processed. The time spent on identifying the text
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annotation directly depended on the volume of the input text. The resulting annotations
are shown in Table 3.

Table 3. Examples of the work of summarization approaches for texts in the Kazakh language.

Document: computer.txt Translate

Summa-rization based on keywords Кoмпьютep (aғылшыншa:
computer—«eceптeгiш»), ЭEM (элeктpoндық
eceптeyiш мaшинa)—eceптeyлepдi жүpгiзyгe,
жəнe aқпapaтты aлдын aлa бeлгiлeнгeн
aлгopитм бoйыншa қaбылдay, қaйтa өңдey,
caқтay жəнe нəтижe шығapy үшiн apнaлғaн
мaшинa. Кoмпьютep шeшe aлмaйтын eceптepдi
aғылшын мaтeмaтигi Aлaнoм Tьюpинг
cипaттaғaн бoлaтын. Бұл epeкшeлiктi aлғaш
peт 1965 жылы «Intel» кoмпaнияcының
бacшылapының бipi Гopдoн E Myp cипaттaғaн
бoлaтын. Көптeгeн ғaлымдap кoмпьютepдi
aдaмғa ыңғaйлы oндық caнay жүйeciндe жacaп
шығapyғa тыpыcты

Computer (English: computer - “counter”),
computer (electronic computer) - a machine
designed to perform calculations, and to receive,
process, store and output information according to
a predetermined algorithm. Problems that a
computer cannot solve were described by the
English mathematician Alan Turing. This feature
was first described in 1965 by Gordon E. Moore,
one of the leaders of Intel. Many scientists have
tried to build a computer in a human-friendly
decimal number system

Simple summa-rization Кoмпьютep (aғылшыншa:
computer—«eceптeгiш»), ЭEM (элeктpoндық
eceптeyiш мaшинa)—eceптeyлepдi жүpгiзyгe,
жəнe aқпapaтты aлдын aлa бeлгiлeнгeн
aлгopитм бoйыншa қaбылдay, қaйтa өңдey,
caқтay жəнe нəтижe шығapy үшiн apнaлғaн
мaшинa. Кoмпьютep тeк қaнa бaғдapлaмaдa
көpceтiлгeн cызықтap мeн түcтepдi
eнгiзy-шығapy құpылғылapының көмeгiмeн
мexaникaлық түpдe көpceтeдi. 1946 жылы бұл
cөздiктe цифpлық кoмпьютep, aнaлoгтық
eceптeyiш мaшинacы жəнe элeктpoнды
кoмпьютep түciнiктepiнiң мaғынacы
aжыpaтылып көpceтiлдi. Бұл epeкшeлiктi
aлғaш peт 1965 жылы «Intel» кoмпaнияcының
бacшылapының бipi Гopдoн E Myp cипaттaғaн
бoлaтын. Кoмпьютepлep көлeмiнi кiшipeю
пpoцecci дe ocындaй жылдaмдықпeн жүpiп
кeлeдi. Aлғaшқы элeктpoндық eceптeyiш
мaшинaлap көптeгeн тoннa caлмaғы бap. Eгep
цифpлық кoмпьютepлep диcкpeттi caндық жəнe
тaңбaлық aйнымaлылapмeн жұмыc жacaйтын
бoлca, aнaлoгтық кoмпьютepлep кeлiп түceтiн
мəлiмeттep aғынын үзiлicciз өңдeyгe apнaлғaн

Computer (English: computer - “counter”),
computer (electronic computer) - a machine
designed to perform calculations, and to receive,
process, store and output information according to
a predetermined algorithm. The computer displays
the lines and colors shown in the program only
mechanically with the help of I/O devices. In
1946, the dictionary differentiated between the
concepts of digital computer, analog computer and
electronic computer. This feature was first
described in 1965 by one of the leaders of Intel,
Gordon E. Moore. The process of reducing the
size of computers is going at the same speed. The
first electronic computers weighed many tons. If
digital computers work with discrete numeric and
symbolic variables, analog computers are
designed for continuous processing of incoming
data streams

Document: moon.txt Translate

Summa-rization based on keywords Бiздiң плaнeтaмыздa жoқ зaттapдың opнын
aлмacтыpy қaжeт. Coл ceбeптi aдaмдap Aйғa
көз жүгipтeдi. Aй тoпыpaғынaн oттeгi aл
тexнoлoгияcы жepдeгi зepтxaнaлapдa
пaйдaлaнылғaн. Aйдaғы энepгeтикaны
дaмытyдың бacты бaғыты. Aдaмдapдың Aйды
игepyi – бұл жүзeгe acыpaтын ic eкeнiн көpceттi

We need to replace things that do not exist on our
planet. That is why people look at the moon.
Oxygen from lunar cancer and technology have
been used in terrestrial laboratories. The main
direction of lunar energy development. The fact
that people have mastered the Moon has shown
that it is a work in progress

(continued)
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Table 3. (continued)

Document: computer.txt Translate

Simple summa-rization Гeocтaциoнapлыopбитa дeгeнiмiз - бұл Жepдeн
шaмaмeн 35800 км биiктiктeгi шeңбepлep
эквaтopлы opбитa. Aйдaғы энepгeтикaны
дaмытyдың бacты бaғыты, бұл күн энepгияcын
элeктp энepгияcынa өзгepтy. Лyнoxoд -1»
aппapaты peнтгeн тeлecкoпымeн жaбдықтaлғaн
eдi, oл apқылы гaлaктикa apaлық peнтгeн
cəyлeлepiнiң ұзындықтapы өлшeндi.
Aдaмдapдың Aйды игepyi – бұл жүзeгe
acыpaтын ic eкeнiн көpceттi. Жepдiң
экoлoгияcын тaзaлay. Aйдaн əкeлiнгeн
тac-тoпыpaқты зepттey бapыcындa, oндa жep
бeтiндe cиpeк кeздeceтiн мeтaлдapдың,
пиpoкceннiң, ильмeниттiң т.б. Жepдi aca
зиянды қaлдықтapдaн тaзapтy пpoблeмacын
шeшy жoлындa, ocы жұмыcтa көpceтiлгeн
бaғыт, көңiл ayдapaтындaй epeкшe бoлып oтыp

A geostationary orbit is an equatorial orbit with
circles at an altitude of about 35,800 km above the
Earth. The main direction of lunar energy
development is the conversion of solar energy into
electricity. Lunokhod-1 was equipped with an
X-ray telescope, through which the lengths of
intergalactic X-rays were measured. The fact that
people have mastered the Moon has shown that it
is a work in progress. Cleaning the earth’s
ecology. During the study of rocks and soils
brought from the moon, they found rare metals,
pyroxene, ilmenite, etc. In addressing the problem
of land degradation, the direction outlined in this
paper is particularly noteworthy

The Table 3 shows examples of text processing using two summarization methods.
From the results obtained, it can be seen that the received annotations convey the semantic
concept of the text. In experiments on texts with a small volume, there were cases when
the results of the two approaches were very approximate.

Figure 3 below shows the interface of the software solution for defining text anno-
tations. The upper yellow window shows the original text in Kazakh. The total number
of words and sentences are also indicated. Further down in the yellow window, you will
see the specific keywords and phrases that will be used in the text. The left blue window
shows the result of the simple summarization, and the right blue window shows the result
of the summarization based on keywords.

Fig. 3. An example of the program for determining summarization (two approaches) for the
Kazakh language
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Figure 4 shows the percentage of the results of the two summarization approaches.
The horizontal values show the number of words in the document. And vertically, the
percentage of the accuracy of determining the annotations of these texts. The analysis
and accuracy of the results were carried out manually by three experts (a specialist
linguist of the Kazakh language). Then the average value of the experts’ assessments
was calculated.

Fig. 4. The percentage of the results of the two summarization approaches.

The best result for defining the annotation of full-text documents is given by the
keyword-based summarization approach. This is because keywords are used to cover
sentences that have some meaning to the text, rather than simple introductory sentences.
The above-developed algorithms and the method of the module are interconnected and
provide an integrated approach for processing and analysis of big data in the Kazakh
language.

5 Conclusion and Future Work

According to the results of scientific research work, the following results were obtained:
Methods and modern approaches to semantic analysis and abstraction of texts are

investigated. Taking into account the peculiarity of the grammar of the Kazakh language,
a hybrid semantic analysis of full-text documents was developed. This approach is based
on the definition of keywords\phrases and the construction of the text annotation. The
practical results of the text analysis show that this approach reveals the contextual mean-
ing of the text. This approach can also be applied to other low-resource Turkic languages.
Because it does not require large data for processing.

In the future, it is planned to use this approach in the implementation of machine
translation and post-editing systems for Kazakh language.

Acknowledgments. This research is funded by the Science Committee of the Ministry of Educa-
tion and Science of the Republic of Kazakhstan (Grant No. AP08052421 Project title: «Research
and development of the post-editing system o of the Kazakh language in machine translation»).
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Abstract. The Artificial Intelligence field is under the spotlight as of its
wide use and efficiency in solving real world problems. As of this decade,
a notable rise in the amounts of data collected, which were made available
to the public, is witnessed. This allowed the emergence of many research
problems among which working with short texts and their different chal-
lenges. In this paper, we propose the collapsed Gibbs Sampling algorithm
for the generalized Dirichlet Multinomial Mixture model for short text
clustering (GSDMM). The proposed approach has been evaluated on
the Google News dataset. Our approach proved to be more efficient than
the related-works and succeeded into overcoming the common challenges
that come with short texts.

Keywords: Short text clustering · Generalized Dirichlet Multinomial
Mixture · Gibbs sampling

1 Introduction

This last decade witnessed the re-emergence of the Artificial Intelligence field
after its withdrawal for several years due to its expensive computational costs
and lack of concrete results. As of now, its easy availability to the public and the
high-performing computers opened the door to many research works. Indeed, in
the last years, the big corporates started making use of the amounts of data they
collected through the decades, which was digitized by the use of computers and
the rise of the Internet. Depending on the source, the data can be in the form of
texts, images, or videos addressing different issues depending on the context of
application. The specific sub-field that deals with the data in the form of texts is
called Natural Language Processing (NLP) as it grasps the interaction between
humans and computers using the human natural language. Some common tools
are usually used to address this kind of problems such as the generative sta-
tistical models. They are commonly used for documents classification such as
the latent Dirichlet allocation (LDA) [1]. The LDA generative process allows
the extraction of similarities between different documents and assigning them to
unobserved groups using the Dirichlet distribution [2]. This same process is used
to estimate the parameters of the multinomial distributions which describe the
distribution of the topics and the words of the vocabulary [1]. As for this era and
c© Springer Nature Singapore Pte Ltd. 2021
T.-P. Hong et al. (Eds.): ACIIDS 2021, CCIS 1371, pp. 149–161, 2021.
https://doi.org/10.1007/978-981-16-1685-3_13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-1685-3_13&domain=pdf
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for more than a decade now, we use short texts to express ourselves on social
media using tweets or Reddit and Facebook posts. This informs on the amounts
of data available now and which can be used to improve the results from previous
research. Nevertheless, this type of data does present its own challenges. Due to
their nature, they have many constraints such as data sparsity which hinders
an accurate modeling of the language [3]. They also present a large-volume of
characteristics which increases the calculations which enhances the complexity of
the problems to be addressed. For short texts challenges, authors in [4] focused
on using different data representation methods such as Bag of Words (BOW)
and Term Frequency-Inverse Document Frequency (TF-IDF). Others in [5] pro-
posed a term weighting scheme and the author in [6] proposed classification and
feature weighting using MAP and stochastic complexity. In [7], the authors pro-
posed a topic memory network. Others introduced external knowledge [8] while
deep learning methods are applied as short text classifiers in [9,10]. Another
very well-known technique to deal with short texts is the use of statistical gener-
ative models. Those models generally rely on distributions like the Dirichlet and
multinomial distributions to extract the latent topics to which short texts can
be assigned. In that sens, similar texts will be grouped under the same topics
and different ones will be assigned different topics. Authors in [11] investigated
the problem of discrete data by applying finite mixture models. Others in [12]
worked on spam and image categorization using support vector machines for
training. Bouguila and Ziou used in [13] the principle of MML (Minimum Mes-
sage length). Another work in [14] used a generative model to classify spatial
color image databases while in [15] use was made of a variational Bayes model in
the generative process. In [16], authors used the leave-one-out likelihood when
estimating the parameters of the statistical model. The work in [17] modeled the
trust of web service using Bayesian networks and a mixture model. The work in
[18] proposed a new distribution replacing the commonly used Dirichlet distri-
bution by the Scaled Dirichlet distribution. The goal of this paper is to improve
the approach used in a previous work that proposed the Dirichlet multinomial
distribution to cluster short texts [19]. Our contribution consists on introducing
the generalized Dirichlet distribution instead of the simple Dirichlet into our
mixture model. This allows a more flexible description of the data when esti-
mating the parameter of the multinomial distribution that gives the distribution
of each document over the collection of topics.

2 Background

2.1 Latent Dirichlet Allocation

LDA is a statistical generative model used in text modeling that generates doc-
uments according to a fixed number of latent topics [1]. Each document is rep-
resented as a distribution over the topics and each topic is represented as a
multinomial distribution over the words in the vocabulary. We can generate a
document by sampling a mixture of topics from which we sample words. The
generation of a document starts by randomly choosing one of the distributions
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over topics and assigning it to a document. Then, to each word in that document,
a topic is assigned randomly from the previously chosen distribution. To assign
the new topic to the word, the topics present in a document are monitored and
the number of times that same word was assigned a certain topic across all the
other documents is counted. This process is repeated for all the words in the
different documents [1]. The distribution that assigns to each word of a docu-
ment a topic is generated by a multinomial distribution with parameter θ. This
parameter is estimated using Dirichlet prior with parameter α. The distribution
of the topics over the words of parameter φ that counts the number of times
topics are assigned to words across all the documents is estimated by another
Dirichlet distribution with a parameter β. So, estimating the parameters θ and φ
comes down to estimating which are the words that compose a certain topic and
which are the topics that can be the most representative of a document. Those
parameters θ and φ being intractable, can be approximated using the Gibbs
sampling algorithm. It is a Markov chain Monte Carlo algorithm effectively used
to estimate the posterior distribution in probabilistic models [20].

2.2 Gibbs Sampling for Dirichlet Multinomial Model

When working with mixture models, it is common use to rely on the Markov
chain Monte Carlo algorithm called the Gibbs sampler [21]. The model that
we will follow on our work is known as GSDMM (Gibbs Sampling Dirichlet
Multinomial Mixture) which was designed as a model for short text clustering
[19]. This model can be seen as a rectified LDA given that it assumes that each
document can be assigned only one topic. A very known analogy to this model is
the “Movie Group Approach”. The documents are assimilated to students having
each a list of favorite movies representing the words. At first, the students are
randomly assigned to K tables. The instruction while shuffling from one table
to another is to always take into consideration two factors. The first one is to
always choose a table with the highest number of students. The second one is
that the film interests of the people in the same table must coincide. This is
repeated until the number of clusters becomes unchanged. This same process
can be found under the name of “Chinese Restaurant Process” [22].

3 Proposed Model

3.1 Generalized Dirichlet Multinomial Mixture Model

Dirichlet distribution is usually used as a conjugate prior of the multinomial
distribution. But, many emerging studies have shown that using the general-
ized Dirichlet distribution instead of the simple one when dealing with count
data clustering gives solution to many limitations [23]. It allows a more general
covariance taking into account positive and negative correlations in the counts of
categories. It also offers a better flexibility into the description of the composition
of the data.
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In a formal way, we have a set of documents D = (d1, . . . , dD), a set of words
which represent the words in the vocabulary (x1, . . . , xK) and for a document
i we have Xi = (xi1, . . . , xiV ), where xiw is the number of times the word xw

appears in the document di. As for the generalized Dirichlet, it is chosen as a
prior to the multinomial distribution giving the density of the MGDD as:

P(Xi |α, δ) = P(Xi , c|α, δ)

=
Γ ((

∑V
w=1 xiw) + 1)

∏V
w=1 Γ (xiw + 1)

V −1∏

w=1

Γ (αw + δw)
Γ (αw)Γ (δw)

V −1∏

w=1

Γ (α
′
w)Γ (δ

′
w)

Γ (α′
w + δ′

w)
(1)

where Γ (.) is the Gamma function, αw and δw are the parameters of the gener-
alized Dirichlet and α

′
w = αw + xiw and δ

′
w = δw + xi(w+1) + · · · + xiV .

3.2 Collapsed Gibbs Sampling for Generalized Dirichlet
Multinomial Mixture Model

This section will present the main contribution of this paper which is the intro-
duction of the generalized Dirichlet distribution when estimating the parameters
of the multinomial distribution using the Gibbs sampling algorithm. Indeed, the
generalized Dirichlet distribution as presented in the previous section results
from the multinomial over the latent parameter of the multinomial distribution
giving the probability of selecting a cluster ki characterized by a generalized
Dirichlet distribution as:

P(ki|α, δ) =
∫

P(ki|c)P(c|α, δ)dc (2)

where P(ki|c) is a multinomial distribution and P(c|α, δ) is a generalized
Dirichlet distribution.

Algorithm 1 shows the functioning of the collapsed GSGDMM where as a first
step the variables mk: the number of documents in cluster k, nk: the number of
words in cluster k and nw

k : the number of occurrence of word w in cluster k are
initialized to zero. Then, each document will be assigned a cluster randomly while
the variables previously mentioned will be incremented respectively by 1, Nd: the
number of words in document d and Nw

d : the number of occurrences of word w in
document d. Then, a number of iterations will be chosen to iterate the operation
of recording the actual cluster of a document, decrement the parameters by the
same amounts mentioned, generate new cluster to each document following the
conditional probability using the generalized Dirichlet multinomial distribution,
and then increment the variables again.

As shown in Algorithm 1, the sampling of a document d follows two major
steps:

1. Selection of an initial cluster to be assigned to a document using the multi-
nomial distribution.

2. Sampling of the cluster of a document d from the conditional distribution
P(k|k¬d,d).
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Algorithm 1. GSGDMM
1: Initialization mk, nk and nw

k

2: for each of the documents do
Generate kd ∼ Multinomial(1/K)
Increment mk, nk and nw

k

3: end for
4: for each of the iterations do

Record kd

Decrement mk, nk and nw
k

Generate kd ∼ P (k|k¬d, d)
Increment mk, nk and nw

k

5: end for

P(k|k¬d,d) is derived from the mentioned generalized Dirichlet multinomial mix-
ture model which confirms two assumptions about the movie group process anal-
ogy. The first assumption is that tables having a lot of students will get more
students and the second one is that students in the same table will share the
same interests as the number of iterations grows. In that sense, only a portion of
the K clusters, which will gather the students having same interests, will remain
full.

As shown in the Algorithm 1, the hidden cluster of a document d is estimated
using the conditional probability given the parameters of the Dirichlet. Indeed,
the first one which is a generalized Dirichlet having the parameters α and δ will
approximate the parameter θ of the multinomial that will give the distribution
of the documents. The second one which is a simple Dirichlet with parameter β
will give the distribution of the topics.

It is derived from the joint probability which can be written for the document
d and the cluster k as:

P(d, k|α, δ, β) = P(d|k, β)P(k|α, δ) (3)

We have:
P(d|k, β) =

∫

P(d|k, φ)P(φ|β)dφ (4)

P(d|k, φ) is a multinomial distribution given by [24]:

P(d|k, φ) =
K∏

k=1

V∏

w=1

φ
n
(w)
k

k,w (5)

and P(φ|β) is a Dirichlet given by [24]:

P(φ|β) =
Γ (

∑K
k=1 βk)

∏K
k=1 Γ (βk)

V∏

w=1

φβk−1
k,w (6)
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From (5) and (6) we have:

P(d|k, β) =
∫ K∏

k=1

V∏

w=1

φ
n
(w)
k

k,w

Γ (
∑K

k=1 βk)
∏K

k=1 Γ (βk)

V∏

w=1

φβk−1
k,w dφk

=
Γ (

∑K
k=1 βk)

∏K
k=1 Γ (βk)

∫ K∏

k=1

V∏

w=1

φ
n
(w)
k

k,w φβk−1
k,w dφk

=
Γ (

∑K
k=1 βk)

∏K
k=1 Γ (βk)

∫ K∏

k=1

V∏

w=1

φ
n
(w)
k +βk−1

k,w dφk (7)

We have Δ(β) is the dirichlet integral of the first kind for the summation function
given by:

Δ(β) =
Γ (

∑K
k=1 βk)

∏K
k=1 Γ (βk)

(8)

We have integrating over the probability density function equals to 1:

∫
1

Δ(β′
k)

K∏

k=1

V∏

w=1

φ
n
(w)
k +β−1

k,w dφk = 1 (9)

where β′
k = β + n

(w)
k

=⇒
∫

φ∈Φ

K∏

k=1

V∏

w=1

φ
n
(w)
k +β−1

k,w dφk =
K∏

k=1

Δ(β′
k) (10)

=⇒
K∏

k=1

Δ(nk + β) =
∫ K∏

k=1

V∏

w=1

φ
n
(w)
k +βk−1

k,w dφk =
K∏

k=1

Γ (
∑V

w=1(n
(w)
k + β))

∏V
w=1 Γ (n(w)

k + β)
(11)

From (8) and (10) we have:

P(d|k, β) =
K∏

k=1

Δ(nk + β)
Δ(β)

(12)

Now we will follow the same procedure for P(z|α, δ) where:

P(k|α, δ) =
∫

P(k|θ)P(θ|α, δ)dθ (13)

We have P(k|θ) is a multinomial given by:

P(k|θ) =
K∏

k=1

θmk

k (14)



Short Text Clustering 155

and P(θ|α, δ) is a generalized Dirichlet distribution given by [23]:

P(θ|α, δ) =
K∏

k=1

Γ (αk + δk)
Γ (αk)Γ (δk)

θαk−1
k (1 −

l∑

j=1

θj)γl (15)

From (14) and (15) we have:

P(k|α, δ) =
∫

P(k|θ)P(θ|α, δ)dθ

=
∫ K∏

k=1

θmk

k

K∏

k=1

Γ (αk + δk)
Γ (αk)Γ (δk)

θαk−1
k (1 −

l∑

j=1

θj)γldθ

=
K∏

k=1

Γ (αk + δk)
Γ (αk)Γ (δk)

∫ K∏

k=1

θαk−1+mk

k (1 −
l∑

j=1

θj)γldθ (16)

For the case of generalized Dirichlet we have:

Δ(α, δ) =
K∏

k=1

Γ (αk)Γ (δk)
Γ (αk + δk)

(17)

We have:
∫

1
Δ(α′, δ′)

K∏

k=1

θα−1+mk

k (1 −
l∑

j=1

θj)γ′
ldθ = 1 (18)

where α′ = α + mk and δ′ = δ +
∑K

l=k+1 ml

=⇒
∫ K∏

k=1

θα−1+mk
k (1 −

l∑
j=1

θj)
γ′

l dθ = Δ(α′, δ′) =
K∏

k=1

Γ (α + mk)Γ (δ +
∑K

l=k+1 ml)

Γ (α + mk + δ +
∑K

l=k+1 ml)

(19)

Δ(α + m , δ +

K∑

l=k+1

ml) =

∫ K∏

k=1

θ
α−1+mk
k (1 −

l∑

j=1

θj)
γ′

l dθ =

K∏

k=1

Γ (mk + α)Γ (δ +
∑K

l=k+1 ml)

Γ (mk + α + δ +
∑K

l=k+1 ml)

(20)
From (17) and (19) we have:

P(d|k, α, δ) =
Δ(m + α, δ +

∑K
l=k+1 ml)

Δ(α, δ)
(21)

The conditional probability that will give us the hidden cluster will be derived
as follows:
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P(zd = k|k¬d,d) ∝ P(d, k|α, β, δ)
P(d¬d, k¬d|α, β, δ)

∝ P(d|k, β)P(k|α, δ)
P(d¬d|k¬d, β)P(k¬d|α, δ)

∝
Δ(m+α,δ+

∑K
l=k+1 ml)

Δ(α,δ)

Δ(m ¬d+α,δ+
∑K

l=k+1 ml,¬d)

Δ(α,δ)

Δ(nk+β)
Δ(β)

Δ(nk,¬d+β)
Δ(β)

(22)

P(zd = k|k¬d,d) ∝ Δ(m + α, δ +
∑K

l=k+1 ml)

Δ(m¬d + α, δ +
∑K

l=k+1 ml,¬d)

Δ(nk + β)
Δ(nk,¬d + β)

, (23)

where nk = {n
(w)
k }V

w=1
To elaborate on this conditional probability, we will rely on three major

properties:

1. The property of the Gamma function: Γ (x+m)
Γ (x) =

∏m
i=1(x + i − 1)

2. The proposition that: mk = mk,¬d + 1
3. The assumption that each word can appear at most once in each document

This results as follows:

P(zd = k|k ¬d, d )

∝
Γ (α + mk)Γ (δ +

∑K
l=k+1 ml,¬d + α + mk,¬d)Γ (δ +

∑K
l=k+1 ml)

Γ (α + δ +
∑K

l=k+1 ml + mk)Γ (mk,¬d + α)Γ (δ +
∑K

l=k+1 ml,¬d)

∏V
w=1 Γ (n

(w)
k

+ β)Γ (nk,¬d + V β)
∏V

w=1 Γ (n
(w)
k,¬d

+ β)Γ (nk + V β)

∝
Γ (α + mk,¬d + 1)Γ (δ +

∑K
l=k+1 ml,¬d + α + mk,¬d)Γ (δ +

∑K
l=k+1 ml,¬d + K − k)

Γ (α + δ +
∑K

l=k+1 ml,¬d + mk,¬d + 1 + K − k)Γ (mk,¬d + α)Γ (δ +
∑K

l=k+1 ml,¬d)

∏V
w=1 Γ (n

(w)
k

+β)
∏V

w=1 Γ (n
(w)
k,¬d

+β)

Γ (nk+V β)
Γ (nk,¬d+V β)

∝
(mk,¬d + α)

∏K−k
i=1 (δ +

∑K
l=k+1 ml,¬d + i − 1)

∏K−k+1
i=1 (mk,¬d + α + δ +

∑K
l=k+1 mk,¬d + i − 1)

∏V
w=1(n

(w)
k,¬d

+ β)

∏Nd
i=1(nk,¬d + V β + i − 1)

(24)

P(zd = k|k¬d, d) ∝
(mk,¬d + α)

∏K−k
i=1 (δ +

∑K
l=k+1 ml,¬d + i − 1)

∏K−k+1
i=1 (mk,¬d + α + δ +

∑K
l=k+1 mk,¬d + i − 1)

∏V
w=1(n

(w)
k,¬d

+ β)

∏Nd
i=1(nk,¬d + V β + i − 1)

(25)

where α, δ are the two parameters of the generalized Dirichlet, β is the
parameter of the Dirichlet, V size of vocabulary, mk,¬d the number of documents
in cluster k except for the document d, n

(w)
k,¬d number of occurence of word w in

the cluster k without considering the document d and nk,¬d number of words in
cluster k without considering the cluster of document d.

From Eq. 25, we can see that the parameters α and δ determine the prior
probability of a student choosing a table while the parameter β regulates the
factor of sharing the interests in the same table.
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4 Experimental Results

4.1 Short-Text Datasets and Preprocessing

The Google News dataset was extracted from the Google News website of Novem-
ber, 27, 2013 where the titles and snippets of 11,109 articles were collected and
associated to one of the 152 clusters. This dataset was previously used in [25].
The validity of the dataset was examined manually and was divided to different
sets. Our work will focus on the SnippetSet which consists of short texts con-
taining the main information from the articles and on the TitleSnippetSet which
contains both the titles and snippets of the short texts.

The data preprocessing of the texts included lowercasing all the words, remov-
ing non-latin characters and stop words, using the WordNet Lemmatizer of
NLTK to apply the stemming, keeping only sentences ranging between 2 and
15 words and removing words which frequency is less than 2.

4.2 Evaluation Metrics Used

To assess the effectiveness of our contribution to cluster short texts, we used the
same metrics as in [19]: Homogeneity (H), Completeness (C), Adjusted Rand
Index (ARI), Normalized Mutual Information (NMI) and Adjusted Mutual Infor-
mation (AMI) [26]. Homogeneity and Completeness are two metrics that give a
comparison between the ground truth and the inferred information. The Homo-
geneity is a cluster-wise metric where it insights if each cluster contains only
observations belonging to the same ground truth. Completeness is a data-wise
metric where it informs whether all the data points from the same ground truth
cluster were assigned to the same cluster. The Normalized Mutual Information
(NMI), which gives the same result as the V-measure, is defined as the har-
monic mean between the completeness and the homogeneity [27]. The Adjusted
Rand Index (ARI) measures the similarity between two data clusterings [28].
The Adjusted Mutual Information (AMI) quantifies the amount of information
obtained on one random variable through observing another random variable.

4.3 Comparison of Gibbs Sampling Algorithms

In this subsection, we will show the performance of our approach compared to
the GSDMM approach. As given in [19], we set the initial number of clusters to
500, the number of iterations to 30, α = 0.1, δ = 0.1 and β = 0.1 for the working
datasets. Figure 1 shows that our approach gives better results than the GSDMM
approach. We can see that the GSGDMM approach improved the NMI, H, ARI
and AMI metrics while having the completeness quite the same for the SSet
dataset. From Table 1, we can see the dataset TSSet for which all the mentioned
metrics were increased except for the completeness metric which value slightly
decreased. We can also see that both of the GSDMM and GSGDMM models
perform better on longer texts. This can open room to many improvements as
of giving a better representation to the short texts making it longer through
different techniques.
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Table 1. Performance of the GSDMM and GSGDMM approaches on the SSet and
TitleSnippetSet datasets.

GSDMM GSGDMM

TSSet NMI 0.928 0.933

H 0.911 0.925

C 0.945 0.941

ARI 0.789 0.832

AMI 0.897 0.913

4.4 Influence of K

In this part, we assess the influence of the initial number of clusters K on the
performance of the GSGDMM model. For that, we set α = 0.1, β = 0.1 and the
number of iterations to 30. Figure 2 displays the performance of the TitleSnip-
petSet for different values of K. We can see that with a small number of clusters,
it gets easy for the model to assign similar documents to the same cluster which
gives a very high completeness. But, this same fact gives a low value of homo-
geneity as it gets hard for the model to separate between the different documents.
As we increase the value of K, we start to reach a certain equilibrium between
the value of the homogeneity and the value of the completeness. The latter will
start decreasing while the former will increase obviously. As the harmonic mean
between the completeness and homogeneity, we can rely on the value of NMI to
give us the best number of clusters to start with. The highest value for NMI is
given for a value of K equal to 400.

4.5 Influence of the Number of Iterations

In this subsection, we analyze the effect of the number of iterations on the
number of clusters found on the two datasets. We set the number of initial
clusters K to 400, α = 0.1, β = 0.1 and δ = 0.1. From Fig. 3, we can see that the
number of clusters found for both datasets drops quickly from 400 to 182 after
only 5 iterations. This observation affirms the initial concept of MGP where the
most popular tables will get more popular and the less popular ones will get
empty quickly. This is why we see the number of clusters found dropping. We
can also see that the final number of clusters found reached is a bit above the
actual number of clusters of the Google News dataset. From [19], we can see
that the number of clusters found by the GSDMM for the TSSet is very near
the actual number of clusters for Google News reaching 161 clusters while the
one for the SSet went below reaching 148. In that aspect, GSDMM may seem
to be performing better but GSGDMM has a better clustering quality since its
homogeneity and completeness are higher. Also, it is predicted that going further
30 iterations will improve the number of clusters found by GSGDMM.
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4.6 Performance Given the Parameter δ

In this part, we try to find which value of delta can give us the best results. For
that, we set K = 300, α = 0.1, β = 0.1 for the TSSet dataset. We set the number
of iterations to 10 and do computations for different values of delta ranging from
0.01 to 0.4. The performance is tracked through the NMI metric as it gives a
good idea on how well the model is performing. From Fig. 4, we can see that the
highest value for NMI is reached for δ = 0.2.

Fig. 1. Performance of the Approaches
on the SnippetSet

Fig. 2. Performance of GSGDMM
with different numbers of K on the
TitleSnippetSet

Fig. 3. Number of clusters found by
GSGDMM for different number of iter-
ations

Fig. 4. NMI for different values of delta
for TSSet dataset

5 Conclusion

In this paper, we introduced a new approach for short text clustering. We also
introduced the background behind the Latent Dirichlet Allocation and presented
our approach that introduced the Generalized Dirichlet for short text clustering.
Our model improved further the GSDMM approach for all the datasets used.
We studied the influence of the number of iterations on the performance of the
approach and found the more computations we do the better the results get.
Further work should be done using other distributions. As for GSGDMM, it
coped very well with the limitations presented by short texts.
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Abstract. This work illustrates how the text analysis is done on XYZ
GmbH’s (company’s name was changed due to privacy) ticketing engine
“ManageEngine ServiceDesk Plus” (MSP) database using modern tech-
nology offered by Azure ML. Here, we will use Azure Machine Learning
Studio to implemented Text Analysis techniques and machine learning
algorithms on the data set obtained from MSP. This research paper will
guide us to the process of data extraction, data processing, creation of
a word cloud and keyword extraction. We will compare modern machine
Learning algorithm like neural network, averaged perceptron and boosted
decision tree available in Azure ML to train and score the model and do a
prediction on a ticket’s probability of being assigned to a correct depart-
ment.

Keywords: Text analysis · ManageEngine ServiceDesk Plus · Word
cloud · Keyword extraction · Azure Machine Learning Studio · Neural
network · Averaged perceptron · Boosted decision tree

1 Introduction

Today, with the rapid growth of population, there is a decent amount of shift
towards the electronic media. Whether it is study material, journals, books, nov-
els, newspaper etc. everything is uploaded online and thus creating a massive
network of electronic media. The increasing popularity and easy means of lit-
erature created a lot more pressure on companies and media firms to opt for
unstructured and semi structured information.

The popularity of the Electronic media made a strong foundation base for
the use of Machine Learning Techniques in extracting useful knowledge from
a heap of unstructured text [1]. The issue starts when a user wants to search
something from the heap of unstructured data and he didn’t find out a way to
extract useful information from it. This problem could be solved if we have a
way to find out what information is useful to end user and could be of great
value to him.
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Solution to the problem can be answered by Text Mining and Analysis which
engages several fields like Information Retrieval (IR), Machine Learning (ML),
Natural Language Processing (NLP) and Statistics [2]. One of the emerging
research areas in Text Analysis is the document classification and information
retrieval. The common classification applications are email categorization, tick-
eting system filtering, spam filtering and mail routing etc. The solutions to most
of the applications are solved by using machine learning algorithms [3].

1.1 Motivation

The use of modern equipment, machines and software to translate professional or
technical business documents moves the problem from creation of the document
to the correction and evaluation, but it does not solve the problem completely
[4]. Therefore, the calculation and evaluation of the professionally translated
documentation is a vital step for companies to reduce time and cost as well
as to create an efficient way of translating critical and important documents.
Additionally, this provides and ensures a certain level of eminence and it is also
an efficient and effective way of handling a technical document [5].

Based on the background mentioned earlier, the aim and purpose of this
research is to check whether a ticket is in English language or not, remove the
other language tickets, process the data, perform text analysis steps and finally,
implement a machine learning process that can predict the probability of that
ticket being assigned to a correct category or not.

2 Problem Statement

As our company is progressing, developing and expanding each year and our
client list is increasing day by day, we are getting a bulk amount of tickets and
there is a continues pressure on the First Level Support i.e. Service Desk Unit
(SDU) to resolve or forward the ticket to the concerned department under agreed
Service Level Agreement (SLA) time limit. Even after so many efforts, there is
a great risk of a ticket being violated and not fulfilling the agreed SLAs. Many
times, the SDU team is not able to find the right department for the concerned
ticket, as they didn’t understand the client request, or they are unfamiliar with
the information mentioned in the ticket [6]. For example, if an SDU technician is
familiar with SQL Server and didn’t know anything about Oracle, he will easily
forward the tickets related to SQL Server ticket to Database Engineer (DBE)
Team, but he will be confused with the tickets related to Oracle. Though both
the ticket should be forwarded to DBE team, he could end up with forwarding
the request to a wrong department. This could result in waste of time, which
is critical for High SLA tickets. The problem faced by “XYZ GmbH” leaves us
with the following questions:

– How we can detect the MSP ticket language?
– Do we have enough categories and subcategories for a ticket on MSP?
– How to predict the probability of a ticket being assigned to a correct category?
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To answer the above-mentioned problem, we need to find the best Text Anal-
ysis approach and an efficient Machine Learning Algorithm by which we can
identify the text language, process the data into a high quality data and develop
a technique or a way to forecast the probability of a MSP ticket being allocated
to a correct and exact category. We also need to check how we can increase our
categories and subcategories which can help employees and clients in putting the
ticket to a more specific slot than generalizing the raised request.

3 Related Work

A similar type of work “Sentiment Analysis on Twitter Data Using Machine
Learning Algorithms in Python” [7] was done by S. Siddharth, R. Darsini and M.
Sujithra. The authors showed how they have use python libraries which are quite
like the libraries of R in cleansing the raw data they have collected from twitter
into MongoDB. They changed their data to lowercase and did tokenization by
removal of hash tags, numbers and special characters. They have explained why
removal of stops words was important as it is cleaning a lot of garbage values
from the raw data.

In [8], the authors studied the performance of over 100 variants of 5 filter
feature selection methods using four classifier algorithms (Naive Bayes, Rocchio,
K-Nearest Neighbor and Support Vector Machines) and two benchmark collec-
tions (Reuters 21578 and part of RCV1). Their study shows the use of filter
methods and combining them with Document Frequency (DF) and Information
Gain (IG) for eliminating rare words.

In [9], the authors tried to compared Support Vector Machine (SVM) to K-
Nearest Neighbors (kNN) and näıve Bayes on binary classification tasks. Their
main focus was to compare optimized versions of the above-mentioned algo-
rithms. Their results show that all the classifiers achieved similar performance
on most of the problems. But the main result was surprising as the Support
Vector Machine, despite providing an overall good accuracy and performance, it
was not considered to be perfect and a strong winner.

In [10], the author explained how the noisy information sources can be dealt
by data mining. They described that the noisy data could decrease the efficiency
and performance of any classification algorithms. Their study was focused on
the performance of different classification algorithms and the effect of feature
selection algorithms on Logistic Regression Classifier.

4 Data Processing

The data stored in MSP is a time series data and we have extracted relevant
data from it by using joins on different tables and merging them all together. Our
main data containing 33059 observation with 6 column variables. The Table 1,
shows that the columns have different data type, data characters and different
values.
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Table 1. The table shows the data type, data characteristics, data size and the descrip-
tion of the different columns present in XYZ GmbH’s data.

Column name Data type Char. Data size Description

CreatedTime datetime2 3 7 Bytes Date and Time of ticket creation

WorkOrderID bigint 8 Bytes A unique number assigned to ticket

Category nvarchar 100 200 Bytes Categories for the tickets

SubCategory nvarchar 100 200 Bytes Sub level of categories

Subject nvarchar 250 500 Bytes Brief description about the problem

Description nvarchar 108 2 GBytes Reason behind creating a ticket

In this section, we will try to refine our data by passing it through different
stages of Data Processing like Data Collection, Data Preprocessing, Word Cloud
generation, Keyword Extraction and Data Mapping and Frequency.

4.1 Data Collection

We will connect to the MSP db using R’s odbc library dedicated for SQL Server.

cn <-odbcDriverConnect('driver={SQL Server};
server=localhost\\SQLEXPRESS; Database=MSPTab')↪→

data <- sqlQuery(cn, "select * from [dbo].[tbl_query]")

Since our data is split across different tables and we have a common key
attribute “ID” among all tables, we will use this column to merge different
tables into one table and this table will be our initial data frame.

4.2 Data Preprocessing

When the data is extracted, it then enters the data processing stage. Data pro-
cessing, often referred to as “pre-processing” is the step by which the raw data
is cleaned and prepared for the upcoming stages of data and text mining.

We will select only those rows which have English data. For detecting lan-
guage, we have used “cld2” library in R as shown by the below mentioned code:

data$LanguageT <- detect_language(as.vector(data$Title))

4.3 Word Cloud

It is a Text Analysis technique that allow us to expose frequent occurring words
in a data containing texts and help us in creating a word cloud, which is basically
a visual illustration of text data [11].

The packages “text mining (tm)” and the “word cloud generator (wordcloud)”
can be used to get some help in analyzing the data containing text and in
visualizing the keywords present in the data set as a word cloud [12] and [13].
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The word cloud (shown in Fig. 1) will implement the steps like stemming,
removal of stopwords etc. and will produce a data frame with words and their
frequency count. Words with low frequency (few occurrence) have no meaning
and will be removed from our data frame.

Fig. 1. Top 150 most occurring words of our data frame shown as a Wordcloud.

4.4 Keyword Extraction

In this process all the keywords from “Title” and “Description” column will be
extracted and saved as a new column “TitleKeywords” and “DescripKeywords”
of the data frame. These words will later be used to train the model and search
for similar words present in new MSP tickets. The below mentioned code shows
how the keywords were extracted.

dt %>% unnest_tokens(word, DESCRIPTION) %>%
group_by(ID, CATEGORY, SUBCATEGORY) %>%
summarise(word = f(word)) %>% ungroup()%>% data.frame -> dt

4.5 Data Mapping and Frequency

In this step, we will check if the words from the column “Category” and “Subcat-
egory” are present in the “TitleKeywords” or “DescriptionKeywords” column. If
those words are present in the later columns then we will mark them as “True”
else it will be marked as “False” under the column “MappedValue”.

We will also check if those words are present then what is the frequency
(Occurrence/how many times) of those words. The Table 2, shows one row of our
final data frame which will be used for training and scoring the model.

Table 2. The table shows 7 columns and a single row out of 33059 of final data frame
that we got after the Data Processing stage.

ID Category Sub. Cat T. Key D. Key Freq. Mapped

2029 Software Application Deleted Details 0 False
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5 Two-Class Neural Network

Two-Class Neural networks are used in difficult computer vision tasks, such as
letter or digit recognition, image recognition, pattern recognition and document
classification. A neural network is a group of interrelated layers where an acyclic
graph containing the weighted edges and the nodes are used to connect the
inputs layer (First Layer) to an output layer [14].

Recent researches done on deep neural network (DNN) has shown that a
DNN with many layers can be very efficient, effective and can perform well with
complex tasks such as image, text or speech recognition [15]. The path of the
neural network graph starts from the input layer, goes through the hidden layer
and then to the output layer. The nodes in one layer is connected to another
layer by a weighted edge [16].

5.1 Training the Two-Class Neural Network

In our experiment, we have taken one input node (single parameter), one hidden
layer with 100 node, a learning rat of 0.1 to avoid overshooting of local minima
and a min-max normalization to rescale the intervals between a range of 0 and 1.
We have allowed unknown categorical values to get better prediction for unknown
values. The Table 3, show the value of Precision, Accuracy, Recall and F1 score
over the Score Bin Range.

Table 3. The experimental results shows that the best accuracy “0.87” is achieved at a
fraction above threshold (FAT) of “0.552”, best Precision “0.856” at a FAT of “0.502”.
On a closer look, we can see that the best of both “Accuracy and Precision” could be
achieved at a FAT of “0.50”.

Score bin Positive

examples

Negative

examples

Fraction

above

threshold

AccuracyF1 scorePrecisionRecallNegative

precision

Negative

recall

Cumulative

AUC

(0.900,1.000]2988 503 0.502 0.858 0.858 0.856 0.861 0.861 0.855 0.101

(0.800,0.900] 87 55 0.523 0.863 0.866 0.846 0.886 0.881 0.84 0.115

(0.700,0.800] 23 26 0.53 0.862 0.866 0.841 0.893 0.886 0.832 0.121

(0.600,0.700] 11 7 0.532 0.863 0.867 0.84 0.896 0.889 0.83 0.123

(0.500,0.600] 38 7 0.539 0.867 0.872 0.84 0.907 0.899 0.828 0.125

(0.400,0.500] 18 10 0.543 0.869 0.874 0.839 0.912 0.904 0.825 0.127

(0.300,0.400] 13 9 0.546 0.869 0.875 0.837 0.916 0.907 0.823 0.13

(0.200,0.300] 23 15 0.552 0.87 0.877 0.835 0.922 0.914 0.818 0.134

(0.100,0.200] 20 37 0.56 0.868 0.875 0.828 0.928 0.919 0.808 0.144

(0.000,0.100] 249 2810 1 0.499 0.666 0.499 1 1 0 0.934

6 Two-Class Averaged Perceptron

In this step we will discuss how we can use the “Two-Class Averaged Perceptron
algorithm” to create a prediction model based on our data set in Azure Machine
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Learning Studio. This classification algorithm requires a tagged data set contain-
ing a labelled column because it uses an administered learning method. We can
say that the averaged perceptron technique is an initial and very easy form of
a neural network. Two-Class Averaged Perceptron can be used with constant
training because they are quicker and can handle the cases consecutively [17].

6.1 Training of Two-Class Averaged Perceptron

For Two Class Averaged Perceptron, we have taken one Input layer (Single
Parameter) and a maximum number of iterations as 10, which basically allows
our algorithm to examine our data set. A learning rate of 1 was chosen which
controls the size of each step used in stochastic gradient descent (SGD). No
random numbers were chosen as we don’t want to check the repetitions across
each run. Unknown categorical values were allowed to get better prediction for
unknown values. The Table 4, show the value of Precision, Accuracy, Recall and
F1 score over the Score Bin.

Table 4. The experimental results shows that the best accuracy “0.86” is achieved at
a fraction above threshold (FAT) of “0.554”, best Precision “0.852” at a FAT of “0.499”
by the Two-Class Average Perceptron Algorithm. On a closer look, we can see that the
best of both “Accuracy and Precision” could be achieved at a FAT of “0.50”.

Score bin Positive

examples

Negative

examples

Fraction

above

threshold

AccuracyF1 scorePrecisionRecallNegative

precision

Negative

recall

Cumulative

AUC

(0.900,1.000]2951 514 0.499 0.851 0.851 0.852 0.85 0.851 0.852 0.103

(0.800,0.900] 87 51 0.518 0.857 0.859 0.843 0.876 0.871 0.838 0.116

(0.700,0.800] 42 29 0.529 0.858 0.862 0.838 0.888 0.881 0.829 0.123

(0.600,0.700] 13 10 0.532 0.859 0.863 0.837 0.891 0.884 0.826 0.126

(0.500,0.600] 10 13 0.535 0.858 0.863 0.834 0.894 0.886 0.823 0.129

(0.400,0.500] 24 19 0.542 0.859 0.865 0.831 0.901 0.892 0.817 0.134

(0.300,0.400] 13 13 0.545 0.859 0.865 0.829 0.905 0.896 0.813 0.137

(0.200,0.300] 31 27 0.554 0.86 0.867 0.824 0.914 0.904 0.806 0.144

(0.100,0.200] 67 72 0.574 0.859 0.869 0.812 0.933 0.922 0.785 0.164

(0.000,0.100] 232 2731 1 0.499 0.666 0.499 1 1 0 0.936

7 Two-Class Boosted Decision Tree

A boosted decision tree is a collective learning method where the errors of the
first tree are corrected by the second tree and the errors of the first and the sec-
ond trees collectively are corrected by the third tree and this process goes further
down the line [18]. The predictions done by boosted decision tree are built on fore-
cast done by the complete group of trees all together. To get good performance
and results on a vast variations of machine learning tasks, boosted decision tree
is the easiest technique when configured properly. The current implementation
of boosted decision tree holds everything in memory and therefore, they are
more memory intensive learners. Therefore, a very large data set which can be
easily handled by linear learners might not be possible for a boosted decision
tree model [19].
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7.1 Training the Two-Class Boosted Decision Tree

In the starting we will take empty collection of weak learner. Then we will try to
get the output of collection of all weak learners. Then we evaluate the gradient
for the log loss function for every example. The log-loss (LL) function is used,
just like we do in a logistic regression for a binary classification model. Then we
use the previously described gradient as the target function to fit a weak learner
using the examples. Then we will add that weak learner to a collection with
a strength determined by the learning rate. The implementation is grounded
on the gradients that we have just calculated using log loss function, the weak
learners are the least-squares regression trees. The Table 5, show the value of
Precision, Accuracy, Recall and F1 score over the Score Bin Range.

Table 5. The experimental results shows that the best accuracy “0.855” is achieved at
a fraction above threshold (FAT) of “0.567”, best Precision “0.979” at a FAT of “0.248”
by the Two-Class Boosted Decision Tree Algorithm. On a closer look, we can see that
the best of both “Accuracy and Precision” could be achieved at a FAT of “0.50”.

Score bin Positive

examples

Negative

examples

Fraction

above

threshold

AccuracyF1 ScorePrecisionRecallNegative

precision

Negative

Recall

Cumulative

AUC

(0.900,1.000]1687 37 0.248 0.738 0.65 0.979 0.486 0.659 0.989 0.005

(0.800,0.900] 328 86 0.308 0.773 0.719 0.942 0.581 0.698 0.965 0.018

(0.700,0.800] 180 76 0.345 0.788 0.749 0.917 0.633 0.72 0.943 0.031

(0.600,0.700] 828 414 0.523 0.847 0.851 0.831 0.871 0.865 0.824 0.12

(0.500,0.600] 127 94 0.555 0.852 0.86 0.817 0.908 0.897 0.797 0.145

(0.400,0.500] 48 32 0.567 0.855 0.864 0.812 0.922 0.91 0.788 0.153

(0.300,0.400] 45 95 0.587 0.847 0.859 0.795 0.935 0.921 0.76 0.178

(0.200,0.300] 62 150 0.617 0.835 0.852 0.771 0.952 0.938 0.717 0.219

(0.100,0.200] 59 288 0.667 0.802 0.83 0.726 0.969 0.954 0.634 0.299

(0.000,0.100] 106 2207 1 0.499 0.666 0.499 1 1 0 0.928

8 Experimental and Statistical Results

From the Tables 3, 4 and 5, it is clear that we are getting the best precision,
accuracy and recall value at approx. 0.50 threshold value. So, by setting threshold
to 0.50, we further analyse the results achieved (shown by Table 6) by all the
algorithms discussed in this experiment.

Table 6. Comparison of Accuracy, Precision and Recall values at a threshold of 0.5.

Algorithm True

positive

False

negative

False

positive

True

negative

ThresholdAccuracyF1 scorePrecisionRecallAUC

Two-Class

Neural Network

3147 323 598 2881 0.5 0.867 0.872 0.84 0.907 0.934

Two-Class

Averaged

Perceptron

3103 367 617 2862 0.5 0.858 0.863 0.834 0.894 0.936

Two-Class

Boosted

Decision Tree

3150 320 707 2772 0.5 0.852 0.86 0.817 0.908 0.928
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The Table 7, shows the comparison of the best run-time out of three runs
achieved by the algorithms used in this experiment to train and score the model.

Table 7. Comparison of the Run-Time for all the algorithms.

Algorithm Trained data Scored data Run time

Two-Class Neural Network 16214 6949 45min and 25 s

Two-Class Averaged Perceptron 16214 6949 2min and 30 s

Two-Class Boosted Decision Tree 16214 6949 7min and 45 s

8.1 Web Service Deployment and Prediction

Two-Class Averaged Perceptron shows promising results and stand out as a clear
winner among the other algorithms discussed in our experiment. We will go ahead
with Two-Class Averaged Perceptron Algorithm to deploy our azure web app in
order to predict the probability of a ticket being assigned to a category (Fig. 2).

Fig. 2. The figure shows the Area Under Curve (AUC) of Two-Class Neural Network,
Two-Class Boosted Decision Tree and Two-Class Averaged Perceptron respectively.

The Table 8 shows the data provided by us to the Web Services. Here we
have a “FREQUENCY” of 0, that means there were no words present in the
column “TITLEKEYWORDS” or “DESCRIPKEYWORDS” that matched to
the “CATEGORY” or “SUBCATEGORY” column.

The Fig. 3, shows the scored label and prediction value at the bottom. It
also shows that the data provided to the Web Services have no matching words
corresponding to “CATEGORY” or “SUBCATEGORY” column.

Table 8. Table showing the data entered for the web services to predict the probability
of a ticket being assigned to a category.

ID Category Sub Cat. Title keywords Descrip keywords Frequency

1187 Backup Backup & Recovery Management Access required 0
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The prediction result shows that the scored label is “False” and the prediction
value is “0.000185822” which is very low and implies that the chances of a ticket
being assigned to a correct category is very low based on the data provided to
the Web Services.

Fig. 3. The figure at the bottom shows the scored label and the prediction value done
on the provided data by the azure web services using the two-class average perceptron.

The Table 9, show the prediction done on different data value provided to
the azure Web Services. The table shows the scored label and prediction value
of the data provided to the web services. It is clear from the table that the ticket
will be assigned to a correct Category if there are matching words present in
the “TITLEKEYWORDS” or “DESCRIPKEYWORDS” which corresponds to
“CATEGORY” or “SUBCATEGORY” column.

Table 9. Scored label and probability on the data using two-class average perceptron
algorithm.

Id Category Subcategory Title

keywords

Descrip

keywords

Frequency Scored

label

Probability

20330 Softwares Desktop

applications

Printer Support

printer mal-

functioned

0 False 2.82516424

476853E−07

20383 Hardware &

servers

Local

hardware

Replace floor

machine

Provide

additional

information

0 False 1.23329027

701402E−05

39644 Networking

& communi-

cations

Security xyz website

security

Support

network com-

munication

security

3 True 0.9999999

40395355

59286 It security Investigations Noc ids ips

alert

Original fault

ip

0 False 0.4559161

3650322

38408 Database Object

management

db server Enter related

database

1 True 0.9999980

92651367

9 Conclusion and Future Work

After a thorough and deep inspection it is clear from the Tables 6 and 7, that the
neural network performance was the best with an Accuracy of 0.867, Precision
of “0.84” and a Recall Rate of “0.907”. Though proving the best classification
algorithm on the current data set, this algorithm has a long Run-time. The
Boosted Decision Tree scored the best Recall Rate of “0.908” but has slightly
low Precision Rate “0.817” and Accuracy “0.852” than other algorithms.



172 F. Islam and D. Logofătu

The best performant of all the machine learning algorithms used in this exper-
iment came out to be the Two-Class Averaged Perceptron. This classification
algorithm was the fastest amongst its competitors and has the second best Pre-
cision “0.834” and Accuracy “0.858”. Two-Class Averaged Perceptron took only
2 min and 30 s to Train and Score the Data Set.

During the experiment it was found out that the probability of ticket being
assigned to a correct category is high when we had a greater “Frequency”. This
proves that the MSP database needs an updated table containing the new cat-
egories and subcategories to allow the employees and clients a vast option to
choose from and describe their problem in a more informative manner.

We can do much better in text analysis steps like data processing, cleansing
and Keyword extraction by using “Extract N-Gram Features from Text” module
and “Feature Hashing” offered by Azure ML Studio, which can help us in data
cleansing and extracting keywords from a data set faster and more precisely than
by using R as explained by [20] and [21].

Further, we can create a high availability setup for our Azure Web Services.
The setup consist of an application gateway with a back end hosting two Azure
Web Services. The Azure Web Services are connected to the MSP database
hosted on Azure SQL Server via a secure connection string. This whole setup will
help us in connecting our Web Services directly to the MSP Database and start
predicting the probability of each ticket being assigned to a correct category.
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Abstract. The act of transferring accurate information presented as
proper nouns or exclusive phrases from the input document to the out-
put summary is the requirement for Abstractive Summarization task. To
address this problem, we propose Contour to emphasize the most suit-
able word in the original document that contains the crucial information
in each predict step. Contour contains two independent parts: Penalty
and Spotlight. Penalty helps to penalize inapplicable words in both train-
ing and inference time. Spotlight is to increase the potential of important
related words. We examined Contour on multiple types of datasets and
languages, which are large-scale (CNN/DailyMail) for English, medium-
scale (VNTC-Abs) for Vietnamese, and small-scale (Livedoor News Cor-
pus) for Japanese. Contour not only significantly outperforms baselines
by all three Rouge points but also accommodates different datasets.

Keywords: Abstractive summarization · Emphasize words ·
Contour · Penalty · Spotlight

1 Introduction

Text Summarization task generates the complete sentences that can be under-
stood as a shorter version of the original text while still able to convey the full
meaning. Depends on the aim of the output summary, there are two approaches:
Extractive and Abstractive. Extractive summarizing is the act of combining ver-
batim words and phrases from some specific sections from the input. Further-
more, Abstractive summarizing, which is not limited to words that appeared
in the source text, takes valuable information then interprets it in a new way.
While both approaches need to guarantee the readability and grammatical sense,
Abstractive method is closer to human-like actions [12] and more advanced [12].
This article only focuses on Abstractive Summarization.

Introduced in 2014 by Sutskever, Sequence-to-Sequence [13] becomes a sus-
tainable framework for several tasks including Abstractive Summarization. It can
be described as an encoder-decoder architecture, where the model would pro-
cess the whole input before making any prediction. Afterwards, the framework
is used by Rush et al. [11], Nallapati et al. [9], and Chopra et al. [3] with Recur-
rent Neural Networks (RNN) association. While being a crucial improvement to
c© Springer Nature Singapore Pte Ltd. 2021
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the Text Summarization task, the traditional Sequence-to-Sequence with RNN
is restricted because of the out-of-vocabulary (OOV) [12] problem.

Pointer Generator Network [12] raises a good approach to resolve the OOV
by considering copying one word from the input [14] and selecting one word from
the fixed vocabulary set. In this way, the particular words that do not appear in
the normal dictionary would not be ignored. Therefore, the problem with OOV
is partially solved. On the other hand, Cho et al. proposed Selector [2] with
the idea of creating fixed salient areas to be focused along with the input via a
trainable binary mask. However, the methods still have an issue of optimizing
the word’s level of significance, which will be discussed further in Sect. 3.1.

Recent resources for text summarization on languages other than English are
in short supply. For instance, languages estimated as complicated like Japanese
or non-common spoken such as Vietnamese. By the actual demand in multilin-
gual processing, it is worth expanding the linguistic boundary of summarizing.
Moreover, we would like to examine our model on different datasets intensities to
analyze the effectiveness. Therefore, apart from large-scale dataset for English
as CNN/DailyMail [5], we examine the small-scale Japanese - Livedoor News
Corpus [15] and propose a medium-scale Vietnamese - VNTC-Abs (Sect. 4.1).

In this paper, we continue to address the issue of significant level by proposing
Contour. The purpose of Contour is to emphasize words containing impor-
tant information at each specific time by producing distinctive contours of word’s
potential. In contrast to Pointer Generator Network and Selector, we aim to
take advantage of word that has just been selected from the Decoder for the
output word, called as the latest predicted word. Contour is an association of
two independent sub-methods: (1) Penalty - builds on the available Selector
model by the updated version of Selector that improves the focus areas gen-
eration and optimizes the inference time, and (2) Spotlight - acts as an extra
mask to re-ranking words potential at each predicting step based on the last pre-
dicted word. We conduct experiments on a variety of languages and achieve the
result for Abstractive Summarization task: (1) English: outperforming base-
lines on the CNN/DailyMail dataset; (2) Japanese: the first method to work
on the original version of Livedoor News Corpus, and (3) Vietnamese the first
to make an end-to-end report on the VNTC-Abs dataset.

Our implementation is available online1.

2 Related Work

Pointer Generator Network. [12] proposed by See et al. to control the OOV.
While the fixed vocabulary set are distinct and built from the most popular words,
if w is OOV, then the probability of w in the vocabulary distribution Pvocab(w)
equal 0. Therefore, they try to extend the vocabulary source by examining words
in the input. Finally, a generation probability pgen work as a propagation gate
to copy words from the source text or choose a word in the fixed vocabulary set.
Figure 1 visualize our baselines including Pointer Generator Network concept.
1 Our released implementation: github.com/trangnnp/CONTOUR.

http://github.com/trangnnp/CONTOUR
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Fig. 1. The baseline sequence-to-sequence with Pointer Generator Network with Atten-
tion and Selector

To train, they took advantage of the Attention outputs which are attention
score et and attention distribution at to produce a context vector h�

t at each
time step t. The Attention given by Bahdanau et al. [1] are showed in Eq. 1 and
2, where v, Wh, Ws, and battn are learnable parameters, S is the input length.
Equation 3 shows how the h�

t is formed by at and encode hidden states h. In
the next step, h�

t is used to calculate Pvocab in Eq. 4. The generation probability
pgen ∈ [0, 1] provided in Eq. 5 by added learnable parameters wh, ws, and wx.
Equation 6 uses pgen to modify words probability and adds the probability of all
words in the input document. The output word is which has the highest value
in the extended vocabulary distribution P (w).

et
i = vT tanh(Whhi + Wsst + battn) i = 1, 2 . . . , S (1)

at = softmax(et) (2)

h�
t =

∑

i

at
ihi (3)

Pvocab = softmax(V ′(V [st, h�
t ])) (4)

pgen = σ(wT
h h�

t + wT
s st + wT

x xt) (5)
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Fig. 2. Our Contour with improved focus mask and spotlight mask

P (w) = pgen � Pvocab(w) + (1 − pgen)
∑

i:wi=w

at
i (6)

Selector. [2] Cho et al.’s Selector idea is to use a BiGRU layer to produce N
different focus masks to mark phrases that need paying attention along the input.
This mask works as the additional information, which is the blue information
in Fig. 1, added to the word embedding. Cho et al. reported Selector as a
plug-and-play model to be ready to apply to an arbitrary Sequence-to-Sequence
model. Equation 7 describes the focus mask generation by Cho et al. with the
input length S and position t (1 ≤ t ≤ S) (Fig. 2).

(h1...hS) = BiGRU(x)
oz

t = σ(FC([ht;h1;hS ; ez]))
(7)

For details, they feed the BiGRU hidden states and the embedding ez (0 ≤ z <
N) to a Sigmoid function. Then a Bernoulli distribution transforms the focus
logit oz to a binary mask mz. Those focus masks are fed to the encoder-decoder
simultaneously to produce N summaries, then choose only one of these sum-
maries for the output. Figure 3a is the overview of how Selector is associated
with a general Encoder-Decoder Architecture.

3 CONTOUR: Penalty and Spotlight Mask

The proposed Contour contains two independent modules: Penalty and Spo-
light. In this section, we first describe Penalty (Sect. 3.1) by reviewing some
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Fig. 3. Comparison between Selector and Penalty on the arbitrary Encode-Decode
architecture. Our Penalty provides two extra steps: pre-process and post-process to
improve the focus_mask quality and reduce the test time

of the inherited works from baselines and then introducing our updates. Next,
we describe Spolight (Sect. 3.2) by explaining the algorithm in detail. Finally,
Sect. 3.3 is the visualization of the whole concept of Contour.

3.1 Penalty

We present Penalty as a pre-processed and post-processed updated version of
Selector to improve the focus areas’ quality. Unlike Cho et al., in the pre-
process phase before training Selector, our Penalty defines a new rule for the
ground-truth to for Selector model. While the main Sequence-to-Sequence
model’s Encoder needs to focus on informative words. Therefore, we ignore the
most popular tokens like stopwords and symbols, with the obvious exceptions
of the overlapping between source and target as ground-truth. As a result, our
predicted focus mask marks meaningful phrases.

ot = σ(
N∑

z=1

(oz
t ))

p(m
′
t|x) = Bernoulli(ot)

(8)

Follow Cho et al. [2, 3.2], at training time, we use the Selector ground-
truth for computation. In the inference time, as a post-process step, we sum
up all logit candidates together to achieve ot and mt

′
. The detailed formula is

described in Eq. 8 and the Penalty architecture is visualized in Fig. 3b. The sum
of logit candidates provides three benefits:

1. The inference time is optimized : By producing one focus mask mt
′

from
multiple focus logit candidates, the encoder-decoder is executed once.
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Algorithm 1. Spotlight mask algorithms
Input: focus_mask, last_id, et Output: rerank_et Constant: lambda

1: procedure reranking_words_potential
2: focused = (Binary) focus_mask == 1
3: is_behind = (Binary) input_ids equal last_id
4: is_behind = Concatenate([0], is_behind[:–1]))
5: is_spotlight = focused * is_behind
6: spotlight_mask = is_spotlight * lambda + 1
7: rerank_et = et * spotlight_mask
8: Return rerank_et
9: end procedure

2. The focus mask accuracy is evaluated naturally : Independent from the pre-
dicted result of the main model, focus mask accuracy is calculated by the
number of correct positions over input length.

3. The focus mask accuracy is improved : Summing up candidates helps to penal-
ize the negative points and enhance good points.

3.2 Spotlight

In the purpose of re-ranking words potential, Spotlight generates spotlight mask
with a fixed-length as the input document. Spotlight mask helps to emphasize
the most suitable word containing valuable information at a specific time. To
construct this mask, we use a static parameter λ (λ > 0) and the current context
of predicting sentence, which is formed by incorporating the latest predicted word
and the Attention result from Eq. 2.

There are two primary inclusion criteria for the word w in the input document
to become a spotlight. First, w is focused by the focus mask (from Sect. 3.1). The
use of focus mask (denoted as m in general) is to narrow the number of word
candidates. Secondly, w stands right behind the latest predicted word wprev in
the source text. However, spotlight just re-raking words and dose not select any
word for the output directly. There is only one criterion for the word w to become
the next output words that w achieve the highest probability after Eq. 6.

The generating spotlight mask process is repeated in each decoder step. Equa-
tion 9 presents the spotlight mask at time step t, denoted as st, and Eq. 10 shows
how the spotlight mask modify the attention scores.

st
i =

{
1 + λ, if wi−1 = wprev and mi = 1
1, otherwise

(9)

et = et ∗ st (10)

Algorithm 1 describes the Spotlight ’s effect on words potential.
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Table 1. Contour visualization. Including: highlighted words by focus mask ,

Spotlight word with very high possibility, and normal words. Assume that “new” in

red is the latest predicted word

Baseline (truncated Input): the 49-year-old woman showed a staggering response

to a new combination of two drugs, to treat skin cancer . doctors at the memorial sloan-kettering

cancer center in new york have hailed their patient’s recovery ‘ one of the most astonishing

responses’ , ever seen . a 49-year-old cancer patient’s giant tumour underneath her left breast

-lrb- starred left -rrb- was ‘ completely destroyed’ and ‘dissolved away’ -lrb- right -rrb- after she

received a pioneering new drugs cocktail to treat melanoma . they hope the new therapy could

save thousands of lives in future .

Contour (truncated Input): the 49-year-old woman showed a staggering response

to a new combination of two drugs , to treat skin cancer . doctors at the

memorial sloan-kettering cancer center in new york have hailed their patient’s recovery ‘ one

of the most astonishing responses’, ever seen . a 49-year-old cancer patient’s giant tumour underneath

her left breast -lrb- starred left -rrb- was ‘ completely destroyed’ and ‘dissolved away’ -lrb- right

-rrb- after she received a pioneering new drugs cocktail to treat melanoma . they hope the

new therapy could save thousands of lives in future .

Reference: doctors at memorial sloan-kettering cancer center in new york were trialling a new com-
bination of drugs to treat advanced skin cancer . combined standard drug ipilimumab with new drug
nivolumab .

Input: lambda: λ, focus_mask: focus mask, latest_id: latest predicted word’s
index, e_t: attention scores from Eq. 1
Output: rerank_et: the modified attention scores
Line 2: the focused condition reuses the focus mask result.
Line 3–4: Generate is_behind binary mask for indices next to the latest_id.
Line 5: The multiplication produces a binary mask. Indices that match both
focused and is_behind conditions are set to 1.
Line 6: Generate the spotlight mask. Spotlight positions are set to 1 + λ. All
other indices will have value 1, including the padding positions.
Line 7: Re-ranking input words potential. Words marked by spotlight will
increase itself 1 + λ times, and normal words will be unchanged.

3.3 CONTOUR

By combining Penalty and Spotlight, Contour becomes a two stages process
that closer to human-like actions in Abstractive Summarizing. Formally, from the
human point of view, the Penalty stage is similar to skimming and highlighting
crucial information such as personal names, locations, dates, or unique phrases.
On the other hand, the Spotlight stage can be understood as scanning words
that stand next to one given word. Looking as a whole, the similarity between
Contour and human action promises the output that is closer to human results.
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Table 1 visualizes the comparison between the whole concept of Contour to
baselines. The table shows that Penalty aids in collecting informative words and
excluding common words such as “a”, “one”, “with”, “and”, “of”. On the other hand,
in this example, with the latest predicted word new, spotlights combination ,
york , drugs , therapy are recognized. Moreover, the phrases that formed by
word new and these spotlights are in the reference summary at 3 over 4 of them.
Therefore, Spotlight proves to be useful in emphasizing the most suitable words
for the next output. To sum up, Contour would help to reduce noise areas and
estimate correctly high potential words.

4 Experiments and Results

4.1 Datasets

CNN/DailyMail [5]. Collected from CNN News2 by Hermann et al. This
dataset contains 287,226 training pairs, 13,368 validation pairs, and 11,490 test
pairs. We experiment on the same non-anonymized version as See et al. [12].

VNTC-Abs. Base on VNTC [6] dataset, which collected from a Vietnamese
Online News website namedVNExpress3 by Hoang et al. for Webpage categorizing
task, we modify it to be compatiple with Abstractive Summarization task and
rename to VNTC-Abs4. When the original dataset has some duplicated articles
in analogous categories, we differentiate and achieve 49,289 distinct articles. We
extract the available summary as target output and the main content as an input
source. Each source and target pair has a length of 309 and 43 on average. We
split 70% of the total data for training and 15% for each validate and test set.

Livedoor News Corpus (Livedoor) [15]. Collected from Japanese Online
News named Livedoor News5 by Vo C. Each source and
target pair have 664 and 16 tokens on average, respectively. Because of the
small-scale of data, we split 90% of the total 7,376 articles as the train set, 10%
for the test set, and ignore the validate set.

4.2 Implementation Details

In experiments on CNN/DailyMail, we followed the configuration by See et al.
and previous works. We set the maximum input length to 400 tokens, maxi-
mum of 100 tokens for the output summary, and 50,000 most popular words for
the vocabulary. We set 256 dimensions for hidden states for both Encoder and
Decoder. Besides, we trained word embedding from scratch with 128 dimensions.
2 CNN News: edition.cnn.com.
3 VNExpress: vnexpress.net.
4 Our released VNTC-Abs: github.com/trangnnp/VNTC-Abs.
5 Livedoor News: livedoor.com.

http://edition.cnn.com/
http://vnexpress.net/
http://github.com/trangnnp/VNTC-Abs
http://www.livedoor.com/
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As the first reporter for VNTC-Abs and Livedoor for Abstractive Summa-
rizing, we did experiments and analysis for the most suitable configuration. In
particular, for VNTC-Abs: the vocabulary size is limited to 12,000, maximum
input length set to 650, and output length arranges from 20 to 60 tokens, where
UETsegmenter [10] is used as tokenizer. On the other hand, for Livedoor, we
limited the vocabulary size to 15,000, set the maximum input length to 800, and
bounded the output length from 10 to 40 tokens, applying Knok’s preprocess6
for the official version of this dataset7, which uses Mecab [7] for tokenizing.

4.3 Evaluate Metrics

We evaluate our models by Rouge score [8]. Rouge calculates the similar-
ity of two paragraphs based on the word-overlapping, bigram-overlapping, and
the longest common subsequence, which are presented as Rouge-1, Rouge-
2, Rouge-L points, respectively. The higher the Rouge points are, the closer
between reference and predicted summary. We used the rouge-score8 library
which is a pure implementation of Rouge155 9 that used by See et al. [12].

4.4 Comparison Basis

Baselines. We measure our models with Pointer Generator Network by See et
al. [12] and Selector by Cho et al. [2] as baselines. We re-implemented and
trained the baselines from scratch. For more details, we trained CNN/DailyMail
by the same configuration reported by See et al. [12]. As the first work on VNTC-
Abs and Livedoor, these datasets are trained under our own settings.

Contour (Ours). We first report the result of using Penalty and Spotlight
separately, then report Contour as the fully proposed method. We also compare
the effectiveness of n as the number of focus logit candidates to Penalty, and λ
value as the degree of impact to Spotlight.

Recent Researches. Besides baselines on the CNN/DailyMail, we compare
our models with PEGASUS by Zhang et al. [17] and Bottom-up by Gehrmann
et al. [4] as recent researches. In detail, PEGASUS uses the Transformer-based
method, while Bottom-up proposes bottom-up attention and likely phrases. We
compare directly to the reported results by Zhang et al. and Gehrmann et al.

4.5 Result

Our results are given in Table 2 and 3. Overall, the result is better than base-
lines for all three Rouge points of three datasets. For more details, the result are

6 Knok’s preprocess: github.com/knok/ldcc-summarize.
7 The official version download at https://www.rondhuit.com/download.html.
8 pypi.org/project/rouge-score/0.0.4/.
9 pypi.org/project/pyrouge/0.1.3/.

http://github.com/knok/ldcc-summarize
https://www.rondhuit.com/download.html
https://pypi.org/project/rouge-score/0.0.4/
https://pypi.org/project/pyrouge/0.1.3/
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Table 2. The comparison of Contour to baselines. Denote: PG for Pointer Generator,
R for Rouge, best scores are bolded

Method CNN/DailyMail VNTC-Abs Livedoor
R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L

Baselines

PG Network 39.09 17.25 35.57 25.21 9.11 21.70 27.72 12.66 26.28
Selector 41.29 18.66 38.20 25.72 8.23 21.84 29.03 12.27 27.44

Our methods

Penaltyn=3 41.43 18.82 38.34 27.00 9.51 23.79 31.63 14.03 29.26
Penaltyn=5 41.51 18.80 38.42 27.19 9.31 24.09 31.01 13.68 29.34
Penaltyn=10 41.39 18.76 38.28 26.99 9.18 23.45 31.68 14.83 29.26

Spotlightλ=0.25 41.64 18.72 38.36 27.01 9.25 23.32 30.42 12.67 27.16
Spotlightλ=0.5 41.79 18.79 38.59 27.27 9.10 23.70 30.85 13.01 28.31

Contourn=3,λ=0.25 42.01 18.98 38.97 26.97 9.35 23.71 30.45 12.92 27.87
Contourn=3,λ=0.5 41.80 18.86 38.89 26.90 9.24 23.47 31.00 13.37 27.72
Contourn=5,λ=0.25 42.08 19.11 39.10 26.98 9.19 23.89 31.47 14.03 28.69
Contourn=5,λ=0.5 41.93 18.87 38.86 26.80 9.50 24.16 30.85 13.66 28.67

increased by +0.79 R-1, +0.45 R-2, +0.90 R-L for CNN/DailyMail, +1.59 R-1,
+0.39 R-2, +2.46 R-L for VNTC-Abs, and +3.96 R-1, +2.17 R-2, +2.98 R-L for
Livedoor. The results show that our work is compatible with these datasets. How-
ever, each sub-method still has its own characteristics for the different datasets.
Table 4 presents one of the sample summary output for each language.

Fig. 4. Penalty effection visualization. Collected from the best result of Penaltyn=3

and Selectorn=3. The x-axis is the number of tested data, ascending sorted by R-L.
Each point presents the average value from the first to current number of data.
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Table 3. The comparison of Contour to related researches on CNN/DailyMail

Method CNN/DailyMail
R-1 R-2 R-L

Reported baselines
PG Network [12] 39.53 17.25 36.38
Selector [2] 41.72 18.71 38.79
Recent researches
PEGASUS [17] 38.27 15.03 35.48
Bottom-Up [4] 41.22 18.68 38.34
Our implementations
PG Network 39.09 17.25 35.57
Selector 41.29 18.66 38.20
Contour(Ours) 42.08 19.11 39.10

In CNN/DailyMail experiments, the parameters analyzing in Table 2 shows
that λ = 0.25 and n = 5 are holding the best score for Contour and each
of its sub-method. The positive outcome proves that Contour is well suited
for CNN/DailyMail. By some specific configuration on Cho et al.’s implemen-
tation, our R-L is a little less than the reported Selector. However, with
the provided settings by Cho et al., our Contourn=3,λ=0.25 (as well as the
sub-methods Penaltyn=3, Spotlightλ=0.25) achieved better results than our re-
implement baseline of Selectorn=3 by +0.72 R-1, +0.32 R-2, +0.77 R-L.

With VNTC-Abs, Contourn=5,λ=0.5 achieves two of the best Rouge points.
In fact, VNTC-Abs contains some passages that only serve as an opening without
containing any essential words or key information. Therefore, the focus mask
would become incoherent in some cases. However, all experiments on VNTC-
Abs are greater than baselines. The predicted summaries are fluent and able to
transfer valuable information.

In Livedoor experiments, Penalty is the most stable when holding the highest
Rouge points. With a small summary size, Livedoor does not contain numerous
long phrases. Therefore, the dataset is not an ideal condition to utilize Con-
tour’s the full potential of copying continuous words. However, our proposed
methods still overcome the low-source data and surpassed baselines. Moreover,
Contour achieve surprising performance producing the summary that fulfills
the readability and grammatical requirements.

In analyzing the relation of focus mask accuracy and the output summary,
we prove that the improvement of focus mask quality helps Penalty to generate
better summaries. Figure 4 visualizes the effectiveness of Penalty to the focus
mask ’s accuracy and the relation of accuracy to the summary quality. Figure 4a
proves the positive impact of Penalty on the optimization of focus mask accuracy
with the average differential of 1.64%. Moreover, Fig. 4b shows that higher accu-
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Table 4. Sample summaries

racy of focus mask would generate summary with better Rouge score. In turn,
this means focusing on the right words and phrases will produce finer results.

With pre-trained data, recent state-of-the-art on CNN/DailyMail are much
better than ours, which are 44.31 on R-1, 41.60 on R-L by ERNIE-GENLARGE

of Xiao et al. [16], 21.35 on R-2 by PEGASUSLARGE Zhang et al. [17]. How-
ever, compared to models without pre-training, Contour provides a compet-
itive Rouge scores by exceeding most of the mentioned studies and achieving
the highest Rouge score. As seen from Table 3, we outmaneuver Xiao et al.’s
PEGASUS by +3.81 R-1, +4.08 R-2, +3.62 R-L, and Bottom-up of Zhang et al.
by +0.86 R-1, +0.43 R-2, +0.76 R-L.

5 Conclusion

In this work, we presented Contour architecture consists of two indepen-
dent modules: Penalty and Spotlight. Our model helps to improve the focus
areas and highlight containing crucial information at a specific time. Contour
achieves the significantly better results when comparing with recent works on
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CNN/DailyMail dataset. We proved the adaptability of Contour to other nat-
ural languages by examining the Livedoor News Corpus for Japanese, moreover,
we modified and explored the VNTC-Abs dataset for Vietnamese. Future work
involves Contour with the automatic adjustment to an arbitrary dataset.
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Abstract. The article presents an innovative approach to providing
information to event and conference participants using a natural lan-
guage interface and chatbot. The proposed solution, in the form of chat-
bots, allows users to communicate with conference/event participants
and provide them with personalized event-related information in a natu-
ral way. The proposed system architecture facilitates exploitation of var-
ious communication agents, including integration with several instant
messaging platforms. The heterogeneity and flexibility of the solution
have been validated during functional tests conducted in a highly scal-
able on-demand cloud environment (Google Cloud Platform); moreover
the efficiency and scalability of the resulting solution have proven suffi-
cient for handling large conferences/events.

Keywords: Natural language interface · Information access system ·
Chatbot · Events

1 Introduction

Event marketing is becoming the leading promotion instrument for many B2B
applications. Dynamic development of this industry generates a number of chal-
lenges which can be – to a lesser or greater extent – solved with the help of the
latest technologies. Still, event marketing remains technologically insufficiently
developed in relation to other marketing instruments (e.g. social media). Experts
deal with increasing the attractiveness of organized events from the point of view

The research presented in this paper was supported by the National Center for
Research and Development (NCBR) under Grants No. POIR.01.01.01-00-0878/17 and
POIR.01.01.01-00-0327/19.

c© Springer Nature Singapore Pte Ltd. 2021
T.-P. Hong et al. (Eds.): ACIIDS 2021, CCIS 1371, pp. 188–200, 2021.
https://doi.org/10.1007/978-981-16-1685-3_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-1685-3_16&domain=pdf
http://orcid.org/0000-0003-4512-9337
http://orcid.org/0000-0001-6070-9271
http://orcid.org/0000-0002-4206-9052
https://doi.org/10.1007/978-981-16-1685-3_16


Heterogeneous Information Access System 189

of participants, while maintaining efficient allocation of resources and achieving
business goals from the point of view of organizers and sponsors.

Many challenges related to organization of events can be identified. Partici-
pant groups can be very diverse, as can their expectations and goals. However,
they are usually linked by the need to share content, emotions and experience
with others; seeking new interaction channels outside of social media; expecting
an immediate response/reaction to their queries, and personalizing experience
to the maximum extent possible.

Each participant expects a thorough understanding of their needs, building
trust and lasting relationships, and communicating in the simple language of
benefits. The vast majority also want to exert an active influence on the course
of the event. Understanding of these needs differs from participant to partici-
pant. The influence of technology on participants’ expectations is not without
significance. Many expect access to tools that would facilitate their preparation
for the event, enrich their experience and adapt the message to their personal-
ized needs. Therefore, they are open and willing to use new solutions, and their
positive emotions and experience translate into real benefits for the organizer
and sponsor of the event.

At the same time, many modern IT systems are beginning to exploit the
capability of communicating with users through a natural language interface.
The most popular solutions of this type include voice assistants (such as Apple
Siri or Amazon Alexa) and voice control systems in cars. In addition to voice-
based solutions, an important area of development involves systems that enable
automatic interaction through chatbots.

At the moment, the main methods of engaging and motivating participants
are based on mobile applications, social media, virtual reality (stands and pre-
sentations) and traditional methods of playing with light, arrangement of stands,
catering, gadgets, etc. The solution developed by us on the basis of chatbot con-
cepts enables creation of a heterogeneous system that delivers information as
naturally as possible and evokes positive emotions in event participants.

The remainder of this paper is structured as follows: Sect. 2 contains a
description of related work, Sect. 3 deals with defining, in detail, the solution’s
architecture, Sect. 4 describes our evaluation of the heterogeneous information
access system, while Sect. 5 contains conclusions and a description of further
work.

2 Related Work

In recent years, systems enabling control of devices and exchange of information
using speech recognition interfaces have experienced strong evolution. On the one
hand, voice assistant solutions such as Apple Siri, Google Assistant or Amazon
Alexa, operating primarily on mobile devices, have been devised, while on the
other hand, many cars are now equipped with voice communication systems pro-
viding control over certain functions of the car. Another interesting area involves
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chatbots capable of automatically obtaining information using text-based dia-
logue with the user. Chatbot solutions will become more and more common
at large companies or state institutions which, by including such solutions on
their websites, may provide users with useful information or assistance. One area
where this technology sees great potential (despite the current lack of in-depth
research and developed solutions) is the use of chatbots during events.

An important issue related to the design of chatbots is how to develop effec-
tive mechanisms of conducting dialogue with the user in such a way that they
perceive it in the most natural way possible. In [7] the authors analyzed existing
evaluation methods and presented their own methodology for determining the
effectiveness and naturalness of the dialogue system. They also presented a pro-
totype methodology for evaluating the LifeLike virtual avatar design. Assessing
the naturalness of dialogue may be particularly important for chatbots operating
during events due to their duration and potential complexity.

In [4] the authors analyze available chatbot design techniques, focusing on
their similarities and differences. They also present factors that influence the
design of a chatbot, such as techniques which can be used to enter into dialogue
with the user, or the knowledge base used. Among these techniques, apart from
pattern matching and genetic algorithms, machine learning algorithms play an
important role [9]. The second important aspect is the creation of the knowledge
base. In [6] the authors present an interesting approach to automatic extraction
of knowledge from discussion forums to support the development of chatbots.
They applied the SVM classifier and conducted experiments which confirm the
effectiveness of its operation. All of the issues outlined above, especially knowl-
edge extraction, are important in the context of developing conference chatobots.
The knowledge bases of various events and conferences can differ strongly from
one another, and depend, among other things, on their subject matter. This is
why it is so important to prepare an appropriate knowledge base for the chatbot
and to develop mechanisms for its use, taking into account the context resulting
from the topic or type of the event.

Little research has been performed in the area of creating and applying chat-
bots for event support. In [10] the author describes the iBot environment which
enables creation of chatbots for various application areas (including events). The
iBot environment uses the concept of agents and operates as a multi-agent sys-
tem. The developed environment enables the creation of intelligent chatbots,
able to perform complex tasks and maintain dialogue control, while being flexi-
ble enough to allow for software development in different domains. The weakness
of this solution compared to our solution is that it does not account for the speci-
ficity of events in the context of communicating with the chatbot. The proposed
solution is universal, but this also means that it is not always well suited to the
specific context of events.

Another important article in the area of chatbots is [5] in which the author
discusses various issues related to creating chatbots, including possible architec-
tures, NLP issues, creating a knowledge base and dialogue management. Aspects
of security in the creation and use of chatbots are also presented. This work also
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presents an overview of ready-made solutions, including the solution developed
by IBM Watson and popular Virtual Personal Assistants (VPAs) such as Apple
Siri, Microsoft Cortana, Google Assistant or Amazon Alexa. The article further-
more covers various areas where bots can be applied, such as transportation
bots, dating, mediation, fitness bots, weather bots and medical bots. However,
there is no description of the use of bots during events.

Commercial aspects of using the chatbot have been analyzed in [8]. The
author, in addition to presenting various types of chatbots developed by compa-
nies in Poland, proposes several indicators to assess the quality of the chatbot’s
operation, including its performance and usability. The paper analyzes various
aspects of chatbot functionality, including appearance, implementations, speech
synthesis unit, built-in knowledge base, knowledge presentation, conversational
skills, sensitivity to context and the ability to react to unexpected or emergency
situations. However, this work lacks an analysis of the architectures of individual
solutions and does not cover the use of chatbots during events and conferences.

Analysis of existing chatbot solutions reveals that few of them deal with
event handling and at the same time there is no research on this topic. The most
important solutions of this type include EVABot [2], ConfBot [1] and Morph.ai
[3]. As chatbots, all these solutions are based on AI mechanisms. They appear
to be the most advanced ones in this field – even though they are still at a very
early stage of development. In terms of functionality, these tools offer similar
services to the solution developed by the authors, i.e. they use AI to personalize
communication with users, they can research opinions, collect feedback, analyze
sentiment, and send feedback to and from event managers. In these solutions,
operators can obtain an up-to-date view of the interactions taking place, which
enables them to introduce changes and improvements in real time as well as
in subsequent events. Each of the above-mentioned solutions also provides the
ability to integrate the chatbot with many event management tools that their
clients (organizers) already use – however, they remain platform-independent
solutions, costly to integrate and connect data, and they can operate (learn)
only in the context of one event.

An important advantage of the solution developed by the authors will be its
universality and the ability of the chatbot to learn from a constantly expand-
ing database of participants’ questions and preferences, along with the event
database available on the Eventory platform. Having a much larger source
database upon which the learning loop was based, the developed chatbot will
learn faster and more efficiently than potential competing algorithms, ultimately
bringing better results in the form of participant satisfaction and ROO (Return
on Objective).

3 Architecture

A key part of our project is an environment for information access systems in
which it is possible to carry out experiments on various conversation automatiz-
ing solutions. The environment should have the following characteristics:
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– easy integration with various conversation agents, specializing in selected
areas,

– easy integration with various communication systems used to exchange mes-
sages with users (e.g. Messenger, WeChat, Slack, Siscord);

– ability to manage conversation context, which means not only reacting to
messages received, but also using information collected in previous interac-
tions and knowledge stored in external data sources;

– ability to conduct the conversation in a way which enables collection of all
data necessary to reach a predefined goal (such as providing a comprehensive
answer, collecting marketing information, etc.);

– fulfilling standard scalability and efficiency requirements.

The research environment in question is therefore a hybrid solution, combin-
ing various existing technologies to reduce production costs as much as possible,
and fitting into existing (used by customers) infrastructures which support orga-
nization of events. Its general architecture is illustrated in Fig. 1.

Fig. 1. Architecture of the research environment for information access systems.

The main component of the environment is the conversation router. It can
receive messages from different conversation rooms and from different messen-
gers, and forward them to the appropriate conversation agents. It is responsible
for selecting the most appropriate agent and for exchanging subsequent messages
until the end of the conversation. It also allows the operator to independently
connect multiple conversation agents with different specialization areas for dif-
ferent events handled through different channels. On the one hand, it provides
a communication and authorization layer in communicators, while on the other
hand it unifies access mechanisms for various agents.



Heterogeneous Information Access System 193

A key property of the conversation router is the ability to manage the afore-
mentioned context of the conversation. Incoming messages are assigned to a
conversation based on three key parameters:

– communication channel – type of messenger used and channel identifier;
– person sending the message – unique identifier of the author of the message

(within the communicator);
– timestamp of the message – maintaining context depends on the time elapsed

since the last message exchange. Given the application area, the communica-
tion is of a short-term nature. Therefore we assume that any message received
after a long time (e.g. 1 h) concerns a new thread rather than a continuation
of an earlier conversation.

Based on these assumptions, a module managing active conversations was
built. The Database of Active Conversations contains conversations that are
currently being conducted, i.e. those for which the time since the last message
exchange is not greater than the time specified in the configuration (1 h) and
the conversation has not been explicitly ended (some implementations of con-
versation agents can recognize the end of a conversation by looking for a closing
statement such as “goodbye”). Messages sent to active conversations are always
redirected to the conversation agent responsible for the given conversation. The
most difficult task is to determine which conversation agent should handle the
first message that initiates the conversation. This is done by the conversation
router according to the following scheme:

– each new conversation initiation message is forwarded to all registered con-
versation agents;

– each agent replies to the conversation router with its own message. Apart
from the content, these responses contain information about the extent to
which the message matches the function performed by the agent. For example,
given the following user message: “what is the conference address”, a “don’t
understand” response – considered the default response when the agent does
not know what to do with the message – will be assigned a poor match score
by the agent, or will be accompanied by a fallback flag. However, the answer
“what conference are you asking about” indicates that the agent may be
competent to continue the conversation and will be assigned a higher match
level;

– all agent responses are compared, whereupon the one with the highest match
level is selected and passed to the user. The agent that was its author is
also assigned to the conversation and without further selection it will handle
subsequent user messages (until the conversation ends);

– if none of the agents “knows” what to do with the message, communication
is not performed. This is especially important for communicating in group
channels – according to the good practice of “if you don’t know what’s going
on, don’t speak up”.

In a typical communication tool there are group channels (with many, some-
times thousands of participants) and individual channels used for direct com-
munication with one specific user. Due to its confidentiality, some information
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should not or even cannot be disclosed in a group channel. Other information
may not be confidential, but its public disclosure would increase communication
noise – therefore, it should also be communicated using private channels. The
same principles are applied to communication with the use of agents.

The way a given agent communicates – in a group or private channel – is
determined by the configuration of the conversation router. Conversation with
an agent may be initiated when a user asks a question in a group channel (e.g.
“what is my password for the conference room?”), but it will be continued by the
agent in the individual channel of the user. In this case, the conversation router
opens an individual communication channel and redirects all communication to
that private channel.

The conversation router supports multiple concurrent conversation agents
and multiple communication channels (from different providers). For the pur-
poses of the test environment, it is assumed that each agent is available on every
channel.

Conversation agents are defined in the router configuration file. It should be
noted that this configuration contains all the data needed to operate in a highly
distributed environment. Conversation agents can be created and managed com-
pletely independently of the main system. Communication and access security
issues are handled by using encrypted connections and authorization based on a
public/private key infrastructure.

Integration with the messenger is implemented mainly on the messenger side.
Most communication software providers offer the option of creating so-called user
bots, i.e. conversation participants which are machines. Creating a user bot con-
sists of determining what kind of events should reach it (new message, reaction
to a message, adding/removing a user from a conversation, etc.) and generating
a token used for authorization. Depending on the platform, registration of the
bot consists of providing the URL of the service (endpoint) to be called in order
to process events using a callback mechanism (Slack) or using a library provided
for communication, which is initialized with the API token (Discord).

The bot user has access to many channels and can simultaneously participate
in many independent conversations (group and private). It is added or removed
to a channel by that channel’s administrator. In the case of events, it is the
creator of the event channel who decides to add/remove the bot. The bot listens
on all channels to which it has been added, while maintaining a single connection
to the conversation router.

The data needed by the conversation agents to competently conduct the
conversation can be provided from a variety of sources. This includes data about
conferences (Eventory platform), specific data of organizers (e.g. access codes
maintained in a data repository) and other network services. A common feature
of these data sources is that they may be accessed through a REST API interface.

The effect of such access to data is the ability for agents to perform specific
actions (operations) during conversations. For example, they can not only ask
about the details of a pizza order, but also actually place the order itself.
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Data access security issues are always individually negotiated between the
agent creator and the data owner.

It should be emphasized that for the purposes of determining the commu-
nication context, the conversation agent is provided by the conversation router
with full information about a specific conversation that can be obtained from
the communicator (username, id, channel name, etc.). This data is used by the
agent to identify the correct dataset for the purpose of formulating a response
(e.g. the channel name identifies the conference so that the agent can retrieve
access codes from the correct datasheet).

4 Evaluation

In order to verify the operation of the developed solution, it was subjected to
functional and performance tests. In order to perform these experiments, Discord
software and the Google Cloud Platform (GCP) environment were used.

4.1 Functional Test

The research environment developed as part of the project was subjected to
functional tests. For this purpose, a hybrid test configuration was prepared as a
special case of the architecture shown in Fig. 2. The Discord communicator was
used for testing, and the conversation agents were prepared in the Dialogflow
system. Conversations were handled by the Conversation Router implemented in
the Node.js technology. Additionally, a Google spreadsheet was used to support
the data warehouse for which the REST service was created to handle calls from
Dialogflow. The architecture of the test environment is shown in Fig. 2.

For the tests, two conversation agents were implemented and used: Confer-
enceInformer and CodeGiver. The former provides information about the event;
in particular, the agent can provide information about the event organizer and
instruct users how to register for the event. The CodeGiver agent’s task is to
communicate the code with which the registered user logs into the event stream-
ing server.

A series of sessions were conducted using the test infrastructure, which ver-
ified the functionality of the developed solution. The crucial aspect subject to
validation was the correctness of context identification. We assumed that user
and conference context identification could be performed in the following ways:

– via the bot, using properly programmed dialogue;
– by proper organization of system infrastructure.

Specifically, identification of the user context using Dialogflow was imple-
mented by creating a bot in which two intents play a crucial role: Code and
CorrectAdresForCode. The first responds to the user’s statement asking for the
code and acquires the email parameter, which represents the address used by
the user during registration. This intent calls a web service that checks the user
database to see if registration has been performed for the address given. If not,
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Fig. 2. Test environment architecture.

the bot asks for a valid address and the wrong-code-email context is activated,
which allows matching of the CorrectCodeAddress intent, in turn, which acquires
the address. The process repeats until a correct address is obtained. The bot
worked properly, but it was not immune to interception of the email address by
unauthorized persons. In the production version of the system additional secu-
rity should be introduced, e.g., in the form of a password, the requirement to
click on a link delivered to the user in an e-mail message or the requirement to
enter a code texted to the user’s phone. However, such a solution might prove
less convenient for the user.

Proper identification of the user and conference context is handled by the
appropriate organization of the system infrastructure. A separate instance of the
instant messaging bot represents each conference. Therefore, the user who wishes
to carry out a conversation will have to log into the system and connect/interact
with the appropriate bot. As a result, identification of the conference context
is automatic and results in 100% accuracy. The user, in turn, is identified by
the handle used during login and prior registration. We also noticed that, if
necessary, a hybrid solution can be used. Identification of the conference context
might be supported by the system infrastructure, while user identification is
performed by the bot.

Functional tests confirmed that, owing to appropriate design, the selected
method allows for correct recognition of the context with the frequency of errors
below 1%. The observed limitation is a consequence of the context expiration
mechanism built into the router. After a predetermined time (the test threshold
was 2 h) the system forgets the conversation and, as a result, the context is lost.
However, this behavior reflects the properties of real-life conversations where a
considerable interval between statements requires re-contextualization.
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4.2 Performance Analysis

A vital element of the verification of the developed research environment was to
analyze its performance in the Google cloud computing infrastructure (GCP).

As part of the scalability study of the developed research infrastructure,
a scalable system configuration was prepared, consisting of the following (see
Fig. 3):

– load balancer mechanism exposing an anycast IP address for external traf-
fic attached to a dedicated test domain, and handling traffic via the https
protocol;

– a group of Compute Engine instances on which the conversation router was
started: e2-standard-2 instances (2 vCPUs, 8 GB memory), with a configured
policy of automatically adding instances upon reaching processor load of 60
%, in the 1–10 instance range;

– a load generating node: e2-standard-2 (2 vCPUs, 8 GB memory).

Fig. 3. GCP architecture for performance testing.

The load testing process consisted of generating messages for processing
by the system, transmitting them via the web interface (http protocol, GET
method) and measuring the system response time.

The tests were carried out using the Apache AB tool which simulates sys-
tem load by making GET/POST queries to the given http/https address. Key
parameters include the -n option, which specifies the number of queries to be
executed, and the -c option, which specifies how many queries can be executed
in parallel. The final parameter is the http address that is subject to testing.
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The invocation queries for the start of the conversation and triggers the
execution of the functional logic described in detail in the previous section.
It ultimately returns the system’s response to the transferred message. Using
Apache AB enabled us to obtain statistical information about the processed
queries – particularly their duration.

4.3 Tests Performed and Results Obtained

The tests began with generating load which corresponded to 20 clients operating
in parallel.

These tests were then repeated for the following configurations respectively:

– 100 queries with 20 parallel connections;
– 200 queries with 100 parallel connections;
– 1,000 queries with 100 parallel connections;
– 4,000 queries with 200 parallel connections.

Fig. 4. GCP CPU load while testing.

During the tests, the server load was monitored, as was information regarding
the number of open conversations on the conversation router – see Figs. 4, 5, 6.

The obtained performance results are very promising: 4,000 test messages
were processed within 10.806 s; the median processing time of one query was 529
ms, while the maximum time was 1.366 s.

At the same time, the observed server load did not exceed 20% – this still
leaves a lot of headroom which can be additionally increased by using more
efficient machines (vertical scaling).

During tests the number of active conversations on the conversation router
side exceeded 5,000, which is an order of magnitude greater than the 500 parallel
conversations assumed in the application. These conversations were handled with
qualitative parameters which stipulated that the response time must remain
below the SLO (Service Level Objective) of 2 s.
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Fig. 5. GCP network packages load while testing.

Fig. 6. GCP network bytes load while testing.

5 Conclusions

In this work we present an innovative approach to providing information to event
and conference users using a natural language interface and a chatbot. The
proposed system architecture facilitates exploitation of different conversation
agents as well as integration with various instant messaging platforms. It also
permits easy integration with organizer infrastructure and external data sources.
An important part of the system is the Conversation Router which manages
the flow of conversations and keeps track of their contexts. The heterogeneity
and flexibility of the solution have been validated in functional tests conducted
in a highly scalable, on-demand cloud environment (Google Cloud Platform).
During performance tests, 4,000 messages were sent and processed by the system
within 10.806 s. The server-side load of the test infrastructure which hosted the
developed solution did not exceed 20%. This allows for further scaling of the
amount of messages processed by the system. Further work on the presented
system will focus on extending the context of the chatbot and applying advanced
machine learning methods to conduct dialogue in an even more natural way.
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Abstract. This paper aims to propose a single failure recovery for a
distributed social network. Single node and multi-node recovery are both
non-trivial tasks. We have considered that a user is treated as a single
independent server with its own independent storage and is focused only
on single-user failure. Here, failure refers to the failure of the server as a
whole. With these fundamental assumptions, a new fast recovery strategy
for the single failed user is proposed. In this method, partial replication
of node data is used for recovery of the node to reduce the storage issue.

Keywords: Distributed graph processing · Distributed social
network · Node failure recovery

1 Introduction

A decentralized online social network (DOSN) [3] is an online social network
implemented on a distributed social platform. A distributed system is a software
system which is a connection of independent computers or nodes where coordi-
nation and communication among computers or nodes only happen through
message passing, with the intention of working towards a common goal. This
system will provide a viewpoint of being a single coherent system to the outside
world. So the distributed social network platform will give the flexibility to the
user over the control of their own data.

Multiple types of failure may occur in the social network, such as node fail-
ure, communication connection channel failure, infrastructure failure for network
overload. Here node may be a single user or a group of users. In this paper, node
failure detection and recovery of the node is the primary focus. Here actually
node failure indicates data failure issues. After analysing the scenario, recovery
of a failed user or node is a non-trivial task within a social network. Different
solutions are available to solve the problem but graph partitioning [9] plays an
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important role to solve the problem. The graph partitioning is an NP-hard prob-
lem. The most popular solution is to use Secured Scuttlebutt protocol without
graph partitioning. But using this method, full replication of every node data is
a memory hazard. To improve the situation, checkpoint restart, checkpoint with
log and replication-based recovery method with graph partitioning can be cho-
sen. The main issues with these systems are lack of proper partitioning approach
and absolute replication of node data (i.e. storage problem).

2 Related Work

There exist quite a few methodologies to solve the problem of failure node recov-
ery in a distributed social network. We present a critical discussion on some of
these in this section.

The organization of vertices of social graphs are not the same for every infras-
tructure of the distributed social graph. These graphs are built up using the
distributed graph processing approach. Typically, the graph is partitioned into
some subgraphs and the every subgraph is called ‘node’, where vertices are the
members of the node. On the other hand, one vertex is considered as an inde-
pendent node in some infrastructure.

Based on graph partitioning approach there are many types of failure recovery
scheme available, where infrastructure of the social graph is being built on the
basis of the recovery scheme. Those recovery schemes are checkpoint restart
based - checkpoint with log-based, replication-based, etc.

A checkpoint based system [1,14] at first takes the input graph and partitions
it into multiple servers using edge-cut or vertex-cut method. Subsequently, the
replicated vertices are generated in servers where there are edges joining to the
origin vertex. This process is also called graph loading. The difference between
edge-cut and vertex-cut is whether to replicate edges or not.

It is quite a hectic job for a social graph network system to maintain all
execution of processes of a bulky graph without partitioning of the graph. Graph
partitioning approaches have been used to get rid of bulky graph problems. Here,
replication of vertices denotes replication of vertices data. This data redundancy
helps to recover failed vertices easily. Storage of metadata snapshots is located in
the servers. This provides easy and speedy access to the metadata and facilitates
parallel recovery of many nodes simultaneously.

In this system, proper graph partitioning is too important. Due to improper
graph partitioning, vertices in the servers may not be balanced. This imbalance
affects the normal execution time severely. Extra (i.e. more than the needed)
replication of vertices unnecessarily increases the graph size. This creates graph
processing overhead. Over replication may also lead to server failure. If the num-
ber of servers and number of vertices within the servers increase then the num-
ber and volume of storage every between servers also increases. These, in turn,
increase expenses.

A new system, checkpoint with a log for failure node recovery, is introduced
[6,11] to scale out the performance. The primary feature of the checkpoint with
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log convention is to limit the recomputation to the subgraphs originally resid-
ing in failed nodes. Thus it aims to overcome some disadvantages of checkpoint
restart based systems that we discussed earlier. In this system, every node stores
the copy of their data locally and globally, but the checkpoint restart system
stores the copy of data only on globally recognised storage. Iterative node com-
putation helps to get very recent data easily.

Synchronization between local storage and global storage data should be
done properly otherwise data mismatch will occur severely. Storage problem
and storage expense much greater than checkpoint restart, as a copy of single
data store twice, locally and globally. Handling such large data may slow down
the system.

Replication based recovery systems can be used to avoid the storage’s related
problems. In a Replication based recovery [1] system follow social graph system
where the input graph is partitioned into some server using any kind of graph
partitioning algorithm. There are some types of replica such as ‘Mirror Replica’,
‘Balancing Replica’, ‘Complementary Replica’.

Cost of storing information on the checkpoint based systems is more expen-
sive than the replication based system. As in the checkpoint based system, every
checkpoint stores many information and the number of checkpoints increases
with the size of input graph proportionally. It is also time-consuming to update
all the checkpoints in the checkpoint based system frequently. It affects the time
of normal execution jobs of vertices. There is no headache of checkpoints in the
replication based system. No mechanism of balancing the number of vertices is
present in servers of checkpoint based systems. For such disparity, a server may
crash due to overload of execution jobs of vertices. Synchronization of servers
may be delayed for this reason. If a server with a large number of vertices crashes,
the system will also take a long time to recover them also. In contrast with this
system, the replication based system has a balancing mechanism to balance the
number of vertices among servers. So the overhead of execution of each server is
low and recovery time of a crushed server is short.

Synchronization messages should be sent in high frequency among nodes oth-
erwise vertex states updation may be affected and also recovery time lengthen.
Creation of unnecessary large number of replicas overhead for communication
during normal execution, much expensive also for storage purpose. Here all fail-
ure recovery processes are done for a server, no specific scope is provided for
single vertex failure. A server contains more than one vertex. If a server crashes
that means many vertices are crushed. It will be efficient if a single vertex can
be treated as a server itself.

In the distributed systems research area replication is mainly used to pro-
vide fault tolerance. In active replication, each client request is processed by all
the servers. This requires that the process hosted by the servers is deterministic.
Deterministic means that, given the same initial state and a request sequence, all
processes will produce the same response sequence and end up in the same final
state. In order to make all the servers receive the same sequence of operations,
an atomic broadcast protocol must be used. An atomic-broadcast [4] protocol
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guarantees that either all the servers receive a message or none, plus that they
all receive messages in the same order. The big disadvantage for active repli-
cation is that in practice most of the real-world servers are non-deterministic.
In passive replication, there is only one server (called primary) that processes
client requests. After processing a request, the primary server updates the state
on the other (backup) servers and sends back the response to the client. If the
primary server fails, one of the backup servers takes its place. Passive replication
may be used even for non-deterministic processes. The disadvantage of passive
replication compared to active is that in case of failure the response is delayed.

Still, active replication is the preferable choice when dealing with real-time
systems that require a quick response even under the presence of faults or with
systems that must handle byzantine faults [5].

One of the most popular projects on the basis of single vertex single node
concept is ‘Scuttlebutt’ and also there is an upgraded version of this project
named ‘Secure Scuttlebutt’.

Without graph partitioning, one vertex of the graph is considered as one node,
and the distributed replication-based system available called Secure Scuttlebutt
(SSB) [12,13]. It is a user friendly protocol for building decentralized applications
that work well offline and that no one person can manipulate.

Typically, this protocol follows a peer-to-peer network topology. Peers are
to be considered here as users. Every user hosts their own content and the
content of the peers they follow, which provides easy fault recovery and eventual
consistency.

There is another integrated protocol with this called ‘Dark Crystal’ [2,7],
which is used to share a secret(it may be a password or some other) only with
a specific number of friends. This dark crystal mechanism uses Shamir’s Secret
Sharing Algorithm [10], as its message encryption technique.

In another work [7,8], a new ‘Neighbor Replication Distribution Technique
(NRDT)’ technique is introduced to optimize the failure recovery. An index
server (IS) and a heartbeat monitoring server (HBM) are introduced, where
IS stores replicas (log, service, volume, data) of HBM and vice versa. HBM will
monitor and detect the failure occurrence for the application. This fault detection
component will continuously monitor the system and update the current status
of each application in the IS and provide a space for recovery actions to be taken
in a variety of ways such as kill and restart, fail-over, virtual IP and others. This
technique is in fact an improvement over the Two Replica Distribution Technique
as it uses more than two replicas for failure recovery purposes. However, no
solution is provided for the case when HBM and IS fail at the same time. Besides,
storage overhead is also another disadvantage as it requires to store full replica
of the original data in more than two servers.

3 Problem Statement

This paper focuses on a single failure recovery in a distributed social network.
Here it is also considered that the failure means failure of the server and a single
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user is mapped to a single server in distributed graph processing. In this paper, a
new method is introduced to recover a failed user or node in a distributed social
network. Along with this, an efficient recovery process is also proposed with a
single failure detection mechanism.

4 Proposed Methodology

Using distributed graph processing, recovery methodology of extinct users in a
network immensely depends on the infrastructure of the network. Hence, the
recovery model will be fabricated after the construction of the network. So, the
infrastructure of the network will be explained here first. Then the recovery
process will be elaborated.

4.1 Framework

Distributed Social network’s configuration is identical to a social graph rep-
resentation. Here nodes and connections among nodes are alike of vertex and
edge of a graph respectively. Also, nodes can be treated as users or user groups
and connections among nodes can be treated as communication channels among
interested groups or users of the network. Groups are categorized into two types
viz. Normal Group and Special Group. Here every group is considered as a sin-
gle user. Normal Groups are made up of known users or invited friends of group
users, where Special Groups assist a new user (i.e. unknown to other users of
the network) to make friendship with other users according to the new user’s
choices/preferences. No user can be alone at least added to any Special group.
If any user is found alone then the user must not be a part of the network. Not
being a part of the network, that user not only cannot communicate with others
but also no process will be accomplished by that user. A new user will come into
existence in the network with a highly secured sign up process. Then the user
will be provided with credentials like user id, passwords etc. for login. All the
existing users of the network are online when the distributed social network is
working. If any node is offline, that means the node is considered as dead.

To start communication with other users, a user goes through some phases
like Initialization state, Ready state, Running state. There is also an important
mechanism to retrieve a crippled user to its previous condition in the network
through Recovery state. After logging in of a user, the user enters into Initial-
ization state.

In Initialization state, the user executes some necessary processes such that
the network can access the user and set a starting position.

Next is Ready state. In this state, every user is getting ready to connect to
each other for communication.

After that, in the Running state, users are connected and they can start
communication among them. While they are communicating or connected, every
user backs up their conversation into a log file and keeps it to them personally
and also shares the log file data chunk by chunk to their neighbour users for
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backing up the data partially further by a special back up process using Round
Robin fashion. Along with, every user publishes and receives heartbeat signals
periodically to perceive the neighbour users’ existence in the network and they
maintain an updated neighbour list. It can be considered a user lost it’s exis-
tence by neighbour users when the user does not send heartbeat signals to the
neighbours. Then the user is in the Dead state. When a user in the Dead state
that means it lost its log file too and having the only login credentials like user
id, password etc. So, the dead user will log in and after proceeding Initialization
state it will enter into a Recovery state.

In the Recovery state, the user publishes request-indication in the network
for getting back its log file data with the back up files of neighbour nodes in
apple-pie order from the neighbours. After getting back up, it will be recovered
and connected to neighbours, the user normally enters into the Running state
through Ready state and updates the neighbour list.

4.2 Approach for Simulation

All nodes of the network should be online. If any node is recognised as offline,
then the node will be considered as a dead node. It will be firmly established that
any other node will not get failure until the last failure one will get recovery. No
new outsider node can be added with that no insider node can be removed to or
from the intended network except when a single failure of a node will occur. It is
also under consideration that communication channels are not noisy and error-
free. No unintended messages are allowed in planned communication. There will
exist no group (i.e. a group of nodes which is treated as a single node) in the
simulated network.

Prerequisites for Simulation

Input Dataset. An intended Dataset will be taken as input for the formation of
the graph alike structure of the network system. This Dataset contains Vertex
information (i.e. node information) and Edge information (i.e. connection edges
information among nodes) of the network. This information will be stored in
comma-separated values (CSV) file.

Memory Management. Every node has its own directory to store the Self log file
and Backup file(s) for the neighbour(s). A node can read and write only its own
log file. Self log files store conversation messages in a line-wise manner. Every
new message will append on the next line of the file where the last message was
stored. Along with this, another log file is a Backup file. A specific backup file
will store messages of a particular neighbour node for partial backup. So, the
number of the backup file(s) within a node’s directory depends on the number of
neighbour(s). Backup files are the append-only encrypted log file and can only
be accessed for any recovery purpose of the owning node of original messages.
All log files will be stored in the memory as text(.txt) files and the names of the
backup files are the same as owning node’s id and also the names of directories
of the nodes are the same as the owning node’s id.
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Network Topology. Here peer-to-peer distributed network topology will be
selected to develop the communication network. The peer-to-peer (P2P) tech-
nologies assure self-organizing and secure-by-design networks in which the final
data sovereignty holds to the users. Such networks support end-to-end com-
munication, no need of any centralized server, uncompromising access control,
anonymity and resilience against massive data leaks. Here, All peers are suppliers
as well as consumers of resources (i.e. data).

Communication Channel. Here the point to be noted, peers of the simulated
network established through a virtual local area network (VLAN). So, connec-
tionless communication will be used for this simulation. User datagram proto-
col(UDP) follows connectionless communication and this protocol will be imple-
mented for message broadcasting purposes. Through transmission control pro-
tocol (TCP) peers create a stable connection to begin the proper data transfer
process.

These communication channels can be established using Socket programming
or Language-specific facilities or a combination of both.

Communication Pattern. One to one connection between nodes is a crucial part
of a Social Network. Here, one to one connection will be established using the
Push-Pull pattern through the TCP channel. In this pattern, every node acts as
a consumer as well as producer of data. For one to one communication, when
one node sends data to another node through the communication channel, this is
called ‘push’, i.e. msg pushed in the channel, and when the receiver node receives
the message from the sender, this is called ‘pull’, i.e. message pulled from the
channel.

To get rid of the hazards of manual typing of communication messages, and
for the sake of simplicity, nodes will use auto-generate messages for communica-
tion in the Publish-Subscribe pattern. It will save time and no need to depend on
input devices. In the publish-subscribe messaging pattern, senders of messages
are called publishers, receivers are called subscribers.

Message Types. Nodes will communicate with each other through Communi-
cation messages. Message communication can be completed by using push-pull
and pub-sub pattern between or among the nodes. Communication messages will
contain a specified size of a string.

On the other hand, there is a special type of message called the status
message. There are two types of status messages present, named ‘LOST’ and
‘READY’ messages, help to realise the status of a node. At the time of initial-
ization of a node, the ‘READY’ message will be sent periodically to its peers to
inform them that the node is ready to connect with each other. The ‘READY’
message will be made up of Ready signal, self port number, self-id and other nec-
essary information. It is also used to realise the aliveness of a node. Before the
recovery of a lost node, at the time of re-logging in, the node will broadcast the
‘LOST’ message to its network such that old friend peers(i.e. neighbours of the
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node when it was functional) can help to recover the lost node. The ‘LOST’ mes-
sage will carry Lost signal(i.e. a node wants to recover itself), self port number,
self-id and other necessary information.

An Alive Node Existence Sensing Technology, Heartbeat. There is a heartbeat
technology to sense a node whether it is alive or not in the network system.

Heartbeat messages generally used for failure detection purposes. To reduce
the overhead for generating the heartbeat signal, the ‘READY’ signal is also
used as the heartbeat signal here. Failure detection of a node is fully dependent
on heartbeat signal.

Overall Simulation Procedure

Node Creation. At the time of the creation of the social network, social graph
information is gathered from the given input data set. Neighbourhood list of
a node maintains an order where the first element of the list is the self vertex
id and all other neighbour nodes id listed after that. Every node has a unique
IP address and one or many port numbers. A Universal port is assigned for
broadcast message/s and listening broadcasted message/s in the network. The
algorithm of this process is attached to the appendix section, named ‘Algorithm1
Node Creation’.

Node Operation. After collecting all the information about the social graph,
every node creates a node process. The directory creation, log file and backup
file creation are done before making connections among nodes. If an aforesaid
directory and files already exist then no need to create further and previous
directories and files will be utilized instead of the new one. There are also some
sub-processes related to the main node process. Those are message communica-
tion process, backup process, aliveness detection process, heart beating process
etc.

After loading all the sub-processes, the main node process will be ready for
communication in the network. So after getting ready a node process will broad-
cast a ‘READY’ message throughout the network. As per communication pat-
tern, every node acts as a publisher as well as subscriber also. If the ‘READY’
message will be received for the first time by any node, after extracting the
encrypted information of the message, node id will be compared with the neigh-
bour list. If the node id is found in the list, the receiver node will connect to the
sender. Inversely when receiver acts as sender and sender acts receiver, and the
same previous processes are executed, the inverse connection is also established.
So both ways connections are established between to nodes by this process. In
the same way, all the friend nodes of the network will be connected.

Four sub-processes of every node process will execute as long as the lifetime
of nodes. Those sub-processes are message communication process, heart beating
process, aliveness detection process, backup sharing and collection process. Mes-
sage communication is executed through the pub-sub pattern. Every node sends
a periodical heartbeat to their neighbours. Aliveness detection process uses the
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heartbeat signal to recognise whether the neighbour node(s) is alive or not. If
any node detects any neighbour node as dead, the associated processes will be
terminated and the communication channel will be dissociated by the detector
node. There are backup sharing and collection subprocess to backup node data
to its friend nodes in a specific manner.

Recovery of a node only can possible if there is any backup of the data of the
node. As this is not a centralized system, so centralized backup is not possible. By
the property of a distributed system, storing of the backup can only be possible
through replication. There can be many types of replication possible. To remove
the superfluousness of the backup data, partial replication is done here. Partial
replication is done by round-robin fashion.

A line of the log file will backup with which neighbour node that will rely
on a round-robin fashion. This can be done by decreasing one from the total
number of neighbour nodes, then the value is modulo divided by Line number
of the file and the answer will be increasing by one. The final answer will be
the index of the neighbourhood list where the first element is self node id and
remaining are the neighbours. Here the zero indexing is followed. Through the
index of the neighbourhood list, the target node id can be fetched. round robin id
= self.neighbourhood[line no % (len(self.neighbourhood) - 1) + 1]

Here every message line will be encrypted at the time of sending with the
original line number and node id, this encrypted message will be sent to a specific
node which is specified by the round-robin technique. So unicasting is needed
and it is done using the push-pull pattern.

On the other hand, the receiving node receives the messages, here the order
of the receiving messages of a specific node is not important for partial backup,
as, at the time of appending at receiver’s end, the messages will be decrypted
for line numbers and messages and stored into the backup file of the owning
node. Here the partial data sharing is an instant sharing, the sharing of the
line-wise data among neighbours whenever a new line is available in the log file.
This procedure will occur for each and every node in the network for backup
purposes.

After a node failure, all the data including the neighbour list of the failed
node destroyed. So the node is now in the offline state.

Its algorithm is added to the appendix section as ‘Algorithm2 Node Opera-
tion’.

Node Recovery: After a single failure, the neighbour nodes of the failed node
detect that fault and disconnect the failed node. When the failed node wishes
to recover, it will have to just login into the network using the login credentials
which is the node-id only. Though the node doesn’t have its neighbour list, it
only creates a directory for the self-id in the specified path and creates empty
log files inside that directory named as the node-id has. The unique IP address
and the port will be assigned to it, and background subprocesses are being
loaded. After the completion of the background sub-processes, the node process
is being ready to execute, but there is no neighbour list to create connection and
communication. So the node can recognize itself as a warrior node (i.e. previously
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failed and just come back to the network), and it has to collect all the backup
to recover its previous state.

To collect the backup it will broadcast a ‘LOST’ message through a universal
port, it denotes that the node is failed and wants to be recovered. Other existing
nodes present in the network, receive the ‘LOST’ message and decrypt it and
check whether the ‘LOST’ message is containing id present in their neighbour
list or not. If the node id is present in the neighbour list, then the node unicasts
the line-wise data that present in the log file in the name of the warrior node
using the push-pull pattern. This message also contains the id of the warrior
node. The node also unicasts encrypted backup messages with the line number
and node id of their own part to store the backup again with the warrior node.
If node id is not present in the neighbour list, then the receiving node discards
the ‘LOST’ message.

On the other side, the warrior node receives the encrypted messages from
the sender nodes. Then the messages will be decrypted, if it contains the own
id, the messages will be stored in the own log file with the specific line number,
if it contains other than own id, the id will be added to the neighbour list if not
listed, and creates a backup file(s) for the neighbour(s). Also, store their back
up messages with line no in the corresponding file. After receiving all the backup
files, it will establish all the connections as the neighbour list shows and recovers
successfully to the previous full-fledged working condition.

The algorithm of this crucial process is described in the appendix section
with the title, ‘Algorithm 3 Node Recovery’.

5 Experimental Study

5.1 System Specification

Experimented in a personal laptop equipped with Intel(R) core(TM) i5-8250 CPU
@ 1.60GHz 1.80 GHz processor, 8 GB of memory, 1 TB SATA HDD, installed
Windows 10 Operating System. It is also tested in the Linux Operating System.

5.2 Result

Every case contains five data sets with five different topological representations
and every representation has the same number of nodes. Among representations,
only a distinct node remains unchanged with its neighbours in every topology.
Every representation has failure detection time and failure recovery time. In
every case, the average failure detection time and the average failure recovery
time of five representations are the failure detection time and the failure recovery
time itself.

After executing the experimental setup several times, it is seen that the
recovery of a failed node achieved an accuracy level in between 95% to 100%.

In case of detection of a failed node (Fig. 1 (a)) in the system no matter when
the failure has happened (i.e. how long the process is been running, how much
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Fig. 1. Representation of average failure detection time and average failure recovery
time

data it has appended in its log file). When it fails its neighbour node detects the
failure pretty fast in between 15–30 s.

In case of recovery of a failed node (Fig. 1 (b)), for the obvious reason if
the failed node had a larger amount of data in its log file it take more time to
recover. But there is a good thing that if a failed node’s neighbour number is
more, the shared data chunk to every neighbour node will be less, then recovery
time eventually will be less.

Considering an example, there are n number nodes in a system, and if a node
has (n− 1) neighbour and the node fails then recovery time will be utmost less
than any other condition. Hence, the recovery time will be less as the number of
neighbours of a failed node is high.

6 Conclusion

Different technologies are available to build distributed social networks. It is
already discussed how a single node failure can be recovered using different
technologies that we have already discussed. Keeping an eagle eye vision with
their merits and demerits, new methodology is proposed in this paper. In this
methodology, a failed node can be recovered through the co-operative collabo-
ration by getting back partial replication of the failed node data from the friend
nodes. The simulation is showing good accuracy and less recovery time to recover
a failed node with some predefined benchmark dataset.
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Appendix

Algorithm 1. Node Creation
1: procedure NodeCreation(dataset)
2: Gather graph information from the data file which contains the test graph.
3: Assign a unique IP address to every node along with one or many port numbers.
4: Repeat Step 3 until all the nodes are assigned with their desired ports.
5: Assign a universal port for broadcast message/s and listening broadcast mes-

sages in the network.
6: All the nodes of the graph are created.

Algorithm 2. Node Operation
1: procedure NodeOperation(Nodes)
2: Each node creates a node process.
3: The directory creation, log file and backup file creation are carried out.
4: If step 3 is completed then no more new directories will be created for the same

node.
5: Sub-processes related to each node start execution in the background.
6: The primary node process for each node starts connecting with their neighbour

nodes by broadcasting a ‘READY’ message.
7: When a ‘READY’ message is received by any node, node id will be compared

with the receiver’s neighbour list.
8: If neighbour list contents of Step 7 are matched, the nodes get connected else

they do not get connected.
9: Step 6 and step 7 will be executed until all the friend nodes of the network get

connected.
10: Entire network gets established.
11: Communication among the nodes starts and messages are logged into the log

file of every node.
12: A heartbeat process is running in the background as an aliveness indicator,

which broadcasts a periodic heartbeat signal in the network.
13: A partial backup process is also running in the background of every node pro-

cess, by which the log file will be backed up among the neighbours using round-robin
fashion.
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Algorithm 3. Node Recovery
1: procedure NodeRecovery(SocialNetwork)
2: The failed node logs into the network using login credentials which is nodeID.
3: The node creates a directory for the selfID and an empty log file.
4: Unique IP address and port are assigned to it and background subprocesses are

being loaded.
5: The node recognizes itself as ‘Warrior’ node as it has to collect all backup to

recover its previous state.
6: The ‘Warrior’ node broadcasts a ‘LOST’ message through a universal port.
7: Others nodes receive a ‘LOST’ message and decrypt it to check whether its

containing id is present in their neighbour list or not.
8: If Step 7 is fulfilled then the node/s sends the backup data to the warrior node,

else the ‘LOST’ message is discarded.
9: The ‘Warrior’ node gets recovered by receiving backup from all the other nodes.
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Abstract. There is a huge amount of news information on the Internet,
and users have the advantage of being able to access a large amount of
information. However, users are not interested in all the news that exists
on the Internet. In our previous research, we developed a smartphone
application that enables users to provide information via a smartwatch
in order to solve the information overload in news information on the
Internet. However, considering the screen size of the smartwatch, it was
necessary to limit the information that could be obtained, and we could
not provide the information that users wanted. Therefore, we propose an
application that provides news information by voice and allows users to
read out the news from a smartwatch. By learning the user’s interests,
this application automatically selects articles and provides news that the
user is interested in with priority. In addition, by providing information
by voice, news information can be obtained in a crowded train or while
driving a car, which is expected to improve the convenience of the system.
As a result of the evaluation experiment, we were able to provide more
information to the users than the conventional applications. However,
there was a problem of misreading. In this paper, we refer to misreadings
and discuss countermeasures.

Keywords: Information distribution system · User-aware ·
Smartwatch · Wireless headphone

1 Introduction

The Internet is filled with a vast amount of news information, but not all of it is
of interest to users. Therefore, when users read the news, they need to find the
information they are interested in among the vast amount of news information.
When the amount of information increases and it becomes difficult for users to
sort the information, it is called information overload. We developed PINOT
(Personalized INformation On Television screen), an information distribution
system for individuals, to solve the problem of information overload [1]. PINOT
displays news information in ticker format, and the user can pause, fast-forward,
and rewind on the displayed information. PINOT inferred the user’s interests
c© Springer Nature Singapore Pte Ltd. 2021
T.-P. Hong et al. (Eds.): ACIIDS 2021, CCIS 1371, pp. 216–226, 2021.
https://doi.org/10.1007/978-981-16-1685-3_18

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-1685-3_18&domain=pdf
https://doi.org/10.1007/978-981-16-1685-3_18


Improving Reading Accuracy 217

Fig. 1. Internet usage rate

Fig. 2. Purpose of Internet use

from their actions and provided news that the user was interested in. After that,
we developed a smartphone application, PINOT, to meet the widespread use of
smartphones [1]. However, this application had the problem of not being able to
learn the user’s interest in news delivered during the period when the user was
not able to use smartphone. To solve this problem, we proposed a smartwatch
cooperation PINOT [2]. However, it was necessary to limit the information to
be displayed in consideration of the screen size of the smartwatch. As a result,
it did not become an app that users wanted to use.

2 Research Backgrounds

2.1 Spread of the Internet

In recent years, many people have been using the Internet. The percentage of
people who used the Internet at least once during the past year is shown in the
Fig. 1 [3]. This figure shows that 89.8% of people use the Internet in 2019.

One of the Internet services that people use is to obtain Internet news.
Figure 2 shows a selection of Internet users’ purposes and uses of the Inter-
net, the percentage of which exceeds 60% [4]. The percentage of people who use
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Fig. 3. Ownership rate of information terminals (household)

the Internet to obtain news information is 62.2%. From this figure, we can see
that many people obtain news information via the Internet.

There is a huge amount of news information on the Internet. This gives users
the advantage of having access to a large amount of information. However, users
are not always interested in all the news that is distributed. Therefore, when
users read the news on the Internet, they need to select the information they are
interested in. The more information there is on the Internet, the more difficult
it is to select only the information that interests you. This problem is called
information overload.

2.2 Personalized Information Distribution System PINOT

To solve the problem of information overload caused by the increase in the
amount of information on the Internet, a TV-based personalized information
distribution system, PINOT, was proposed. PINOT is used by connecting the
set-top box to the TV and the Internet. The set-top box acquires news informa-
tion from the Internet, filters it according to the user’s interests, and displays it
on the TV screen. The user selects the news information by skipping or pausing
the character information displayed on the TV. PINOT updates the filter by
learning and analogizing the user’s interests from the user’s operations. PINOT
automatically provides the news information that users want to know, which
helps to solve the problem of information overload. In addition, since the sys-
tem is based on a television, users who are not used to operating information
terminals can also obtain information.

2.3 Smartphone Penetration

In recent years, smartphones have become popular among the general public,
and many people are using them as information terminals. Figure 3 shows the
changes in household ownership of smartphones, PCs, and tablet devices. As
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Fig. 4. Mobile device ownership (individual)

Fig. 5. Percentage of terminals using the Internet

Fig. 3 shows, as of 2019, 83.4% of households in Japan owned a smartphone,
which is more than the percentage of households that owned a computer [3].

Figure 4 shows the individual ownership rate of mobile devices. As of 2019,
67.6% of individuals own a smartphone, indicating that many individuals own a
smartphone.

Many people also use Internet services via smartphones. Figure 5 shows a
graph showing which terminal is used to access the Internet. This figure shows
that 63.3% of people use the internet using their smartphones as of 2019. It can
be said that smartphones are used in a very high percentage of cases compared
to other devices.

Since many people use the Internet on their smartphones, it is expected
that many people will use their smartphones to get the news. In fact, according
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Fig. 6. Configuration of PINOT

to a Pew Research center survey [5], 57% of Americans who get Internet news
frequently in 2019 will use a mobile device, compared to 30% who use a computer.

The amount of news available in news apps is enormous, and not all of it
is useful to users. Since each user has different interests and targets of interest,
the users themselves need to select the news when they want to get the news
information. Sorting through the huge amount of news to find something of
interest is burdensome and time-consuming for the user. There is a need to solve
the information overload in smartphone news applications to reduce the burden
on users to obtain useful information.

2.4 Smartphone Version PINOT

The PINOT system structure is shown in Fig. 6. PINOT consists of an infor-
mation distribution server that distributes the news and a smartphone used by
the user. When a user launches the PINOT application on a smartphone, the
smartphone acquires news information from the information distribution server.
PINOT filters the retrieved news information based on the user’s interest and
provides only the news that the user is interested in. In addition, PINOT learns
the user’s interest by analogy from the user’s operation on the news provided to
the user.

2.5 Problem of Smartphone Version PINOT

In order to provide articles that accurately match the user’s interests, we have to
ask users to read the article headlines and select the articles they are interested
in from them. However, the articles provided by PINOT to users are limited to
those that are available at the time the user launches the PINOT application.
Therefore, articles that were distributed during the period when the user did not
use the app will not be provided to the user, even if the content is relevant to
the user’s interests. In such a situation, the opportunity for the app to learn the
user’s interests is lost. As learning opportunities decrease, the articles provided
to users may not take their interests into account exactly. In other words, users
are unable to obtain the information they are interested in. In order to reduce
the need for users to select information, we need to prevent the loss of learning
opportunities.
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Fig. 7. Configuration of Smartwatch Cooperation PINOT

2.6 Widespread Use of Smartwatches

The size of the smartwatch market was $12,412 million in 2019 and is expected
to increase thereafter [6]. As a means of providing users with information from
their smartphones, smartwatches can be used by many people. However, there are
few applications that can provide news information to users using smartwatches.
Even fewer of these apps provide information that takes into account the interests
of the user.

One of the features of a smartwatch is that it is a device worn by the user.
Wearing it allows us to use it in more situations than with devices such as smart-
phones. For example, in a crowded train, it may be difficult to use a smartphone
because the user is forced to be in a different position than usual. In addition, it
is difficult to pick up the device if it falls, so it is not easy to use a smartphone in
a crowded train. On the other hand, smartwatches are designed to be operated
by the other hand only, so they are relatively easy to operate and there is no
risk of falling. Thus, under certain conditions, smartwatches can be more useful
devices than smartphones.

2.7 Smartwatch Cooperation PINOT

One of the reasons why users do not launch the smartphone version PINOT is
that they are unable to operate their smartphones. We proposed a smartwatch
cooperation PINOT, which is a smartphone version PINOT that uses a smart-
watch so that news information can be confirmed even in such a situation [2]. The
smartwatch cooperation PINOT adds news provision function on smartwatch to
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Fig. 8. Display screen on the iPhone

Fig. 9. Display screen on Apple Watch

the existing smartphone version PINOT. However, it is only the headline of the
news that can be checked on the smartwatch, and to read the details, launch the
app on the smartphone. When the news headline provided on the smartwatch is
news information of interest, the user launches a smartphone app to learn more
about the news. When launching the smartphone app, we expected users to look
through other news items, which we believed would lead to an increase in the
number of times the app would learn about the user’s interests.

Figure 7 shows the system configuration of the smartwatch cooperation
PINOT. The smartwatch used in this paper is the Apple Watch, which cur-
rently has the largest market share [7]. Since Apple Watch is a smart device for
iPhone, the smartphone used is iPhone, and smartwatch cooperation PINOT is
an iOS application.

The smartwatch cooperation PINOT consists of a server that sends silent
notifications, a news site server, an iPhone and an Apple Watch used by the
user.

The display screen on the iPhone is shown in Fig. 8. When the user launches
the iPhone app, a list of current news items is displayed. When the user taps



Improving Reading Accuracy 223

on the headline, a web page with detailed information about the news article is
displayed. When the user taps the “Recommendations” button at the top right
of the list screen, the system filters the current news based on the user’s interest
and displays only the news that is determined to be of interest to the user.

The display screen on the Apple Watch is shown in Fig. 9. Apple Watch
displays the articles sent from the iPhone. By tapping an article that the user
wants to read, the user can designate it as an “Articles read later”.

The information on the articles designated as “Articles read later” is sent to
the iPhone. “Articles read later” is displayed when the iPhone app is launched by
the user. By tapping on this headline, users can get detailed information about
the article. To find out more about “Articles read later”, users need to use the
iPhone application. That’s what triggers the user to launch the application.
When users launch the app, they will see other news as well. If the news was of
interest to the users, they would read the news, and thus the number of times
they learned would increase.

2.8 Problem of Smartwatch Cooperation PINOT

The results of the evaluation experiment of smartwatch cooperation PINOT
showed no change in the learning frequency of the user’s interest. One of the
reasons for this was the limited information provided by the Apple Watch. In
the smartwatch cooperation PINOT, the information provided to users from the
Apple Watch was limited to the news article headline text, taking into account
the screen size of the Apple Watch. However, the information that users want
is not the headline but the detailed information, and the use of smartphones is
indispensable to obtain the information they want by using smartwatch coop-
eration PINOT. Therefore, we believe that the benefits of using smartwatches
were diminished and the app did not become something that users wanted to
use.

In order to learn user’s interests in situations where users cannot use their
smartphones, we believe that an app with a mechanism to provide information
to users without limiting them is required.

3 Proposed System

To solve the problem of smartwatch cooperation PINOT, we propose NEAR
(News EAR), an application that provides audio news information to users using
a smartwatch and wireless Headphones [8]. In the case of providing information
by voice, there is no need to consider the screen size and therefore no need to
limit the information. In addition, we expect to increase the number of situations
in which users can use the system to obtain information without gazing at the
screen, and thus increase the opportunities for learning based on their interests.

The configuration of NEAR is shown in Fig. 10.
NEAR consists of a server that provides site information, a server for news

sites, an iPhone used by users, an Apple Watch, and wireless headphones. The
server that provides the site information has the names and URLs of the RSS
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sites, and the user selects a news site from them and registers the news site
with the application. The server of the news site provides news information to
the iPhone. The iPhone provides news information to the user, and learns the
user’s interest from the user’s behavior toward the provided news information.
Users can operate voice reading function on Apple Watch. By allowing users
to operate the voice reading function from Apple Watch, they will be able to
retrieve information without having to operate their iPhones.

By learning the user’s interests even in the provision of information by voice,
the application will be able to learn more and it will be possible to select articles
accurately.

By making it possible to operate the device from the Apple Watch, users
will be able to obtain detailed information on the news they are interested in
without touching their iPhones at all.

4 Evaluation and Improvement of the Proposed System

In order to evaluate the usefulness of NEAR, we conducted an evaluation exper-
iment. In this experiment, we evaluate how the use of the Apple Watch or not
makes a difference when using NEAR.

Fig. 10. Configuration of NEAR

Table 1. Providing information through voice information

Number of times to read Number of learning interests

With Apple Watch 13.3 5.9

Without Apple Watch 1.0 0.3

In our evaluation experiment, we ask multiple users to use the app, and
record the number of times the app is launched, the number of times the news
is provided by text and voice information, and the number of times the user
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Table 2. Providing information through textual information

Number of app
launches

Number of articles
displayed

Number of learning
interests

With Apple Watch 1.4 40.0 2.1

Without Apple Watch 1.0 27.9 0.8

learns about their interests. In this experiment, we investigate the usage of the
app among 9 users who use the Apple Watch and 12 users who do not use the
AppleWatch. By comparing app usage between users who use the Apple Watch
and those who do not use the Apple Watch, we evaluate whether the presence
or absence of the Apple Watch has an impact.

4.1 Experimental Results and Discussion

Table 1 shows the number of times information was provided by voice and the
number of times interest was learned by speech function. For the items in the
table, we give the average per user per day.

From Table 1, we can see that users who use Apple Watch are more likely
to acquire information by voice information. Users who are not using the Apple
Watch can get the voice information, but they need to use their iPhone to get
the voice information. On the other hand, this result may have been obtained
because users using the Apple Watch can obtain information without operating
their iPhones by performing the reading operation from the Apple Watch. In
addition, a lot of information is provided by voice, which is used for learning of
interest. Therefore, it is useful to provide audio information using smartwatches
as a way to provide news information.

Next, Table 2 shows the number of times the smartphone application was
started, the number of times the article information was provided based on the
text information, and the number of times the learning was performed with
interest based on the text information. For the items in this table, we also give
the average per user, per day.

Table 2 shows that users who used the Apple Watch ran the app more often
than those who used the Apple Watch. Since users using Apple Watch can obtain
information by voice information without operating their iPhones, we believe
that providing voice information to users could encourage them to start the
app. As a result, we were able to provide more information to the users and to
learn more about their interests.

These results show that smartwatches and voice information can provide
users with more information and can learn more of their interests.

4.2 Improvement of Misreadings

While using the app, we found that reading mistakes occurred frequently when
reading Japanese voice aloud. What is occurring is a misreading of the abbre-
viations of the alphabet and a misreading of the Chinese Character(kanji). In
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the case of alphabetic abbreviations, there are cases where a reading exists or
where the word is read directly from the alphabet, but if the word is the same
as the abbreviation, the word is read in the same way as the abbreviation. In
addition, special abbreviations may not be read aloud correctly. To correct mis-
pronunciations of the alphabetic abbreviations, we will attempt to correct them
as follows.

1. Extraction of words consisting of uppercase alphabets only from the Japanese
news text

2. Refer to the dictionary and replace corresponding abbreviations with read-
ings, if they are present. If not, move on to the next step.

3. A space is inserted in the uppercase alphabet and the letters are read out one
by one.

Since many abbreviations consist only of upper-case letters, words consist-
ing of upper-case alphabets are covered. The dictionary in step 2 contains the
abbreviations of the alphabet and their readings in Japanese. By referring to a
dictionary, we can deal with abbreviations that have a special reading. In step 3,
a space is inserted between the letters of the alphabet so that they are read out
one letter at a time. We will evaluate and improve this method in the future.
We will also propose an improvement method for misreading kanji.
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Abstract. In the modern digital world, we have observed the emergence of end-
less potential for electronic communication using diverse forms of data transmis-
sion between subscriber devices. As such, the necessity of a proper networking
infrastructure to sustain this communication was a crucial factor for the further
development. But now, the successful advancement of networks and systems is
dependent on the appropriate status of cyber security in networking and services.

This article describes threats to the customer premises network, and explores
both the security mechanisms and the network vulnerability to attacks resulting
from the use of devices associated with the IoT applications.

Keywords: Cyber security · Communication networks · Digital services ·
Internet of Things · Security threats · Blockchain

1 Introduction

Nowadays communication possibilities of different subscriber devices are practically
endless. They can transfer information to each other in various forms accordingly to user
requirements. Hence, in the modern world the performance of communication networks
and systems continues to grow. Moreover, it is an increasing need for alternative, in
relation to the classical and already known, forms of digital services. On the other hand,
the security of transmitted information causes a number of problems [9]. Without proper
knowledge related to cyber securitymechanisms, end users ofmodern, electronic devices
can be exposed to a number of threats, e.g. known or new attacks carried out by means
of inexpensive equipment available on the market.

Digitalization and new ICT technologies exert more andmore influence on the devel-
opment of communication networks and systems, including the Internet and in particular
the Internet of Things (IoT) applications, and hence increases the scope of threats to the
ICT infrastructure. Therefore, ensuring the security of communication networks and ser-
vices is a big challenge for network operators and customers/users of modern, electronic
devices [4, 6].

The aimof this contribution is an analysis of threats to the customer premises network
that includes devices using the IoT applications, overview and examining of the security
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mechanisms, and in particular the vulnerability to attacks resulting from the use of such
devices in the network.

The rest of the paper is organized as follows. In the next section, security threats
to communication networks are explored taking into account botnets and ransomware,
followed by an analysis of security aspects dealing with the customer premises network
those concern communication protocols and modeling of threats and incidents. Then,
the security testing and validation is discussed and a tentative proposal of the blockchain
database in a sample IoT application is outlined. Conclusions and final remarks are given
in the last section.

2 Security Threats to Communication Networks

For more than two decades portable subscriber devices evolved from simple appliances,
used to set up voice calls, to the sophisticated computer equipment which combines
the advantages of cheap multimedia communication with the convenience offered by
mobile phones. Similar tendency does also concern household equipment. At the same
time, we observe rapid development of the Internet and diverse communication services
using Wi-Fi access and Machine-to-Machine (M2M) communication. Inexpensive sys-
tems attached to new appliances provide wireless connectivity and monitoring with a
low energy consumption. On the other hand, the broadcast nature of wireless networks
operating near each other may be the source of many issues including degraded perfor-
mance and security threats [2]. If the number of interconnected devices (IoT) increase,
there is a real need to simultaneously increase the awareness of end users regarding the
security of equipment, networks and ICT services. This is very important especially in
IoT area where except of communication and information processing, such functions as
identification, detection and service provision should be performed simultaneously. Due
to the frequent deficiency of cyber security mechanisms (which are standard in modern
telecommunications) in many applications, the IoT security is a big challenge for man-
ufacturers and service providers [1]. Therefore, there is a need for secure protocols and
cryptographic algorithms that are efficient enough to ensure the confidentiality, integrity
and authenticity of data in various IoT devices.

2.1 Botnets and Ransomware

Any application is exposed to the danger of attack and the number of potential threats
increases with time. Moreover, it is possible that applications already available on the
market do not have adequate security against new attacks, e.g. in 2016, one of the largest
attacks carried out with the help of infected devices (IoT) was Distributed Denial of
Service (DDoS) attack [5]. The source code of the Mirai malware allowed a search and
remote assault on IoT devices such as web cameras, recording appliances and other
equipment with Linux operating system. Using known, default passwords and selected
ports, the bot software automatically logged to unsecured devices. The scale of Mirai
attacks was huge. In spite of that, new versions of the Mirai bot were created to disable
various services in subsequent attacks. In recent years new groups of malware software
(e.g. Hajime, Persirai, Petya and WireX botnets) for DDoS attacks have been identified
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[5]. Significant incidentswere also spamandphishing. Someproblemshave become rare,
accidental because security awareness among people involved in software development
has increased. On the other hand, attacks can be carried out using themalware encryption
software such as Wanna Cry. In 2017 such ransomware launched a remote code with the
use of the MS SMBv1 protocol and several disclosed tools of the American National
Security Agency. The attack had international coverage, i.e. over 100 countries, state
institutions, railways, banks and large companies were assaulted, and although it was
not directly targeted at IoT, the lack of regular updates of the equipment can significantly
increase the level of security threats in the future.

2.2 Threats to Applications of IoT

It has been already mentioned that the development of the Internet and telecommunica-
tions market increases the scope of attacks on the ICT infrastructure. Because threats to
IoT applications concern network functionalities, increasing number of interconnected
devices should result in rising of user awareness with regard to the security of appliances
and services.

In order to counteract security threats, developers of IoT equipment and applica-
tions/services must pay attention to both small resources of a device and such func-
tionalities as identification and location of the IoT facility, object authentication and
authorization, user privacy, security protocols and encryption methods, including soft-
ware vulnerabilities to known attacks. Therefore, a general security model for a specific
implementation of IoT takes into account security mechanisms, ensuring privacy and
high reputation [3].

3 Security Aspects of Customer Premises Network

Cyber security may have different meaning depending on the entity concerned. It will be
important for system customers because they need to knowwhether the software ensures
secure use of the application features as well as confidential data processing and storage
in a proper manner to preserve no unauthorized access.

From the network operator or service provider point of view, it is important that the
confidential data be inaccessible to an ordinary user/customer. An important aspect here
is a correctly configured security system, i.e. proper network architecture, access rights
to resources, etc.), as well as appropriate employee training in cyber security.

In turn, the software developers will struggle with technical problems, i.e. how to
implement the security mechanisms and which components should be used in the appli-
cation because they directly affect the security level of that application. The solutions
used by the programmers determine the extent to which the software will be resistant to
attacks by cybercriminals.

According to the report [4], the three most important threats related to private user
practice are leakage and loss of data, downloading of dangerous applications and infect-
ing equipment with malware. In many cases the customer premises network does not
have sufficient security mechanisms to ensure the appropriate level of protection for
network, devices or privacy of users [10].
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3.1 Communication Protocols’ Aspects

Some of the threats to customer premises network are related to vulnerabilities known
fromworking networks and applications, e.g. theBluetooth standard, ConstrainedAppli-
cation Protocol (CoAP) and Datagram Transport Layer Security (DTLS) protocol used
in IoT applications. As regards the Bluetooth standard, the "Blueborne" vulnerability
was found in all versions of the standard, i.e. one can read address of the device in the
access code field of the header in the Bluetooth package. Besides, when the standard
L2CAP (Logical Link Control and Application Layer Protocol) connection is made in
Bluetooth, another vulnerability related to buffer overflow in the lowest layer L2CAP
protocol was found [8].

IoT applications utilize the CoAP protocol to communicate with each other and
with the Web, i.e. communication is based on the HTTP REST (REpresentational Web
Transfer) protocol functions which ensure the integrity and confidentiality of message
exchange using the DTLS protocol. Another open and easy to implement protocol used
for IoT applications is the Message Queue Telemetry Transport (MQTT) protocol, oper-
ating in the "publish-subscribe"modelwith an intermediarynode. In the abovementioned
protocols the introduction of protection is already possible at the stage of defining the
assumptions of the protocol.

3.2 Modeling of Threats and Incidents

In order to secure the customer premises network, one has to create a model of security
threats. A sample process of threats’ modeling has been proposed in [7]. It specifies a list
of resources to be protected, determinates vulnerabilities and attack vectors, arranges
possible security breach scenarios and set priorities related to those scenarios. To model
the threats, the proces defines susceptibility categories related to the acquisition of the
user or device identity, unauthorized modification of equipment, disclosure of private
information, blocking access to the service or taking over administrative access.

4 Security Testing and Validation

In order to check the vulnerability of IoT networks and devices to malicious activities,
such as access control, remote code execution and interception of communications, a
proprietary test plan should be formulated, followed by design of a test environment
for customer premises network with IoT devices to enable threat analysis and security
verification.

4.1 Testing Environment

Aspart of thework, a software and hardware environmentwas designedwith IoTdevices,
allowing the use and testing of (the Internet) services and IoT appliances (cf. Fig. 1).
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Fig. 1. Software and hardware environment for testing.

Tests of IoT devices can be divided into 4 categories:

• collecting information about the device
• testing (locally) of known vulnerabilities (with authentication)
• remote testing of known vulnerabilities (without authentication)
• testing of web applications.

Proposed categories include the most common vulnerabilities of IoT, such as:

• unprotected interface in the www application
• insufficient authentication and authorization process
• unsecured network services
• no traffic encryption and integrity verification
• insufficient configuration of security
• unprotected software.

Besides, a number of tests have been done also with the IoT devices, i.e. testing of
web application was done using Burp Suite Professional 1.7.27 software. The program
scans scripts in the device at the given IP address and port number with respect to the
application security, e.g. for one of the IoT device in Fig. 1 the following addresses
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and ports have been scanned: https://10.255.255.1; https://10.255.255.1:8088; https://
10.255.255.1. For the flash cross-domain policy (a high threat’s level), a sample request
to the server and its response to the program look like:

request:
GET /crossdomain.xml HTTP/1.1
Host: 10.255.255.1
Connection: close
answer:
<?xml version="1.0"?><!DOCTYPE cross-domain-policy SYSTEM "https://

www.adobe.com/xml/dtds/cross-domain-policy.dtd"><cross-domain-policy><allow-
access-from domain="*" secure="true" /></cross-domain-policy>

In such case, the application access policy allows access from any domain. It creates
a high risk of other domains that can be taken over by the attacker and, in accordance
with the policy used, enable correct communication allowing full control by the attacker.
Some other tests (that have been done) include cross-site scripting, SSL certificate, link
manipulation and unencrypted communications.

As a result of these tests, for the model of customer premises network with IoT
devices depicted in Fig. 1, one can propose additional intermediary device (as a main
protection) between the access router and IoT equipment, with the VPN server running.
In such configuration, communication with IoT appliances within the local network will
be safer.

IoT solutions can involve a complex network of smart devices (e.g. home appliances)
and are being successfully adopted in many different areas [10]. The opportunity to
develop new services based on cloud-enabled connected physical devices provides also
huge opportunities for businesses and consumers. In spite of this, current centralized,
cloud-based IoT solutions may not scale andmeet the security challenges faced by large-
scale enterprises [11]. The use of blockchain as a distributed database of transactions
and peer-to-peer communication among participating devices can solve such problems.

Considering vulnerabilities and threats present in contemporary networks and sys-
tems, and those described above, the next section provides an outline of blockchain-
enabled IoT solution and discusses how to use the blockchain platform and smart
contracts for an IoT application in a multi-partner environment.

4.2 Blockchain Database in a Sample IoT Application

Considering vulnerabilities and threats present in contemporary networks and systems,
and those described above, the blockchain database can be proposed in a sample IoT
application for smart home (cf. Fig. 2) to counter attacks against IoT devices and limit
their possible effects on houshold appliances.

The smart home concept depicted in Fig. 2 can serve as a basis for implementation
of various IoT applications using houshold instalations/devices. An example of such
solution can be IoT application for the photovoltaic or solar power system designed to
generate electrical power, i.e. supply electricity for houshold equipment. It consists of
an arrangement of several components, including solar panels (to absorb and convert
sunlight into electricity), a solar inverter (to change the electric current from DC to AC)
as well as other electrical accessories to control the flow of energy bought and sold. It

https://10.255.255.1
https://10.255.255.1:8088
https://10.255.255.1
https://www.adobe.com/xml/dtds/cross-domain-policy.dtd
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may also use a tracking system to improve the system’s overall performance and include
an integrated battery solution. Surplus of renewable energy produced, i.e. excess beyond
what is used or required, can be sold both to the local micro-grid and to the operator
of regional grid. Sample functionalities of the IoT application (designed and already
implemented in the smart home) have been shown in a few screenshoots (cf. Fig. 3 a, b,
c).

Fig. 2. A sample smart home installations/equipment.

Omitting the abovementioned vulnerability of IoTnetworks and devices tomalicious
activities, such as access control, remote code execution and, the main problem of such
applications deals with interception of communications and/or security of transactions
among participating entities/IoT appliances. Therefore, it seems to be obvious that the
use of blockchain as a distributed database (or ledger) of transactions can help to solve
that problem in a multi-node environment.

Blockchain refers to a distributed database where a list of transactions is stored in
multiple participating servers rather than on a central transaction server [11]. While
the key blockchain usage scenarios are in the financial domain [10], blockchain can
significantly help in facilitating transactions and coordination among interacting IoT
devices. Each IoT appliance participating in the blockchain network is granted access
to an up-to-date copy of this encrypted database so it can read, write, and validate
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a) battery status

b) monitoring battery level

Fig. 3. Sample functionalities of the application for the smart home.



Cyber Security Aspects of Digital Services Using IoT Appliances 235

c) monitoring of energy sold to the grid

Fig. 3. (continued)

transactions. Hence, blockchain-supported IoT networks of energy grids enable peer-
to-peer transactions of energy. In one application, excess rooftop solar energy is sold to
other users who need it—all of which is paid for and recorded through a blockchain.
The concept of using smart contracts to secure transactions has been shown in Fig. 4.

Fig. 4. The concept of using smart contracts to secure transactions.

In order to implement such blockchain-supported IoT application, its architecture
and all components should be defined first. Although this is not a trivial task, one can
develop it using (as a basis) the high-level architecture of IoT applications that exploit
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IBM cloud-based hyperledger services described in [11] and [12]. That architecture pro-
vides the private blockchain infrastructure for developing blockchain-enabled solutions
and includes twomain components, i.e. the IoT platform to connect, manage and analyze
data, and the module comprising client nodes/devices as well as submodule for appli-
cation/blockchain services. Data from devices are sent to IoT platform using MQTT
protocol (M2M/IoT connectivity protocol) and blockchain proxy in this platform sends
the data to the chaincode based on a pre-defined configuration. Smart transactions are
executed in IBM cloud based on the device data [11]. Smart contracts create the core
of blockchain-based solutions and encapsulate the business logic, i.e. each invocation
of a smart contract is recorded as a blockchain transaction. While the IBM blockchain
contracts (chaincode) are developed using proprietary language and need to be regis-
tered with blockchain services using pre-defined APIs, the key steps in developing a
blockchain-enabled IoT application using any other platform and blockchain database
can be specified as follow:

• set up a private blockchain infrastructure
• connect devices to the IoT platform
• integrate device data with the blockchain distributed database
• develop client applications for end users.

Currently, such blockchain-supported IoT application to be implemented in the smart
home depicted in Fig. 2 is under development.

5 Concluding Remarks

Threats to the customer premises network that includes devices using the IoT applica-
tions have been described in this paper. Security mechanisms and the network vulner-
ability to attacks resulting from the use of devices associated with the IoT applications
have been also discussed. Investigation of security threats took into account botnets
and ransomware. The analysis of aspects those concern communication protocols and
modeling of threats and incidents has been done as well. Then, the security testing and
validation was discussed and a tentative proposal of the blockchain database in a sample
IoT application has been outlined.
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Abstract. A simple methodology (based on standard detection algo-
rithms and a shallow neural network) is developed for estimating the eye
gaze direction in natural (mostly indoor) environments. The methodol-
ogy is primarily intended for evaluating human interests or preferences
(e.g. in interaction with smart systems). First, techniques for detection
faces, facial landmarks, eyes and irises are employed. The results are
converted into numbers representing resolution-normalized locations of
those landmarks. Eventually, six numbers (comprehensively combining
the detection results) are used as NN inputs. The NN outputs repre-
sent 17 different directions of the eye gaze, where the neutral direction is
defined by the virtual line linking the monitoring camera with the face
center. Thus, the identified gaze direction results from combined motions
of eyeballs and heads. For a feasibility study, a small dataset was cre-
ated (showing diversified configurations of head and eyeballs orientations
of 10 people looking in the specific directions). Data augmentation was
used to increase the dataset volume. Using 67% for training (in 3-fold
validation) we have reached accuracy of 91.35%.

Keywords: Gaze tracking · Direction estimation · Face detection ·
Neural network

1 Introduction

Appearance-based eye gaze detection/tracking has been attracting interest of
researchers and practitioners (e.g. [10,20]) for several reasons. First, eye contact
can be the only communication channel for severely handicapped people (strokes,
cerebral palsy, muscular dystrophy, etc.) and a number of experimental (e.g. [14,
21]) and commercial (e.g. [5,9]) works have been reported in this area. In such
applications, both the camera module and (unfortunately) the user’s head remain
motionless and high precision of gaze direction estimates plays an important role
(e.g. for eye typing [14]).

Recently, eye gaze direction estimation is attempted in more unconstrained
scenarios. While monitoring the driver behavior/attention is one of the flagship
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topics in this area (e.g. [17,19]) the problem is often addressed from a more
general perspective, where the direction of visual attention should be estimated
(e.g. [7,8,23]) for other reasons. In such problems, the perfect accuracy of esti-
mates (even if measured in degrees for the sake of performance comparison, e.g.
in [13,24]) is less critical, as long as the general direction of eye gaze is correctly
identified.

The presented paper follows the same philosophy. The objective is to identify
the approximate gaze direction of people captured by a monitoring camera (typ-
ically positioned at the average height of a human). The gaze direction (which is
estimated relatively to the location of camera) may indicate preferences, interests
or intentions of individuals, i.e. the prospective applications are either commer-
cial or security-related.

No specific distance between the camera and detected people is required, but
it is generally assumed that the resolution of captured human faces is sufficient to
localize the important facial features (i.e. mainly irises, but also noses, mouths,
etc.). Apart from that assumption, the approach is scale-invariant.

The methodology is built upon publicly available algorithms for detection of
faces and localization of facial features. These algorithms are briefly summarized
in Sect. 2. In Sect. 3, the algorithmic aspects of the presented work are discussed.
Finally, in Sect. 4, experimental results (including description of the developed
dataset) are presented. Concluding remarks are given in Sect. 5.

2 Detection of Facial Features

In general, the pre-processing phase of the proposed methodology consists of
the following three steps, for which efficient algorithmic solutions are publicly
available. These steps are:

1. Face detection.
2. Detection of facial landmarks.
3. Detection of irises.

In Step 1, we apply standard methods which can be traced back to the pioneer
Viola-Jones algorithm [18]. Generally, we follow principles of [16], with the actual
solution built around the implementation available in Matlab Computer Vision
System ToolboxTM .

For detection of significant facial landmarks (Step 2), we have combined
Google Mobile Vision API [1,2] and Matlab file exchange resources (includ-
ing [3]).

Eventually, the following facial landmarks are identified and memorized for
the subsequent operations of the method:

– center of the face (CoF),
– tip of the nose (ToN),
– center of the mouth (CoM),
– centers of eyes (CoEs),
– tips (corners) of eyes (ToEs),
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Fig. 1. Exemplary results of facial landmarks detection.

Results of localization of these landmarks in exemplary images are given in Fig. 1.
Additionally, in Step 3, detection of irises is performed within bounding boxes

of eyes (those bounding boxes are obtained from ToE landmarks extracted in
Step 2). A simple method based on Matlab built-in circular Hough transform is
used (following, e.g. [4]). The results are sometimes incorrect, but a straightfor-
ward verification mechanism is applied to reject unrealistic results (i.e. too large,
too small or obviously incorrectly located irises). Therefore, if the iris detection
results are accepted, the location is always at least approximately correct, even in
poor-quality and/or low-resolution images. Selected examples (including difficult
cases) are given in Fig. 2.

3 Methodology

3.1 Eye Gaze Direction Model

Although in some applications (e.g. eye typing) highly accurate orientation of
eye gaze is needed, the tasks we prospectively consider need only a limited num-
ber of generally defined directions. Therefore, taking into account the psycho-
physiological limitation of the human vision (e.g. [15]) and typical intended appli-
cations, we propose to use 17 directions. Those directions (symbolically shown
in Fig. 3) correspond to an idealized scenario where the head remains motionless
and the monitoring camera is located perfectly frontally at the level of human
eyes. Then, the eye gaze directions are categorized into the following types:

(i) horizontal (with central, left/right and far left/right sub-types);
(ii) up (with central, left/right and far left/right sub-types);
(iii) down (with central, left/right and far left/right sub-types);
(iv) extreme up (no sub-types);
(v) extreme down (no sub-types).
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Fig. 2. Examples of iris detection in eye bounding boxes extracted for images of diver-
sified resolution and quality.

It can be noticed that for extreme up/down types no directional subtypes exist.
This is motivated by physiology and anatomy of eyeballs (e.g. [22]) which can
hardly move sideways when maximally lowered or raised. It can be also noticed

Fig. 3. Symbolic representations of proposed eye gaze directions. The same template
is used for database building (see Sect. 4).

that the proposed gaze directions are similar to calibration patterns used in
various works where ground-truth directions of gaze orientation are defined
(e.g. [11,14]).

When the head is not motionless, the same gaze direction (in terms of its
orientation in the real-world coordinates) can be achieved by various combina-
tions of eyeball and head movements. Therefore, we always define the horizontal-
central direction by the virtual line joining the camera and the center of the eye
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area in the face (and the other directions are correspondingly defined relatively
to this line).

In Fig. 4, several examples illustrate how various gaze directions are obtained
by combined movements of eyeballs and heads.

Fig. 4. In (a), (b) and (c) horizontal central gaze direction is present. In (a), it is
obtained by lowering the head and upward motion of eyeballs. In (b), the head rotation
is compensated by the eyeball motions in the opposite direction. In (c) the head is
slightly lifted and eyeballs slightly lowered. In (d), up left direction is obtained primarily
by movements of eyeballs with only a slight motion of the head.

3.2 Features for Gaze Direction Estimates

As discussed in Subsect. 3.1, the gaze direction is a combined result of head
and eyeball movements. Therefore, we assume that both factors should be used
in conjunction (rather than separately) in the gaze direction estimates. Similar
approach was presented, for example, in [23] where a multimodal convolutional
neural network is used to analyze normalized sub-images of eyes and data repre-
senting head orientation. However, that was preceded by more tradition image
processing techniques which provided parameters needed for the normalization.

In this paper, we argue that similar parameters (features) can be directly
fed into a feed-forward (shallow) neural network to produce the gaze direction
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estimates (within the proposed 17 classes). Eventually, we propose the follow-
ing six features which are computed from the facial landmark localization data
returned by standard detection algorithms (as explained in Sect. 2).

The first four features (two for each eye) define position of the iris center
within the eye (as shown in Fig. 5). These are:

– Vertical iris offset (VIO), i.e. the relative displacement of the centre of iris
from the main eye axis.

V IO =
±‖CoI − X‖

‖InnerToE − OuterToE‖ (1)

– Horizontal iris offset (HIO), i.e. the relative displacement of the centre of iris
from the inner eye corner.

HIO =
‖X − InnerToE‖

‖InnerToE − OuterToE‖ (2)

Fig. 5. Illustration of iris-related features.

The remaining two features characterize the face orientation. They approxi-
mate the horizontal and vertical head rotations by relative displacements of ToN
(tip of the nose) landmark from the line joining CoF (center of face) and CoM
(center of mouth) landmarks, as shown in Fig. 6. Thus, we have:

– Horizontal head offset (HHO), i.e. the relative displacement of the nose tip
from the main face axis.

HHO =
±‖ToN − Y ‖
‖CoF − CoM‖ (3)

– Vertical head offset (VHO), i.e. the relative displacement of the nose tip from
the face center.

V HO =
‖Y − CoF‖

‖CoF − CoM‖ (4)
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Fig. 6. Illustration of face orientation related features.

It should be highlighted that all these features are scale-invariant (although
for high-resolution images they can be computed more accurately). Nevertheless,
the resolution should be obviously sufficiently high to detect the facial landmarks
needed in Eqs. 1–4.

The features are also rotation invariant, but this property is of secondary
significance because in the intended applications people would be generally in
upright positions (i.e. either standing or walking).

3.3 Neural Network for Gaze Direction

The features derived in Subsect. 3.2 are fed into a feed-forward neural network
developed for gaze direction classification (i.e. there are 17 output nodes). Vari-
ous architecture have been tested (with the number of hidden layer ranging from
1 to 5) but eventually the structure with two hidden layers (and 15 nodes in each
layer) was found the most effective, see Fig. 7. Details of the dataset collection
and NN training are discussed in Sect. 4.
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Fig. 7. NN architecture for gaze direction classification.

4 Feasibility-Study Results

4.1 Dataset Building

Since popular publicly available datasets (e.g. [6,10,12]) do not provide ground-
truth results corresponding to the proposed categorization of gaze directions
(and it would be impossible to convert their results to such a categorization)
a new dataset has been developed. First, a pattern (similar to Fig. 3 diagram)
was attached to a wall at the level corresponding to the average height of the
experiment participants. The image-acquisition camera was located at the cen-
tral point of the pattern (i.e. the hc location in Fig. 3).

Participants were standing at the shortest distance from which they can see
the extreme pattern points (i.e. xu, xd, hfl and hfr in Fig. 3) without moving
their heads, i.e. a gaze redirection from one point to another can be achieved
through the eyeball movements only.

First, participants were asked to focus on individual points of the pattern
by moving only eyeballs (with motionless heads) so that 17 face images were
captured from each participant. Then, the participants had to rotate their heads
(both vertically and horizontally) with the eye gaze fixed on the selected points,
i.e. a combination of head and eyeball movements was involved to keep the gaze
direction fixed. In this way, around 5 to 10 images were acquired for each pattern
point (i.e. approx. 100–120 images altogether from each participant).

Therefore, with the total number of 10 participants, 1085 images (each anno-
tated by one of the 17 gaze directions) have been collected. To further increase
the size of dataset, data augmentation was performed. In general, for each orig-
inal image, three down-scaled copies were created, two copies with non-linear
illumination changes, and two copies with minor random distortions (one barrel
and one pincushion). Those images inherit annotations of their corresponding
originals. Eventually, almost 8000 usable images were obtained (with the ground-
truth annotation provided) since some images from the augmented dataset are
rejected, e.g. because of undetectable facial landmarks (too low resolution or
excessively distorted image intensities).

Because of certain legal restrictions, the dataset cannot be fully disclosed
(please contact the corresponding author if you are interested in more details).
Nevertheless, some examples of acquired images are given in Fig. 8.
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Fig. 8. Exemplary images from the collected dataset.

4.2 Neural Network Training

The proposed architectures of neural networks were trained on 2/3 of the dataset,
while the remaining 1/3 was used for validation and testing. Actually, the dataset
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was randomly divided into three subsets, and 3-fold cross-validation methodology
was used.

Although images with no facial landmarks detected are removed from the
dataset, there are still numerous images with only some of the landmarks
detected, so that certain features are missing. In such cases, NaN (not a num-
ber) values are fed into the neural network and a standard Matlab function
FIXUNKNOWNS is used, which replaces the NaNs with the average value in
the training set for the corresponding input. Alternatively, we tried to replace
NaNs be zeros, but there are no noticeable performance differences.

Eventually, the following performances have been found for the trained net-
work (average results from 3-fold cross-validation).

– ACCURACY on the validation data: 91.35%,
– Mean Squared Error (MSE) on the training data: 0.0032.

We consider such results very successful. As an illustration, the numerical values
for the example from Fig. 9 are given in Table 1. It can be seen that all non-
zero outputs indicate up-type gaze direction, with up-central sub-category being
the clear winner. Out of curiosity, we tested the method on random images

Fig. 9. Exemplary (manually annotated) image of UC class, and eye bounding boxes
extracted from it.

Table 1. Results for Fig. 9. Only classes (see Fig. 3) with non-zero NN outputs are
shown.

Class UC UL UFL UR UFR

NN output 0.9954 0.0023 0.0012 0.0010 0.0001

from internet and personal collections (for which, obviously, no ground-truth
annotation was available). The results always (if the required facial landmarks
can be detected) look plausible. A spectacular example is given in Fig. 10 with
the NN outputs provided in Table 2.
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Fig. 10. A random image from personal collections.

Table 2. Results for Fig. 10. Only classes (see Fig. 3) with non-zero NN outputs shown.

Class DFR HFR DR

NN output 0.9949 0.0050 0.0001

5 Summary

In this paper, we present a methodology for approximate estimation of the eye
gaze (using 17 pre-defined directions). Directions are defined relatively to the
position of the camera, i.e. the reference direction (horizontal central in the
proposed terminology) is determined by the virtual line linking the camera and
the eye area of the observed person. In case of a perfect frontal view, this direction
actually corresponds to the neutral position of eyeballs, but in general the gaze
direction is a combined result of head rotation and eyeballs motion.

Because no dataset suitable for the quantitative verification of the proposed
methodology is publicly available, we developed a collection of images which
adequately address the needs of this task. The dataset has been additionally
augmented using simple tools of image degradation/distortion.

The method requires face detection, followed by facial landmark detection.
These operation can be, in general, performed by any public-domain or commer-
cially available software. Therefore, we do not focus on this aspect (even though
a simple technique for iris localization has been implemented in the project).

From the provided locations of the facial landmarks (we use the following
ones: left and right irises, corners of both eyes, tip of the nose, center of the
mouth and the overall face center) six numerical features are obtained, which
jointly approximate the head orientation and eyeball motions. The features are
fed into a shallow neural network which outputs 17 values representing confidence
of the proposed 17 directions of eye gaze.

The evaluation on the developed dataset (3-fold cross-validation was used)
indicates the average accuracy at 91.35% level (note that only the testing subsets
are used in the accuracy estimation).
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As mentioned above, the popular publicly available datasets were not used
for quantitative evaluation because they do not provide the ground-truth corre-
sponding to the proposed direction categorization (and such a conversion would
be very difficult, if not impossible).

In general, the proposed technique is meant for monitoring various aspects
of human behavior in public places, both from commercial and non-commercial
perspective. These include, for examples, identification of customer interests,
estimating attractiveness of ads and promotional campaigns, monitoring pedes-
trians entering zebra crossing, detecting prospectively malicious intentions, etc.

Even though our implementation study was conducted in selected indoor
environments, the whole methodology is easily transferable to many typical
indoor or outdoor environment, as long as quality of acquired visual data is
sufficient to locate the facial landmarks discussed in the paper.

Acknowledgment. Support of Khalifa University Center for Autonomous Robotic
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Abstract. Deep neural networks are those networks that have a large
number of parameters, thus the core of deep learning systems. There
is a challenge that arises, from these systems as to how they perform
against training data, and/or validation datasets. Due to the number
of parameters involved the networks tend to consume a lot of time and
this brings about a condition referred as over-fitting. This approach pro-
poses the introduction of a dropout layer between the input and the
first hidden layer in a model. This is quite specific and different from
the traditional dropout used in other fields which introduce the dropout
in each and every hidden layer of the network model to deal with over-
fitting. Our approach involves a pre-processing step that deals with data
augmentation to take care of the limited number of dental images and
erosion morphology to remove noise from the images. Additionally, seg-
mentation is done to extract edge-based features using the canny edge
detection method. Further, the neural network used employs the sequen-
tial model from Keras, and this is for combining iterations from the edge
segmentation step into one model. Parallel evaluations to the model are
carried out, first without dropout, and the other with a dropout input
layer of size 0.3. The introduction of dropout in the model as a weight
regularization technique, improved the accuracy of evaluation results,
89.0% for the model without dropout, to 91.3% for model with dropout,
for both precision and recall values.

Keywords: Deep learning · Over-fitting · Regularization techniques ·
Dropout

1 Introduction

Over-fitting is a common problem in various deep learning systems. It usually
happens when the model is trained too well to the training dataset, but not as
well on the testing dataset. Alternatively, underfitting is when we a model does
not perform well on both the training and testing set.

These two conditions can therefore be dealt with through several ways refered
to as weight regularization techniques. These include early stopping, L1, L2
regularization and Dropout. In our approach, we used dropout which, consists
c© Springer Nature Singapore Pte Ltd. 2021
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of dropping out hidden and visible units in the neural network model. This is
done by ignoring units during the training phase of certain set of neurons which
are chosen at random [1]. Technically, at each training stage, individual units are
either dropped out of the network with probability 1−p or kept with probability
p, so that what is left is a reduced network [2].

The key idea behind dropout is to randomly drop units along with their
connections, from the neural network during training, to prevent units from co-
adapting too much [3]. After dropping units of different network models during
training, this makes it easier at testing to approximate the effect of averaging
predictions of the networks. From the dropout process, there is reduction of over-
fitting, and further gives major improvements over other regularization methods.

In other studies such as [4], show how dropout is applied in deep learning
systems. Dropout can be introduced in a network model in several ways. It can
be introduced as a layer between the input and the first hidden layer. Secondly,
it can be applied between two hidden layers and between the last hidden layer
and the output layer.

The approach that we are proposing uses the first method with dropout
introduced between the input layer and the first hidden layer. Dropout is very
helpful with a large network, with various constraints like learning rate, decay
and momentum to improve evaluation performance.

2 Related Work

Dropout has become an essential unit in most deep neural networks that are in
existence. In another approach [5], introduce “shakeout” that randomly intro-
duces regularization of weights that chooses to enhance each units of one layer
to the next layer in the model. Neural networks have also achieved impeccable
results on various computer vision tasks. The introduction of the use of random
dropout procedures, improves the overall error by omitting a fraction of hidden
units in most or all layers. Dropout helps avoid over-fitting in neural nets, and
has also been seen to be successful on small-scale phone recognition tasks using
larger neural nets [6].

In recent developments on deep learning, Recurrent Neural Networks(RNNs)
seem to be most popular, but the introduction of dropout as a form of regular-
ization, tends to fail them when applied to recurrent layers in the network.

Another approach is to introduce a dropout solution for RNNs that approxi-
mates bayesian inference to improve their results. The inference based dropout, is
applied in Long Short Term Memory(LSTM) and Gated Recurring Units(GRU)
models. These models are used to only access language modelling and sentiment
analysis [5].

The method used in [7], show that the performance of Recurrent neural
networks (RNNs) with LSTM models can be improved by the introduction of
dropout as a regularization method for deep networks.

Dropout has achieved superb results with convolution networks, and this has
led to it being applied in recurrent networks without affecting their connections,
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thus preserving the modelling sequences. Most experiments were conducted on
most of the handwritten databases, and confirmed the effectiveness that came
with the introduction of dropout on these recurrent networks.

In the method proposed by [8], segmentation algorithm is introduced for
brain tumors using deep convolution neural networks (DCNN). They introduce
dropout layers in the model to deal with overfitting, brought by the huge number
of data parameters in deep neural networks. Dropout is a technique for regular-
ization of neural network parameters, which works by adding noise to the input
of each layer of the neural network during optimization. A variational dropout is
introduced, with more flexible parameters in the model, for a more generalized
result from several conducted experiments [9].

Some researchers proposed a novel way of employing dropouts to multiple
additive regression trees(MART) to come up with (DART) dropout additive
regression trees algorithm. The algorithm is evaluated using publicly, large scale
available datasets on classification tasks. The evaluation results from (DART)
seem to be far better than those from (MART) [10]. Another method, (sDropout)
split dropout and a rotational convolution was proposed by [11], as a technique
to improve the performance of convolution networks on image classification. The
approach prevents over-fitting of deep neural networks by splitting data into two,
and keeps both rather than discard one, as seen by the standard dropout.

Some networks introduce a fast dropout approach where each parameter
adapts by rewarding large weights with under-fitting, and drops them for over-
confident predictions. The approach derivatives are based on the training error,
and therefore the absence of a global weight, thus the regularizer is not biased
towards a certain weight [12].

3 Methods and Techniques

The proposed framework proposes pre-processing and segmentation of the dental
images be done using the following steps:

3.1 Dataset Preparation - Augmentation

Lack or inaccessibility of dental images for research, it is impossible to derive
intelligent decisions by neural networks. Deep learning networks need a huge
amount of data for training and testing purposes to achieve good evaluation
performance. Image augmentation is highly prescribed, and involves artificially
creating training images through different ways of processing, or a combination
of multiple processing ways, for instance data augmentation.

Data augmentation was initially popularized by [4], in order to make systems’
simulation easier. Other than the traditional rotation, flips and shifts methods of
augmenting data, other techniques have also been witnessed. Some methods like
[14], propose generating new images from white noise for skin lesion classifica-
tion. Datasets can also be made public through challenges organized by various
research forums [15], done for melanoma detection for skin lesions.
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Furthermore, [16], gathered dermatological images available and used these
to train TensorFlow Inception version-3. Training was done for those images with
augmentation done, and those without and statistical analysis done to compare
results. Data augmentation methods used in this research include horizontally
flipping images, random crops, and rotations.

Basically, image shifts via the width shift, range and height shift, range argu-
ments. Image flips through the horizontal and vertical flip arguments. This
is done to the few images available for several iterations to come up with
8361 images after augmentation. The Data Augmentation process [17] can be
described through the below steps:

Flips: horizontal and vertical flips for each image in the training set. Horizontal
flips are commonly used in natural images, and vertical flips too to capture
in-variance to vertical reflection in medical images.

Scaling: We scale each I in either the x or y direction; specifically, we apply an
affine transformation, A = (sx00sy).

Rotations: The following affine transformation,

A = (cos θ sin θ − sin θ cos θ) (1)

where θ is between 10 and 175◦, is applied.

3.2 Pre-processing

After dataset preparation, erosion and dilation are used for removing noise and
image enhancement. Canny edge detection is then introduced for edge detection
on the images (Fig. 1).

Fig. 1. a. Original image b. Image after erosion c. Canny edge detection

3.3 Model Description

The proposed framework model of this neural network uses the sequential model.
This introduces visible input layers, hidden layers and output layers. The model
consists of one visible layer, with dropout of size 0.3 introduced. Additionally,
there are two hidden layers, both having the RELU activation functions. Lastly,
one visible output layer with softmax activation function as seen in Table 1.
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Table 1. Dropout sequential model

Layers Activation function Parameters

Input Layer (Dropout 0.3) (RELU) function 0

Hidden Layer 1 (RELU) function 524800

Hidden Layer 2 (RELU) function 262656

Output Layer Softmax function 1539

3.4 Dropout on a Neural Network

Dropout for a neural network is considered as a network with L hidden layers.
Let l ∈ { 1....L} index the hidden layers of the network [3]. Let z(l) denote
the vector of inputs into layer l, y(l) denote the vector of outputs from layer
l(y(0) = x is the input) W (l) and b(l) are the weights and biases at layer l. The
feed forward operation of a neural network can be described as (for l0;:::;L1)

z
(l+1)
i = w

(l+1)
i yl + b

(l+1)
i , (2)

yl+1
i = f(zl+1

i ) (3)

Here f is any activation function. For example, f(x) = 1 = /(1 + exp(x)).
With dropout, the feed forward operation becomes:

rliBernoulli(p) (4)

ỹl = rlyl (5)

z(l + 1) = W l+1
i ỹl + bi

l+1 (6)

y(l + 1) = f(zl+1
i ) (7)

Here r(l) is a vector of Bernoulli random variables each of which has a
probability p of being 1. This vector is sampled for each layer and multiplied
element by element with the outputs of that layer, y(l), to create outputs ỹl. The
outputs are then used as input to the next layer. For learning, the derivatives of
the loss function are back-propagated through the network.

At test time, the weights are scaled as W
(l)
test = pW (l). Several methods

have also been used to improve stochastic gradient descent with standard neural
networks. This include momentum, decaying learning rates and L2 weight decay,
being very useful with dropout enhancement in neural networks.

3.5 Rectified Linear Unit Activation Function-RELU

Some techniques [6], acknowledge dropout discouraging co-adaptations of hidden
units and their feature detectors, by adding a particular type of noise to the
hidden unit activations, during training. At test time dropout does not occur
and there may not be additional training, thus multiplying the net input from
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the layer, by a factor of 1
1−r , where r is the dropout probability for units in the

layer. Specifically, to compute the activation yt of the tth layer of the network
during forward propagation use:

yt = f(
1

1 − r
yt−1 ∗ mW + b) (8)

Here f is the activation function for the tth layer, W and b are respectively the
weights and biases for the layers. * denotes element by element multiplication,
and m is a binary mask with entries drawn from Bernoulli(1 − r) indicating
which activations not to be dropped out.

4 Experimental Results and Discussion

A segmentation method [18], was used to extract teeth contours from images.
Image database has two types of dental radio-graphs, those of alive persons and
those of dead people. Images are randomly selected and a teeth contour extrac-
tion algorithm is executed and results manually compared. Another comparison
is done for the same images, this time using the snake method. From the results
of the two methods, a comparison is done. The contour extraction algorithm
gathers efficiently the boundary of segmentation of teeth, and this can be shown
by the below images (Fig. 2):

Fig. 2. (a) and (c) Snake method, (b) and (d) Active contour without edges. [4]

Performance evaluation of a CNN was done on a test dataset then compared
with that of three expert dentists [19]. The experiments done by the experts
were matched with the ground truth data to calculate results for precision, recall
and intersection over unit (IOU). Results found a higher accuracy for the more
experienced expert dentists compared to the other dentists. After the human
exercise of evaluation, the previous fast neural network was trained with the
same train and validation datasets. These results from the human experts were
compared to those of the automatic system, which in this case the R-CNN.
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The introduction of post-processing of images to the neural network, helped
in the evaluation performance of the automatic system. The results were close to
those of the dentists. The experiment in [13] was to train a VGG-16 net(neural
network) on 8 augmented datasets. Each experiment having the learning rate
set to 1e-3, L2-regularization set to 1e-7, and the dropout parameter p to 0.5.
VGG-16 network was then trained over its corresponding augmented training
set for several iterations.

Visualization of the augmentation effect on the training set, presents the
mean images result before augmentation, and after augmentation. This helps to
understand the relationship that exists between the mean image results from an
augmented training set training, and validation results of the VGG-16 network
trained on that augmented set. Thus augmentation of original set affects training
and validation accuracy (Table 2).

Table 2. Mutual information between mean images + average accuracy.

Augmentation type MI Training acc Validation acc

Noise 2.27 0.625 0.660

Gaussian Filter 2.60 0.870 0.881

Jitter 2.59 0.832 0.813

Scaling 2.67 0.887 0.874

Powers 2.33 0.661 0.737

Rotate 2.20 0.884 0.880

Shear 2.06 0.891 0.879

Flips 2.70 0.830 0.842

Therefore, a higher mutual information of the images correlates to a higher
classification accuracy (Fig. 3).

Fig. 3. Images after augmentation process [13].

Dental image segmentation helps to find regions of interest namely, the gap
valley and individual teeth isolation. These poses a challenge caused by noise
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Fig. 4. a. Region growing image, b. Canny edge detected image, c. Identified tooth
isolation and gap valley from binary integrated edge intensity curves image

Fig. 5. Original image

Fig. 6. Canny edge detection without dropout

and intensity variations. The use of gray and binary intensity integral curves is
important. A novel method [20], is proposed to find a region of interest for gap
valley and tooth isolation using binary edge intensity integral curves. They use
the region growing approach, then canny edge detection (Fig. 4).
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Fig. 7. Canny edge detection with dropout

Table 3. Comparison of various dropout evaluation methods.

Methods Accuracy

Segmentation methods evaluation [21] 77.23%

Unsupervised Caries Detection [22] 87.5%

Dropout in Recurrent Neural Networks [5] 73.4%

Brain Tumor Segmentation using DCNN [8] 85.0%

Dropout [3] 79.0%

Proposed Dropout Method 91.31%

Another model is implemented for sentiment analysis where labelled data
is not sufficient. From the results from the recurrent neural networks (RNN)
trained, have been found to be impressive with the variatio-nal dropout intro-
duced [5]. A dropout neural networks [3], was trained on five image data sets
that were used to evaluate the dropout effect. The datasets were, MNIST, SVHN,
CIFAR-10, CIFAR-100 and ImageNet, showed improved performance compared
to those without dropout (Table 3).

Some experiments were performed on BRATS 2013 dataset and only real
patient data used for evaluating the model [8]. Some of the segmentation results
generated using the trained neural networks, and the proposed algorithm per-
formed well in specified tumor regions. Another approach [22], show results from
two approaches, the first being to separate the performance rates of the upper
and lower jaw results, and assess them individually. The information shows how
well the algorithm performs on different jaw regions. The other approach is
grouping two jaw regions, and finding an average of the two rates to represent
the said algorithms overall performance (Figs. 5, 6 and 7).
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Fig. 8. Graph without dropout.

Fig. 9. Graph with dropout.

Researchers in [21], review, compare and summarize some existing dental
segmentation methods, that include thresholding, active contours, level set, clus-
tering. These methods were reviewed according to accuracy, precision, and also
the speed of computation (Figs. 8 and 9).
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5 Conclusion

Dropout is a technique for improving neural networks by reducing over-fitting.
Its introduction in the input visible layer gave excellent results, compared to
introducing an independent dropout layer between hidden layers of the model.
Training of deep neural network models takes long, and dropout aids in reducing
it. From the experiments carried using our approach we witnessed a reduction
in model complexity and an increase in training time.

Our dropout approach can be used together with other regularization meth-
ods to achieve even better performance results. Other weight regularization tech-
niques that can be used for better performance, include early stopping to solve
the validation loss variations witnessed on or model’s graphs.
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Abstract. The developments in deep learning have shifting the research
directions of remote sensing image scene understanding and classification
from pixel-to-pixel handcrafted methods to scene-level image semantics
analysis for scene classification tasks. The pixel-level methods rely on
handcrafted methods in feature extraction, which yield low accuracy
when these extracted features are fed to Support Vector machine for
scene classification task. This paper proposes a generic extraction tech-
nique that is based on convolutional features in the context of remote
sensing scene classification images. The experimental evaluation results
with convolutional features on public datasets, Whu-RS, Ucmerced, and
Resisc45 attain a scene classification accuracy of 92.4%, 88.78%, and
75.65% respectively. This demonstrate that convolutional features are
powerful in feature extraction, therefore achieving superior classification
results compared to the low-level and mid-level feature extraction meth-
ods on the same datasets.

Keywords: Remote sensing · Image scene classification · Neural
networks · Deep learning

1 Introduction

Currently, satellite images facilitate the determination of Earth’s surface using
detailed information as they are a reliable data source with high significance
in earth observations [1,2]. The continuous exponential increase in the number
of satellite scene images contain varying spatial and complex structurally geo-
metrical shapes, therefore, understanding their semantic content effectively is of
specific importance because of needs for various applications in the remote sens-
ing groups [3–5]. Consequently, research in remote sensing image classification
is shifting from traditional hand-crafted pixel-level explanations to scene level
understanding [2]. This aim at classifying scene images to sets of semantic land
cover and land use classes basing on the image content.

In computer vision research, deep learning algorithms, particularly convolu-
tional neural networks (CNNs) are gaining popularity owing to successes they
c© Springer Nature Singapore Pte Ltd. 2021
T.-P. Hong et al. (Eds.): ACIIDS 2021, CCIS 1371, pp. 266–277, 2021.
https://doi.org/10.1007/978-981-16-1685-3_22
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have shown for stronger feature representations [21–23]. Motivated by these suc-
cesses, this paper proposes a novel high-level feature representation technique
based on convolutional features in the context of remote sensing images scene
classification. The major contributions of this paper are:

1. Empirical validation on the effectiveness and robustness of the convolutional
features representation in the context of remote sensing images scene classi-
fication.

2. A generic image features representation technique that is based on deep learn-
ing convolutional features.

Different from the methods based on Bag-of-visual-Words [15,16] and fisher
vectors [20] that model features based on handcrafted methods. These afore-
mentioned methods attain lower accuracy in remote sensing image scene classifi-
cation. This paper proposes a generic convolutional feature representation tech-
nique which extract features directly from images using filters. As the experimen-
tal results shows, convolutional features are powerful in feature representation
therefore attain superior scene classification results of remote sensing images.

The rest of this paper is organized as follows, in Sect. 2, the a brief review is
given on the various scene image feature representation techniques. Section 3 sets
the context upon which this work is built, that is it discusses concepts machine
learning, neural networks and deep learning while showing their interlinks. In
Sect. 4, the proposed technique is presented. Section 5 discusses how experimen-
tation is conducted and the metrics used in results validation. Section 6 provides
discussions and finally Sect. 7 provides conclusions and insights for the paper.

2 Related Work

In scene classification it is appropriate to model a scene by creating a holistic
representation of the satellite acquired image [6–20]. The underlying motiva-
tion in remote sensing image scene classification is that same scene image type
should share particular statistically holistic visual features. Therefore, the work
of remote sensing images mostly focus on calculating holistic and statistical scene
image features for classification. In this regard, remote sensing images scene
understanding is grouped into three major categories [1], that is, methods rely-
ing on: 1. low-level features, 2. mid-level features and 3. high-level vision feature
representation methods which are also referred to as deep learning techniques.

In low-level features, aerial scenes are differentiated by, texture, structural
and spectral features. Therefore, an aerial scene is described with feature vec-
tors that are obtained from low-feature characteristics that are either local or
global [11]. The classification feature representation vector for local features in
this category are formed by combining or pooling the local descriptors of image
segments. The Scale Invariant Feature Transform (SIFT)[12] is a good exam-
ple in the local feature representation category. For representing global spatial
order of aerial scenes, Local binary pattern (LBP) for texture [14] and color
histogram(CH) [13] descriptors have been applied for scene classification.
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The mid-level feature representation methods aim to create a holistic scene
representation by representing the high-order statistical patterns developed from
the extracted low-level features. A general procedure is to first extract scene
image feature using low-level pixel based methods such as LBP, SIFT, color
histograms e.t.c, then encode these features for developing a holistic mid-level
feature representation of aerial scenes. The Bag-of-Visual-Words (BoVW) [15] is
a popular mid-level approach. The BoVW describe low-level features using the
SIFT [12], then it learns the vocabulary of visual words using the k-means clus-
tering algorithm which result to an encoded vocabulary. This generates a global
feature vector quantization of the image which is the frequency count occur-
rences of every visual word in the image. BoVW is widely adopted in computing
mid-level feature representation for remote sensing images scene classification
[15–17,19]. Tombe et al. [20] developed a feature characterization method which
combine features generated by low-level feature representation methods, i.e. local
ternary patterns and hu-moments to develop a mid-level feature representation
method. This method uses fisher vectors to encode the low-level features of local
ternary patterns and Hu moments, the method is applied in remote sensing
images scene classification [20].

Deep learning techniques have been applied in object and scene recognition
tasks [26–28] and they have shown impressive results in scene classification com-
pared to low-level handcrafted and medium-level feature representation methods
[1]. Literature exists on the various architectures of deep learning models [21–23].
These architectures have been adopted in the context of remote sensing for fea-
ture extraction and image scene classification: The bag of visual words convolu-
tional features(BoCF) [18] comprise four steps: Convolutional feature extraction,
creation of codebooks, feature encoding and scene classification, this technique
is ambiguous on how the features are engineered from the input images, instead
the method BoCF focuses more on feature encoding. The deep learning metrics
via learning discriminative CNNs technique [25] that minimize the within class-
similarity of same scene images and widen the between class differences with
learning metrics regularizer.

3 Foundational Concepts

This section presents foundational concepts of convolutional neural networks, or
ConvNets which is a specific type of deep learning technique. ConVnets inter-
connected systems of processing units(neurons) that compute values from the
input layers resulting to outputs that are used on further layer units. Neurons
work together to solve a specific problem while learning by example, that is,
a network is created for a specific application such as ImageNet Visual Recog-
nition Challenge (ILSVRC) classification for networks [22,23]. ConVnets have
several advantages: (i) learn and extract features automatically from inputs, (ii)
implement the weight sharing principle which significantly reduces the number
of parameters and hence their generalization capacity, (iii) they generate invari-
ant features. Next, the concepts employed in Convolutional neural networks are
presented.
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3.1 Neurons and Neural Networks

The motivation behind neural networks is the concept that a neuron’s computa-
tion entails weighted sum of input values [24]. Figure 1 (a) depicts a computation
neural network. The input layer neurons receive values which it propagates to
neurons in the next layer of the neural-network, commonly referred to as “hid-
den layer”. The weighted sums across hidden layers are finally propagated to the
output-layer. Figure 1 (a) is an example of the computations at every layer and
this is expressed by Eq. (1)

yk = f(
3∑

i=1

Wik × xi + b) (1)

The terms xi,Wik, yk b are the input activations, weights, output activations
and the bias respectively, while f(.) is a non-linear function.

Fig. 1. Neural network example. (adopted from [24].) (a) weights and neurons. (b)
Calculate weighted sum for every layer

3.2 ConvNet Components

Convolutional Neural Networks, i.e. convNets, are trainable network architec-
tures composed of several stages. The network is built on hierarchical convolu-
tional building blocks called layers. Generally for all convolutional neural net-
works, the units of initial layers correspond to some section of the input which are
then organized into feature representations. The layers close to the input (lower
layers) form correlated units which concentrate at local regions and there are less
and less number of patches over bigger image regions. ConvNets architectures
comprise of various layers that perform different functions:

1. Convolutional layers: Composed of neurons which connects subregions of
input image or the outputs of preceding layer. Features are learned at this
layers based on the weights applied to the image region by the filters which
scans input images. This layer uses filters and strides to generate feature
maps.
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2. Nonlinear Layers: They immediately follow the convolutional layers and they
comprise of different activation functions such as ReLU [29] tanh [30], which
perform threshold operations on every element. For instance a ReLU activa-
tion function applied to an element in an input value generates an output
based on Eq. (2). The activation function does not alter the input size.

f(x) =

{
x,≥ 0
0, x < 0

(2)

3. Pooling layers: This layer follows the convolutional layers for down-sampling,
thus, reduces the number of parameters which are to be learned in the next
layers. Further they reduce overfitting [21]. No learning takes place in this
layer

4. Fully Connected Layer: Neurons for a fully connected layer join the neurons
of previous layer. In this layer, all features(local information) that is learned
by and from previous layers of the image combine to identify large patterns.
For object identification and recognition problems, this layer combine the
features for object category classification and recognition tasks.

5. Dropout Layer: Many parameters occupies the fully connected layer because it
is connects all neurons from previous layers to every single neuron of the fully
connected layer and this can easily result to network over-fitting problem. The
dropout method [31] drops randomly some neuron outputs which do not have
effect in forward pass and back propagation. This step reduces the number
of neurons in the network, thus improving its training speed.

6. SoftMax and classification Layers: The softmax function adapts and fine-tunes
the network for label sets [21,22,33]. The softmax is a generalization function
that approximate samples from categorical distribution in the range(0,1) for
multi-class classification problems through generation of n − dimensional
vectors. Equation (3) depicts a softmax function that can predict probability
of the ith class given a sample input vector(X).

yi(X) =
exp((log(πi) + gi)/T )

∑k
j=1 exp((log(πj) + gj)/T )

for i = 1, ..., k. (3)

4 Strategies for Exploiting ConvNets

The main strategies for employing convNets in different scenarios are grouped
to three categories, i.e. Full-trained networks, fine-tuned network and convNets
as feature extractors [33].

4.1 Full-Trained Networks

This approach trains a network from scratch(using random filter weights for ini-
tialization). This approach is beneficial with large datasets because it leads to
network convergence; other specific advantages of this approach include: (i) fea-
ture extractors are tuned based on specific dataset, this may result to improved
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accuracy and (ii) better control of the network parameters. A major shortcom-
ing of this approach is that it’s expensive due to high computational resources
required to train a network from scratch. The two options [33] for training deep
neural networks are: (i) A complete designing and training of a new architecture
that entail different layers, neurons, type of activations, weight decay, the num-
ber of iterations, learning rate among others; (ii) Use the existing architecture
and fully train its weights with the target dataset of a given size. In this case,
the network architecture and its parameter weights(learning rate, weight decay,
e.t.c) are not changed.

4.2 Fine-Tuned Network

With reasonably large datasets which are not sufficient to fully-train a new net-
work, network-fine-tuning is a viable option to extract the effectiveness from pre-
trained deep neural network given that they can substantially enhance perfor-
mance of the classification layer this is demonstrated with examples and results
in literature [1,2]. Furthermore, basing on results of ImageNet Visual Recog-
nition Challenge (ILSVRC) networks [22,23] which fine-tuned and adopted for
remote sensing scene classification images [18,25], show that earlier layers learn
general features independent of the train data. This imply that earlier layers
contain generic features that can be useful for various tasks, however later layers
are progressively more specific to details of the original dataset classes. With this
property, the network initial layers can be retained while the last ones should be
modified to suit datasets of interest.

4.3 Convolutional Neural Neworks as Feature Extractors

Pre-trained CNNs can be used for feature extraction from any image, because
the CNNs learn generic features(in the initial layers of the network) and they
generalize well. For instance, the features obtained with CNNs trained on ima-
geNets datasets have shown to generalize well when used in other contexts which
include: flower categorization [34], human attribute detection [35]. In remote
sensing CNNs have been applied [9,18] as feature extractors, however, given the
enormous amount of images generated periodically by satellites that are useful
on earth observations applications for intelligent decision making. CNNs feature
extractors frameworks are required to drive development of innovative applica-
tions in remote sensing contexts, a gap that this research seek to address.

5 The Proposed Method

The proposed generic convNet feature extraction technique is based on the first
four steps as outlined in Sect. 3.2. i.e. i) Convolution layers, ii) Nonlinear layers,
iii) Pooling layers and iv) Fully connected layers. note that, the convolutional
step and the nonlinear functions steps occur at the convolutional layer. It has
been shown that Support vector machines(SVM) achieve superior classification



272 R. Tombe and S. Viriri

accuracy results [33] compared to the softmax and classification layers of the
deep learning neural networks. The following Steps on convolutional feature
extraction and classification are depicted in Fig. 2.

1. Convolutional Feature Engineering : This step performed at the convolutional-
layers, the nonlinear functions RELU [32] are applied in convolving the image
for feature engineering. Filters are a set of weights and biases applied to image
regions which are connected to receptive fields in the feature-maps of previous
kernels. Each feature map contain different weight sets and biases.

2. Pooling-layers: are between convolutional-layers to reduce dimensions of the
feature maps thereby creating invariance based on movements and distortions
of neighboring pixels.

3. Fully Connected layers: are the last network layers extract the information
relayed by lower layers hence forming a high-level-feature representation for
the different class categories. For illustrations, Fig. 2 has six classes, note the
size of a fully connected layer vector has six circle elements.

4. The Support vector machine classifier: trains a classier using the extracted
CNNs features for remote sensing image scene classification.

Fig. 2. Mechanics of the generic feature engineering and representation technique for
scene category classification tasks

6 Experimentation

6.1 Datasets

Three remote sensing datasets, that is: UCMerced [15], WHU-RS Dataset [36],
and RESISC45 [2] are used to evaluate the effectiveness and robustness of con-
Vnet features(referred in here as high-level-features). The UCMerced dataset
contain 21 classes with 100 images each, WHU-RS dataset has 19 classes with
950 total number of images and the RESISC45 dataset has 45 classes with 700
images per class. For more details on the datasets, see the cited papers. Figure 3
shows a sample of images from the RESISC45 dataset.
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Fig. 3. Sample images from the NWPU-RESISC45 dataset [2]

6.2 Experiment Setting

In experimentation, the datasets are set to the train, validation, and test ratios
as follows: Whu-RS (160:30:10), Ucmerced (70:20:10), Resisc45(20:75:5). The
deep convolutional features are extracted with aid of the state-of-the art model
AlexNet [21] which is pre-trained with ImageNet dataset. The AlexNet model is
downloaded as a third-party add-on deep learning package for Math-lab software.
A pretrained AlexNet network is selected because this research utilize transfer
learning to demonstrate the power of convolutional features. Due to space con-
straints, discussions of other deep learning networks such as VGG16, VGG19
and GoogleNet are omitted in this work. A multi-class binary support Vector
Machine(SVM) learners model (fitcecoc) provided by matlab 2017b software is
applied to learn the convolutional features.

6.3 Evaluation Metrics for High-Level Feature Representation
on Effectiveness and Robustness

The overall accuracy [2] is used to evaluate the effectiveness and robustness of the
high-level feature convolutional representation. Average accuracy is the number
of correctly classified image samples regardless of the class which they belong
divided by total number of image samples. The evaluation results of, low-level,
mid-level and high-level features representation methods on three datasets(Whu-
RS, Ucmerced and Resisc45) are given in Table 1, and Fig. 4 (a, b, and c) respec-
tively on scene classification tasks.
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7 Results and Discussion

Table 1 and Fig. 4. (a, b and c) shows the accuracy results of three feature rep-
resentation methods, i.e. Low-level, Mid-level and High-level methods on Whu-
RS19, UCMerced and RESISC45 dataset respectively.

Table 1. Classification Performances on Resisc45 and UCmerced datasets

Feature Extraction method Whu-RS OA% Ucmerced OA% Resisc45 OA%

Local Binary patterns 39.75 35.15 23

LBP and Hu-Moments(Fisher Vectors) 54.85 50.12 31.5

Convolutional Features (AlexNet) 92.4 88.78 75. 65

Fig. 4. Overall accuracy classification results on three datasets i.e. a) RS19, b)
UCMerced and c) NWPU-RESISC45 with Low-level, mid-level and high-level feature
characterization methods respectively.

The accuracy results for the three image feature descriptor techniques:
LBPs(low-level), LBPs and Hu-Moments with fisher vectors (mid-level) and the
convolutional features (high-level) are depicted on the bar graphs in Fig. 4(a,
b and c) for three datasets. Convolutional features demonstrate superior dis-
criminative capacity, hence achieving better classification accuracy results as
compared to the low-level and mid-level feature representation methods. The
superior accuracy results obtained with convolutional features demonstrate their
effectiveness in image feature characterization power. Further, there is a consis-
tent trend with convolutional features attaining the highest classification accu-
racy results in all the three datasets as compared to low-level and mid-level
feature representation techniques. This imply that convolutional neural net-
works are robust in characterizing image features. Furthermore, from Fig. 4 it
is observed that there is a decrease in classification accuracy results with larger
image dataset, this can be attributed to two factors: (1.) There is need for Convo-
lutional Neural Network architectures that are specific for remote sensing image
scene classification context and (2.) The convolutional neural networks needs
to be fine-tuned inorder to extract features that are more discriminatory. The
findings of this work are consistent with the literature works [2,33].
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8 Conclusions

This paper present a high-level feature representation technique that is based on
convolutional features. Given the huge volumes of images generated by satellite
technologies periodically on earth observations, there is need for superior scene
images feature characterization techniques for reliable remote sensing applica-
tions to be developed, this is possible with the advent of deep learning techniques.
Experiments in this paper demonstrate that the trend for image feature charac-
terization is moving towards convolutional feature extraction. Our future works
and indeed a challenge to the computer scientists is to develop deep-learning
architectures for transfer feature learning in the context of remote sensing images
so as to spur developments of intelligent applications in the area.
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Abstract. The segmentation of blood vessels from the retinal fundus
image is known to be complicated. This difficulty results from visual
complexities associated with retinal fundus images such as low contrast,
uneven illumination, and noise. These visual complexities can hamper the
optimal performance of Deep Convolutional Neural Networks (DCNN)
based methods, regardless of its ground-breaking success in computer
vision and segmentation tasks in the medical domain. To alleviate these
problems, image contrast enhancement becomes inevitable to improve
every minute objects’ visibility in retinal fundus images, particularly the
tiny vessels for accurate analysis and diagnosis. This study investigates
the impact of image contrast enhancement on the performance of DCNN
based method. The network is trained with the raw DRIVE dataset in
RGB format and the enhanced version of DRIVE dataset using the same
configuration. The take-in of the enhanced DRIVE dataset in the seg-
mentation task achieves a remarkably improved performance hit of 2.60%
sensitivity, besides other slight improvements in accuracy, specificity and
AUC, when validated on the contrast-enhanced DRIVE dataset.

Keywords: Retinal blood vessels · Deep Convolutional Neural
Networks · Segmentation · Image contrast enhancement

1 Introduction

Diabetic Retinopathy (DR) is an eye disease that progresses from a mild stage
to a severe stage where early treatment is lacking. It is a complication of dia-
betes mellitus and can cause permanent and irreversible blindness. It is common
among the working-age group and worst enough; little children are also affected.
DR is a global affliction to the health sector, society, and the world at large.
Its consequences on the economy, quality of life, productivity, and global Gross
Domestic Products is frightening. Variation in the retinal vascular structures is a
clear pointer to the presence of pathologies foreshadowing DR eye disease in the
retinal. The resultant effect of DR progression to the severe stage is total vision
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loss [1,2]. However, early detection of DR eye disease can arrest severe complica-
tions and total blindness. Currently, manual screening is the major approach to
detecting DR eye disease. Unfortunately, the Ophthalmologists that handle the
screening are few in the field, and the screening process is labour intensive, time-
consuming, error-prone, and not easily accessible in terms of cost and availability
in the rural areas. Therefore, Computer-aided algorithms for the detection of DR
at an early stage remains the best option.

Segmentation of blood vessels from the retinal fundus image is an active
area of research that has attracted many interests. These interests have led to
the development of many automatic algorithms with brilliant innovations and
ideas. These algorithms are to aid early detection, analysis, diagnosis, and timely
treatment of DR. Nevertheless, the task remains challenging due to low contrast
between the foreground and the background of retinal fundus image, non-uniform
illumination and noise challenge. Degradation in image quality often leads to loss
of information that might be useful for medical analysis and diagnosis. Hence,
optimal segmentation performance becomes illusive since every minute detail
needed for accurate prediction is missing or not visible. Given this, this study pro-
poses Contrast Enhancement in Deep Convolutional Neural Networks (DCCN)
for Segmentation of Retinal Blood Vessels from Fundus Images. DCNN based
models have proven to be very robust in speech recognition, character recogni-
tion, detection, classification, and segmentation tasks. Some of the DCNN based
architectures include AlexNet [3], VGGNet [4], ResNet [5], U-Net [6], FCN [7].

1.1 Related Work

Many novel and groundbreaking segmentation tasks in medical imaging are
DCNN based. Despite the great achievement of DCNN based approaches, its
performance accuracy can be affected by low contrast, noise, uneven illumina-
tion, and other artifacts that degrade the quality of an image. Soomro et al. [9]
showed that proper noise removal and contrast enhancement techniques could
significantly improve the performance of a CNNs based model. The choice and
adequate application of these techniques can go a long way to restore a degraded
image quality back or close to its original condition. Sahu et al. [10] presented a
denoising and contrast enhancement techniques for retinal fundus images.

A useful contrast enhancement technique will preserve vital information in
an image, restore the missing information due to low contrast, and enhance the
image for better analysis. Many of the existing CNNs based algorithm for seg-
mentation of blood vessels from retinal fundus image applied image enhancement
techniques either at the pre-processing or post-processing stage to enhance the
CNNs segmentation predictive accuracy.

Aforetime, many authors have employed some of the image processing and
enhancement techniques to improve CNNs segmentation performance. These
include; Lisowski et al. [11] acknowledged that CNNs based models can con-
veniently learn from raw input images but that they learn better from prop-
erly enhanced or pre-processed images. The Authors, however, applied Global
Contrast Normalization, Zero-phase Compound Analysis (ZCA) pre-processing
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techniques before passing the images to CNNs for training. Soomro et al. [12] pre-
sented the sensitivity boosting effect in combining robust pre and post-processing
techniques with CNNs based architecture. The pre and post-processing tech-
niques were able to address noise and uneven illumination problems, which
boosted the sensitivity with a slight performance hit of 0.007. The model can
eventually detect tiny vessels. Similarly, Guo et al. [13] introduced a blurring
and denoising algorithm using short connections, and this brilliant innovation
yielded an outstanding segmentation performance of extracting blood vessels
from the retinal fundus image. The model can detect tiny vessels, solve patho-
logical interference, remove noise, and segment disc boundary.

Dharmawan et al. [14] explored Contrast Limited Adaptive Histogram Equal-
ization (CLAHE), matched filter for contrast enhancement on a CNNs based
model, and achieved a very robust sensitivity of 70.71. Jebaseeli et al. [15] pre-
processed the images using CLAHE, segmented with the Tandem Pulse Cou-
pled Neural Net- work (TPCNN) model, and assigned values to all the training
parameters using Particle Swarm Organisation (PSO). The model achieved an
average sensitivity of 70.23% on Digital Retinal Images for Vessels Extraction
(DRIVE) datasets [16], amongst other datasets. Sule et al. [17] applied some
enhancement techniques on RGB retinal fundus image to enhance CNNs per-
formance for the segmentation of blood vessels from the retinal fundus image.
Fraz et al. [18] proposed an ensemble model consisting of bagged and boosting
decision trees to segment blood vessels from the retinal. Marin et al. [19] applied
both pre and post-processing techniques to enhance the retinal images before
using Neural Network for the pixel classification.

The main contribution of this study is to show the impact of contrast-
enhanced retinal fundus images on the predictive accuracy of a DCNN based
method for the extraction of retinal blood vessels from fundus images.

2 Method

The major steps considered in this proposed study are data preparation, pre-
processing, and the segmentation processing stages. The flow diagram and the
proposed framework are shown in Fig. 1.

2.1 Data Preparation

The DRIVE database has 40 fundus images, splits into the training set of 20
images, and testing sets of 20 images as well. There are two ground truths (man-
ually annotated images), but this study used the first ground truth. Each data
point in the dataset is 565 × 584 pixels in size. Data Augmentation is consid-
ered necessary because the DRIVE dataset contains a training set of only 20
images, which contradicts the large data requirement for CNNs based models
for proper training and learning. To avoid over-fitting and inadequate learn-
ing during training, we used augmentation to increase the data point size for
adequate learning and training. The augmentation is implemented online using
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the following transformation operations: random crop, random rotation, random
shear, random vertical flip, random shift, random horizontal flip, random zoom,
and random translation.

2.2 Pre-processing

To achieve the goal of this study, this section focuses on the enhancement of the
input datasets for better image quality before the DCNN segmentation process.
Some contrast enhancement techniques applied to improve the quality of retinal
fundus images are CLAHE for contrast enhancement, and Colour space for colour
constancy. Each of these enhancement techniques is detailed below:

Data Cropping: Cropping is applied to enable the divisibility of the size of
the input image by 16 (24)and also to alleviate the noise in the background.

Data Normalization: This is to make sure that all the image pixels have the
same data distribution and are in the 0 to 1 range, also to avoid instability during
network training [20], [21]. The mean value and standard deviation calculations
for the normalization are represented in Eq. (1) and Eq. (2) respectively.

Fig. 1. The overview framework for the proposed method.

Ā = ai − Ā (1)
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āi =
ai − Ā

σa
(2)

Where āi and a represents pixels old and new values, Ā represents mean pixel
value and σa signifies standard deviation for pixel value.

Colour Space. Colour spaces play a vital role in the recognition both at human
and machine levels. In computer vision, they are effective in addressing the
problem of varying illumination in an image. RGB is the most popular colour
space, but is limited in maintaining colour constancy under the direct application
of some image contrast enhancement techniques. YCrCB colour model is an RGB
encoder, calculated from RGB through a linear transformation. It has three
components, Y-luminance, which contains the grayscale information, while the
remaining two chrominance(Cr and Cb) contain the colour information. The
YCrCb colour components are separable in terms of intensity, which makes it a
perfect colour space that can maintain colour constancy when faced with image
processing applications. The transformation of RGB to YCrCb colour space is in
Eqs. (3) to Eq. (5), and well detailed in Fig. 1. The outcome of the transformation
is in Fig. 2.

YL = 0.2126 ∗ R + 0.7152 ∗ G + 0.0722 ∗ B (3)

Cred = 0.6350 ∗ (R − Y ) (4)

Cblue = 0.5389 ∗ (B − Y ) (5)

Fig. 2. Showing (a) Retinal image in RGB Colour Space (b) and (c) Retinal Image in
(Gray) and (Non-Gray) in YCrCb Colour space.
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CLAHE: This study applied a contrast enhancement algorithm called Contrast
Limited Adaptive Histogram Equalization (CLAHE). It is often used for contrast
enhancement in the medical domain [22] because of its ability to handle the
limitation of contrast limiting in AHE [23]. The introduction of the clip limit in
the CLAHE algorithm prevents the over-amplification of noise [24]. The quality
of enhanced image using CLAHE depends majorly on three variables; the tile
size, clip limit, and the distribution function. In this study tile size of 8 × 8 is
used with the clip limit of 2.0. The outputs of all the enhancement techniques
are shown in Fig. 3.

Fig. 3. Pre-processing results: (a) Original input image. (b) Normalized Mean Value
Image. (c) Normalized Standard Image. (d) The normalized RBG Image in YCrCb
Colour Space. (e) CLAHED image. (d) RGB of the Enhanced image.

Fig. 4. The description of the U-Net architecture for the proposed method.
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2.3 Architecture

The U-Net architecture, also known as encoder-decoder, is an efficient DCNN
based method for segmentation tasks. It contains two paths called encoding and
decoding paths. The contracting path contains five convolution blocks labeled
conv1, conv2, conv3, conv4, and conv5 in Fig. 4. Each of the convolution blocks
has 2 consecutive 3 × 3 convolution layers, the activation layer, max-pooling
layers, and a dropout layer in between the 2 successive convolution layers. The
convolution layer receives the input image and convolves the image, while the
ReLU activation layer introduces a non-linear property to the network, the 2×2
Max-pooling layer downsamples the size of the input image while, the dropout
drops the redundant neurons to ameliorate over-fitting. At each convolution
block in the contracting path, the feature maps double while the size of the
input image reduces by half.

The decoding path also contains five convolution blocks. Each block has
a 2 × 2 Up-sampling layers, 3 × 3 transpose convolution layers, and a layer
for the concatenation of output tensors from each of the convolution blocks on
the contracting paths. The Up-sampling layer up-samples to gradually increase
the reduced high resolution of the input image back to its original size. The
final predicted output from the segmentation process is obtained from a 1 ×
1 convolution with two classes of pixels belonging to blood vessels and pixels
belonging to non-blood vessels. The size of the output image is the same as the
size of the input image.

The summary of the proposed model’s architecture is presented in Fig. 4.
The number of convolution kernel in each layer, feature maps, size of kernel
used, and parameters presented below:

Input Layer: The input is of shape (None, 64,64,1), a kernel-size of 2*2
with stride 1, and padding=same. At the input layer, the parameter is
0(zero).

Convolutional-1 Layer in Conv1 Block: Kernel-size is 3*3 with stride 1
and 32 filters. The number of features learned is 1. The number of param-
eters is calculated using (((kernel-size)*stride)+1)*number of filters) =
(((3*3)*1)+1)*32) = 320.

Dropout-1: The dropout drops the neurons that are not needed for activation
to the next at this point.

Convolutional-2 Layer in Conv1 Block: At this layer, the kernel-size is
3*3 with stride 1, number of features learned is 32 (from conv-1 Layer),
number of filters is 32. The number of parameters = (((3*3)*32)+1)*32)
= 9248.

Max-pooling Layer: The kernel-size at this layer is 2*2. The image is
reduced to half of its original size i.e., from 64 to 32 as explained in Sect. 2.3
and shown in Fig. 6.
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Convolutional-3 Layer in Conv2 Block: At this layer, the kernel-size is
3*3, number of features learned is 32 (from conv-2 Layer), the number of
filter is 64. The number of parameters is (((3*3)*32)+1)*64 = 18496.

The same process of increase in the depth and decrease in the size of the
input image continues through all the layers in all the convolutional blocks in
the encoding path. While, the down-sampled image size is up-sampled in the
decoding path.

3 Experiments

3.1 Experimental Setup and Training

The experiments are carried out on the Ubuntu Operating System using Keras
platform as the front end and Tensor-Flow as the back end platform. The entire
software training environment is on the desktop with the hardware configuration
of Intel R©Core TM i7- 7700 CPU @ 3.60GHz processor and 16GB of RAM. The
network training is validated on the raw DRIVE dataset and enhanced DRIVE
dataset. The two training are carried out under the same experimental setup,
parameters, and hyper-parameters. The input data are cropped to 64 × 64 by
size to ensure that the retinal image is divisible by (24) so that the max-pooling
operation can take a random crop of 64 * 64 from each of the retinal images. We
used a batch size of 16 with a training cycle of 50 epochs for the network training.
ReLU activation function in Eq. (6) is used because of its low computational
cost and its ability to prevent varnishing gradient challenge. Adam optimizer
with the learning rate of le-3 is used to optimize Binary Cross-Entropy loss
function presented in Eq. (7) for binary classification. A dropout of 0.05 is applied
between the 2 × 2 consecutive convolution layers to avoid over-fitting. The first
training was implemented using the raw DRIVE dataset while, the second used
the enhanced DRIVE dataset.

f(y) = max(b, 0) (6)

where b and y represent input and output respectively.

LossBCE(gt,prei) =
∑

gtilogprei + (1 − gti)log(1 − prei) (7)

where gt and pre represent the groundtruth and the predicted output respec-
tively.

3.2 Evaluation Metrics

The evaluation metrics presented in Eq. (9) to Eq. (11) are used to evaluate the
performance of the two models:

Accuracy (Acc) =
TP + TN

TP + FP + FN + TN
(8)
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Sensitivity (Sen) =
TP

TP + FN
(9)

Specificity (Spe) =
TN

TN + FP
(10)

Areaunder theROCcurve (AUC) =
∫ 1

0

SendSpe (11)

4 Results and Discussion

Contrast enhancement techniques are used to enhance the contrast of the images
in the DRIVE dataset. Some tiny vessels and fine details are more visible and
pronounced in the enhanced image, whereas the reverse is the case in the original
image due to low contrast, uneven illumination, and noise.

Presented in Fig. 5 is the histogram shape plot of pixel values against their
corresponding intensities for both the raw retinal fundus images in DRIVE
dataset and the contrast-enhanced version. The histogram for the raw image
shows that the intensity distribution is confined to a region, which is an indi-
cation of low contrast. While the histogram shape for the contrast-enhanced
image stretches out showing better distribution of intensity and good contrast-
enhanced image.

Fig. 5. Showing (a) The Original RGB Retinal Image, (b) The Intensity Histogram of
the Original Image, (c) The Contrast-Enhanced Image and (d) The Intensity Histogram
of the Contrast-Enhanced Image.

This study performed two experiments, one with the raw DRIVE dataset
and the other trained with an enhanced DRIVE dataset using the same config-
uration so that we can observe, monitor, measure, and evaluate the impact of
the two datasets on the performance of the proposed DCNN. We carried out the
training one after the other and measured the accuracy, sensitivity, specificity,
loss, and AUC of the two training. The performance of the proposed DCNN on
the two datasets are presented in Table 1. The evaluation of the results in Table
1 reveals that the performance of the proposed model trained on the enhanced
DRIVE dataset achieved all-round slight improvement responsiveness over the
one trained with the raw DRIVE dataset.
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Table 1. Performance of the Model Trained with Original DRIVE dataset and the
Model Trained with the Enhanced DRIVE dataset.

Performance
Metrics

Accuracy
(Acc)

Loss Sensitivity
(Sn)

Specificity
(Sp)

AUC

Without Contrast
Enhancement

0.9445 0.1299 0.6878 0.9724 0.9724

With Contrast
Enhancement

0.9460 0.1206 0.7138 0.9826 0.9730

These slight improvements are evident in the increase in accuracy of 94.45%
to 94.60% (0.15%), the sensitivity of 68.78% to 71.38% (2.60%), the specificity
of 98.17% to 98.26% (0.09%), AUC of 97.24% to 97.30% (0.06%) and reduction
in a loss that is 12.99% to 12.06% (0.93%). More interesting is the significant
performance hit of 2.60% sensitivity in the model trained on enhanced DRIVE
dataset. This is a remarkable improvement indeed because sensitivity means
the true positive rate, and medically it recognizes those having abnormalities as
truly having defects (correct positive rates). This shows that properly enhanced
images have a substantial impact on the performance accuracy of DCNN based
method for the segmentation of retinal blood vessels from the retinal fundus
images.

Table 2. Comparison of the Proposed Methods with other Existing Segmentation
Methods on DRIVE Datasets.

Methods Accuracy Sensitivity Specificity AUC

Marin et al. [18] 0.9452 0.7067 NA NA

Jebaseeli et al. [14] 0.9883 0.7023 0.9931 NA

Sule et al. [16] 0.9447 0.7092 0.9820 0.9721

Fraz et al. [17] 0.9430 0.7152 0.9768 NA

Soomro et al. [11] 0.9480 0.0.7390 0.9560 0.8440

Proposed Method
Without Contrast
Enhancement

0.9445 0.6878 0.9724 0.9724

Proposed Method
With Contrast
Enhancement

0.9460 0.7138 0.9826 0.9730

The comparison of the results for the two methods with the ground-truths
is in Fig. 6, while the comparison of the segmented outputs for the two meth-
ods is in Fig. 7. The close comparison of the segmented outputs from the two
models reveals that the model trained with the enhanced DRIVE dataset can
detect few tiny vessels that are dropped out in the model trained with the raw
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Fig. 6. Shows Original input images in 1st Column, Ground truth in the 2nd col-
umn, Segmented output from Without Contrast-Enhanced Model in 3rd column, and
Segmented output from With Contrast-Enhanced Model in the 4th column.

Fig. 7. Comparison of the Segmented Vessels from Proposed Methods in Column 2
(Without Contrast Enhancements) and Column 3 (With Contrast Enhancement) with
the Ground truth in Column 1.

DRIVE dataset. Red boxes in Fig. 7 highlights the detection comparisons. The
improvement in the DCNN performance when trained with enhanced DRIVE
dataset proves the necessity of adequate contrast enhancements on medical imag-
ing before the segmentation task in DCNN based method.

The proposed method is compared with some existing methods as shown in
Table 2. Our proposed method demonstrated a promising performance of 97.30%
AUC as the highest score.
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5 Conclusion

This study used contrast enhancement techniques to enhance RGB retinal fundus
images to boost the processing output for better diagnosis and analysis. This
becomes necessary because the visual complexities of retinal fundus images can
hinder the optimal performance of DCNN segmentation accuracy. We proposed
training a DCNN with the raw and the enhanced DRIVE dataset using the same
configuration. The proposed method is to investigate the influence of image
contrast enhancement on the segmentation performance of the DCNN based
method. The incorporation of the enhanced DRIVE dataset in the segmentation
task remarkably improved the performance of the DCNN with a performance hit
of 2.60% in sensitivity. However, the slight improvements in accuracy, specificity,
and AUC seem small but, significant. However, better enhancement techniques
may yield a better considerable performance outcome. More advanced and robust
enhancement techniques will be considered in future research to make the DCNN
predictive accuracy more dependable for medical diagnosis and analysis.
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Abstract. This paper focuses on developing a social distance alert sys-
tem using pose estimation for smart edge devices. Recently, with the
rapid development of the Deep Learning model for computer vision,
a vision-based automatic real-time warning system for social distance
becomes an emergent issue. In this study, different from previous works,
we propose a new framework for distance measurement using pose esti-
mation. Moreover, the system is developed on smart edge devices, which
is able to deal with moving cameras instead of fixed cameras of surveil-
lance systems. Specifically, our method includes three main processes,
which are video pre-processing, pose estimation, and object distance
estimation. The experiment on coral board, an AI accelerator device,
provides promising results of our proposed method in which the accura-
cies are able to achieve more than 85% from different datasets.

Keywords: Real-time · Social distance alert system · Deep Learning ·
Computer Vision · Pose estimation · Smart Edge Devices

1 Introduction

Recently, with the rapid development of the Internet of Things (IoT), embed-
ding Artificial Intelligence (AI), in particular, Machine Learning (ML) tech-
niques into connected devices becomes an emergent research issue. Specifically,
the applications of on-device AI are capturing both consumer and industrial
attention, which making connected devices (e.g., automobiles, cameras, smart-
phones, industrial sensors) are smarter and faster [13]. Recently, Deep Learning
(DL)-based models have been successfully developed for various applications
[3,23]. However, implementing DL models at the edge devices, where data is
generated, is still a real challenge. Specifically, executing algorithms of AI on
devices with limited resources and allowing local data processing is an impor-
tant step [9].

In this study, we take the implementation of AI in Smart Edge Devices
(SED) for a real-solving problem into account. Particularly, we develop a pose
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estimation-based social distance alert system using on-moving cameras. Specifi-
cally, Fig. 1 depicts the pipeline of the general system for the proposed system.

Fig. 1. The general framework of the proposed system.

Accordingly, there are three main processes, which are key frame pre-processing,
pose estimation, and distance calculation. Moreover, executing the proposed sys-
tem for smart devices is an emergent trend and still a challenge in this research
field. Specifically, SEDs use lightweight models that cause low performance in
terms of accuracy and inference time (FPS). To the best of our knowledge, our
paper is the first study which focuses on using pose estimation for the social
distancing alert systems. Consequently, the main contribution of this paper is
threefold as follows:

• Developing an end-to-end social distancing framework for real-time processing
on SEDs.

• Proposing a new method for social distancing measurement in which we syn-
chronize the position of objects in cameras to 2D map.

• The experiment on coral board device indicates the promising results of the
proposed method with different datasets.

The rest of this paper is organized as follows: We take a brief review of the
trend for embedding AI into edge devices in Sect. 2. Moreover, recent research on
pose estimation using DL models are also reviewed in this section. The method-
ology for implementing the social distance alert system using pose estimation
on SEDs is presented in Sect. 3. Section 4 is a demonstration of our proposed
system. Discussion and future work of this study is concluded in Sect. 5.

2 Literature Review

2.1 Deep Learning for Human Pose Estimation

Pose estimation is defined as the problem of localization of object key-points in
images/videos. The classical approach for pose estimation based on mixtures-of-
parts models which match the global template and part template in an image to



Deep Learning-Based Social Distancing Alert System on Smart Edge Devices 293

detect an object [22]. With the rapid development of DL, the current approaches
are able to deal with the cost of limited expressiveness and the global context of
the classical approaches [7]. Specifically, recent pose estimation systems adopt
Convolutional Neural Network (CNN) as their main building block for replacing
hand-crafted features and graphical models [14,17–20]. Consequently, inspired
by the idea of transfer learning where pre-trained CNN-based methods are used
for a limited amount of training data, Kendall et al. [8] have proposed PoseNet,
a modified truncated GoogLetNet architecture [15] for Real-time human pose
estimation. Specifically, the difference with GoogLeNet, the softmax layer (for
classification) is replaced with deep fully-connected (FC) layers to regress the
pose of an image from cameras. In this regard, for executing human pose esti-
mation on SEDs in the alert system for social distance measurement, we adopt
this model to enable real-time monitoring.

2.2 Social Distance Alert System Using Computer Vision

Social distancing is an effective measure for alert systems [6]. Obviously, an
automatic warning system is necessary to develop methods of observation with-
out the physical presence of humans. With the rapid development of DL for
Computer Vision (CV) such as object detection and tracking [4], recent studies
explore how AI enables automatic alert systems for social distancing measure-
ments from video surveillance using CV-based methods [16]. Authors in [10]
propose a DL-based framework for automating monitoring social distance using
surveillance video by using YoLo and Deep Sort for object detection and track-
ing, respectively. Yang et al. [21] use a pre-trained CNN to detect real-time social
distancing and develop a warning system. In this paper, we propose a new app-
roach of social distance measurement which is different compared with previous
systems such as i) We focus on real-time social distance measurement for SEDs,
which is the trend research in terms of embedding AI to the edge devices [2]; ii)
We use pose estimation technique for object detection instead of using bound-
ing box technique, which is able to improve the accuracy of measurement social
distancing between objects. More details of the proposed system are presented
in the following section.

3 Methodologies

As we mention above, we focus on developing the real-time alert system for
SEDs using pose estimation. Consequently, three main processes for executing
the proposed system are sequentially described as follows:

3.1 Key Frame Pre-processing

We adopt a keyframe extraction method for reducing blurry frames in order to
deal with real-time processing and improving the performance of the detection.
Specifically, instead of using models (e.g., DL) for extracting keyframes that are
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not able to execute the system in real-time processing, we implement a simple
process by using the variance of the Laplacian method for detecting non-blurry
frames [11].

Furthermore, SEDs are fundamentally moving cameras in which objects (i.e.,
human) in the lower and upper part of the frame/video are near and far from the
cameras, respectively. Therefore, we only try to detect objects which are near
the camera by using region of interest (ROI) in each video, as shown in Fig. 2
[5].

Fig. 2. Illustration of an input video using ROI (yellow line). (Color figure online)

3.2 Pose Estimation for Edge Devices Using PoseNet Model

Human pose estimation is an important issue in the CV. It is a critical step to
understand the people in images and videos. Recently, DL-based human pose
estimation has been developed for emergent applications in CV, such as action
recognition, animation, and video understanding. Figure 3 depicts the result of
the human pose estimation process with 17 key points. Consequently, for the
proposed system, we adopt pose estimation since this approach is able to cal-
culate the distance between objects better than using other object detection
methods (e.g., bounding boxes).

However, DL models are usually heavy, ranging from a few hundred MB
to several GB, which are often suitable for running on computers with high
hardware configurations. Therefore, this paper focuses on developing recent
approaches for optimizing DL models to fit on edge devices. Specifically, we
adopt PoseNet [12], a quantized model that has a size is around 1.7–2.3 MB
for detecting the position and orientation of objects (i.e., human). Technically,
there are several advantages of PoseNet, such as short interference times and
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Fig. 3. The keypoints for the human pose estimation

low memory footprint. Moreover, by using transfer learning, the network is able
to learn from limited-sized datasets. Consequently, the pipeline of this process
is described in Fig. 4.

Fig. 4. Pose estimation process using light weight model.

Specifically, for calculating the distances between objects, we determine the
position of objects based on all the key points. Therefore, the missing key point
process is adopted by in case of there are several missing key points after object
pose estimation as illustrated in Fig. 5.

3.3 Object Distance Estimation

This process calculates the distance between objects based on their position esti-
mation. Specifically, since we focus on moving cameras of SEDs, we first calcu-
late the distance from the camera to the object. Then, the distances between the
objects are measured. For more detail, Fig. 6 depicts the distance measurement
process. In particular, given the focal length value of the camera (FocalLength),
the distance between the moving camera (C) to an object (O) is calculated based
on the focal length as follows:
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Fig. 5. Illustration for position estimation with missing key points.

Fig. 6. Distance estimation

d(C,O) =
FocalLength ∗ FrameOfV iew

FieldOfV iew
(1)

where FrameOfV iew and FieldOfV iew represent the height of the object in
the real-world and the frame, respectively. Specifically, by applying a light-weight
pose estimation model on the object near the camera, we can compute the per-
son’s height correctly in each frame. As shown in Fig 6, since we are able to
estimate the position of the parts of the skeleton, the person’s height is deter-
mined in the video frame. Consequently, the distances between objects are cal-
culated based on their distance from the camera. For instance, as shown in the
Fig. 6b, given the distances and position of objects to the camera, respectively,
the distance among objects are determined by using the distance equation as
follows:

d(A,B) =
√

(x2 − x1)2 + (y2 − y1)2) (2)
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4 Experiment

For the experiment, we test our proposed system on TownCentre [1], a well-
known dataset for human detection and tracking. Moreover, since our method
focuses on moving cameras of SEDs, a self-taken video using Coral Board is
also taken into account to evaluate our proposed system’s performance. Specif-
ically, Coral Board1 is a single-board computer that contains an edge TPU co-
processor. Particularly, comparing with other edge devices such as Jetson Nano
or Raspberry Pi, the Coral board is supported by a USB accelerator, which is
able to enable real-time processing for DL models. Table 1 shows the character-
istics of the device that we use for the experiment.

Table 1. Characteristics of the edge device.

Features Google Coral Board

DL Accelerator Google EdgeTPU (4 TOPs, Int8 only)

Memory 8MB SRAM + 1GB RAM

DL Frameworks Tensorflow Lite

Power 5 W

Fig. 7. Real-time social distance alert system for the moving camera

Figure 7 demonstrates the interface of our system for the self-taken video.
Specifically, with the value of the focal length is 660 cm, our system is able
to enable real-time processing with the frame rate is around 55–85 FPS. In
order to evaluate the accuracy, we measure the total number of human pose
estimation (PE) with the ground truth (GT). Moreover, each video is split into
k segments, and we consider the cumulative human counts from the start of the
video to the end of each segment to reduce the labeling discrepancies problem.
For more detail, Table 2 shows the results of our method on two considered
datasets. As shown in the results, the accuracy achieves more than 85% of the
1 Coral. Available online: https://www.coral.ai/ (accessed on 22 November 2020).

https://www.coral.ai/
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Table 2. Pose estimation results compared with the ground truth with test case videos.

No Video k values GT PE Alert (True/k) Accuracy (%)

Vdo1 TownCentre 42 205 210 37/42 0.881

Vdo2 Self-taken 42 106 112 36/42 0.854

estimation, which is a promising result since we use lightweight models for real-
time processing on SEDs. Specifically, Fig. 8 depicts several cases that the system
fails to locate the person accurately in the frame. Therefore, a better DL model

Fig. 8. Failure cases of the pose estimation process

for improving the accuracy of human pose estimation is required in this research
field.

5 Conclusion and Future Work

In the next few years, there will be billions of smart devices that will be con-
nected. The research on implementing ML models for SEDs becomes emergent
research nowadays. In this paper, we take the development of a social distance
alert system using SEDs into account. Specifically, we present an end-to-end
social distance framework for real-time processing on SEDs using a lightweight
human pose estimation model. The experiment shows promising results of our
method that it is worth to keep working on.

From our point of view, there were several issues that could improve the
proposed system as follows: i) improving the accuracy by fine-tuning some of
the hidden parameters (e.g., the maximum number of poses to detect, pose
confidence score threshold, and the number of pixels); ii) extending the system
by adopting multi-camera tracking using the proposed framework, which is able
to enable the large-scale social distance alert system. There are several interesting
issues that we take into account regarding the future work of this study.
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Abstract. In this paper we explain the methodology for making a computer pro-
gram that will automatically edit videos with the only input being files containing
raw video interviews. Program produces two files as its outputs – an MP4 video
file and an XML file compatible with the most popular video editing programs.
MP4 video file will be the edited video program made and the XML file will con-
tain the timeline information which the program puts together with clip durations,
in and out points on the timeline, and information about the timeline itself. Such
a program is useful for two general types of users. The first group would be video
editors for whom it would save time - upon generating the XML they could con-
tinue improving the cut, without wasting time manually cutting and sorting clips.
The second type of users that could benefit using this program are people who
are not professional video editors and would use this program as a simple tool
that enables them to quickly edit the interviews they shot and publish them on the
web. In processing the inputted video files, among other technologies, program
uses unsupervised machine learning. The program is written in Python and uses
FFmpeg for converting audio and video files. The program has been tested on a
limited sample of video interviews carried out in English .

Keywords: Automatic video editing · Topic modeling · Unsupervised machine
learning · Video reportages · Documentary

1 Introduction

In the last couple of years, the development of Internet and web technologies has con-
tributed to the usage of video content as the favored source of information. [1] A program
like the one described in this paper could speed up the process of creating such content.
This would be achieved by doing the technical part of setting up a video sequence, con-
tent and context analysis and making a rough cut instead of the editor – leaving them
more time for the creative work. Figure 1 shows a basic flowchart of such program,
describing the goals of each separate function. Every square represents a module with
the description of specific functions the module should do.

After a user has chosen the video files containing footage of raw interviews, the
program will first create their audio versions. These audio versions will be of the same
content as original files, but without video. Then program analyzes the newly created
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Fig. 1. Program’s flowchart

audio files with the goal of detecting parts where any type of human speech is present.
These segments need to be cut – for each of them a new, separate clips need to be created.
For each of these clips the program will then get their transcriptions. The transcripts we
got will be used as a corpus (structured set of documents) in determining the topics from
the documents (smallest part of the list of input texts). These topics will be determined
using the statistical method Topic Modeling by using Latent Dirichlet Allocation. After
the topics have been determined, the program allocates one topic to each document.
Sorting the documents by topics produces a sequence of clips which represent the rough
cut of the reportage. Apart from making a video file out of this sequence, program will
create an XML file, compatible with popular nonlinear editing systems such as Adobe
Premiere Pro [2–4].

For it to work the program uses metadata (data about data, in this case number
and text values gotten by analyzing the input files), which is stored in a single file
which, a database of sorts. This approach makes it easier to observe the functionality of
specific functions containedwithin the program– since there is language analysis heavily
involved throughout the project, we can suspect the results to sometimes be only partially
precise [5]. Therefore, it is important to interpret the results of each program’s module
individually. The metadata is saved tabularly, in a CSV (Comma Separated Values) file
in which every line holds information about one clip. This file contains all information
that various program modules need and the file itself is human-readable and easy to edit
[34].

2 Background: Existent Voice Transcription Technologies

Today there are various applications and technologies for voice transcription. Companies
like Google, Microsoft, IBM (etc.) all have their own systems that use machine learning
and support multiple languages. For the purposes of this paper we have chosen to use
Google’s service because of the fact that it is free (for basic usage) and it supports
multiple languages.
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2.1 Trends in Natural Language Processing

Natural language processing is a field that dealswith the relation of computers and human
(natural) languages. It is a broad field that encompasses various methods which don’t
necessarily use machine learning. Challenges in natural language processing include
distinguishing human speech from other noise, understanding and generating sentences
[35–38]. Today there are many systems which deal with these challenges to some degree
[6]. Topic modeling is a subset of natural language processing. It is a branch that deals
with discovering the topics from a given set of documents. The core assumption is that
the words which represent a topic will appear more frequently in sentences that talk
about these topics. As an example, words “justice” and “verdict” will appear more often
in a text that deals with judicial systems, while words “dog” and “cat” are more probable
appear in texts about animals [7]. LDA is a generative statistical model meaning that the
model produces new instances of the inputted data. LDA makes it possible to analyze
big sets of data, by generating topics which describe the given sets. LDA assumes that
every document (in our case every sentence) is a probability distribution between topics.

Every topic is defined as a mix of keywords – words that appear most often in a doc-
ument about that topic. Every topic is a probability distribution between the keywords.
Every keyword has a defined weight, which represents the relevance of this keyword
in the topic. The goal of a trained LDA model is to discover the topics in the input
set of documents [8]. Extraction of topics with LDA consists of three basic steps: (i)
preparing the data, (ii) creating a model and (iii) connecting the discovered topics with
documents (sentences). Preparing the data consists of tokenization, sentence cleaning,
creating models for bigrams and trigrams and lemmatization. Tokenization includes
transforming every single word in every document into an independent entity within the
original sentence. By tokenizing the sentence: “The dog is black.” we will get a list of
tokens: [“the”, “dog”, “is”, “black”]. Cleaning the sentences, we exclude the unwanted
sequences of characters such as e-mail addresses and newline characters. Now it is time
to create models for bigrams and trigrams (Bigrams and trigrams are sets of elements
(words) in a sequence; Bigram is an n-gram for which n = 2, and for trigram n = 3).
These sets are made of n number of words which frequently appear next to one another.
N-grams are important because they let us get a better understanding of specific key-
words. In example, words “French” has a different meaning than an n-gram “French
revolution”. Given the model works properly, it will detect “French revolution” as a
bigram and not as two separate tokens (“French” and “revolution”). Trigrams follow the
same rules with having n equal to three.

By lemmatizing we get canonical word forms (from linguistics, describes the fun-
damental form of the given word). This is important so that we can properly count how
many times has a certain word appeared. In creating an LDAmodel we define howmany
topics will the model support and the number of iterations we will go over our corpus.
At the start of the process, each word is allocated to represent a random topic. One
iteration includes traversing through every keyword in each document and comparing
the locations of that in the document. The algorithm then looks at the frequency of the
topic in a document and the frequency of the keyword inside the topic. If they are not
matching this means that the keyword is in a wrong topic and it gets assigned to another
one. After multiple iterations, the topics will be more precisely formed and observing
the keywords in each topic we can assume what is the subject matter of each topic [9,
10].
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3 Methodology

ControllerFile.py calls upon all functionwhichwill then do specific steps from the course
of program execution, as shown of Fig. 2.

Fig. 2. Program’s flowchart

3.1 Processing the Input Files and Preparing the File with Results

As aforementionedwewill create a project.csv file inwhichwewill bewriting data about
each clip. The columns of this file will be: Original Filename, Clip Name, Location,
In point, Out point, Duration and \n (Universal newline symbol). We load a list of
names of the files that the user has selected (final version of the program includes a
graphical user interface through which users can select the files). The program loop is
started, and it goes through every element of the said list. The program copies all the raw
video files in its root directory. Then they get converted to WAV. To do so, the program
will use FFmpeg (complete, cross-platform solution to record, convert and stream audio
and video (FFmpeg web).

3.2 Processing the Input Files and Preparing the File with Results

We analyze each newly created WAV file – we need to determine the segments in which
there is speech and out of those segments create new audio and video clips. For this
we use the silence_removal() function from the Audio Segmentation library which uses
pseudo supervised machine learning (type of machine learning in which a small part of
the input data is annotated, and the larger part is unannotated). This function first splits
the files into short parts (“windows”) and analyzes their amplitude. It traverses the files
in lengths defined as steps, then takes the 10% of the loudest and 10% of the quietest
signal and uses that to train an SVM. After incorporating the whole signal on an SVM
probability graph (“Support vector machine (SVM) is a computer algorithm that learns
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by example to assign labels to objects” (Noble, 2006)), every part of the signal that
surpasses the set threshold value will be deemed a talking segment. As can be seen from
Fig. 3, it took some calibrating the functions’ parameters in order to achieve optimum
results [11–13].

Fig. 3. Results of running the segment analysis with various parameters (upper graphs on each
picture represent the sound signal and the lower ones are SVM probability graphs)

After we have a list of segments, we use Ffmpeg to create new clips. FFmpeg can
split existing video files into smaller ones when given certain arguments, including the
original clip, point from which we want to cut and the duration of the new clip. We
create audio and video clips of the for each detected segment. Audio clips will be used
for getting transcriptions and video clips will be used in the process of exporting the
final video [14]. Apart from this, we write the results (Original filename, Clip name,
Location on the disk, In point, Out point and Clip duration) into project.csv.

3.3 Transcribing the Audio Clips and Discovering Topics

In the next step we need to transcribe the clips and write the results into project.csv.
We achieve this by using Google Cloud Speech API. The audio signal of each clip
gets loaded into an empty object and then gets sent to Google’s service. We do this by
calling the recognize_google_cloud() function with the needed parameters, including
the object containing our audio signal. The function returns a text string – the transcript
of our audio clip. After this has been done for all audio clips, we write the results inside
the project.csv, next to the corresponding clips [15, 16].

Before we run the function for discovering the topics, we delete all rows from
project.csvwhich have an empty transcription field – thismeans that theGoogle’s service
hasn’t been able to transcribe them and we will not be able to work with them anymore
[17]. This usually means that the clip was wrongly identified as a talking segment in the
first place.
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3.4 Fetching and Preparing the Sentences and Creating an LDA Model

For LDA to produce precise results it is first necessary to prepare the input text. We do
this as described in Chapter 2.2. This means we go through the process of tokenization,
sentence cleaning, creating n-grammodels and lemmatize the sentences.Noweverything
is ready for creating the LDA model. LDA model is, from the program perspective, a
class which as an attribute has topics of the inputted sentences. Every topic is comprised
of ten keywords which are assumed to be semantically connected and which represent
the given topic. We use the class LDAModel [18, 19, 21]. After running the model on
our text, we get topics and the weights of each specific keyword. Example of this result
is shown on Picture 3.9. The first keyword is the one with the biggest weight, so it can
be seen as the representative for the given topic. Therefore, we extract the first keyword
for each topic and write that in project.csv under the column “Topic” (Fig. 4).

Fig. 4. A topic with the keywords it is made of with their weights, respectively

Now we sort the project.csv by the column “Topic“. The goal here is to get a report
composed of a few groups – where every part is comprised only of one topic. After
sorting the clips, they get shuffled inside their respective groups. We do this to prevent
the clips of the same person to be one after another in the final edit.

3.5 Exporting Video and XML

ControllerFile.py calls functions that export the final video and make a CSV file. For
creating the video, we use FFmpeg which will in this case only concatenate the video
clips – since they are all already in the correct video format, FFmpeg can just concatenate
the text strings of each clip and produce the final video that way. In order to check if we
have succeeded, we used VLC Player to open the resulting video file.

XML files enable the interchangeable transfer of information about the cut between
various nonlinear video editing programs. XMLs use the original files as source for all
the media – meaning the audio and video quality will not be altered. This enables the
clips on the timeline to be trimmed and expanded as the editors want. XML file is in
its structure a long textual sequence with specific hierarchical structure and standards
designed specifically for nonlinear video editing systems. This means that in order to
create an XML we first prepare individual strings which represent clips which we then
concatenate together into a single file [22–24].

3.6 User Interface

In order to make the program easier to test and use we have implemented a graphical
user interface which enables the users to select files, check if they want to export XML,
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video or both and run the program once they are ready. For this we have the tkinter pack,
which is an existing system for creating GUIs for Python-written applications. The code
for the GUI is contained in a gui.py file and the “Export” button, when clicked, starts
the ControllerFile.py, thus starting the process.

4 Results

Testing this program comprised of inputting various video material, observing and ana-
lyzing the results it produced. Results were evaluated based on the criteriums of: (i)
technical correctness of the CSV and XML file, (ii) semantic cohesiveness of the video
and (iii) fluency of the cuts between clips. Technical correctness of the video refers to
being able to run the video file within popular video players such as Windows Media
Player, VLC Player, QuickTime etc. Every test video has passed this check. XML cor-
rectness is expressed in the output XML file being compatible with Adobe Premiere
Pro – which is a program we chose to use as a test program. This has worked on every
program’s trial. Semantic cohesiveness is reflected in how much the video makes sense
from the content point of view and is mostly subjective.

The aspect of this that is quantifiable the most is the quality of clips’ grouping – if the
statements said in each clip tell a cohesive story and make sense in a sequence in which
they were stacked then this criterium can be seen as met. By fluency of the cuts we refer
to the individual clips not being cut in the middle of the subject’s sentence. In order to
meet this criterium an amount of time has been put into calibrating the parameters for
recognizing the voice segments, as can be seen on Fig. 3.

4.1 Comparing the Results in Relation to the Complexity of the Input Material

Testing the program has been carried out over three series of interviews: (i) simple test
about favorite colors, (ii) attendees of the Algebra Summer and Winter school and (iii)
speeches of American politicians. Simple test about favorite colors contained two people
sayingwhat their favorite colorswere. This footagewas shot specifically for the purposes
of testing this program. The accumulated amount of time it took the program to process
the videos was around a minute and the results were completely correct – the program
was able to use only the parts of the clips that contained talking and it sorted them in
a logical manner. Footage featuring the attendees of the summer and winter schools
had been much more complex [25, 26]. This is because here every subject had been
giving answers to different questions. Interviews from the summer school turned out to
be good – program had managed to discover the topics rather precisely and structured
the sentences in a way that makes sense.

There were errors concerning the students answering the same question multiple
times – for example when they wanted to do a better take than the one, they already
did. Other parts contained the journalist’s voice recorded too loud – so the program
thought those segments were sentences it should use as well. The winter school footage
contained of a previously edited video (by a human video editor) and the program’s job
was to split the video into clips and then reedit them back together. The results once
again were satisfactory, however on some parts, program struggled to get “the flow” of
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the interview so it seemingly cut random from one topic into the next one. American
politician’s speeches were technically the best shot content – especially when it comes to
the audio signal, since the only sound present is the sound of the person talking [27, 29,
40]. All of them were native English speakers which made it easier for the program to
transcribe their words. Thanks to these factors, the cuts were almost flawless. However,
determining the topics was quite problematic as each politician used very elaborate
words to describe their views and the speeches were not mutually connected, apart from
the fact that they all talked about the Black Lives Matter movement in USA. All in all,
the results were passable since it was clear which kind of position did each politician
take on the subject, however the cut lacked finesse [28, 30, 39].

4.2 Potential for Further Improvement

This program could be further improved by adding specific options for specific target
audiences. In example there could be an option of automatically adding music in the
background. A common error that occurs when we hear the interviewer’s voice could be
solved by comparing the subjects’ facial movement with sound – if there is a correlation
(if they open their mouth while the speech sound can be heard) we can assume that the
clip in question is valid. Automatically adding b-roll (b-roll is all visual material used to
complement other footage) could also potentially benefit the user. The program could,
without the b-roll ever being selected by the user, automatically crawl the web for videos
based on the keywords it got from LDA and then edit those videos in during clips with
the topics that include those keywords [31, 33].

5 Conclusion

In this paper we have shown the functioning of a program for automatic video editing
of reports. The results vary depending on an array of aspects of the input material.
Nonetheless we conclude that the program creates plausible and watchable output. We
deem this field being potentially prolific for many innovations yet to come, as it can
benefit from the rapidly developing artificial intelligence pool of knowledge. We doubt
that programs like these will ever be able to completely replace human video editors,
however they could change the way they approach their work.
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Abstract. Photo aesthetics assessment is a challenging problem. Deep
Convolutional Neural Network (CNN)-based algorithms have achieved
promising results for aesthetics assessment in recent times. Lately, few
efficient and effective attention-based CNN architectures are proposed
that improve learning efficiency by adaptively adjusts the weight of each
patch during the training process. In this paper, we investigate how real
human attention affects instead of CNN-based synthetic attention net-
work architecture in image aesthetic assessment. A dataset consists of
a large number of images along with eye-tracking information has been
developed using an eye-tracking device (https://www.tobii.com/group/
about/this-is-eye-tracking/) power by sensor technology for our research,
and it will be the first study of its kind in image aesthetic assessment. We
adopted a Residual Attention Network and ResNet architectures which
achieve state-of-the-art performance image recognition tasks on bench-
mark datasets. We report our findings on photo aesthetics assessment
with two sets of datasets consist of original images and images with
masked attention patches, which demonstrates higher accuracy when
compared to the state-of-the-art methods.

Keywords: Photo aesthetic assessment · Image aesthetic evaluation ·
Great Barrier Reef · Aesthetic scoring · Deep learning

1 Introduction

Image quality assessment and predict photo aesthetic values have been a chal-
lenging problem in image processing and computer vision, as aesthetic assess-
ment is subjective (i.e. influenced by individual’s feelings, tastes, or opinions)
in nature. A significant number of existing photo aesthetics assessment methods
are available ([7,13,16,20,21,30,33]) in the literature using extraction of visual
features and then employ various machine learning algorithms to predict photo
aesthetic values. Aesthetic assessment techniques aim to quantify semantic level
characteristics associated with emotions and beauty in images, whereas techni-
cal quality assessment deals with measuring low-level degradations such as noise,
blur, compression artifacts, etc.
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Recently, deep learning methods have shown great success in various com-
puter vision tasks, such as object recognition [17,27,28], object detection [9,26],
and image classification [32]. Deep learning methods, such as deep convolutional
neural network and deep belief network, have also been applied to photo qual-
ity/aesthetics assessment and have shown good results. As most deep neural
network architectures require fixed-size inputs, recent methods transform input
images via cropping, scaling, and padding, and design dedicated deep network
architectures, such as double-column or multi-column networks, to simultane-
ously take multiple transformed versions as input.

Based on the available image assessment techniques in the literature, full-
reference and no-reference approaches are the two main categories of image
quality assessment. While the availability of a reference image is assumed in the
former (metrics such as PSNR, SSIM [35], etc.), typically blind (no-reference)
approaches rely on a statistical model of distortions to predict image quality. A
quality score is to predict that relates well with human perception is the main
goal in both cases.

Broadly, the task involved to distinguish computationally the aesthetic
attributes of an image [10] for a related assumption. The literature proposes sev-
eral methods to solve such challenging classification and scoring problems. The
earlier approaches can be categorised into two groups, based on visual feature
types (hand-crafted features and deep features based on Convolutional Neural
Network), and evaluation criteria, dataset characteristics and evaluation metrics
(examples include: Precision-recall, Euclidean distance, ROC curve, and mean
Average Precision). More specifically, the term “hand-crafted” features refer to
properties derived employing various algorithms using the information present in
an image. As an example, edges and corners are two simple features that can be
extracted from images. A basic edge detector algorithm works by finding areas
where the image intensity “suddenly” changes. For example, the shell of a tur-
tle can be identified as an edge. Likewise, the so-called Histogram of Gradients
(HoG) [5] is another type of handcrafted feature that can be applied in many
different ways.

Earlier proposed techniques designed hand-crafted aesthetics features accord-
ing to aesthetics perception of people and photography rules [2,6,7] and obtained
encouraging results while handcrafted feature design for aesthetic assessment is a
very challenging task. More robust feature extraction techniques were proposed
later on to leverage more generic image features (e.g. Fisher Vector [18,23,24] and
the bag of visual words [30]) for photo aesthetics evaluation. Generic feature-
based representation of images is not ideal for image aesthetic assessment as
those features are designed to represent natural images in general, and not specif-
ically for aesthetics assessment (Fig. 1).

In contrast, Convolutional Neural Network (CNN)-based features are learn-
ing from the training samples, and they do this by using dimensionality reduc-
tion and convolutional filters. Recent approaches to image aesthetic assessment
mostly apply more complex and robust deep Convolutional Neural Networks
(CNN) architectures ([3,4,14,37]). Availability of large-scaled labeled and scored
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Fig. 1. Some example images from GBR dataset with score μ(±σ), where μ and σ
represent Mean and Standard Deviation (SD) of score, respectively. (a) high aesthetics
and low SD (μ = 9.583, SD = 0.64), (b) high aesthetics and low SD (μ = 9.462, SD
= 0.746), (c) high aesthetics and high SD (μ = 5.916, SD = 3.773), (d) low aesthetics
and low SD (μ = 2.273, SD = 1.42), (e) low aesthetics and low SD (μ = 3.0, SD =
1.0), (f) low aesthetics and high SD (μ = 3.454, SD = 3.23)

images from online repositories have enabled CNN-based methods to perform
better than previously proposed non-CNN approaches [19,25]. Moreover, having
access to pre-trained models (e.g. ImageNet [27]) for network training initializa-
tion and fine-tuned the network on subject data of image aesthetic assessment
have been proven more effective technique for typical deep CNN approach [34]
(Fig. 2).

2 Methodology

We propose two novel Deep CNN architecture for image aesthetics assessment
adapted from the recently published state-of-the-art image classification model
[11,34]. Both the models used in our experiments have been well tested as image
classifier for a large number of classes. In experiments, our aim for predictions
with higher correlation with human ratings, instead of classifying images to
low/high score or mean score regression, the distribution of ratings are predicted
as a histogram [8]. The squared EMD (Earth Mover’s Distance) loss-based assess-
ment was proposed by Talebi et al. [8], which shows a performance boost inac-
curate prediction of the mean score. All network models for aesthetic assessment
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Fig. 2. Four example images from GBR dataset along with same processed images
after studying eye movements. (a), (c), (e), (g) are original images. (b), (d), (f), (h)
are masked images of (a), (c), (e), (g) respectively, after masked using attention patch
information obtained from the Tobii eye-tracking device.

are based on image classifier architectures. Two different architectures (with and
without attention mechanism) state-of-the-art networks are explored for the pro-
posed applications. Networks used in our experiments were first trained and then
fine-tuned using the large-scale aesthetics assessment AVA dataset [19]. The AVA
dataset has 250,000 images, which is very useful for training such a large deep
neural network model. The complete architecture of this project consists of dif-
ferent sub-modules, and each of these sub-modules consists of building blocks,
such as pooling, filters, activation functions, and so forth. The following sections
provide more information on the sub-modules. A more detailed description of
the architecture and different modules is provided below.

ResNet: Theoretically, neural networks should get better results as added more
layers. A deeper network can learn anything a shallower version of itself can,
plus possibly some more parameters. The intuition behind adding more layers
to a deep neural network was that more layers progressively learn more complex
features. The first, second, third, layers learn features such as edges, shapes,
objects, respectively, and so on. He et al. [11] empirically presented that there
is a maximum threshold for depth with the traditional CNN model. As more
layers are added, the network gets better results until at some point; then as
continue add extra layers, the accuracy starts to drop. The reason behind failures
of the very deep CNN was mostly related to optimization function, network
weights initialization, or the well-known vanishing/exploding gradient problem.
Vanishing gradients are especially blamed, however, He et al. [11] argue that the
use of Batch Normalization ensures that the gradients have healthy norms. In
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Fig. 3. Residual learning: a building block.

contrast, deeper networks are harder to optimize due to add more difficulty in
the process of training; it becomes harder for the optimization to find the right
parameters.

The problem of training very deep networks has been attenuated with the
introduction of a new neural network layer -The Residual Block 3. Residual
Networks attempt to solve this issue by adding the so-called skip connections.
A skip connection is depicted in Fig. 3. If, for a given dataset, there are no more
things a network can learn by adding more layers to it, then it can just learn
the identity mapping for those additional layers. In this way, it preserves the
information in the previous layers and can not do worse than shallower ones. So,
the most important contribution to ResNet architecture is the ‘Skip Connection’
identity mapping.

This identity mapping does not have any parameters and is just there to add
the output from the previous layer to the layer ahead. However, sometimes x
and F(x) will not have the same dimension. Recall that a convolution operation
typically shrinks the spatial resolution of an image, e.g. a 3× 3 convolution on a
32× 32 image results in a 30× 30 image. The identity mapping is multiplied by
a linear projection W to expand the channels of shortcuts to match the residual.
This allows for the input x and F(x) to be combined as input to the next layer.
A block with a skip connection as in the image above is called a residual block,
and a Residual Neural Network (ResNet) is just a concatenation of such blocks.

y = F (x,Wi) + Wsx

The above equation shows when F(x) and x have a different dimensionality such
as 32 × 32 and 30 × 30. This Ws term can be implemented with 1 × 1 convolu-
tions, this introduces additional parameters to the model. The Skip Connections
between layers add the outputs from previous layers to the outputs of stacked
layers. This results in the ability to train much deeper networks than what was
previously possible. He et al. [11] proposed their network with 100 and 1,000
layers and tested on bench mark datasets such as CIFAR-10, ImageNet dataset
with 152 layers and achieved state-of-the-art performance.

Residual Attention Network: Residual Attention Network (Fig. 4), a convo-
lutional neural network that incorporates both attention mechanism and residual
units which can incorporate with state-of-art feed forward network architecture
in an end-to-end training fashion. Residual Attention Network is constructed by
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Fig. 4. An architecture the Residual Attention Network Architecture [34]. The output
layer is modified to produce image aesthetic score instead class label.

stacking multiple Attention Modules which generate attention-aware features.
Residual unit is a basic component that utilizes skip-connections to jump over
few layers with nonlinearities and batch normalizations which is the prominent
feature is the attention module.

Each Attention Module (see Fig. 4) is divided into two branches: mask branch
and trunk branch. The trunk branch performs feature processing with Resid-
ual Units and can be adapted to any state-of-the-art network structures. Mask
Branch uses bottom-up top-down structure softly weight output features with
the goal of improving trunk branch features. The Bottom-Up step collects global
information of the whole image by downsampling (i.e. max pooling) the image.
The Top-Down step combines global information with original feature maps by
upsampling (i.e. interpolation) to keep the output size the same as the input
feature map. Inside each Attention Module, bottom-up top-down feedforward
structure is used to unfold the feedforward and feedback attention process into
a single feedforward process. The attention-aware features from different mod-
ules change adaptively as layers going deeper. Importantly, an attention residual
learning to train very deep Residual Attention Networks which can be easily
scaled up to hundreds of layers. The experiment also demonstrates that Resid-
ual Attention Network is robust against noisy labels.

In Residual Attention Network, a pre-activation Residual Unit [12], ResNeXt
[36] and Inception [31] are used as basic unit to construct Attention Module.
Given trunk branch output T(x) with input x, the mask branch uses bottom-
up top-down structure [1,15,22] to learn same size mask M(x) that softly weight
output features T(x). The bottom-up top-down structure mimics the fast feed-
forward and feedback attention process. The output mask is used as control
gates for neurons of trunk branch similar to Highway Network [29]. The output
of Attention Module H is:

Hi, c(x) = Mi, c(x) × Ti, c(x)
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Fig. 5. Score distribution of the GBR dataset developed in-house, containing a total
of 5417 images.

3 Results and Discussions

Dataset: For experimental purposes, both publicly available datasets and
dataset developed in-house were used. For the dataset specific to the Great
Barrier Reef (i.e. the GBR dataset), we used 5,417 underwater GBR images,
which were downloaded from the Flickr social media platform. These images
were sorted based on the content and then rated by participants in an online
survey for their aesthetic beauty. At least 10 survey participants provided an
aesthetic score for each image and the mean score was calculated. Most of the
images (i.e. 80%) served as training material to enable the proposed Neural Net-
work model to learn key feature parameters. The remaining 20% of the data
were used during the test and validation phases. The validation dataset helps
to understand the system performance in terms of accuracy during the training
phase, whereas the test set is normally used once the training phase is completed
and ready for deployment. To better understand the distribution of ‘beautiful’
and ‘ugly’ pictures in the dataset, Fig. 5 presents the number of images with
scores above or equal/below 5. More than 2,080 images were scored as highly
aesthetic (score > 5) and only 420 (score <= 5) images were scored as having
low aesthetics. Figure 5 also shows how many images of high and low scores were
used in each experimental stage.

The GBR dataset of 5,471 images is comparatively small for training a multi-
layered deep Convolutional Neural Network. It was, therefore, necessary to com-
plement the GBR data with a large-size, publicly available dataset (AVA, see
Murry et al., 2012). This helped to train the system and allowed us to use
the in-house GBR dataset for fine-tuning the algorithm. The detailed dataset
description of the AVA [19] is described below.

– AVA1: We adopted the score of 0.5 (mean aesthetic score ranges between 0
and 1) as the threshold value to divide the dataset into high aesthetic value
and low aesthetic value classes. By doing this, we obtained 74,056 images in
the low aesthetic value class and 181,447 images in the high aesthetic value
class. 229,954 and 25,549 (approximately 10% images) were used for testing
system performance.
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– AVA2: In a different experimental setup, and to increase the gap between
images with high aesthetic and low aesthetic value, all images were sorted
based on their mean scores. Then, the top 10% of images were considered as
highly aesthetic and the bottom 10% images were classed as low aesthetic.
Thus, 51,100 images (approximately, 20% of the full dataset) then formed the
AVA dataset that was used for training (Fig. 6 and Table 1).

Fig. 6. Ranking some sampled images from GBR dataset with high and low aesthetic
values using our proposed aesthetic assessment model using NIMA on Xception. Pre-
dicted (and ground truth) scores are shown together for every images (a) 9.583 (9.43),
(b) 9.462 (9.22), (c) 5.916 (5.09), (d) 5.916 (5.60), (e) 2.273 (2.55), (f) 3.0 (3.5), (g)
3.454 (3.23), (h) 4.1 (4.22)

Table 1. Performance of the proposed method and few recently published architectures
in predicting images from GBR dataset. Accuracy values are based on classification of
photos to two classes high and low aesthetics(column 2). LCC (linear correlation coef-
ficient) and are computed between predicted and ground truth mean scores (column 3)
and standard deviation of scores (column 5). EMD measures closeness of the predicted
and ground truth rating distributions.

Model Accuracy LCC-Mean LCC-std.dev EMD

NIMA(MobileNet) 80.36% 0.518 0.152 0.081

NIMA(VGG16) 80.60% 0.610 0.205 0.052

NIMA (Inception-Resnet) 81.51% 0.636 0.233 0.050

Residual Attention Network 81.74% 0.641 0.211 0.045
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4 Conclusion

The objective of the work was to study the effectiveness of real human atten-
tion obtained using an eye-tracking device on deep Convolutional Neural Net-
work architecture for automatic image aesthetic assessment and predicting an
aesthetic score for images. The significance of aesthetic evaluation system was
studied in details from the literature. A state-of-the-art deep Residual Attention
Network architecture and ResNet were adapted to our need for the modeling
of our GBR aesthetic assessment task. A wide range of experiments was con-
ducted using a comprehensive analysis of performance is presented. Findings on
photo aesthetics assessment of original images and images with masked attention
patches demonstrates the higher accuracy of proposed method when compared
to the state-of-the-art methods.
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Abstract. WHO released ICD-11 in 2018 and will be used in 2022. ICD-
11 has been changed drastically in its complex structure, enormous size,
multi-source of classifications and terminologies, and code of diseases
multiplication. The transition from ICD-10 to ICD-11 will be extremely
intricate and long process, especially for the international members. In
this paper, we present the 3D visualization part of the ICDWiz system
to uncover the ICD-11 using our modified 3D Force Directed Graph to
visual the information and relationship of the multi-knowledge sources
biomedical Concept-terms-strings-atoms or phrases. The Visualization
construction and functions such as Initial graph, Collapsed Function,
Ring Notation and Constructed Text Label are described. The testing
is elaborated using the ICDWiz database which is developed based on
UMLS-Metathesaurus structure. The result reveals the complex visual
of the ICD-11 medical information such as diseases, symptoms and rela-
tionship integrated from multi-medical classifications such as ICD-11,
ICD-10, ICD-10 TM (Thai Modification), MeSH, and SNOMED-CT.
The mapping between ICD-10 and 11 is also visualized as well.

Keywords: Medical classification · ICD · ICD-11 · ICD-10 ·
ICD10-TM · MeSH · SNOMED-CT · UMLS · Hierarchy structure ·
Visualization · 3D force-directed graph

1 Introduction

The medical classifications such as the International Code of Disease (ICD),
Medical Subject Headings (MeSH), and Systematized Nomenclature of Medicine
- Clinical Terms (SNOMED-CT) play a significant role in collecting the statis-
tics of diseases and health problems worldwide. Since the first introduction of
the “International Classification of Causes of Death” in 1893 [24], many health
organizations such as World Health Organization (WHO), National Library
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of Medicine (NLM), and International Health Terminology Standards Devel-
opment Organization (IHTSDO), started to develop tools for classifying the
medical information individually. The problem fell into the health organizations
to decide which medical classification system is appropriate for them. Many
problems emerge when health organizations use different medical classification,
need an interchange of medical classification, or encounter with a revision of the
medical classification, or even worst if the whole structure has been changed.

An example for this is the revision of ICD. The 10th Revision was adopted in
1990 while the 11th Revision was released in 2018 and will be enforced in 2020.
Modifications of ICD encounters problems of limit data comparability, linkage
to multiple knowledge bases, and lack of uniformity in translated terms. The
transitions of ICD-10 to ICD-11 need a paramount of works with the changes in
structures, descriptions, codes and links with other classifications and terminolo-
gies such as SNOMED-CT. ICD-11 is larger and more complex than the previous
one resulted in confusion and stress for clinicians everywhere. The addition of
over 40,000 new codes means a more complex system to learn and implement.
Nonetheless, most of the country will take longer to transit from ICD-10 to ICD-
11 due to the problem in understanding the new structure of the revision. For
example in Thailand, it took more than a decade to develop the Thai Modifica-
tion of ICD-10 (ICD-10 TM) [1].

Therefore, due to the above issues, we propose a system called ICDWiz [18]
to leverage the process of understanding the structure of ICD-11 with integrated
medical multi-classifications and terminologies in the UMLS-Metathesaurus
structure using visualization techniques to support semantic interoperability for
Health Personnel, to facilitate the collaboration between organizations, to under-
stand the revision and interchange of medical classification. This paper describes
the 3D visualization part of the ICDWiz.

2 Backgrounds and Related Works

2.1 Medical Classification

Medical classification is a standardized statistical code to classify and describe
medical terms including diagnosis, procedure of treatment, cost reimbursement,
and related disease or drug [12]. These codes are used by public healthcare. The
examples of Medical classification related to our work are briefly described as
follows:

ICD-10 [1,15]. The 10th revision of International Statistical Classification of
Diseases and Related Health Problems (ICD) endorsed in 1990 to classify mor-
bidity and mortality. It was cited in more than 20,000 scientific articles and used
by more than 100 countries including Thailand. There are 22 chapters contain-
ing more than 14,000 codes. Its code structure has at most 7 characters. The
first three characters indicate category of the diagnosis while extra character
for additional details. WHO uses Classification Mark-up Language (ClaML), an
XML based format, to share ICD-10. ClaML format captures the information
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and hierarchy such as parent-child relations, a level of granularity, and cross ref-
erences [22]. In addition, ICD-10-TM was developed by the Thai Health Coding
Center (THCC) with support from other organizations to define and add the
code of disease found in Thailand but not in ICD-10. The development started
in 2007 and published in 2016. Hence, it took decade to develop ICD-10-TM
since its release [1].

ICD-11 [23]. The 11th revision of ICD was released in June 2018 for members
to prepare for implementation such as translating ICD into their national lan-
guages before the adoption for reporting in January 2022. ICD-11 draws exten-
sively on the method of combining several medical codes to describe a clinical
condition to more level of details. Its electronic architecture allows assignment of
unique identifiers to any condition listed. There are 28 chapters containing more
than 55,000 codes for diseases, disorders, injuries, external causes, signs and
symptoms [23,24]. ICD-11 codes are alphanumerically ranging from 1A00.00 to
ZZ9Z.ZZ instead characters in ICD-10. The first four characters indicate the cat-
egory. The first position of the codes in the same chapter is the same character.
The second position of the codes uses a letter to differentiate from ICD-10 codes.
To describe a causal relationship, it uses the term “due to”. On the other hand,
it uses the term “associated with” for describing the concurrence.

Medical Subject Headings (MeSH) [20]. It is an online controlled vocabu-
lary that lists words, groups of synonyms and related medical concepts provided
by the National Library of Medicine (ULM) of the United States. MESH is used
for implementing index, catalog, and search for biomedical and health-related
information [3,20].

Systematized Nomenclature of Medicine - Clinical Terms (SNOMED-
CT) [17]. It is one of the international medical classifications which includes
medical codes, terms, synonyms, and definitions for documentation and report-
ing. It is the most comprehensive multilingual clinical healthcare terminology
in the world maintained and distributed by the International Health Termi-
nology Standards Development Organization (IHTSDO). Its content is repre-
sented using three types of components which are concepts, descriptions, and
relationships. Moreover reference sets are supplemented for additional flexible
features [3,19].

2.2 Unified Medical Language System (UMLS) [4]

UMLS is an integrated and distributed terminology platform which indicates
the meaning of the word, maintains and controls the coding standard, associ-
ated system, and relationship of medical science terms. It provides an effective
biomedical information system which allocates multi-source biomedical data in a
system and links the relationship between those terms. Metathesaurus is one of
the main components in UMLS which contain codes and terms integrated from
multi-sources such as ICD-10, MeSH, and SNOMED-CT but not yet including
ICD-11.
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ICTWiz [18] is a new software system as a result from the VISMAP-ICD:
Ontology-Mapping Visualization and Recommendation for International Statis-
tical Classification of Diseases and Related Health Problems (ICD-10 and ICD-
11) research project. VisMap-ICD project aims to develop a new software tool
to alleviate the complexity problem of ICD-11. It integrates multi-classifications
and terminologies from muli-sources such as MeSH, SNOMED-CT, ICD-10 and
ICD-10TM using the Unified Medical Language System (UMLS) knowledge
sources platform. VisMap-ICD Database is created to integrate these medical
multiple knowledge sources, corpuses and platforms. It also utilizes the database,
keywords and relationship of these medical classifications from [5] in which the
researchers develop the Automated Document Structure Extraction and Verifi-
cation System for ICD-10 using WHO ClaML data format and integrating the
ICD-10-TM Thai version. Their approach can generate medical corpus including
important information such as Keyword, Keyphrase, and Relationship from clas-
sification entity of ICD-10, ICD-10-TM, MeSH, and SNOMED- CT. However,
the ICD-11 has not yet been considered. The 3D Force-Directed Graph is used
to visualize multi-relationship of the Concept-terms-strings-atoms or phrases in
the ICD-11.

2.3 Visualization Technique and Related Works

In this section, three visualization techniques which are important and useful to
explore the complex content of several medical classification are described.

Hierarchical Relationship [9]. It is the most effective way to show the rela-
tionship with difference degree or levels. The super-ordinate (or parent) can
represent a class or container that contains the subordinate (or child) or a mem-
ber of the class. Most of medical classifications use hierarchical relationships as a
basis to classify the medical information into a group. For example, ICD-11 uses
hierarchical relationships based to classify the large amount of disease into differ-
ent 28 chapters, and each chapter also has sub-classes to increase the specificity
of the group of disease which are block, category, and sub-category.

Forced Directed Graph [2,11]. It is a web component to represent a graph
data structure in a 3-dimensional space using a force-directed iterative layout.
It uses ThreeJS/WebGL for 3D rendering and either d3-force-3d or graph for
the underlying physics engine. Force-directed graph drawing algorithm is a class
of algorithms for drawing graphs automatically. The purpose is to allocate the
nodes position of a graph in 3 dimensional space so that all the edges will be
located properly. This algorithm aims to reduce the crossing edges as much as
possible, by assigning forces among the set of edges and the set of nodes, based
on their relative positions. Then these forces are used either to simulate the
motion of the edges and nodes or to minimize their energy. The algorithm will
assign forces among the set of edges and the set of nodes of a graph drawing.
Typically, spring-like attractive forces based on Hooke’s law [16] are attached in
the endpoints of the graph’s edges towards each other. The algorithm also simu-
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lates push-forces like those of electrically charged particles based on Coulomb’s
law [21] which are used to separate all pairs of nodes.

Collapsible Tree Diagram [6]. A technique to reduce the complexity of the
graph by using interactive functions and graph reconstruction functions. Col-
lapsible tree diagram contains interactive nodes which can toggle a graph func-
tion to hide and show the child nodes of the interacted node. This technique is
commonly used to handle a huge tree diagram since it can reduce the amount
of displayed nodes which significantly increases the focus of the user. Normally,
the structure of the medical classification in UMLS always has the number of
child nodes much greater than the number of parent nodes. Needless to say, the
collapsible tree diagram becomes one of the techniques to be used.

Moreover, there are several researches explored to visualize some medical
classification. However, each research points to different purposes of visualiza-
tion. For example, in [7], they try to find the method to indicate the error
in SNOMED-CT. This study leverages the abstraction networks which are inte-
grated from a large terminology. However, the abstraction network contains only
a main feature of the concept which is impossible to indicate error inside the
medical classification. Their application is called BLUSNO. The study shows
that the user can rely on BLUSNO system to manage the possible reduction
factors for the users. In [8], the study explores the method to visualize the path-
way and ancestor of a concept in SNOMED-CT by using illustration technique.
The application is called TermViz (see Fig. 1) using hierarchical relationship and
tree. From their experiment, the graph needs further tuning and development.

Fig. 1. TermViz Application: List of concepts (Left) and an illustration of graphical
view of the same concepts (Right).

3 Proposed Approach

In this section, we emphasize on the construction of the ICD-11 visualization as a
part of the ICDWiz system, in particular, it utilized the medical information from
ICDWiz Integrated Database. It is important to briefly describe about the Data
Preparation process. Then, the Visualization Construction will be explained.
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3.1 Data Preparation for the ICDWiz Database

From Fig. 2, ICDWiz Database integrate multiple sources of medical classifi-
cation including ICD-10, ICD-10 TM, ICD-11, MesH and SNOMED-CT. To
uncover ICD-11 complexity linking with multiple medical sources, the UMLS-
Metathesaurus structure is adopted. The preparation process consists of two
main parts: Data Extraction and Data Integration.

Fig. 2. ICDWiz Database Data Flow Diagram

Data Extraction extracts data from each source including ICD-11 API,
UMLS Database, ICD-10 ClaMLTM and ICD-10-TM Database, and ICD-10
TM DataXchange Website. ICD-11 API is the RESTful API provided by WHO.
The data from ICD-11 API are stored in the JSON LD format as a tree struc-
ture, which has the attribute “child” to indicate its child nodes. WHO also
provides ICD-11 data in Excel File containing a code, title, and class of records
in which we use it for correctness and consistency verification purpose. Another
source is UMLS Database provided by NLH in RRF format accessing via Meta-
morphoSys program downloaded from NLH website1. Finally, the UMLS data
including ICD-10, SNOMED-CT, and MeSH are obtained. In order to gather
data of ICD-10-TM, the data in ClaMLTM database in [5] is obtained and
also extracted from DataXchangeKrabi website2. We use Beautiful soup API
library [14] in Python to perform data extraction from the website. Since the
extracted data are in various format, thus, data integration is compulsory.

Data Integration migrates three main databases: the ICD-10 ClaMLTM,
ICD-11, and UMLS databases (ICD-10, MeSH, and SNOMED-CT) to the UMLS
Platform. The idea of integration is that we adopt data structure from UMLS
system and map the data from other sources to the same concept as the UMLS
database structure. UMLS groups the medical classification records that have
similar meaning/ synonym/ title together to be one concept. Its structure starts
1 https://www.nlm.nih.gov/research/umls/index.html.
2 http://xchangekbo.moph.go.th/hdc report/frontend/web/index.php.

https://www.nlm.nih.gov/research/umls/index.html
http://xchangekbo.moph.go.th/hdc_report/frontend/web/index.php
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from AUI which is the unique id of each medical classification record or Atom.
AUIs with similar title are grouped to be SUI (String). Next, SUIs with similar
title or synonym are grouped to be LUI (Term/Lexicon), and finally select one
of these LUI to be CUI (Concept). This main structure are used to integrate
data from ICD-10 ClaML, ICD-10 TM and ICD-11. For the ICD revision map-
ping, WHO provides the ICD-10 to ICD-11 official mapping table. Thus, this
allows one record of ICD-11 to be mapped into multiple records of ICD-10 lead-
ing to one record of ICD-11 belongs in multiple concepts. There are two main
functions in Python that are frequently used in the integration part which are
Jaccard Similarity [13] Calculation and Spacy Tokenizer [10]. Finally, all of the
integration is loaded into the ICDWiz database which contains the medical con-
cepts that group the similar/related medical classifications together including
ICD-10, ICD-10 TM, ICD-10 ClaMLTM, ICD-11, MeSH, and SNOMED-CT.

3.2 Visualization Construction

To visualize part of the comprehensive integrated biomedical multi-classifi-
cations, concept and terms, this section describes the proposed implementa-
tion visualization techniques. This visualization unfolds the ICD-11 integrated
data linking to other medical classification in UMLS structure by allocating the
biomedical concepts, terms, strings, and relationships into nodes and links in the
3-dimensional space. Using 3D-forced directed graph, however, it contains only
basic graph components, node and link [2], which is insufficient to reveal all of
the detail of the data from medical classifications. Therefore, there is a need to
add four more dimensions to elaborate the extra component such as creating
ring notation to represent different knowledge sources, providing node and link
color for different node and link relationship types, and adding text label for a
second language (Thai in this case). More details are described below.

Initial Graph. One important characteristic of the biomedical classification
information is that one term has one or more relationships with the other terms
or concepts which means that this characteristic fit in a network graph. Our
network graph consists of two main components which are nodes that indicate
the concepts in medical classification and links that indicate the relationship
among nodes. 3D-forced directed graph become the most suitable approach to
construct the visualization of these medical classification, which satisfies all of the
requirements from above. Figure 3 displays the flow of the initial graph process.
It receives the data in JSON format, then creates the index of each node from
JSON data. Once the index is created, it is sent to the pruned function to add the
visible node to the visible set, which is the set of all nodes. After that, the visible
set will be used in construction function of the 3D forced directed library to
construct the visualization. In addition, node colors are used to differentiate the
node type as presented in Table 1.
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Fig. 3. Flowchart - Initial Graph

Table 1. Node Notation

Node color Type

Yellow Concept

Red Term

Green String

Blue Medical Classification

Constructed Label Text. As the graph is constructed, the visualization still
lacks the clarity to indicate the identity of information because all of the nodes
and links are the same in term of color. This will be difficult for the user to
distinguish each node and link. Moreover, the graph rotation in 3D space can
easily cause the lost tracking for the user due to the spring-force that pushes each
other nodes. Adding text label to each node in the graph is challenging since
it is constructed based on 3D forced directed graph which need to rendering
animated 3D computer graphics on a website, the library called Spritetext is
used for auto-generating text object on canvas and convert into a texture based
on three.js. Figure 4 shows an example.

Fig. 4. 3D Forced Directed Graph with Constructed Label Text

Collapsed Function. The biomedical concept has complex semantic structure.
The collapsed tree diagram technique and interactive function are applied to
reduce the amount of elements visualized in the graph. Each concept consists
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of sub level structure which are Terms, String, and Atom. Visualizing all of
the nodes and their relationships may give an overview of the structure of that
concept. However, it will be unclear for the users to observe all of the elements in
the graph if the concept is far too complex. Thus, each level (Term) is generated
at a time to help the user to focus on each level of the whole structure. Figure 5
explains the process flow. The collapsed function will traverse through the index
to check for the non-collapsed node. When the function found the non-collapsed
node, it will add the child node(s) and its relationship to the visible set then send
to the 3D forced directed graph construction function to generate the graph.

Ring and Color Notation. Ring and its color are used as a crucial sign to
quickly notify the medical classification sources which are related to the ring’s
owner. The ring is implemented to be responsive generated every time when
the user clicks at a node, in order to track the change of the shape in the
graph. The ring is constructed during the 3D forced directed graph receiving
the information data to construct each node. This function checks number of
the rings to construct on the source abbreviation (SABs) arrays which contain
all the child nodes then THREE.TorusGeometry is called from three.js library to
create the ring. The color of the rings are also filled in at this step depending on
the source appearing in SABs. The final step of node construction is to attach
the ring to the node object in the graph. This process is iteratively done node
by node. Rings have seven colors representing each medical classification sources
as seen in Table 2.

Fig. 5. Flowchart - Collapsed Function

Table 2. Ring Notation

Ring color Knowledge sources

Blue ICD-10

Green ICD-10 TM

Light Blue ICD-10 ClaMLTM

Purple ICD-11

Yellow MeSH

Violet SNOMED-CT US

Pink SNOMED-CT VET
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4 Experimental Result

The medical information from ICDWiz Database, the integrated medical multi-
knowledge sources and corpus based on UMLS platform are used as testing data
to present the visualization and multi-relationship of the Concept-terms-strings-
atoms or phrases in ICD-11. There are two main visualizations: MED-Concept
and ICD Mapping. MED-Concept visuals a medical concept in ICD-11 with its
related terms in other medical classifications based on UMLS ontology structure
while ICD Mapping visuals the mapping of ICD-10 and ICD-11.

For the test scenario, the MED-Concept and ICD Mapping Visualization
were tested using 100 medical classification samples of the ICD-10 and ICD-
11. The recommended MED-Concept is used for visual then time performance
is recorded for graph construction in milliseconds and the visualization result
is checked. Figure 6 shows the MED-Concept Visual of “Hemorrhagic Fever,
Ebola” linking to multiple terms from multi-knowledge sources indicated by the
rings. Figure 7 shows the ICD-Mapping Visual of a code of ICD-10 “A98.4 Ebola
virus disease” mapping to a group of 1D60.- Ebola disease code of ICD-11.

Fig. 6. MED-Concept Visualization

Fig. 7. ICD Mapping Visualization
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Figure 8 shows the result for ICD-11 “XN83D Coronavirus” which belongs
to “Coronavirus as the cause of diseases classified to other chapters”. The rings
around the node indicate the expandability and source of medical classification.
User can view ICD-11 node with a purple ring and the related terms as a red
node. The terms can be either English or Thai language. The users can view the
related string in a selected term as a green node in Fig. 8.

Fig. 8. Visualization - Strings in a selected medical term (Color figure online)

Figure 9 shows the result of the related medical classification in a selected
string as a blue node. Each node shows a code, title, and knowledge source. For
example, “XN83D” is a code for “Coronavirus” in “ICD-11”. User can view the
relationships to other medical classifications in green link and mapping between
ICD-10 and ICD-11 in red link. For example, the “XN83D Coronavirus” in “ICD-
11” has a mapping to “B97.2 Coronavirus as the cause of diseases classified to
other chapters” in “ICD-10”.

Fig. 9. Visualization - Relationships to other medical classifications and Mapping
between ICD-10 and ICD-11 (Color figure online)



332 J. Mitrpanont et al.

The test scenario for MED-Concept and ICD Mapping Visualization are per-
formed and the run time in Millisecond (ms) for MED-Concept and ICD Map-
ping Visualization are approximately the same with the average of 61.418, maxi-
mum of 72.099 and minimum of 52.286 ms. The test results of the MED-Concept
and the ICD-Mapping are shown in Table 3 and Table 4 accordingly.

Table 3. Example of Test Result for Hemorrhagic Fever, Ebola concept

Concept Term String Atom (Medical Classification)

Hemorrhagic

Fever, Ebola

Ebola Virus

Disease

Ebola Virus Disease Ebola Virus Disease (MeSH D019142)

Ebola virus disease (ICD-11 1D60.01)

...

Ebola virus disease Ebola virus disease (ICD-10 A98.4)

Ebola virus disease (SNOMED-CT

123323003)

...

Hemorrhagic

Fever, Ebola

Hemorrhagic Fever,

Ebola

Hemorrhagic Fever, Ebola (MeSH

D019142)

Ebola haemorrhagic

fever

Ebola haemorrhagic fever

(SNOMED-CT 37109004)

... ...

Table 4. Example of Relationship and Mapping Result for A98.4 Ebola Virus Disease

Type Atom (Medical Classification)

PAR Other viral haemorrhagic fevers, not elsewhere classified (ICD-10 A98)

MAP Ebola disease (ICD-11 1D60.0)

Bundibugyo virus disease (ICD-11 1D60.00)

Ebola virus disease (ICD-11 1D60.01)

...

5 Conclusion

This paper shows an approach in developing our proposed 3D Force Directed
Graph visualization of ICD-11 integrated with medical multi-classifications
and terminologies from multi-sources, e.g., ICD-10, ICD-10TM, MeSH and
SNOMED-CT. As a result, this visualization enhances the understanding of
ICD-11 complex relationship among other medical classifications and the map-
ping disease codes of ICD-10 and ICD-11. Hence, it is considered as a useful
supporting tool for the healthcare personnel in the transition of ICD-11, medi-
cal records, medical disbursements, and medical surveillance.
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Abstract. This paper proposes an integrated system for vehicle-related
services and records management using blockchain technology, where
various stakeholders (vehicle owners, regional transport offices, insur-
ance issuers, pollution control test centers, traffic police) can avail or
provide various services (vehicle’s registration, driving license issuance,
insurance and pollution-under-control certificates issuance, automated
insurance claim, auditable trail of vehicle’s documents access and veri-
fication) in a hassle-free manner without any untrusted intermediaries.
While the use of blockchain technology increases accountability, trans-
parency, and trust in the system, this allows a cohesive integration of
the proposed system with other smart city digital infrastructures eas-
ily. We develop a prototype of our proposal as a proof of concept using
Hyperledger Fabric, adopting Attribute-Based Access Control (ABAC)
policy, and we present an experimental evaluation to demonstrate the
performance of the system. To the best of our knowledge, this proposal
is the first of its kind to provide a common blockchain-based platform
for all vehicle-related services and records management.

Keywords: Vehicle records · Vehicle services · Blockchain
technology · Smart contract

1 Introduction

Smart city technology is already starting to change lives for the better, and more
change is on the way. Smart city demands an integration of multiple technolog-
ical solutions securely to manage city’s assets and to provide various services
easily and efficiently with minimal hassles. Being transport and traffic man-
agement at the heart of smart city technology development, much attention is
required to develop intelligent solutions for various services related to vehicles,
transportation, and traffic management. These include the Regional Transport
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Office (RTO) services, vehicle insurance, pollution-under-control certification,
and most importantly, handling of traffic violations by traffic police.

As preventive measures against crimes or traffic rules violations, traffic police
often ask commuters to produce their vehicle’s documents which include reg-
istration certificate, pollution certificate, insurance, etc. As an alternative to
carrying physical forms of vehicle documents, few cloud-based platforms are
available which allow the commuters to access them in digital form during the
verification process. However, such systems suffer from a number of challenges
and limitations, such as lack of trust due to centralized control, susceptibility to
information tampering, the existence of different service providers for different
documents and lack of interoperability among them, missing payment channels,
etc. As a result, commuters may need to remember different access information
for different documents on different platforms or may need to pull requests by
themselves in order to make the documents available on a common platform
(if supported) from their corresponding service providers. Another most serious
concern, which citizens often experience, is the presence of untrusted middle-
men in the system, which leads to unnecessary delays and inefficiency in availing
various services.

Over the past several years, blockchain [9] has emerged as a promising tech-
nology that transforms how we share information. While blockchain is most
famous for its role in facilitating the rise of digital currencies, the technology is
now being tested in a broad range of applications including Insurance, Supply-
Chain, Health Care, E-governance, and many more [12]. Most importantly, the
support of business logic in the form of smart contracts and their execution
on blockchain makes this technology powerful enough to build trusted systems
within an untrusted environment. The absence of centralized authority, along
with the above features, makes blockchain technology a perfect choice for solu-
tions to those systems where multiple untrusted entities are involved.

There exists a few proposals on blockchain-based vehicle insurance [6,10] and
vehicle registration [11], where the processes of vehicle registration and insur-
ance issuance are carried out on a permissioned blockchain model. CarChain [8]
is another relevant proposal that allows access to a vehicle’s history (repair, own-
ership, insurance, and taxation) using blockchain technology as a way to improve
transparency in the purchase process of used-vehicles. However, all these above
systems are made operational independently with limited functionalities, which
leads to a lack of interoperability among the stakeholders in a broader context.
Although many developed and developing countries have their online govern-
ment portals [1–3] for availing related services (such as registration of a new
vehicle, application for driving license, and other vehicle-related services), the
biggest drawback of these systems is the lack of transparency and trust due to
their centralized architecture.

In this paper, we propose an integrated solution to vehicles’ records manage-
ment system using blockchain technology, where various stakeholders (vehicles
owners, RTOs, insurance issuers, pollution control test centers, traffic police) can
avail or provide various services (vehicle’s registration, driving license issuance,
insurance and pollution-under-control certificates issuance, automated insurance
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claim, auditable trail of vehicle’s documents access and verification) in a hassle-
free manner without any untrusted intermediaries. While the use of blockchain
technology increases accountability, transparency, and trust in the system, this
allows a cohesive integration of the proposed system with other smart city digi-
tal infrastructures easily. We develop a prototype of our proposal as a proof of
concept using Hyperledger Fabric, adopting the Attribute-Based Access Control
(ABAC) policy. To the best of our knowledge, this proposal is the first of its
kind using blockchain technology which covers a broader perspective of vehicles
and records management bringing all associated stakeholders under the same
platform.

To summarize, the main contributions in this paper are:

– We propose an integrated system for availing vehicle-related services and
records management by leveraging the power of blockchain technology and
smart contract. We consider the real-case scenario by considering all stake-
holders (citizens, RTOs, traffic police, pollution control test centers, and
insurance issuers) and useful services relevant to them.

– We address the security and privacy issues by enforcing appropriate access
control mechanisms in the system.

– We develop a prototype as a proof of concept using the Hyperledger Fab-
ric blockchain platform, implementing the Attribute-Based Access Control
(ABAC) policy.

– Finally, we perform an experiment to demonstrate the performance of the
system. Empirical evidence on response times over the number of requests
issued at various time instances are quite encouraging.

The structure of the paper is organized as follows: Sect. 2 describes our proposed
blockchain-based system for vehicle-related services and records management. In
Sect. 3, we present the proof of concept using Hyperledger Fabric. The exper-
imental results are discussed in Sect. 4. The related work and a comparative
analysis w.r.t. the literature is discussed in Sect. 5. Finally, in Sect. 6, we con-
clude our work.

2 Proposed Approach

In this section, we propose a novel blockchain-based platform for availing vehicle-
related services and smart management of data relating to these services in a
city. We focus on transparency, increasing accountability, and improving relia-
bility concerning the storage, automation, and sharing of vehicle details, driving
license information, insurance documents of vehicles, pollution-under-control cer-
tificates, and traffic violation data among the stakeholders. The system allows
various stakeholders, such as citizens of the country, regional transport author-
ities, vehicle insurance companies, pollution control test centers, traffic police,
to participate in the system and the platform provides crucial services such
as applying for a driving license, registering a vehicle, issuing pollution-under-
control certificates, filing a traffic violation, etc. Overall system components com-
prising of all stakeholders and several smart contracts for providing relevant
services are depicted in Fig. 1.



340 A. Mukherjee and R. Halder

2.1 Stakeholders

Let us briefly describe the stakeholders involved in our proposed system:

– Citizens: Citizens of the country are at the forefront of this system and most
of the services of the system are dedicated to them.

Citizens

Vehicle 
Smart Contract

RTO Services 
Smart Contract

Pollution Control 
Smart Contract

Profile Manager 
Smart Contract

Insurance 
Smart ContractTraffic Violation 

Smart Contract

Traffic Police

Insurance 
Companies

Regional 
Transport 

Offices

Pollution Control
Test Centers

Insurance 
Smart Contract

Fig. 1. Overall system components

Here citizens refer to any per-
son in the country holding a
valid driving license or owning
a vehicle. Citizens can apply
for a new driving license, apply
for the registration of a new
vehicle they purchase, initiate
an insurance issue or claim for
their vehicles, and check for
any traffic violations involving
them.

– Regional Transport Offices
(RTOs): The RTOs have the
role of evaluating applications
for driving license and vehi-
cle registration, issuing driving
licenses, and providing vehi-
cle registration numbers. Also,
RTOs have the role of trans-
ferring ownership of a vehicle
from one owner to another if
required.

– Pollution Control Testing Centers (PCTCs): The responsibility of
PCTC is to test whether the vehicle complies with the prescribed emission
norms and issue a pollution-under-control certificate (PUCC) for the vehicle.

– Insurance Companies: The insurance companies play the role to issue
insurance policies for vehicles and to process insurance claims to compensate
for damages that happened due to accidents. On receiving requests (either
insurance issue or insurance claim) from vehicle-owners, insurance companies
evaluate and approve them by following appropriate procedures.

– Traffic Police: The traffic policies play an important role in filing traffic vio-
lations made by citizens while driving on road. Most importantly, the system
allows them to access all vehicle-related documents (ownership details, driv-
ing license information, registration and insurance certificates, PUCC, past
history of the vehicle) on the proposed platform to carry out the verification
process.

2.2 Citizen Services

As already stated, the proposed system provides various services to the citizens,
including the application for a new driving license or for the registration of a new
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vehicle they purchase. The platform also facilitates citizens to issue and claim
vehicle-insurances, to issue PUCC, and to view vehicle’s past history on any
traffic-related offenses, penalties and payment of fines. Moreover, an ownership
transfer of vehicles can also be initiated by citizens with ease. The services to be
availed by the citizens are depicted in Fig. 2. Let us now describe each of them.

Application for Driving License. This functionality allows any citizen to apply
for a new driving license with the convenience of not visiting the RTO. All they
need to do is to provide the necessary details required in the application. The
supporting documents may be shared with the RTO through a peer to peer file
sharing system, e.g. IPFS [5]. Once they apply for a new driving license, the
designated RTO will evaluate it, and if the citizen is eligible, the RTO will issue
the driving license for them. Moreover, citizens can also check for any updates
regarding their application.

Application for Vehicle Registration. Citizens can apply for the registration of
new vehicles that they purchase from motor-vehicle dealers. They need to pro-
vide required details along with the applications which the RTO evaluates and
accordingly provides valid registration papers for the vehicles. The citizens can
also check for any updates on the submitted applications.

Purchase Insurance Policy. The platform supports the issuance of vehicle-
insurance. Citizens are free to choose a policy from any of the insurance com-
panies registered on the platform. After request submission, citizens also will be
able to view the status of their applications.

Initiate an Insurance Claim. The citizens may require to initiate an insurance
claim to compensate for the vehicle damages if it is covered by a motor vehicle
insurance policy. The system allows the citizens to upload proof images of the
damages as supportive documents while applying for the claim. The peer-to-peer
file-sharing system (e.g., IPFS [5]) facilitates to store the documents robustly.
The citizens can also check the progress of their claims.

Apply for Pollution Testing. The system permits the citizens to apply for PUCC
by choosing a nearby PCTC with a suitable visiting schedule for performing
a test of their vehicle’s pollution compliance. On visiting the PCTC on the
scheduled date/time, the test is performed and a valid PUCC is issued against
the vehicle tested.

Accessing Vehicle Profile. The citizens can check the profile of the vehicle they
own. In a vehicle profile, information such as vehicle registration details, pol-
lution certificate records, insurance policies, traffic violations, and ownership
history is available. Legitimate stakeholders, e.g. traffic police, vehicle-owner,
etc., will have access to this profile information for their perusal.
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Fig. 2. Smart contracts’ functionalities

Pay Traffic Violation Fine. The citizens can pay for any fines that they might
have incurred by violating traffic rules. Once they pay the fines, the correspond-
ing violations are marked as ‘PAID’ along with the associated payment informa-
tion.

Apply for Vehicle Ownership Transfer. Citizens can apply for vehicle ownership
transfer if they are selling the vehicle to someone else. Once the citizen applies
for the vehicle ownership transfer, the concerned RTO will start evaluating the
application to process it.

Check Profile. The citizens can view their profile (Unique Identification number
(UID), address, contact details, etc.), including the list of vehicles they own and
their driving licenses.

2.3 Regional Transport Offices (RTOs) Activities

RTOs are the most important stakeholders who are at the core of the system
to provide crucial vehicle-related services, including document issuance, stor-
age, safeguarding, and sharing among the stakeholders. The functionalities are
depicted in Fig. 2. Let us describe them below.
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Viewing and Evaluating Driving License Applications. One of the major roles of
the RTO is to view and evaluate pending driving license applications submitted
through the platform. It is the responsibility of the concerned RTO to properly
evaluate the applications and to issue valid driving licenses if the applicants
are found eligible. Note that the evaluation may require fulfilling different test
criteria depending on the country’s own rules and regulations. Once licenses are
issued, they will be added to the corresponding citizen’s profile.

Viewing and Evaluating Vehicle Registration Applications. Once a citizen applies
for the registration of a vehicle, the RTO needs to evaluate the citizen- and
vehicle-details. Accordingly, RTO issues a valid registration certificate to the
concerned vehicle and updates the status of the application. The process may go
through multiple phases in case any discrepancies are found or any corrections
are required from the citizen.

Accessing Vehicle Profile. The RTOs are entitled to access records of any vehi-
cle profile whenever required for official business. As already mentioned above,
the vehicle profile includes information such as registration details, pollution
certificate records, insurance policies, traffic violations, and ownership history.

Evaluate and Process Transfer Ownership. Apart from issuing the driving license
and registering vehicles, the RTO also has the role of transferring ownership of
any vehicle from one owner to another. Once the parties agree on the legal terms
and payments, the current vehicle-owner will apply for the ownership transfer.
Once the application is submitted, the RTO will evaluate the application and
process the ownership change.

2.4 Roles of Insurance Companies

In this section, we describe in detail the role of insurance companies on the
platform. Figure 2 depicts it as a block diagram.

View, Evaluate and Issue Insurance Policy Purchase Applications. On receiving
a policy purchase request from a vehicle-owner, the corresponding insurance
company accesses the vehicle’s details and its history to evaluate the request
and determines the policy-amount accordingly. Once the payment is done, the
insurance company issues the requested policy and adds it to the vehicle’s profile
for which the policy is purchased.

View, Evaluate and Approve Insurance Claims. The insurance company has the
role of evaluating any new insurance claims filed by citizens. On receiving such
claim-requests along with the proofs uploaded by the claimants, the designated
authorities of the insurance company perform physical verification and release
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the insurance money based on the evaluation. Observe that, once they start eval-
uating any claim, they update the status of the progress to make the claimants
aware of this.

Access Vehicle Profile. The insurance companies should have access to the vehi-
cle’s profile when they receive requests for insurance issues or claim. This requires
permission from the vehicle-owner as well. As already mentioned, a vehicle pro-
file consists of information such as vehicle details, pollution certificate records,
insurance policies, traffic violations, and ownership history.

2.5 Pollution Control Testing Centers (PCTCs) Activities

Here we describe the functionalities of Pollution Control Testing Centers
(PCTCs) on the platform, depicted in Fig. 2.

Issue Pollution-under-Control Certificates. The primary function of PCTCs is
to issue valid PUCC to any vehicle that tests for emissions at their test center.
Once they issue PUCC to the concerned vehicle, the certificate is added to the
vehicle’s profile so that legitimate stakeholders can check for the latest PUCC
of the vehicle.

Access Vehicle Profile. Like an insurance company, PCTCs also have access to
vehicle profiles if the vehicle-owner gives permission.

2.6 Activities of Traffic Police

In this section, we describe in detail the activities of the traffic police. The list
of supported functionalities is depicted in Fig. 2.

Verification of Citizen Profiles. On suspicion, the traffic police might need to
verify the profiles of citizens, where the citizen is a vehicle driver or a vehicle
owner. The traffic police have full access to the citizens’ profiles.

Accessing Vehicle Profiles. Like citizen’s profile verification, the traffic police are
also entitled to access and verify the records of any vehicle profile that they need
for official police business. This is worthwhile to note that, as the vehicle profile
contains all vehicle-related information (such as registration details, pollution
certificate records, insurance policies, traffic violations, and ownership history),
the vehicle-owner does not need to carry physical copies of the documents or the
traffic police do not need to access documents from multiple untrusted platforms.

File Traffic Violation. The primary role of the traffic police is to file any traf-
fic violation that takes place. In order to do this, they invoke the correspond-
ing function providing required inputs, such as vehicle registration number and
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driving license along with appropriate violation-proof. Once they submit the traf-
fic violation reports, the concerned drivers and vehicle owners will be notified
about this and the amount of fine issued.

2.7 Access Control

Since access control to critical information on the platform is a crucial aspect, we
consider Attribute-Based Access Control (ABAC) which considers the attribute
of subjects, objects, permissions, and environment [7]. Inclusion of the notion
of the environment to the model allows specification of dynamic access rules,
which is one of the unique characteristics of ABAC that sets it apart from tra-
ditional access control models like DAC (Discretionary Access Control), MAC
(Mandatory Access Control), and RBAC (Role-Based Access Control). It reg-
ulates whether to grant access to the user by determining whether the request
contains valid attributes. The policies can be updated in proportion to the cir-
cumstances by appending or removing the attributes. According to NIST speci-
fications [7], various components of ABAC are:

U : Set of users

O : Set of objects

E : Set of environmental conditions−→
UA : {au

1 , a
u
2 , a

u
3 , ..., a

u
n} is an ordered list of user attributes−→

OA : {ao
1, a

o
2, a

o
3, ..., a

o
m} is an ordered list of object attributes−→

EA : {ae
1, a

e
2, a

e
3, ..., a

e
p} is an ordered list of environmental attributes

V x
i : {vxi1, vxi2, vxi3, ..., vxik} is the set of values that can be taken up by the

attribute ax
i , where x ∈ {u, o, e}

OP : Set of allowable operations on the object

P : {r1, r2, r3, ..., rl} is a set of rules that governs the access to an object
depending on the values of the user- and the object-attributes and the
prevalent environmental conditions

Let us provide an example of ABAC policy for our proposed system. Consider
a set of users U = {u1, u2, u3, u4, u5}, a set of objects O = {o1, o2, o3}, a set
of allowed operations OP = {create, read, write} and a set of environmental
conditions E = {e1, e2}. Consider the following attributes which are associated
with users, objects and environment conditions respectively: (1)

−→
UA = {user-

type, department, designation}, (2)
−→
OA = {document-type, expiry-date}, and

(3)
−→
EA = {date, state}. Suppose the values that can be taken by the attributes

are:
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Algorithm 1: Algorithm CheckPolicy
Data: ABAC Policy P , ABAC Request R
Result: Allow or Deny

1 〈 −→
UA.val,

−→
OA.val,

−→
EA.val, action 〉 ← R

2 permission ← true
3 for rule ∈ P do

4 Let rule be of the form 〈 f1(
−→
UA, −→v u), f2(

−→
OA, −→v o), f3(

−→
EA, −→v e), op 〉.

5 if
(−→
UA.val �� f1(

−→
UA, −→v u)

)
OR

(−→
UO.val �� f2(

−→
OA, −→v o)

)
OR

(−→
EA.val �� f3(

−→
EA, −→v e)

)

then
6 permission = false;
7 break;

8 end
9 for operation ∈ action do

10 if operation /∈ op then
11 permission = false;
12 break;

13 end

14 end

15 end
16 Return permission;

– V u
1 = {citizen, rto-personnel, insurance-personnel, traffic-police}, set of pos-

sible values for user attribute ‘user-type’.
– V u

2 = {license-dept, testing-dept, insurance-sales, insurance-inspection,
pollution-dept, law-enforcement}, set of possible values for user attribute
‘department’.

– V u
3 = {traffic-sergeant, scrutiny-officer, insurance-inspector, pollution-

examiner}, set of possible values for user attribute ‘designation’.
– V o

1 = {driving-license, registration-cert, insurance, pollution-cert}, set of pos-
sible values for object attribute ‘document-type’.

– V o
2 = {mm/yy | mm∈{00, . . . , 12}, yy>80}, set of possible values for object

attribute ‘expiry-date’.
– V e

1 = {today}, set of possible values for environment attribute ‘date’.
– V e

1 = {driving, non-driving}, set of possible values for object attribute ‘state’.

Few among many other access rules as a part of the policy P are:

– rule-1 : Traffic-police with designation traffic-sergeant under law-enforcement
department can read any non-expired documents for a car under driving,
which is expressed as: “user-type = traffic-police ∧ department = law-
enforcement ∧ designation = traffic-sergeant ∧ document-type = * ∧ date =
today ∧ expiry-date> date ∧ state=driving ∧ OP = read”, where * denotes
any attribute value.

– rule-2 : RTO personnel with designation scrutiny-officer under license-dept
can create, read and write driving-license of any citizens anytime. This can
be formally expressed as: “user-type = rto-personnel ∧ department = license-
dept ∧ designation = scrutiny-officer ∧ document-type = driving-license ∧
expiry-date= * ∧ date = today ∧ state = * ∧ OP = *”.
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Algorithm 1 depicts the overall algorithmic steps of Attribute-Based Access Con-
trol Policy adopted in our proposed system. The access request R by a user
contains an ordered list of values corresponding to the attributes in

−→
UA,

−→
OA and−→

EA (denoted by
−→
UA.val,

−→
OA.val and

−→
EA.val respectively) and a set of actions

(denoted by action) which user wants to perform. Given a rule in policy P which
is expressed in a logical expression AND-ed by three subexpressions f1(

−→
UA, −→v u)),

f2(
−→
OA, −→v o)) and f3(

−→
EA, −→v e)) over the set of attributes and their permissible

values, the steps 5–8 check whether the values
−→
UA.val,

−→
EA.val and

−→
EA.val sat-

isfy (denoted by �) the rule and the permission will be decided accordingly. On
success of the above verification, steps 9–14 check if all operations under the
requested actions ‘action’ conform with ‘op’ in the specified rule.

3 Proof of Concept

This section describes a prototype implementation of the proposed system. The
detailed source-code of our implementation is available on GitHub at https://
github.com/mukherjeearnab/vehicle-platform-blockchain. Since our system is
based on a permissioned blockchain model, we use the Hyperledger Fabric [4]
blockchain platform for the implementation. The overall architecture is depicted
in Fig. 3. The whole system comprises of three parts: Hyperledger Fabric
blockchain network (back-end), Node.JS REST API1 (middle-ware), React JS
web-based GUI2 (front-end).

We establish a blockchain network on the Hyperledger Fabric platform, con-
sidering five organizations: Citizens, Regional Transport Office, Insurance Com-
panies, Pollution Control Testing Center, and Traffic Police. Our implementa-
tion considers six Smart Contracts (SC), namely RTO Services SC, Vehicle SC,
Insurance SC, Pollution SC, Profile Manager SC and Traffic Violation SC, which
execute all the functionalities of the system. We implement ABAC (Attribute-
Based Access Control) to manage the access rights to critical information on the
blockchain, assuming all five organizations connected through a single channel
instead of multiple channels just to minimize the complexity of the implemen-
tation without loss of generality. In this prototype, we provide every organiza-
tion with one Peer node, one Fabric CA (Certificate Authority) node and one
instance of CouchDB state database. The network consists of one Orderer node
using solo to serve the purpose of Ordering Service. For user authentication on
the platform, we opt for token-based authentication. In particular, we imple-
ment a Node.JS and MongoDB authentication server which performs the task of
authenticating issuing JSON Web Token (JWT). Moreover, we use an instance
of InterPlanetary File System (IPFS) [5] as our go-to peer to peer file-sharing
network to store data files associated with various services, such as copies of
certificates, damage-proofs during an insurance claim, etc.

1 http://www.ics.uci.edu/∼fielding/pubs/dissertation/rest arch style.htm.
2 https://reactjs.org/.

https://github.com/mukherjeearnab/vehicle-platform-blockchain
https://github.com/mukherjeearnab/vehicle-platform-blockchain
http://www.ics.uci.edu/~fielding/pubs/dissertation/rest_arch_style.htm
https://reactjs.org/
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Fig. 3. Prototype architecture

Fig. 4. Benchmark results

4 Experimental Results

In this section, we discuss the results of our experiments to demonstrate the
performance of our system. Here, in particular, we assess the response times
over the number of requests issued at various time instances to the blockchain
network. The experiment is conducted on a machine with an AMD Phenom(TM)
II X6 1090T clocked at 3.6 GHz, 8 GB 1333 MHz dual-channel memory running
Canonical Ubuntu Server 20.04 LTS. We sent HTTP requests using Apache
JMeter to the system prototype, where load, ramp-up period, and loop count
were set to 4000 threads, 500 s, and 1 respectively. Also, we used solo as the
Ordering Service where BatchTimeout was set to 2 and MaxMessageCount was
set to 10. During the experiment, we noted that the CPU utilization and memory
usage reached a maximum of 99% and 72% respectively.

Figure 4(a) depicts the relation between the number of requests and response
time (in milliseconds) for both GET requests and POST requests on the plat-
form. The X-axis represents the number of requests issued at an instance and
Y-axis represents the response time in milliseconds. Observe that, for GET
requests, the response time increases with the increase in the number of requests.
However, due to the limitation of the computation power of our computer system
on which the experiment is conducted, we consider only a single peer for each



An Integrated Platform for Vehicle-Related Services 349

Table 1. Hyperledger Caliper benchmark summary.

Name Succ. Fail Send rate (TPS) Max latency (s) Min latency (Sec) Avg. latency (s) Throughput (TPS)

Read 100 0 30.6 2.75 0.83 1.91 22.9

Query 100 0 100.3 3.56 1.08 1.54 75.9

Write 67 33 25.6 15.4 3.84 9.54 5.46

organization and this leads to a failure when the number of requests crossed 74.
Observe that all POST requests change the state of the blockchain ledger, hence
they take more time on average than the GET requests. Notably, the experi-
ment demonstrates that our system showed its ability to handle all requests by
responding with HTTP status indicating successful request submission up to a
threshold limit of 74 requests at an instance.

Apart from the stress-test using Apache JMeter, we also conducted a per-
formance test on our blockchain network using Hyperledger Caliper. Table 1
depicts the performance summary under three different operations, indicating
success rate, transaction send rate, transaction latency, and transaction through-
put of the blockchain network, where TPS denotes transaction per second. The
resource consumption (CPU, Memory, Network IO) by the system components
are depicted in Fig. 4(b). Note that CPU utilization of the Certificate Authorities
(CA) during the benchmark was zero units.

5 Related Work and Comparative Analysis

Many developed and developing countries have their online government por-
tals [1–3] for availing vehicle-related services (such as registration of a new vehi-
cle, application for driving license, and other services). The biggest drawback
of these systems is the lack of transparency, reliability, and trust due to their
centralized architecture. Moreover, these centralized systems are always prone
to various attacks and information tampering. To overcome this, we leverage
the power of immutable and tamper-proof distributed ledger technology which
eliminates the need for untrusted centralized authority and builds a firm pillar
of trust in the system.

In recent years, few proposals on blockchain-based vehicle insurance systems
are proposed [6,10]. The authors in [10] proposed a framework for auto-insurance
claims and adjudication using a permissioned blockchain model with two par-
titions to share the information on a need to know basis. The system acts as
a vehicular forensic system for connected and automated vehicles that facili-
tates the collection of relevant evidence from potentially liable entities. In [6],
the authors proposed an insurance record system that includes all aspects of
insurance transactions improving the experience around providing insurance,
especially as evidence in the event of a dispute. The process of vehicle registra-
tion proposed in [11] is carried out on a permissioned blockchain model. Besides
vehicle registration service, the proposed system supports few other function-
alities including car-ownership transfer, giving a car on a lease, car-ownership
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as a guarantee to a creditor, and vehicle seizure. CarChain [8], on the other
hand, proposed a system of vehicle history reporting, where all the past history
of a vehicle are recorded on the blockchain making their access more easy and
transparent during the purchasing of used-vehicles.

Observe that all the above systems are designed with limited functionali-
ties aiming to fulfill specific objectives only. For example, [6,10] consider only
insurance-related activities, whereas [11] deals with car registration and owner-
ship. Similarly, [8] stores the history of the car including the owners, accidents,
and repairs. Unlike existing systems, our proposal is more generic in the sense
that it considers all associated stakeholders relevant to both vehicle- and traffic-
management and provides a complete set of functionalities including insurance
issuance/claim. The support of access-control, in addition, provides selective
access rights of digital contents to legitimate stakeholders only.

6 Conclusion

This paper proposes an integrated platform for availing vehicle-related services
and smart management of data relating to these services in a city. Trans-
parency, accountability, reliability, and trust concerning the storage, automa-
tion, and sharing of vehicles’ profile data are established by exploiting the power
of blockchain technology. We overcome several challenges and limitations of the
existing centralized system by providing seamless interactions among the stake-
holders. The prototype is implemented using Hyperledger Fabric and the exper-
imental results on response times for several requests issued at various time
instances are encouraging. Currently, we are in the process of extending it for
adoption to a smart city solution, bringing a smart policing system and other
traffic management activities also on board.
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Abstract. Anapplication of own algorithm for reduction optimization calculation
time is presented in the paper. The algorithm is calledDistributedMulti-Population
Evolutionary Algorithm and uses a genetic algorithm with real-coded genes in
the chromosome. The client-server architecture was used for processing lots of
populations with a simultaneous data exchange between the populations. Each
generation consists of standard genetic operators: a natural selection, one-point
crossing, uniform mutation and a data exchange within the computational units.
Thismethodwas used for selecting values of damping coefficients of a driver’s seat
sub-assembly to improve driving comfort. Numerical results of a vehicle driving
with different variants of velocity and obstacles are presented in the paper.

Keywords: Optimization · Active damping · Evolutionary algorithm ·
Distributed and parallel computing · Vehicle modelling

1 Introduction

TheMulti-Population EvolutionaryAlgorithms arewidely used inmany fields of science
and industry. For instance in work [7] a multi-population evolutionary algorithm was
used for locating buildings playing a key role in the climate change mitigation. The sim-
ilar optimization algorithmwas used to solve a problem of an appropriate deployment of
wireless cameras for monitoring human activity [17], including the classical capacitated
vehicle routing problem (CVRP) [22]. As a further example in paper [26] the authors
used the Multi-Population Genetic Algorithm for Unmanned Aerial Vehicles Path Plan-
ning. In paper [33] this method was used for optimizing the Train-Set Circulation Plan
Problem, and in [8] for solving Dynamic Shortest Path Routing Problems in Mobile
Ad Hoc Networks. Regardless of a field authors agree that use of many populations
with emigration of the best individuals after each generation, contributes significantly to
productivity growth and it enables to obtain better matching of the resultant population.
These methods are less susceptible to the local minima and a selection of a start point,
although their weak point is that they indicate only an approximate optimum value [20].
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Driving comfort of a driver is one of the key elements in this scope. It has an influence
on a level of operator tiredness and an effective time in a vehicle [24]. A lot of research
focused on interaction between a human being and a seat [9, 19]. They presented works
on designing the best possible shapes of a driver’s seat. In this case tools like CAD CAE
and FEM were used. A comfort improvement is usualy connected with modifications
of the vehicle sub-assemblies [14, 23]. In this case researchers focus on changes and
improvements in the vehicle elements such as a suspension rather than including the
human body interaction, and those systems are commonly called an active or semi-active
suspension [23, 25] and also in [2, 13, 27].Works in this scope usually deal with reducing
the vibrations present in those sub-assemblies. It can be achieved in different ways, and
use of a supporting system is one of them. Those systems have to be calibrated properly
to operate correctly. Constructing a test stand is usually connected with high costs and
in the first stage of tests it is not justified. An application of virtual models and computer
modelling allows reducing the costs and verifying basic assumptions. Optimization is
particularly useful in this scope [6, 16, 31]. A virtual model and optimization results are
grounds for using of the dedicated drivers of the existing systems or implementing new
active elements into the standard equipment of a vehicle in a next stage. It is difficult
to select an appropriate optimization method for a specific issue and it usually requires
knowledge of a domain expert.

In this paper there was used a distributed variant of Multi-Population Evolutionary
Algorithm (called DMPEA) where calculations are being made in a parallel way using
computer units in the cluster nodes. An application of this method for solving the issue of
selecting the optimum values of damping of a special vehicle seat while driving through
the obstacle in a form of a speed bump on basis of proprietary computer programs in the
heterogeneous environment (C++/C#), is presented. Fundamentals of the mathematical
model of the object in question are presented, the optimization problem is defined and the
computation results are presented for a different number of individuals in the population.

The computation results were compared with the results obtained by the classical
genetic algorithm. The authors of this article described a similar subject in [32]. Nev-
ertheless, there were other road maneuvers with the use of a non-evolutionary gradient
optimization method.

2 Model of Investigations

A rescue fire-fighting vehicle was an object of the research. It is defined as a system of
eleven rigid bodies: a frame, a cabin, a semitrailer, an engine, a front and rear axle, a
driver’s seat and wheels (Fig. 1).
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Fig. 1. The sub-assemblies of analyzed vehicle

To determine a location (position and orientation) of these bodies, joint coordinates
and homogenous transformations method were used [28]. A motion of each body, is
described in relation to a preceding body. The joint coordinates vector of the vehicle can
be written in the following form:

q = [qTf qTc qTs qTb qTa,1
qTa,2 q

T
w,1 q

T
w,2 q

T
w,3 q

T
w,4]T

(1)

where:

– qf = [
xf yf zf ψf θf ϕf

]T
- vector of generalized coordinates of frame,

– qc = [
θc

]
- vector of generalized coordinates of cabin,

– qs = [
zs

]
- vector of generalized coordinates of driver’s seat,

– qb = [∅] - vector of generalized coordinates of vehicle body fixed to frame,
– qsa,i = [

ψsa,i
]
- vector of generalized coordinates of stub axles (i = 1, 2),

– qa,i = [
za,i ϕa,i

]T
- vector of generalized coordinates of front and rear axles (i =

1, 2),
– qw,i = [

ψw,i θw,i
]T

- vector of generalized coordinates of front wheels (i = 1, 2),

– qw,i = [
θw,i

]
- vector of generalized coordinates of front wheels (i = 3, 4),

– xi, yi, zi - mass center coordinates of the i-th body,
– ψi, θi, ϕi - rotation angles of the i-th body.

The Lagrange equations of the second kind [3, 28, 29] was used for formulation of
vehicle motion. It can be written in the general form:

A(i)q̈(i) = f (i) (2)

where: A(i) - mass matrix, f (i) - vector of external, Coriolis, centrifugal and gravity
forces.

The equations of motion of mentioned sub-assemblies can be described in fallowing
form:
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– sub-system 1 (frame - F, front axle - AF, stub axle - SA, front wheels - WF)

A(1) =

⎡

⎢
⎢⎢⎢
⎣

A(1)
f ,f A(1)

f ,af A(1)
f ,sa A(1)

f ,wf

A(1)
af ,f A(1)

af ,af A(1)
af ,sa A(1)

af ,wf

A(1)
sa,f A(1)

sa,af A(1)
sa,sa A(1)

sa,wf

A(1)
wf ,f A

(1)
wf ,af A

(1)
wf ,sa A(1)

wf ,wf

⎤

⎥
⎥⎥⎥
⎦

, q(1) =

⎡

⎢⎢
⎢⎢⎢⎢
⎣

∼
q

(1)

∼
q

(4)

∼
q

(1)

sa
∼
q

(1)

wf

⎤

⎥⎥
⎥⎥⎥⎥
⎦

, f (1) =

⎡

⎢
⎢⎢⎢
⎣

f (1)f

f (1)af

f (1)sa

f (1)wf

⎤

⎥
⎥⎥⎥
⎦

,

where: q(1)
sa =

⎡

⎣
∼
ψ

(6)

∼
ψ

(7)

⎤

⎦,q(1)
wf =

⎡

⎣
∼
θ

(1)

∼
θ

(2)

⎤

⎦,

– sub-system 2 (frame - F, rear axle - ar, rear wheels - wr)

A(2) =
⎡

⎢
⎣

A(2)
f ,f A(2)

f ,ar A(2)
f ,wr

A(2)
ar,f A(2)

ar,ar A(2)
ar,wr

A(2)
wr,f A

(2)
wr,ar A

(2)
wr,wr

⎤

⎥
⎦, q(2) =

⎡

⎢⎢⎢
⎣

∼
q

(1)

∼
q

(5)

∼
q

(2)

wr

⎤

⎥⎥⎥
⎦

, f (1) =
⎡

⎢
⎣
f (2)f

f (2)ar

f (2)wr

⎤

⎥
⎦,

where q(2)
wr =

⎡

⎣
∼
θ

(3)

∼
θ

(4)

⎤

⎦,

– sub-system 3 (frame - F, cabin - C, driver seat - S)

A(2) =
⎡

⎢
⎣

A(3)
f ,f A(3)

f ,C A(3)
f ,S

A(3)
C,f A

(3)
C,C A(3)

C,S

A(3)
S,f A(3)

S,C A(3)
S,S

⎤

⎥
⎦, q(3) =

⎡

⎢⎢
⎢
⎣

∼
q

(1)

∼
q

(2)

∼
q

(3)

⎤

⎥⎥
⎥
⎦

, f (1) =
⎡

⎢
⎣
f (3)F

f (3)C

f (3)S

⎤

⎥
⎦,

Taking these formulations into account the dynamic equations ofmotion of thewhole
vehicle can be written as:

{
Aq̈ − �r = f
�T q̈ = w

(3)

where:

– A - mass matrix,
– q - vector of generalized coordinates of the system,

– � =
[
0 0 0 1 0 0 0 0 0
0 0 1 0 0 0 0 0 0

]T
- constraints matrix,

– f - vector of external, Coriolis and centrifugal forces,
– r = [

r1 r2
]T

- vector of unknown constraint reactions corresponding to torques acting
on the stub axles connected with the wheels,
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– w = [
ψ̈w,1 ψ̈w,2

]T
- vector of right sides of constraint equations,

A procedure for detailed formulation of Eq. (3) with a description of elements in matrix
A and vector f is presented in [12, 28, 29].The road reaction forces were obtained by
using Fiala tire model [10].

3 Optimization Problem

Asmentioned in the previous chapter the main goal of optimization process was to select
appropriate vehicle parameters to improve a driver’s comfort. The vector of decisive
variables contains damping coefficients of the vehicle’s seat in the discrete time stamps
was defined as:

d = [
d1 . . . di . . . dnd

]T
, (4)

where: di - value of damping coefficient of vehicle seat, nd - number of time stamps.
In order to obtain a continuous course of decisive variables a spline functions of the

first degree were used. During optimization process following inequality constraints:

dmin ≤ di ≤ dmax, (5)

and also the external penalty function of following form were considered [20, 21]:

ζi(d) =
{
0 for gi(d) ≤ 0
C1,ieC2,igi(d) for gi(d) > 0

(6)

where:real.

– gi(d) for i = 1, . . . , ng - the inequality constraint defined based on (5),
– ng - inequality constraints number,
– C1,i,C2,i - empiricall weights.

Finally, the goal function can be written:

�(d, q̈) = C · RMQ +
∑ng

i=1
ζi(d) → min (7)

where:

– C - empiricall weight,

– RMQ =
4
√∫ te

0 [z̈s(t)]4dt
te

, the Root Mean Quad of the driver’s seat acceleration,
– te - duration of simulation.
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4 Optimization Algorithm

The problem was solved by the Evalutionary Algorithm (EA) and Distributed Multi-
population Evolutionary Algorithm (DMPEA). In both methods the real-coded genes
in the chromosome was used [18]. An additional, selection one-point crossover and
uniform mutation have been used as genetic operators [18, 30]. Evolution methods as
opposed to classical methods are ususaly used to find the global extreme in the state
space. Classical methods also depend strongly on a starting point. An important element
deciding about the selection of the specific optimization method is its convergence.
Since pseudo-random numbers are used the computational intelligence methods should
be executed a few times to achieve the desired solution accuracy. It is connected with
prolongation of computation time which in the case of the dynamic optimization where
in each step of the optimization procedure the dynamic equations of motion should be
integrated in the entire time interval, is usually long. An application of parallel and
distributed computing may shorten computing time. Since there is an easy access to the
computing units having the multi-core processors the parallel computing can be made
on the common use units without using the dedicated computing centers. The discussed
method of the modification of the classic genetic algorithm consists in using resources of
a single unit for parallel computing in which calculations of many populations making
parallel computing are made. The populations after each generation exchange the data
with each other in a form of the best individuals (Fig. 2).

Fig. 2. DMPEA general architecture

Such an approach allows better matching of the population to be obtained in each
computing node and is an additional form of entering a new genetic material into the
population. From the genetic point of view the presented method can be called a new
additional genetic operator being a complement of the classical operators (Fig. 3).

In the presented approach the computations can be moved to the additional com-
puting units being the nodes of the computing cluster using possibilities of distributed
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Fig. 3. DMPEA flowchart

computing. In this article a comparison of the genetic algorithm in the classical form
and its variation (DMPEA) activated on one computing unit with use of lots of instances
of the computing application is performed.

5 Calculation Results

A road shape as a speed bump (0.06 m height) over which a vehicle was driven with a
constant velocity is presented in Fig. 4.

Fig. 4. The road with the bump shape

This speed bump was used for performing two different maneuvers presented in
Fig. 5 and 6.
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Fig. 5. Location of the velocity bumps in maneuver 1

Fig. 6. Location of the velocity bumps in maneuver 2

Constant velocity was equal to 10 km/h. It was provided by PID regulator controlling
the driving torque moments [28]. Two manoeuvers were taken into account – the first
maneuver lasted for 3 s and second lasted for 2.6 s. The all required vehicle physical
parameters to perform simulations were taken from work [28]. The driver model was
used in calculations as additional weight of 80 kg, and it was joinedwith the driver’s seat.
The Runge-Kutta method of 4-th order with a constant step [21] was used to integrate
equations of motion. The inequality constraints (the minimal and maximal values of the
damping coefficients) were assumed as: dz,min = 10 Ns/m and dz,max = 4000 Ns/m,
respectively. The mathematical model, the mechanism of generating dynamic equations
of motion, appropriate integration methods and optimization algorithms were recorded
in the proprietary computer program in C++ using the techniques of object-oriented
programming. The server was also storage of the data made in technology ASP.NET
Web API with use of C# programming language. The calculations were made on one
computing cluster node with the use of two parallel activated instances of an application
performing optimization computing and sending the results to the global store. The
calculations were made for a variable number of the individuals in the population from
10 to 50 including multi start (10 times per each number of individuials and the best one
was choosen). The DMPEA computing results were compared with the results obtained
by the classical evolutionary algorithm [30].
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a) b)
number of individuals number of individuals

Fig. 7. Values of the objective function for both EA andDMPEA a) inmaneuver 1, b) inmaneuver
2

In Fig. 7 values of the objective function are presented for the calculations bymethods
EA, DMPEA, including the reference value without optimization (Bo). The following
conclusions can be drawn by analyzing those figures:

• optimization with use of the DMPEA method allowed obtaining a lower value of the
objective function than in the case of EA use,

• an application of theDMPEAmethod even on the single node of the computing cluster,
due to use of the parallel computing, does not cause computing time prolongation.

Furthermore, owing to the genetic material exchange between the parallel popula-
tions the computations by the DMPEA method:

• are characterized by a great repeatability,
• are less susceptible to a number of individuals in the population,
• enable to obtain better results in the case of a single activation of calculations than an
equivalent number of separate activations of the classical evolutionary algorithm.

Courses of the decisive variables for the best computing result are presented in Fig. 8a
and Fig. 9a while the worst in Fig. 8b and 9b.

Big differences between the courses of the decisive variables can be noticed in the
examples presented. In spite of these differences, Figs. 10 and 11 show that the sub-
assembly of an active suspension of the driver’s seat yields desirable effects. These
figures present courses of the driver’s seat acceleration for the best and worst result of
the minimized objective function.

The considerations above confirm that the results obtained by the DMPEA method
cause an increase in comfort of a driver while performing the maneuvers. In the case of
the best result a significant difference can be noticed comparing to the course with use
of the EA classical method.
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a) b)

Fig. 8. Courses of the decisive variables (damping) of the driver’s seat obtained in the optimization
process - maneuver 1, (a) the best case, (b) the worst case

a) b)

Fig. 9. Courses of the decisive variables (damping) of the driver’s seat obtained in the optimization
process - maneuver 2, (a) the best case, (b) the worst case

a) b)

Fig. 10. Courses of the driver’s seat acceleration of the optimization - maneuver 1, (a) the best
case, (b) the worst case
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a) b)

Fig. 11. Courses of the driver’s seat acceleration of the optimization - maneuver 2, (a) the best
case, (b) the worst case

6 Conclusions

The distributed method of selecting the parameters of active damping of the driver’s
seat using the dynamic optimization is presented in the article. This method, consisting
in combining the results obtained from the evolution method with sharing the best
chromosomes with other populations was used in the calculations. A solution which
improved significantly driving comfort in the road manoeuvers in question was found.
A distributed evolutionary algorithm providing better results of the objective function
was used and shorter time of computing than by use of classical optimization method
was also obtained. Since optimization processes with use of many computing nodes are
performed simultaneously. A heterogenous connection of computing modules made in
different programming languages was also shown. The computing module was made by
use of language C++, whereas parallelization of the optimization process was performed
with use of language C# and technology technologii REST WebAPI. The use of the
method in question does not have an impact on worsening of the optimization process
efficiency, it leads to acceptable results, even in the case of using a few individuals
in the population. Furthermore, it can be implemented even on personal computers
without using the dedicated computing clusters. Authors confirm that the performed
calculations deal with two road maneuvers with a different road bump shape. More
other simulations with a different types of road unevenness and a vehicle velocity were
conducted. Additionally it is planned to continue this work taking into account other
metaphor-based metaheuristics algorithms and different kind of road manoeuvers. In
the opinion of the authors results from this work will contribute to build a set of data
allowing to develop mechanism of artificial intelligence preforming intelligent steering
of driver’s seat in a real time.
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Abstract. The article’s topic is the solution to the issue of cyber security of IoT in
SmartCitieswhile ensuring the security of citizenswith the cooperation of regional
governments and safety officies (include police, firefighters, and paramedics).

The global COVID pandemic has highlighted the need for safety officies, and
regional governments to ensure the safety of citizens using information technology
and IoT in Smart Cities strategies. The pandemic revealed conceptual shortcom-
ings of IoT in security forcesandan inadequate solution to cyber security, which
manifested itself, for example, in response to cyberattacks on hospitals around the
world.

The article focuses on the evaluation the concepts of coordination and the
use of available technologies used by safety officies. It points to the current prob-
lems (positive and negative impacts) of IoT in connection with cyber security. It
emphasizes the need to address this issue more in detail and to integrate it into
Smart Cities’ strategies as a separate segment. In the case of currently resolved
pandemics, it is evident that the mutual coordination of regional self-government
and safety officies using smart technologies and IoT leads to the saving of many
human lives.

Keywords: Cyber · Security · Smart Cities · Police · Firefighters · Paramedics ·
Regional · Governments · Safety officies

1 Introduction

Smart Cities’ strategies are very complex, inconsistent all over the world. From this
non-complex solution, various documents (strategies) have been created. They aim to
functions, but an essential component focused on the mutual coordination of regional
self-government with state security forces in Smart Cities is neglected. State security
forces are an integral part of SmartCities and should not be forgotten. During the global
pandemic of COVID-19, the need for the use of smart technology, IoT, became more
than evident for the components mentioned above.

In theCzechRepublic, the security forces of the state, which are a part one of the parts
of the IRS (Integrated Rescue System) [1], included in the competence of the Ministry
of the Interior of The Czech Republic, participate in the protection of the population
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safety. IRS consists of the Police, the Fire Brigade and the Medical Rescue Service of
The Czech Republic. The independent armed component is the Army of The Czech
Republic, and the Ministry of Defense coordinates its activities.

Many authors have addressed the issue of security forces in the context of the Smart
Cities strategy. Elizabeth E. John, in her reflections, focuses on comparing the police
activities with modern information technology. In her reflections, she focuses on the
actions of the police as a private entity, stating that thanks to modern technologies in
Smart Cities, the police will be integrated into the urban infrastructure in such a way
that they will not have a sovereign position. In connection with the new sensors within
the framework of intelligent traffic control, camera systems, and other sensors, the issue
of restricting the freedom and movement of the population is also being considered.
Residents are thus always under the surveillance of smart technologies and the police,
which increases security, but at the same time, may restrict privacy [2].

To ensure cyber security in SmartCities, the National Institute of Standards and
Technology has created a security framework to increase cyber security in Smart Cities
[3].

In his article, Quentin Hardy wrote: “The city is developing a policy for drone-based
delivery. Emergency medical goods, transported from an airport to a hospital, are likely
to be the first, he said” [4].

In her article with the name: “Why Local Governments Are a Hot Target of Cyber
Attacks,” Cynthia Brumfield analyzed the current issue of ransomware cyber-attacks.
The analysis describes the problems of local governments, cities, and municipalities in
connection with cyberattacks, security, and control of the state’s security forces [5].

The article aimsto acquaint readers with the current trends in the use of information
technology applications, IoT and smart technologies used by the security forces of the
state in ensuring the protection of the population in connection with the global pandemic
COVID-19.

It also draws attention to pointing out the partial parts of Smart Cities strategies,
neglected in connection with innovation strategies. In their section, the innovation strate-
gies systematically point to procedures related to the protection of the population. The
mutual coordination of regional self-government and security forces appears, and they
emphasized cyber security and the use of smart technologies.

The article is divided into chapters. They are chronologically arranged: Strategies and
Regional Governments in Smart Cities, Security Components and of Smart Technolo-
gies in Smart Cities, Positive and Negative Impacts on the Use of Smart Technologies
in Security Forces in the Coordination of Regional Governments in Smart Cities and
Conclusion.

2 Strategies and Regional Authorities in Smart Cities

The development of Smart Cities, together with the expansion of cyber security, is one
of the Czech Republic’s Innovation Strategy 2019–2030 under The Country For The
Future [6]. The innovation strategy includes nine fundamental pillars (Fig. 1), which
complement each other in digitization, security, cyber security, public administration,
and smart technologies.
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Fig. 1. Pillars of innovation strategy

One of the main objectives of the “Digital State, Production and Services pillar is to
ensure online and shared services on an ongoing basis, including industrial enterprises
and system security of complex units (cities, airports, enterprises, and power plants)
using intelligent cybernetic systems and treating the most serious risks and preparing
the society for trends such as IoT, AI, BigData, new types of human-machine interfaces”
[7].

The Government of the Czech Republic commissioned an extensive study of the
current level of the Czech Republic’s involvement in the Smart Cities and Smart Region
strategy in connection with new trends, including proposals for measures [8].

In the resulting study, sections focusing on more intensive cooperation between
regions and cities were developed. Cities that have implemented or will gradually imple-
ment the Smart Cities strategy should follow the NRIS3 (National Regional Innovation
Strategy) Strategy by following per under the regional annexes of RIS3 (Regional Inno-
vation Strategy). Thus, issues related to protecting the security of the population, cyber
security, smart technologies, IoT to improve the living conditions and security should
be addressed more intensively.

The NRIS3 Strategy of the Czech Republic is a strategic document ensuring the
effective targeting of European, national, regional, and private funds for activities lead-
ing to the strengthening of research innovation capacities in priority areas identified at
the national and regional level. The NRIS3 strategy includes its regional annexes, which
defines regional priorities and proposals for interventions to fulfil them. It specifies
regional application branches (regional domains of specialization) with the the busi-
ness sphere, research sphere, and non-profit entities, including cluster organizations and
government officials [9].
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It is highly recommended for the period 2021+ to update RIS3 strategies by sup-
plementing the latest innovations related to services, products, tools, procedures, or
applications. It is mainly about adding targets for research trends, development, and
innovation (R & D & I). New trends should be primarily those in new key technologies
- digital technologies and cyber technologies [7].

Recommendations for regions include the RIS3 update for the period 2021+. Part 4
of point F, which deals with societal challenges, should take into account: “employment,
economic and economic growth, ecosystem degradation, population ageing, increase in
diseases of civilization, social justice, urbanization and smart cities, social justice and
basic human rights; migration, single digital market, personal data protection, cyber
security - using advanced technologies” [9].

Regional governments were recommended to become more involved in the dissem-
ination and use of smart technologies, IoT and at the same time, increase the support,
development, and coordination of Smart Cities for the strengthening of cyber security.

3 Security Components and Smart Technologies in Smart Cities

During theCOVID-19 pandemic, ensuring the safety of citizens using smart technologies
was a high priority. IoT, in particular, has become known in connection with Smart Cities
and cyber security.

Cyber security has become a part of Smart Cities’ strategies around the world.
We can characterize it as a set of technologies, processes, and procedures designed
to protect networks, devices, programs, and data from attack, damage, or unauthorized
access [5]. It consists of network security, application, endpoint, data, identity manage-
ment, database and infrastructure, cloud service, mobile application, and data backup or
recovery process.

Cyber security needs to be implemented for IoT solutions in many areas, such as
cloud services, critical infrastructure, and information systems in SmartCities or network
environments. The appropriate answer always depends on the specific organizational
structure of the entity on which the technologies are implemented.

All states have an organizational division defined according to their specifics - mini-
trying region, regions, andmicroregions. These entities must ensure the protection of the
population through safety, officies and the army. These components belong inseparably
to territorial self-governing units, cities, or municipalities. To ensure citizens’ security,
they use information technology, information systems, including IoT and other smart
technologies, and integrated applications. It is an important part of the entire organiza-
tional infrastructure of regions, cities, andmunicipalities, potentially integrating security
forces into one unit. The use of smart solutions and modern information technology to
protect the population should be more included in Smart Cities strategies.

The security forces are involved in the day-to-day protection of the security of the
population. In the methodology for the preparation and implementation of the Smart
Cities strategy at the level of cities, municipalities, and regions, the IRS components are
included in the section focused on mobility (Fig. 2).

The involvement and mutual coordination of security forces and regional self-
government is a neglected part of the Smart Cities strategy. This subsection is partly
mentioned in the document entitled Final Report of Smart Cities and Smart Region [8].
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Fig. 2. Urban mobility structure

The document provides only strict information related to the involvement of IRS
security forces in protecting residents, in part focused on urban mobility. However, it
does not mention mutual coordination from the position of regional self-government.
According to the methodology, it is possible to: “Implement clean urban mobility means
addressing and promoting a balance between all these elements of urbanmobility, includ-
ing the requirement for effective traffic management, taking into account the needs of
IRS, emergency and emergency services (networkmanagers and energy suppliers, urban
services).

Urban mobility also includes means of transport of IRS units:

• Police – mostly personal
• Emergency medical service – mostly personal (ambulances)
• Fire brigade – mostly freight (CAS)

It is possible to use the tools of modern information technologies, including the
Internet of Things (IoT)” [10]. The development of intelligent technologies, including
IoT, can be found in IRS components, for example, in using drones [11]. Within the
EU eHealth strategy framework, it is possible to use the IRS with neighbouring states’
border areas.

Research projects are being developed around the world focused on the use of IoT
in the security forces of the state with simultaneous integration and at the same time
applicable in Smart Cities.

The project Program for Early Response to Floods by Sea Level Rise is being imple-
mented in the USA. The program uses 3D modelling sensors for water level moni-
toring and LIDAR (Light Detection and Ranging Data). It is intended to inform local
governments in the riskiest areas and ensure timely warning of the population [12].

At EU level, the Reverse 112 project is being implemented to introduce a uniform
standard forwarning population called the EmergencyCall Center (General PhoneNum-
ber 112) at EU level [11]. Future visions include population warning systems using IoT
through smart homes or smart appliances and links to Smart Cities [13].
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However, intelligent camera systems have the largest share in protecting the security
of citizens. The camera systems are operated by the city police, the state police, fire-
fighters, and paramedics and are gradually integrated into one output to the operational
centre of the security forces mentioned above. When the systems are interconnected,
all components can react in time to the current emergency at a given moment. Camera
systems in Smart Cities can provide image information to various systems. Apart from
the supervision of IRS control rooms, the defined cameras can be part of a smart parking
system. The complex camera system can be linked to other information systems, such as
searching for missing persons, searching for stolen vehicles, traffic accidents, and other
incidents.

Last year, a project entitled: “Accesses to the Information Systems of the Police of
the Czech Republic for Municipal Police” was launched.

The essence is the interconnection of camera systems of IRS units and municipal
(city) police for faster determination of the basic procedures of evaluation and immedi-
ate response to the result of information processing. Wider availability of data from the
information systems of the Police of the Czech Republic and the Ministry of the Interior
greatly helps to increase the security of citizens [13]. The camera system’s intercon-
nection with the city policeity police’s camera system’s camera system is shown below
(Fig. 3).

Fig. 3. Interconnection of CCTV systems

In the future, plan and implement artificial elements throughoutArtificial intelligence
(AI) in camera systems for the evaluation of accidental emergencies without human
intervention.

CCTV (closed-circuit television) systems are expected to be high in a few years. As
part of the joint integration and coordination of cities, regions, and IRS units, camera
systems should respond operatively to emergencies. Using AI, it is possible to automat-
ically send reports or data to special information systems or notifications to individual
operational centres of IRS units.
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CCTV systems are considered one of the basic parts for protecting the population
using IoT in Smart Cities. We can find coherence also be found in other sectors, such as
education, transport, and environmental policy.

Another possibility could be creating one centrally managed comprehensive infor-
mation system at the level of regional self-government for ordering and distributing
protective aids to medical facilities. This system could collect selected data that could
be publicly accessible to citizens, for example, on websites or mobile applications. The
newly created IS could serve for more effective mutual coordination of all entities as
mentioned above and at the same time could inform citizens about important facts, such
as sufficient protective equipment in medical facilities. This would improve citizens’
awareness, at the same time safety, and reduce the stress burden on citizens in the event
of a crisis associated with, for example, pandemics or floods.

4 Positive and Negative Impacts of the Use of Smart Technologies
in Security Components in the Coordination of Regional
Authorities in Smart Cities

Lately, the whole world has been paralyzed by the worldwide COVID - 19 pandemics,
highlighted the importance of government agencies that take care of human lives’ daily
protection. It is precisely the regional self-governments that participate in the coordina-
tion of security forces (safety officies) and other organizations that ensure population
protection. The application is called Smart Quarantine, and other applications have been
created, which enable to distribute, for example, to distribute protective equipment.
Smart technologies, Smart Cities, IoT, IS, regional governments and security forces in
the real world have formed a single comprehensive unit that has helped to cope with a
crisis. The unit could collect selected data that could be publicly accessible to citizens,
e.g., on websites or mobile applications. The newly created IS could serve for more
effective mutual coordination of all entities as mentioned above and at the same time
could inform citizens about important facts, such as sufficient protective equipment in
medical facilities. This would improve citizens’ awareness at the same time safety and
reduce the stress burden on citizens in the event of a crisis associated with, for example,
pandemics or floods.

4.1 Positive Effects

One of the positive impacts of Smart Technologies, IoT, and entities as mentioned above
was the creation of the Smart Quarantine project. It was established under the auspices
of Czech IT companies associated under the name “COVID19CZ” [14].

Smart Quarantine is based on mapping an infected person’s movement over the
last five days based on data from mobile operators and credit card data. The so-called
“memory map” that emerged from this data helped hygienists, who then went through it
step by step with the infected person during the epidemiological investigation [14]. The
tool was also integrated into the mobile application Mapy.cz [15].

The above was preceded by the project and application of Zachranka, which
addresses the protection of the population’s health outside the pandemic period. It is
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used for contact with the emergency services, fire brigade and police in urgent cases
when it can also pass on the coordinates of the event location to the operating work-
place. With this mobile application’s help, you can also contact help in selected border
areas of countries neighbouring the Czech Republic. The application has an educa-
tional part, thanks to which the user can get acquainted with the procedures in various
life-threatening situations [16].

Another Smart trend was the use of drones, which has been involved in protecting
the population in cooperation with these entities and at the same time has been in Smart
Cities. These have been used by the state security forces to monitor demarcated areas or
to supply medical equipment. Data from them were processed by IRS units and further
processed and published, for example, in statistical outputs within theMinistry of Health
[17]. In the future, it is highly desirable to involve all entities in coordination with each
other at a higher level of interconnection in Smart Cities.

China has also seen a strong development of IoT in Smart Cities. At the level of
microregions, IoT is integrated into the daily lives of citizens. We can meet it in urban
transport, where billing is handled based on biometric face identification. Other IoT
technologies are connected, for example, towaste bins, which send a notification if filled.
With the help of IoT in Smart Cities and similar technologies, continuous monitoring
of various areas is performed. Based on the data thus obtained, it is possible to issue
disaster warnings [18].

Other technologies used in Smart Cities and IoT include camera systems, which
are highly integrated into many cities. Many camera systems have artificial intelligence
implemented with the possibility of biometric face recognition technology. Even with
this technology, it was possible to alleviate the global pandemics in Smart Cities, because
the police, fire brigade, paramedics, and the military had the necessary overview thanks
to interconnected information systems. Therefore, the overall coordinationwas effective,
and with the help of IoT in Smart Cities, many cities/counties managed to cope with a
pandemic of this magnitude. To this end, research on the impact of IoT in the context of
COVID-19 has been carried out in global pandemics [19].

Within the framework of movement restrictive measures, finding other variants for
mutual communication and cooperation in organizational teamswas necessary. Software
for video conferencing calls such as Zoom, Microsoft Teams, Skype, or Cisco Webex
began to be used. Libresteam has announced an increase in the use of Onsight Connect
software for remote management and various diagnostics (Fig. 4) [20].

Fig. 4. Use of the Librestream’s Onsight application in 1Q 2020
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Furthermore, the increase in the use of health applications in IoT in connection with
monitoring information systems in Smart Cities increased (Fig. 5).

Fig. 5. Use of mobile applications in healthcare

Expert studies state that regional self-government and state security forces can
respond quickly in crises.

4.2 Negative Effects

Many states were not sufficiently prepared for a pandemic in terms of the amount of
protective equipment, smart technologies, and coordination of components, ensuring
citizens’ safety. Within the framework of Smart Cities strategies worldwide, this part
has been neglected, which had negative effects on the security of the population at the
beginning of the global pandemics.

The negative impacts manifested themselves in poor coordination in the distribution
of protective equipment due to the lack of IS, the disconnection of IS with the security
forces of the state, or the lack of crisis plans.

The problem is at the level of legislation and the ongoing decentralization of agenda
management. An example is an IS operated by an emergency medical service with no
connection to other health care systems, such as hospital information systems (HIS) of
the catchment hospitals.

The most significant adverse effects during the first wave of coronavirus pandemics,
arose at the technology level when hospitals were affected by cyber-attacks. The problem
stems from insufficient security against hacker attacks, both at the level of the technolo-
gies used and staff training. It was not just theCzechRepublic; hospitalsworldwide faced
an intense series of attacks for several months. However, the area of attacks was wider,
affecting other elements of the strategic infrastructure of states. The most well-known
threats to the infrastructure were Eave-dropping, Phishing, DDOS, and ransomware.

Security should be maximized in terms of the importance of the transmitted data at
a high level. In some cases, it would be appropriate to choose a secure communication
network at the level of security forces for crisis management” [16].

5 Conclusion

In the current, pandemics make intensive use of all information technologies to ensure
population protection. Regional self-government, together with security authorities,
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is of utmost importance in coordinating a pandemic. These institutions are gradually
implementing smart solutions (IoT, Smart technologies) to ensure the current crisis as
effectively as possible and provide citizens with the best possible protection.

The development and implementation of Smart Cities strategies is a process that has
already begun and will be developed within cities around the world. Along with it, the
security of citizens will also increase, which is already evident in the situation of the
COVID-19 pandemic. Systems that use artificial intelligence are gaining prominence.
These are predominantly systems based on specific algorithms for evaluating data from
IoT element networks. The new approach will have an impact on changing the concept
of the work of the security forces. Complementing and interconnecting technologies
will create comprehensive information systems, which will increase the importance of
cyber security.

The individual parts of the previous text show the importance of solving cyber secu-
rity, and the cooperation of regional governments safety officies in ensuring the safety
of citizens using IoT technology in Smart Cities. It points out the neglected part of the
Smart Cities strategy and the entities not included in it. Current trends in information
technology and IoT are being promoted in safety officies in ensuring security. The pro-
cess brings with it both positive and negative impacts associated with cyber security and
IoT. The development of information technologies is permanent, so it is necessary to
include all emerging technologies and strategies, such as 5G networks or artificial intel-
ligence solutions, on the issue of citizen security and increasing cyber security using IoT
in Smart Cities in cooperation with other entities.

Acknowledgement. The research has been partially supported by the Faculty of Informatics
and management UHK specific research project 2107 Computer Networks for Cloud, Distributed
Computing, and Internet of Things III.

References

1. Integrated Rescue System - Fire Rescue Service of the Czech Republic. https://www.hzscr.
cz/hasicien/article/about-us-scope-of-activities-integrated-rescue-system.aspx. Accessed 22
June 2020

2. Joh, E.E.: Policing the smart city. Int. J. Law Context 15(2), 177–182 (2019). https://doi.org/
10.1017/S1744552319000107

3. thelma.allen@nist.gov: NIST Cybersecurity for IoT Program – Publications. NIST
(2019). https://www.nist.gov/itl/applied-cybersecurity/nist-cybersecurity-iot-program/public
ations. Accessed 21 Feb 2021

4. Hardy, Q.: Technology is monitoring the urban landscape. The New York Times (2016).
Accessed 20 July 2016

5. Smartcity: Why Smart Cities Need To Update Their IoT Cybersecurity? Smart City (2020).
https://www.smartcity.press/iot-cybersecurity-threats-and-solutions/. Accessed 15 June 2020

6. Innovation Strategy of the Czech Republic 2019–2030—Research & Development in the
Czech Republic. https://www.vyzkum.cz/FrontClanek.aspx?idsekce=866015. Accessed 10
Jan 2020

7. What is Cyber Security? Definition, Best Practices &More. Digital Guardian (2020). https://
digitalguardian.com/blog/what-cyber-security. Accessed 15 June 2020

https://www.hzscr.cz/hasicien/article/about-us-scope-of-activities-integrated-rescue-system.aspx
https://doi.org/10.1017/S1744552319000107
https://www.nist.gov/itl/applied-cybersecurity/nist-cybersecurity-iot-program/publications
https://www.smartcity.press/iot-cybersecurity-threats-and-solutions/
https://www.vyzkum.cz/FrontClanek.aspx%3Fidsekce%3D866015
https://digitalguardian.com/blog/what-cyber-security


The Impact of Cybersecurity on the Rescue System 375

8. Final Report Smart City and Smart Region. https://www.vlada.cz/assets/evropske-zalezitosti/
aktualne/Zaverecna-zprava_Smart_City_a_Smart_Region.pdf. Accessed 22 Feb 2020

9. Methodological Recommendations to Regions for updating Regional RIS3 Strategies in the
programming period 2021+—MPO (Ministry of Industry and Trade. https://www.mpo.cz/cz/
podnikani/ris3-strategie/krajska-dimenze/metodicka-doporuceni-krajum-pro-aktualizace-
krajskych-ris3-strategii-v-programovem-obdobi-2021--247029. Accessed 22 Feb 2020

10. Methodology Smart Cities. https://mmr.cz/getmedia/f76636e0-88ad-40f9-8e27-cbb774ea7
caf/Metodika_Smart_Cities.pdf.aspx?ext=.pdf. Accessed 14 June 2020

11. Use of Drones for the Integrated Rescue System. Smart Cities Pilsen.https://smartcity.plzen.
eu/projekty-ziti/vyuziti-dronu-pro-integrovany-zachranny-system. Accessed 22 Feb 2020

12. Integrated Rescue System - Fire Rescue Service of the Czech Republic. https://www.hzscr.
cz/clanek/integrovany-zachranny-system.aspx. Accessed 09 Feb 2020

13. Access to information systems of the Police of the Czech Republic for municipal police -
Ministry of the Interior of the Czech Republic. https://www.mvcr.cz/clanek/pristupy-do-inf
ormacnich-systemu-policie-ceske-republiky-pro-obecni-policie.aspx. Accessed 23 Feb 2020

14. Coronavirus: Fear vs freedom. investigace.cz (2020).https://www.investigace.cz/koronavirus-
strach-versus-svoboda/. Accessed 13 June 2020

15. Mapy.cz: Mapy.cz. https://mapy.cz/. Accessed 13 June 2020
16. Záchranka. https://www.zachrankaapp.cz/. Accessed 13 June 2020
17. EECC_briefing_FINAL(1).pdf. https://www.ctif.org/sites/default/files/news_files/2018-11/

EECC_briefing_FINAL(1).pdf. Accessed 10 Jan 2021
18. Kummitha, R.K.R.: Smart technologies for fighting pandemics: the techno- and human-driven

approaches in controlling the virus transmission. Gov. Inf. Q. 37(3) (2020). https://doi.org/
10.1016/j.giq.2020.101481. ISSN 0740-624X

19. The impact of Covid-19 on the Internet of Things Part 2. https://iot-analytics.com/the-imp
act-of-covid-19-on-the-internet-of-things-part-2/. Accessed 14 June 2020

20. Augmented Reality Remote Expert Solution - Onsight Connect. Librestream. https://libres
tream.com/products/onsight-connect/. Accessed 14 June 2020

https://www.vlada.cz/assets/evropske-zalezitosti/aktualne/Zaverecna-zprava_Smart_City_a_Smart_Region.pdf
https://www.mpo.cz/cz/podnikani/ris3-strategie/krajska-dimenze/metodicka-doporuceni-krajum-pro-aktualizace-krajskych-ris3-strategii-v-programovem-obdobi-2021{-}{-}247029
https://mmr.cz/getmedia/f76636e0-88ad-40f9-8e27-cbb774ea7caf/Metodika_Smart_Cities.pdf.aspx%3Fext%3D.pdf
https://smartcity.plzen.eu/projekty-ziti/vyuziti-dronu-pro-integrovany-zachranny-system
https://www.hzscr.cz/clanek/integrovany-zachranny-system.aspx
https://www.mvcr.cz/clanek/pristupy-do-informacnich-systemu-policie-ceske-republiky-pro-obecni-policie.aspx
https://www.investigace.cz/koronavirus-strach-versus-svoboda/
https://mapy.cz/
https://www.zachrankaapp.cz/
https://www.ctif.org/sites/default/files/news_files/2018-11/EECC_briefing_FINAL(1).pdf
https://doi.org/10.1016/j.giq.2020.101481
https://iot-analytics.com/the-impact-of-covid-19-on-the-internet-of-things-part-2/
https://librestream.com/products/onsight-connect/


A General Modeling Framework
for Robust Optimization

Maciej Drwal(B)

Department of Computer Science, Wroclaw University of Science
and Technology, Wroc�law, Poland

maciej.drwal@pwr.edu.pl

Abstract. This paper introduces pyropt, a Python programming lan-
guage package for robust optimization. The package provides a conve-
nient way for expressing robust optimization problems using simple and
concise syntax, based on the extension of popular cvxpy domain-specific
language. Moreover, it offers an easy access to the collection of solution
algorithms for robust optimization, which utilize the state of the art
reformulation and cut-generation methods, leveraging a variety of math-
ematical programming solvers. In particular, the package provides readily
available modeling and solution framework for min-max linear program-
ming, min-max regret linear programming with polyhedral uncertainty,
and min-max regret binary programming with interval uncertainty.

Keywords: Scientific software · Robust optimization · Mixed-integer
programming

1 Introduction

Optimization problems are very often defined on the basis of parameters with
imprecise or uncertain values. While there exists a wide range of well-established
and efficient methods for solving many important types of optimization prob-
lems, their effectiveness relies on assuming the full knowledge of the input data.
However, such assumption is usually not valid with regard to all the input data
parameters at the time when the problem is being solved. Typically, at least some
of the input data parameters would be subject to uncertainty; for instance, they
may be obtained through a noisy measurement process, or they may come from
a forecast or estimation. Consequently, there is a risk of getting vastly different
solutions of an optimization problem, when using potentially wrong parameters
(which was well demonstrated even for fairly simple linear programming cases,
see [6]). This situation is very common in various engineering applications.

The robust optimization approach aims at mitigating the influence of uncer-
tainty on the problem’s solution. It is especially useful when also no reliable
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statistical information on the parameters is available. The robust approach dic-
tates the modeling methodology (assumptions on the sets of parameters’ possible
values, and the forms of optimization criteria) as well as the choice of solution
algorithms.

Although the robust optimization approach has gained popularity in recent
years [9,11,12,14,16,17,20], it still lacks the widespread recognition and the
level of acceptance by operations research practitioners, even compared to that
of stochastic programming. We believe that one of the main reasons for such
state of matters is the lack of comprehensive and freely available software pack-
age for robust optimization. Usually, such optimization problems with uncertain
data are solved by bespoke methods, or with the use of narrowly specialized
programs, implemented from scratch exclusively for the problem at hand. Very
often these methods are only variations of well known algorithms, relying on
standard transformations and solver backends.

There are many software solver packages for deterministic optimization prob-
lems. Modern solvers efficiently handle not only linear programming problems,
but convex problems (especially the quadratic, second-order cone and semidefi-
nite), as well as mixed-integer problems. Various high-level domain-specific mod-
eling languages are available, and highly optimized implementations of popular
solution algorithms could be used directly from within such solution frameworks.

In this paper we introduce pyropt1, a Python module for robust optimiza-
tion modeling and solving. The module is based on the state of the art package
cvxpy for convex optimization [1,8]. It extends the Python-based modeling lan-
guage with expressions allowing to formulate optimization models with uncer-
tainty in a standard way. The module bears some resemblance to the package for
stochastic optimization cvxstoc [3], which extends cvxpy’s modeling language
with random variables, and provides problem transformations to deterministic
counterparts via Monte-Carlo sampling.

Currently, the support for robust optimization in popular mathematical mod-
eling languages is very limited. In particular, to the best of our knowledge, no
such comprehensive library is available for Python programming language, which
is currently generally considered as one of the most popular tools for writing code
in scientific communities. It was in fact the most popular language according to
2019 IEEE Spectrum annual ranking [19]. In recent years, its user base has
outgrown those of well-established alternatives of R, Matlab, Julia and Fortran,
which all have been used by scientists and engineers for many years. Undoubtedly,
the concise, readable but very expressive syntax of Python allows for quick proto-
typing, easy experimentation and troubleshooting. As such, it offers a relatively
low barrier of entry for new users, who want to create small to medium-sized
scripts or programs, without the need for diving into the details of lower level
components.

Basic support for robust optimization modeling is available for AIMMS [15],
however, only to the extent of min-max robustness (and only as an licensed add-
on, since the software is proprietary). There also exist libraries for Matlab (e.g.,

1 pyropt is available at https://github.com/maciejdrwal/pyropt.

https://github.com/maciejdrwal/pyropt
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YALMIP [18]) offering only basic min-max robustness support. We also note one
attempt at providing such package for the programming language Julia: JuMPeR
Robust Optimization with JuMP [13].

2 Basic Concepts

The pyropt provides a basic class Uncertain, which derives from the cvxpy’s
class Parameter. An object of such class can be used in modeling expressions in
the same way as variables or constants. Before being passed to the solver, the
mathematical model, which contains Uncertain parameters, will undergo special
transformations. These would either produce a proper deterministic counterpart
of the problem, or a sequence of derived subproblems, which will be used in
the iterative cut-generation procedure. The uncertain parameters can have their
values changed multiple times within such a procedure, depending on the context
of usage.

The following types of uncertainty are considered in pyropt:

a) interval uncertainty, U = {c ∈ R
n : c−

i ≤ ci ≤ c+i , i = 1, . . . , n},
b) polyhedral uncertainty, U = {c ∈ R

n : G · c ≤ h, c ≥ 0},
c) ellipsoidal uncertainty, U = {c ∈ R

n :
√∑n

i=1 c2i /σ2
i ≤ Ω},

d) discrete uncertainty, U = {c1, c2, . . . , ck}.

Uncertain parameters can be provided as scalars, vectors or matrices, using
Python’s standard numpy arrays.

The interval-uncertain parameters can be defined in two ways: either by
specifying lower and upper bounds, or by specifying nominal values and interval
widths (see Table 1). Note that within a vector or matrix only some elements
could be uncertain; in such case the certain elements may be defined with interval
width equal to 0, or the upper bound equal to the lower bound.

The polyhedral-uncertain parameters can also be defined in two ways: either
by specifying the n × k matrix G and k-vector h, or by enumerating vertices
v1, v2, . . . , vk, where we define U = conv{v1, v2, . . . , vk}. Observe that interval
uncertainty is a special case of polyhedral uncertainty.

The ellipsoidal-uncertain parameters are defined by specifying parameters σi,
i = 1, . . . , n, and parameter Ω > 0.

Table 1. Definitions of uncertain data

b = Uncertain(lbs=[1,2,3], ubs=[4,5,6])

A = Uncertain(mid=np.array( [[0,-1],

[1, 1]]),

width=np.array([[2, 1],

[0, 3]]))
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3 Solution Methods

Robust optimization problems can be solved by exact, approximate or heuristic
methods; pyropt enables the use of all these three types of algorithms. Exact
algorithms are recommended, or at least the ones with a guaranteed approxi-
mation ratio, as otherwise the solution method may fall short of the robustness
concept itself. However, robust versions of many optimization problems are sig-
nificantly more difficult to solve to optimality, and very often only suboptimal
solutions to their large-sized instances are attainable in practice. In this section
we describe the methodology used for solving the supported types of robust
problems.

3.1 Robust Linear Programming

A fundamental robust optimization model is min-max linear program (LP). Let
us define the form of the considered linear programs as follows:

min cTx + d (1)
s.t. Ax ≤ b, (2)

where m × n matrix A, as well as n-vectors c and d, and m-vector b, can have
uncertain parameters. Note the inequality in (2), a vector d in the objective func-
tion, and lack of default non-negativity constraint on decision vector x, which
depart from the canonical formulation of LP. We define the set of uncertain
parameters as:

U =

{[
c d
A b

]
= D0 +

K∑

k=1

ξkDk : ξ ∈ Z
}

,

where D0, Dk are the matrices of nominal values of the data, and Z is the pertur-
bation set. With this definition it is easy to further define interval and ellipsoidal
uncertainty sets as perturbations of unit box and unit ball, respectively.

The robust problem is then:

min
x

{

sup
(c,d,A,b)∈U

[cTx + d] : Ax ≤ b ∀(c, d, A, b) ∈ U
}

. (3)

Observe that a robust feasible solution x is the one that is feasible for all
realizations of uncertain parameters. The robust optimal solution achieves the
lowest value for the worst realization of data.

To solve (3) under interval or ellipsoidal uncertainty, pyropt transforms
the problem into an equivalent deterministic counterpart. First, if the objective
function contains uncertain parameters, the original problem is transformed into
an equivalent:

min
x,t

{
t : cTx + d ≤ t, Ax ≤ b

}
. (4)
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Consequently, the uncertain parameters only remain in constraints. Following
that, each constraint’s row that contains uncertainty is replaced by the set of
new constraints:

1. In case of interval uncertainty:

−ul ≤ aTl x − bl ≤ ul, l = 1, . . . , L, (5)

aT0 x +
L∑

l=1

ul ≤ b0, (6)

obtaining LP with decision variables x, t and u.
2. In case of ellipsoidal uncertainty:

aT0 x + Ω

√√√√
L∑

l=1

(aTl x − bl)2 ≤ b0, (7)

obtaining second-order cone problem with decision variables x and t.

The remaining constraints are rewritten intact. In both cases, the determin-
istic counterpart can be solved to optimality in polynomial time (via convex
optimization).

3.2 Min-Max Regret Linear Programming

The second type of robustness supported by pyropt is the maximum regret
robustness. Unlike the case of min-max robustness, described in the previous
subsection, the linear programming problem under maximum regret robustness
is already NP-hard for interval uncertainty [5] (it can, however, be solved in
polynomial time for discrete uncertain parameters).

We consider only uncertain parameters c of the objective function in (1)–(2).
However, we also consider a more general polyhedral uncertainty, of which the
interval representation is a special case. We assume that parameters belong to a
closed polyhedron, represented by a system of linear inequalities:

U = {c ∈ R
n : G · c ≤ h, c ≥ 0}.

Given an LP in the form (1)–(2), we define the regret of solution x under scenario
c ∈ U as the difference between the cost of the solution and the optimal value
in the given scenario, i.e.,

R(x, c) = cTx − min
y: Ay≤b

cTy.

The robust problem is to find a solution x that minimizes the maximum
regret over all possible scenarios c ∈ U :

min
x

max
c

R(x, c) (8)

s.t. Ax ≤ b, (9)
c ∈ U . (10)
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Let P = {y ∈ R
n : Ay ≤ b} be the set of feasible points of the original LP.

The robust problem can be equivalently written as:

min
x,t

t (11)

s.t. ∀c ∈ V (U) ∀y ∈ V (P ) c(x − y) ≤ t, (12)
x ∈ P. (13)

where V (X) is the set of vertices of polyhedron X. This formulation is a linear
program with potentially very large number of constraints (typically exponen-
tial in n). Thus instead of solving it directly, a more efficient approach is to
decompose the problem into “Master Problem” (MP) and a sequence of “Auxil-
iary Problems” (AP). The Master Problem is created by relaxing the constraints
(12), and maintaining a (preferably small) set C of pairs of vectors (ĉ, ŷ). Each
element of C corresponds to a cut:

ĉ(x − ŷ) ≤ t.

The initial set of cuts can be obtained by randomly sampling a fixed number of
extreme scenarios (vertices of polyhedron U). These can be found via standard
linear programming, by solving for each sampled random vector v ∈ {−1, 1}n
the problem:

min{vT c : Gc ≤ h, c ≥ 0},

obtaining a vertex ĉ. The corresponding vector ŷ can be obtained by solving the
nominal LP.

Each feasible solution (x̂, t̂) to the MP is a lower bound on the original robust
problem (8)–(10). The “Auxiliary Problem” is the maximum-regret problem for
a fixed x̂:

max
c,y

c(x̂ − y), (14)

s.t. Ay ≤ b, (15)
c ∈ U . (16)

When a solution to that problem satisfies ĉ(x̂ − ŷ) ≤ t̂ then the algorithm
arrived at optimal solution. Otherwise set of cuts is extended with a new pair
(ĉ, ŷ). Observe that here the maximum-regret problem is a non-convex quadratic
integer problem, which is typically hard to solve, and may pose a bottleneck of
the computations.

3.3 Min-Max Regret Integer Programming

A similar methodology can be also applied to min-max regret linear problems
with integer (binary) decision variables and interval uncertainty in cost vector
c. For this type of combinatorial optimization problems the worst-case scenario
for a solution x is easily found as [2]:

ci(x) =
{

c+i if xi = 1,
c−
i if xi = 0.
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Consequently, the Master Problem is obtained by relaxing (18) in:

min
x,t

(
n∑

i=1

c+i xi − t

)

(17)

s.t. ∀ŷ ∈ P t ≤
n∑

i=1

(c−
i + (c+i − c−

i )xi)ŷi (18)

x ∈ P, (19)

where P = {y ∈ {0, 1}n : Ay ≤ b}. The set P in (18) is replaced by the cut set
C, initialized with a small number of solutions y ∈ P (obtained by sampling the
extreme scenarios and solving the corresponding nominal problem instances).

Having solved the relaxed Master Problem for a given cut set C, the solution
(x̂, t̂) allows us to form and solve the Auxiliary Problem:

ŷ ∈ arg min{c(x̂) · y : y ∈ P},

which is the nominal problem for the worst-case scenario c(x̂). This allows to
compute the maximum regret:

R = c(x̂)(x̂ − ŷ).

If
∑n

i=1 u+
i x̂i − t̂ ≥ R, then we have found a robust optimal solution; otherwise

we extend the set of cuts C by adding a vector ŷ to it. Note that this time
the Auxiliary Problem’s complexity depends on the structure of the nominal
(integer) problem. In general, the Master Problem is mixed-integer, and the
Auxiliary Problem is binary programming problem, and both could be solved
via general branch and bound techniques.

4 Examples

To illustrate the modeling and problem solving workflow in pyropt, we present
the following two examples.

Example 1
First, we consider a robust min-max version of the following linear program from
[6] (Sect. 1.1., the drug production problem):

min
x

100x1 + 199.9x2 − 5500x3 − 6100x4,

s.t. 0.01x1 + 0.02x2 − 0.5x3 − 0.6x4 ≥ 0,

x1 + x2 ≤ 1000,

90x3 + 100x4 ≤ 2000,

40x3 + 50x4 ≤ 800,

100x1 + 199.9x2 + 700x3 + 800x4 ≤ 100000,
x ≥ 0.
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This problem has only 2 uncertain parameters, the coefficients of decision vari-
ables x1 and x2 in the first constraint. The remaining numerical data parameters
are certain. The input data can be provided via standard Python’s numerical
arrays:

import numpy as np
c = np.array([100.0, 199.9, -5500.0, -6100.0])
A = np.array([[-0.01, -0.02, 0.5, 0.6],

[1, 1, 0, 0],
[0, 0, 90, 100],
[0, 0, 40, 50],
[100, 199.9, 700, 800]])

b = np.array([0.0, 1000.0, 2000.0, 800.0, 100000.0])

The optimization model can be written using Python-embedded cvxpy
domain-specific language. We define the decision variables and the objective
function as:

import cvxpy as cp
x = cp.Variable(4, nonneg=True)
objective = c @ x

Next, we specify the uncertain parameters, and define the constraints of the
robust problem:

import pyropt as ro
Au = ro.Uncertain(

mid=A,
width=np.array([[5e-5 * 2.0, 4e-4 * 2.0, 0, 0],

[0, 0, 0, 0],
[0, 0, 0, 0],
[0, 0, 0, 0],
[0, 0, 0, 0]]))

constraints = [Au @ x <= b]
prob = ro.RobustLinearProblem(cp.Minimize(objective),

constraints)

Finally, we solve the problem calling prob.solve(), obtaining optimal value
v∗ = −8294.567. Internally, the model is reformulated as described in Sect. 3.1,
and appropriate solver is called (e.g., CPLEX, Gurobi, SCS, GLPK, etc.).

Example 2
For the second example, consider the following min-max regret combinatorial
problem, known as the Restricted Items Selection (RIS) problem [10]. Given are
m sets of items I1, I2, . . . , Im, each with |Ij | = ri items. Each item has uncertain
cost, denoted cij ∈ [c−

ij , c
+
ij ], i = 1, . . . ,m, j = 1, . . . , ri. We want to select exactly

pi items from each ith set, so that the total cost is minimized. Moreover, some of



384 M. Drwal

the item pairs cannot be selected simultaneously, and the set of such forbidden
indices is denoted by T .

The deterministic Restricted Items Selection problem can be formulated as:

minimize
m∑

i=1

ri∑

j=1

xijcij , (20)

s.t. ∀i=1,...,m

ri∑

j=1

xij = pi, (21)

∀(i,k,j,l)∈T xik + xjl ≤ 1, (22)
∀i=1,...,m
j=1,...,ri

xij ∈ {0, 1}. (23)

To model this problem as uncertain min-max regret problem in pyropt, we
start by defining the intervals of parameters cij . We create an matrix-object
of type Uncertain, and define lower and upper bounds of each parameter as
follows:

C = ro.Uncertain(lbs=np.array([[67, 18, 58, 87, 48],
[33, 47, 26, 37, 81],
[50, 56, 3, 40, 48]]),

ubs=np.array([[93, 99, 84, 98, 97],
[74, 97, 84, 79, 97],
[69, 68, 85, 67, 85]]))

Next, we define a corresponding matrix decision variable X, and an objective
function (20):

X = cp.Variable((3,5), boolean=True)
objective = cp.sum(cp.multiply(C, X))

Constraints (21)–(22) can be defined as:

constraints = [ X @ np.ones(5) == np.array([2, 2, 2]) ]
constraints += [ X[1,0] + X[2,4] <= 1 ]
constraints += [ X[1,3] + X[2,0] <= 1 ]
constraints += [ X[1,4] + X[2,3] <= 1 ]
constraints += [ X[0,0] + X[1,1] <= 1 ]
constraints += [ X[0,1] + X[2,3] <= 1 ]

Finally, the problem-object is created as an instance of RegretProblem class
by passing the objective and constraints objects:

problem = ro.RegretProblem(cp.Minimize(objective), constraints)



A General Modeling Framework for Robust Optimization 385

Calling problem.solve() yields the robust optimal solution (v∗ = 190 in this
example, where matrix x∗ indicates the items to select). Internally, the problem
is transformed into min-max regret integer program, and the cut-generating
algorithm is executed on it, as described in Sect. 3.3. For larger problem instances
this scheme also yields an approximation algorithm, as the solutions to Master
and Auxiliary problems would give increasingly tighter upper and lower bounds
on the robust optimal solution value; the cut-generation can be terminated after
a predefined time limit.

Note that the deterministic problem RIS is NP-hard, unless the constraint set
T has the property that the forbiddance relation between the items is transitive.
In such case, the problem can be reformulated as a linear program, and its robust
version solved as min-max regret linear program for interval and polyhedral
uncertainty.

5 Conclusions

We have presented an initial version of pyropt, a comprehensive Python library
for robust mathematical optimization, based on cvxpy modeling language.
While limited support for robust min-max models is available in other modeling
environments for optimization, pyropt supports a wider range of models, also
providing automatic transformations for min-max regret linear problems with
continuous and binary variables. We believe that the presented library would
simplify the process of building and solving robust optimization problems in
new application areas.

The core of the library consists of a flexible and powerful modeling language
for convex optimization problems. Future work would include the addition of
the support of other concepts of robustness (budgeted uncertainty [7], 2-stage
robustness [4], adjustable robustness [20], etc.), as well as the improvement of
the existing solution algorithms and the implementation of the new ones (such
as approximate methods and heuristics).
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Abstract. Human interaction is a natural process in businessmanagement. In var-
ious indigenous cultures, the natives still use a barter system to reach consensus or
balances that determine the essence of their economies. The present investigation
consists of the presentation of an unsupervised model based on pure barter. The
main contribution sought is to visualize the balance that is achieved in an unsuper-
vised environment of two entities that are close to reaching an agreement. Both
Game Theory and Walrasian Theory deal with the problem of exchange of goods.
However, the current objective is to show the barter model from its simplest bases
for the construction of an unsupervised automatic learning schemewhere a system
of pairs of agents represent a basic model for decision making when guaranteeing
an agreement.

Keywords: Bartering · Agents · Goods · Natural human interaction ·
Unsupervised learning · Mathematical model

1 Introduction

The economic structure that we know today has its origin in antiquity. From the relation-
ship between barter and money in the economies of Mesopotamia and Egypt [1] to the
new macroeconomic consensus issued by the banks around 1970s [2], an eminent need
for the exchange of goods can be visualized not only in humans but also in a dynamic
system that is encompassed by nature and everything that it contains.

Trading to facilitate exchange began as humans walked on Earth. But, before the
invention of modern money, barter was used to facilitate exchange of goods for other
goods or services. Bartering as a reciprocal exchange takes place between two or more
individuals who are willing to exchange the goods each person has without using a
monetary medium [3, 9].
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1.1 General Agent Model

A commodity is a good or fully specified service in terms of its characteristics, their
spatial availability, and their temporal availability [4].

Before reaching the Walras equilibrium, it is necessary to discuss some general
principles that govern the exchange of goods between agents. Indistinctly, the objective
of this research is not to present the Walras model again, but rather a natural variant of
the barter process that is the object for unsupervised analysis in data mining.

To achieve this, it is necessary to base we on the various mathematical approaches
that surround the modeling of the processes of exchange of goods between agents.

Let us consider that there is a finite number k of distinguishable goods and suppose
that any real number can represent a certain quantity of each good. We assume that the
goods are divisible and the amounts that an agent can exchange is real number in the
space Rk+.

An allocation of goods is a vector:

x = (x1, x2, . . . ., xk) ∈ Rk+ (1)

Where the i-th component xi represent the amount of a good that the costumer-(i) receive.
For a commonmodern economy, it is assumed that each commodity (i) has associated

a price pi that can be either scarce (+), harmful (-) or free (0). So, a price system can be
represented as a vector:

p = (p1, p2, . . . ., pk) ∈ Rk (2)

Where the i-th component pi of the vector p means the money value that the costumer-i
give for the good.

In a barter economy, money is not necessarily used. The model itself is perfect
information or forecasting and we can have a model called static in a steady state where
agents choose plans for life [5–7].

In a general model, the agents constitute the decision-making entities of the same
of the costumers [8]. Assuming that there is a finite number of n consumers where; the
consumer’s objective is to decide on consumption plans according to his choice and
under survival and wealth decisions then; There will also be an election criterion whose
behavior will be determined by the search for the best options among those eligible.

Another assumption is that agents are weight takers [9]. Each consumer I is defined
by the set of own consumption X i, the initial endowmentsWi and their preferences over
combinations of goods [10]:

Wi =
(
Wi

1,W
i
2, . . . .,W

i
k

)
∈ Rk+ (3)

Where an endowment Wi represents an agent’s initial set of assets.
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There is also a consumption setX i of all possible consumptions for the i-th consumer
such that X i ⊆ Rk+ in such a way that a consumption plan xi ∈ X i of an agent (i) is given
by:

xi =
(
xi1, x

i
2, . . . ., x

i
k

)
∈ Rk+ (4)

Where X i is convex and closed which implies a perfect divisibility principle.
Preferences play a fundamental role in the general model of agents. In this sense,

for the relationship symbol �(or �) we assume that x� y (x � y) means that the
consumption plan x is weak (strict) preferable than the consumption plan y for a
giving agent, thus for any two consumption plans x and y there are three assump-
tions; i) completeness (x� y or y� x), ii) reflexivity (x� y) and finally iii) transitivity
(if x� y and y� z, then x� z).

Thus, there is a binary relationship between pairs of consumption baskets depending
on the following relationship in Table 1:

Table 1. Binary peer preferences.

Symbol Description Meaning

� Denotes strict preference x � y: Means that x is strictly preferred y

∼ Denotes an indifference x ∼ y: means that x and y are equally preferred

� Denotes weak preference x� y: It means that x is at least as preferred as y

From [11] we have the follow Lemmas 1 and 2:

Lemma 1: If � is complete, reflexive, transitive and continuous, there is a utility function
U: X → R that represents these preferences. U is continuous and fulfills that u (x) ≥ u
(y) if and only if x � y.

Thus, we obtain a utility functionU that associates a real number to each combination
of goods in X. There are three extra assumptions related to preferences [11], which
are iv) the assumption of continuity (∀x, y ∈ X ; {x|x� y} and {x|y� x} are close), v)
the assumption of strong monotonicity (if x ≥ y, x 	= y then x � y) or the weakest
assumption of local insatiability (∀x ∈ X , e > 0 ∃ y ∈ X suchthat |x − y| < e → y � x)
and vi) the assumption of strict convexity (given x 	= y and z ∫X if x� z and y� z →
tx + (1 − t)y � z∀t ∫(0, 1)) or we could have a weak convexity (if x� y, then tx +
(1 − t)y� y∀t ∈ (0, 1)).

Lemma 2: If ≺ satisfies the six last assumptions, then ≺ can be represented by a utility
function U (.), which is continuous, increasing and strictly quasi-concave.

In this way we would have characterized a consumer i with his consumption set X i,
his preferences �i → ui(.) and his initial endowments wi [12].
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Finally, if we define an assignment as x = (
x1, x2, . . . ., xn

)
in a collection of n

consumption plans, we will have the following feasible assignment:

∑n

i=1
xi =

∑n

i=1
wi (5)

Where we will be able to maximize the utility function, which is known as the
consumer problem, which is defined as:

Let the function f :Rn → R be a continuous function and A ⊂ Rn compact, then there
is a vector x∗ that solves [13]{:}

Max︸︷︷︸
{x}

f (x)

st:
x ∈ A

(6)

The consumer problemwould be generalized according to the following optimization
models:

Max︸︷︷︸
{x}

ui
(
xi

)

st:∑k
l=1 plx

i
l ≤ ∑k

l=1 w
i
l

(7)

Where p represents a pricing system as a vector p ∈ IRl such that p≡ (p1, p2,…, pl),
pk ≥ 0, k = 1, 2, ..., l, plxil is the expenditure of the consumer i to consume the vector
xi ∈ X i, xi ≡ (xi1, xi2, ..., xil) and wi ∈ IR represents a consumer income.

In the consumer problem it is fulfilled that if p > > 0, the budget set is compact, if
the objective function is continuous and equal to unity, the existence of at least one vector
x∗i = xi

(
p,wi

)
that is satisfied by Weiertrass’s theorem [13] maximizes the consumer

problem and is also continuous; with the particularity that if ui is strictly quasi concave,
x∗i = xi

(
p,wi

)
is unique.

Finally, by [12] the associated demand function of i(vector) → x∗i = xi
(
p,wi

)
exists and is continuous at all points if > = they are strictly convex, continuous, and
monotonous.

1.2 The Walrasian Equilibrium as a Classical Barter Model

One of the fundamental objectives of this contribution is to show the basis of classical
bartering from an ancestral and simple perspective that is also seen as an unsupervised
barter learning system for decision-making.

Starting from this idea, this research analyzes the principles of Walras equilibrium
[17] in contrast to the contributions that will be presented in the subsequent sections.
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Let us define a vector of weights p = (p1, p2, p3 . . . ..pk)where each agent i responds
to the following problem:

i: Max︸︷︷︸
{x}

ui
(
xi

)

st:
pxi = pwi

(8)

Where the optimal solution is x∗i = xi
(
p,wi

)
and the aggregate demand function is

given by:

x(p) =
∑

i
x∗i =

∑
i
xi

(
p,wi

)
(9)

Where
∑

i w
i represents the aggregate supply function.

The fact of achieving a balance in the exchange has generated interesting contribu-
tions based on the approach of Walras, some recent research [14–20] use in a broad and
rigorous sense the Walras equilibrium principle oriented to various areas.

From [8] we have the follow Lemmas 3–6:
We want to analyze if there is a price vector p∗ such that

∑
i x

i
(
p, pwi

) = ∑
i w

i and
with free goods

∑
i x

i
(
p, pwi

) ≤ ∑
i w

i.

Lemma 3. Let z(p) = ∑
i x

i
(
p, pwi

)−∑
i w

i the excess demand function of the economy
and zj(p) = ∑

i x
i
j

(
p, pwi

)−∑
i w

i
j the excess demand function for good j. A price vector

p∗ ≥ 0, is a Walrasian equilibrium or competitive equilibrium if:

zj(p
∗) = 0, if j is a scarce good, (p∗

j > 0)

zj(p
∗) < 0, if j is a free good

(
p∗
j = 0

)

The Walrasian equilibrium is going to be defined as a fixed point of an application
of the price set itself. From this idea an important concept called Brower’s Fixed Point
Theorem of existence is defined [12]:

Lemma 4: Let S be a convex and compact subset (closed and bounded) of a Euclidean
space and let f be continuous function, f: S → S, then there will be at least one fixed
point, that is, there will be an x in S such that f (x) = x (f applies a point to itself).

We focus on the price vectors that belong to the unit simplex of dimension k − 1:

Sk−1 = p

{
∈ R2+ :

∑k

l=1
pl = 1

}
(10)

This set Sk−1 is called a normalized set of prices and it is bounded
(0 ≤ pl ≤ 1∀ l = 1, .., k), closed

({0, 1} ∫ Sk−1
)
or convex (if p

′
, p

′′ ∈ Sk−1, which
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implies that if
k∑

l=1
p

′
l = 1,

k∑
l=1

p
′′
l = 1, then p = λp

′ + (1 − λ)p
′′
is in Sk−1 given that

∑
l
pl = ∑

l
λp

′
l + (1 − λ)

∑
l
p

′′
l = 1).

Finally, we define Walras’ law or identity and equilibrium existence theorem as
follows:

Lemma 5: ∀p ∈ Sk−1, pz(p) = 0, where z(p) is the excess demand function.

Lemma 6: If z : Sk−1 → Rk is continuous and pz(p) = 0 (Lemma 5), then exists some
p∗ ∈ Sk−1 such that z(p∗) ≤ 0.

1.3 Recent Works

The idea of studying the behavior of the operations that are carried out from the exchange
of goods between several individuals is not new. However, the study of this phenomenon
that has been occurring since antiquity, is the basis of a simple model that is being of
great value for the market economy and decision making. The Table 2 shows some of
the recent research using pure exchange systems as a basis:

Table 2. Recent trends

Research Description Reference

Applied Barter Theory Based primarily on the synergy and
barter process in the economy rather than
the mathematical model

[21]

Modeling Languages for Multi-Agents
System

Multi-Agent Systems for Multi-Criteria
Decision Making

[22]

Sharing Economy Recent research focuses on social studies
of a barter economy based on the
transformation of surpluses into potential
as a means of helping unstable
economies

[23]

Energy Bartering and Microgrids Use an energy bartering framework for
enhancing resilience response of
networked microgrids (NMGs) against
extreme events

[24]

Many processes are analyzed from the perspective of exchange systems.With the rise
of data analysis, models that we appreciate in a simple way in real life can be magnified
into powerful schemes for processing and decision making.

In the previous topics, the existence mathematical foundations in the bibliography
have been detailed and that are related to two fundamental topics related to the contri-
bution of this research, that is, the general system of exchange of goods between agents
and the mathematical foundation of the Walrasian equilibrium.
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From now on, the classical barter problem will be formalized in its simplest form as
the basis for structuring a business network, but whose initial foundation and object of
study is centered on two simple agents.

The rest of the document is structured as follows: Sect. 2 describes the mathematical
model between two agents. Section 3 presents the results and discussion,with application
of unsupervised barter scenarios based on natural human exchange of goods. Finally,
the conclusions are shown in Sect. 4.

2 The Barter Mathematical Function Between Two Agents

Observing the process that any two agents A and Bmust go through when trying to carry
out a negotiation regarding the products that both handle and the possibility that exists
of materializing a change, we have the following:

Let A and B be any two agents in the real world who possess objects of value to be
exchanged. Let’s also say that these agents can be defined by the weight of each of the
objects that they possess in a very simple way using matrices Amx1(Z) and Bmx1(Z) such
that m ∈ N − {0} as follows:

AweightObjcts =

⎛
⎜⎜⎜⎜⎜⎝

wA1

wA2

.

.

wAm

⎞
⎟⎟⎟⎟⎟⎠

mx1

(11)

BweightObjcts =

⎛
⎜⎜⎜⎜⎜⎝

wB1

wB2

.

.

wBn

⎞
⎟⎟⎟⎟⎟⎠

nx1

(12)

Where m, n are the number of objects (Classes) that will face each other in a barter
process andwAm and wBn are their respective weights indicating the value of each object
and assuming the following limit ρ ≤ wAn ≤ ξ and ρ ≤ wBn ≤ ξ so that [ρ, ξ ] is the
range of values for the weights of the giving objects. Understanding the existence of the
previously declared matrices (Eqs. 11 and 12), a barter function bij can be defined based
on the differences of these matrices:

(13)

Where bnm represents the attempted barter of the i-th object of Agent A with the
j-th object of Agent B, considering the following restrictions based on the values of the
weights from the perspective of each agent:
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Assuming that wAni ≤ wBmj :
Agent A’s resources are insufficient to achieve a balance in the barter and he will

need objects with a weight bij for a change between objects to be executed.
It is a good time to declare an array Amx1(Z) that stores the results that meet this

condition:

AweightInsufficient =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

b11
b12
.

.

b1j
b21
b22
.

.

b2j
.

.

bmn

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

mx1

, 1 ≤ n ≤ j, n,m ∈ Z∗+ (14)

Assuming that wAni > wBmj :
Agent B’s resources are insufficient to achieve a balance in the barter and he will

need objects with a weight bij for a change between objects to be executed.
In a similar way we define the array Bmx1(Z):

BweightInsufficient =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

b11
b12
.

.

b1j
b21
b22
.

.

b2j
.

.

bnm

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

nx1

, 1 ≤ m ≤ j, n,m ∈ Z∗+ (15)
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Assuming that wAni = wBmj we would be an ideal equilibrium condition to carry out
a barter matrix E (Z∗+):

(16)

where EbarterEquilibrium represents an array of bnm trades that can be materialized.
It is valid to point out that when analyzing matrix E, the weight reached by the barter

attempt between two goods that have competed is being obtained, from which the b
values of good i with good j have reached the same value and their difference is zero.
Matrix E only shows the equilibrium reached in the weight of its resources, hence it is
intentionally duplicated and divided for two so that it remains at the ideal equilibrium
value and the process is more illustrative at the time of its understanding.

3 Results and Discussion

Equation (13) shows in a simpleway the natural process of barter, the subjective elements
of it will not be considered in the first instance. In this way, the idea that two agents
have goods is defined in a simple way and these goods have a weight in importance
and compete in a dichotomous way, facing the probability that there is a possibility of
agreement between them. Next, we will shown how the resources of two agents A and
B compete to achieve equilibrium, who are going to compare their resources looking
for possible consensus. For the following experiments, we will fix that the weight in
importance of all resources are in the interval [1, 5] (according to the model these values
may change). The data structure is unsupervised, the matrices of agents A and B will
be generated randomly assuming that each one has 5 resources, respectively. The other
case to study will be that A has 5 resources and B has 3, other case consider 1000
resources for both and 500 and 100. These tests considering the variability of a case in
which two agents could interact even without knowing anything about each other, only
the properties of the competing goods.
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3.1 Unsupervised Barter Scenarios Based on Natural Human Exchange of Goods

The cases shown below have been simulated according to the model proposed in Sect. 2
as a conceptual simplification of the model proposed byWalras in Sect. 1. Many authors
[25–28] have been based on this principle to obtain computational models based on
agents and Walras’ theorems on the exchange equilibrium.

Table 3. Bartering between two agents A and B with low resources on equitable basis (5
resourceseach Agent).

Resources’ Weight from Agent A: [1, 3, 1, 2, 5]

Resources’ Weight from Agent B: [2, 4, 5, 1, 1]

Missing A Resources Respect B: [[1, 2, 1], [1, 4, 3], [1, 5, 

4], [3, 4, 1], [3, 5, 2], [1, 2, 1], [1, 4, 3], [1, 5, 4], [2, 4, 2], 

[2, 5, 3]]

Missing B Resources Respect A: [[3, 2, 1], [3, 1, 2], [3, 1, 

2], [2, 1, 1], [2, 1, 1], [5, 2, 3], [5, 4, 1], [5, 1, 4], [5, 1, 4]]

Barter Equilibrium: [[1, 1, 1.0], [1, 1, 1.0], [1, 1, 1.0], [1, 1, 

1.0], [2, 2, 2.0], [5, 5, 5.0]]

Equilibrium: 0.24 %

Conflicts in A: 0.4 %

Conflicts in B: 0.36 %

Resources’ Weight from Agent A: [1, 5, 3, 2, 2]

Resources’ Weight from Agent B: [4, 5, 5, 5, 3]

Missing A Resources Respect B: [[1, 4, 3], [1, 5, 4], [1, 5, 

4], [1, 5, 4], [1, 3, 2], [3, 4, 1], [3, 5, 2], [3, 5, 2], [3, 5, 2], 

[2, 4, 2], [2, 5, 3], [2, 5, 3], [2, 5, 3], [2, 3, 1], [2, 4, 2], [2, 5, 

3], [2, 5, 3], [2, 5, 3], [2, 3, 1]]

Missing B Resources Respect A: [[5, 4, 1], [5, 3, 2]]

Barter Equilibrium: [[5, 5, 5.0], [5, 5, 5.0], [5, 5, 5.0], [3, 3, 

3.0]]

Equilibrium: 0.16 %

Conflicts in A: 0.76 %

Conflicts in B: 0.08 %

Tables 3, 4, 5 and 6 show, in a random and unsupervised manner, the results of
applying the model proposed in Sect. 2. The results are shown clearly and briefly in the
equilibrium parameters, insufficient resources of A and insufficient resources of B.

With results of this nature, events can be predicted for decision making under uncer-
tainty. It is also possible to solve complex problems that involve a large number of data
of complex structure.
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Table 4. Bartering between two agents A and B with low resources in conditions of inequality
(5or 3 resources each agent).

Resources’ Weight from Agent A: [4, 3, 3, 1, 2]

Resources’ Weight from Agent B: [1, 5, 1]

Missing A Resources Respect B: [[4, 5, 1], [3, 5, 2], [3, 5, 

2], [1, 5, 4], [2, 5, 3]]

Missing B Resources Respect A: [[4, 1, 3], [4, 1, 3], [3, 1, 

2], [3, 1, 2], [3, 1, 2], [3, 1, 2], [2, 1, 1], [2, 1, 1]]

Barter Equilibrium: [[1, 1, 1.0], [1, 1, 1.0]]

Equilibrium: 0.14 %

Conflicts in A: 0.34 %

Conflicts in B: 0.52 %

Resources´s Weight from Agent A: [5, 4, 3]

Resources´s Weight from Agent B: [4, 1, 3, 5, 1]

Missing A Resources Respect B: [[4, 5, 1], [3, 4, 1], [3, 5, 

2]]

Missing B Resources Respect A: [[5, 4, 1], [5, 1, 4], [5, 3, 

2], [5, 1, 4], [4, 1, 3], [4, 3, 1], [4, 1, 3], [3, 1, 2], [3, 1, 2]]

Barter Equilibrium: [[5, 5, 5.0], [4, 4, 4.0], [3, 3, 3.0]]

Equilibrium: 0.2 %

Conflicts in A: 0.2 %

Conflicts in B: 0.6 %

Table 5. Bartering between two resourceful agents A and B on an equitable basis (1000 resources
each agent).

Resources’ Weight from Agent A: Giant data set…

Resources’ Weight from Agent B: Giant data set…

Missing A Resources Respect B: Giant data set…

Missing B Resources Respect A: Giant data set…

Equilibrium: 0.200066 %

Conflicts in A: 0.406338 %

Conflicts in B: 0.393596 %

Resources’ Weight from Agent A: Giant data set…

Resources’ Weight from Agent B: Giant data set…

Missing A Resources Respect B: Giant data set…

Missing B Resources Respect A: Giant data set…

Equilibrium: 0.199934 %

Conflicts in A: 0.390482 %

Conflicts in B: 0.409584 %
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Table 6. Bartering between two resourceful agents A and B in conditions of inequality (500 or
100 each agent).

Resources’ Weight from Agent A: Giant data set…

Resources’ Weight from Agent B: Giant data set…

Missing A Resources Respect B: Giant data set…

Missing B Resources Respect A: Giant data set…

Equilibrium: 0.19634 %

Conflicts in A: 0.48128 %

Conflicts in B: 0.32238 %

Resources’ Weight from Agent A: Giant data set…

Resources’ Weight from Agent B: Giant data set…

Missing A Resources Respect B: Giant data set…

Missing B Resources Respect A: Giant data set…

Equilibrium: 0.19862 %

Conflicts in A: 0.44764 %

Conflicts in B: 0.35374 %

4 Conclusions

A common economic practice in many of the indigenous communities of the South
American continent is associated with the exchange of goods and merchandise without
the intermediation ofmoney. These exchanges are frequently carried out, under empirical
criteria and/or abstract formalities with the intention of promoting a transaction that
benefits both parties, but without presenting, as far as we know, objective criteria that
make the transaction fair. This practice, known as barter, has formed and is still part of
our ancestral cultures.

The present investigation has been carried out to promote the mathematical
formalization of barter in an environment of unsupervised data.

Both the general agent-based model and the Walras equilibrium constitute a
foundation for the realization of simplified machine learning constructs.
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Abstract. This paper presents an effort to timely handle 400+ GBytes
of sensor data in order to produce Predictive Maintenance (PdM) mod-
els. We follow a data-driven methodology, using state-of-the-art python
libraries, such as Dask and Modin, which can handle big data. We use
Dynamic Time Warping for sensors behavior description, an anomaly
detection method (Matrix Profile) and forecasting methods (AutoRe-
gressive Integrated Moving Average - ARIMA, Holt-Winters and Long
Short-Term Memory - LSTM). The data was collected by various sen-
sors in an industrial context and is composed by attributes that define
their activity characterizing the environment where they are inserted,
e.g. optical, temperature, pollution and working hours. We successfully
managed to highlight aspects of all sensors behaviors, and produce fore-
cast models for distinct series of sensors, despite the data dimension.

Keywords: Prognostic techniques · Predictive maintenance · Internet
of Things · Industry 4.0 · Fire detection

1 Introduction

The fire detection industry is currently working on the accuracy of the early
fire detection. Improvements in the schedule of the maintenance component is
needed to avoid costs and losses of productivity. However, the planning of fire
detection systems is hard, since it involves a large number of system variables,
deals with big data and requires high computational resources. PdM, also known
as online monitoring, condition-based maintenance, or risk-based maintenance,
has been sought by many companies as a way of reducing costs and losses when,
instead of detecting that something is wrong, it predicts that something will go
wrong in order to plan ahead. In PdM, different types of approaches can be used:
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(a) data-driven, (b) model-based, and (c) hybrid [13]. Most solutions currently
use advanced modelling and data-driven techniques [7]. Prognostic is one of the
most relevant features of PdM that attempts to predict a prospective failure of
a device or component.

Nowadays, PdM unlike prognostic approaches have been presented and com-
pared according to their requirements and performance [1]. Moreover, PdM
driven approaches based in unsupervised learning techniques, such as contin-
uous outlier monitoring, have been successfully implemented [12]. Besides, other
Machine Learning (ML) techniques seem to be efficient methods, in particular
Random Forests (RFs) which is one of the most used and compared ML method
in PdM applications. Resorting to RFs allows for, e.g., predicting repairs for
various components of commercial vehicles or performing monitoring of wind
turbines using status and operational data. On the other hand, Artificial Neural
Networks (ANNs) based methods (e.g. Deep Learning (DL), Convolutional Neu-
ral Network (CNN)) also have a wide range of applications, e.g., soft sensing and
predictive control, mimic the operational condition of a wind turbine to monitor
its conditions, predict current condition of an engine or predict faults in acous-
tic sensor and photovoltaic panel. In addition, Support Vector Machines (SVMs)
can, e.g., identify failures in automotive transmission boxes, predict alarm faults
in a bearing of a rail network, identify failures that occur on machines due to the
accumulative effects of usage and stress on equipment parts or detect geometry
defects in railway tracks. Furthermore, clustering methods, such as k-means, can
aid in the identification of the characterization of each cluster that induces to
a fault or an alert for possible maintenance actions [3]. Moreover, ML models
have been used for different maintenance tasks, e.g. classification, regression,
anomaly detection. For example, in classification, a model can be extended from
diagnostic to prognostic to predict future times t + 1. Also, in regression-based
anomaly detection, an alarm is raised in case a deviation occurs in consecutive
intervals from a healthy state system by comparing granularity variations [17].

Currently, the industrial Internet of Things (IIoT) resort to Internet of Things
(IoT) technologies in manufacturing to tackle data from multiple specific sensors
and seek for algorithms to extract knowledge from the core industry business.
The IoT covering the topic predictive maintenance aims to observe sensors mal-
function or deterioration before it occurs. Advances in sensor technologies and
predicting this type of scenarios can lead to faster and efficient productivity in
industry. The capabilities of PdM have shown many advances in recent years,
partly, resorting to the predictive power of Machine Learning. ML provides a cru-
cial element in IIoT contributing for the constant improvement and enhancement
of manufacturing systems [4,8,10]. However, building models based on Gbytes
or even Tbytes of data is not a trivial task. In this work, we build a pipeline and
methodology, resorting to state-of-the-art python libraries that handle big data,
in order to build such predictive models using full data. We employ distance-
based techniques [14] to describe sensors behavior, matrix profile (MP) [2] to
spot abnormalities and forecasting methods [5] for sensor enhancement. By pro-
cessing 400+ GBytes of data, we managed to discover critical sensor behaviour
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for some variables and different groups of sensors, and our models are capable
of predicting future behaviour with very low error.

The remaining of the paper is organized as follows. Section 2 describes
the data sources and methods used. Section 3 provides a general overview on
the background. In more detail, this section describes the sliding window and
distance-based methods used, as well as, the forecasting methods. Next, we
present in Sect. 4 the experimental results and analysis. Finally, Sect. 5 presents
the conclusion.

2 Materials and Methods

The datasets are composed by Condition Monitoring (CM) data which covers
information about physical building conditions and components variables. The
most important features in this type of problem are: building (temperature,
EMC, chemical) and internal devices (optical, working hours, voltage) condi-
tions. The dataset is composed by device data of many customers.

As an example, one customer has 256,417,209 entries (sensors observations)
and 60 variables (sensors types of measurement e.g. optical, thermal, chemical
or sensors addresses e.g. logical and physical) for the time period 2016-09-23 to
2020-03-21. For this customer, various forecasting methods were tested, and the
ones that better fit the sensors behavior were selected to apply in all 54 available
Remote Portal customers data. The total sample has 1,682,596,042 entries and
60 variables. The time period ranges from 2016-03-27 to 2020-05-27. Sensors of
the same type can be of various production series.

2.1 Algorithm and Pipeline

A common task in machine learning, is to build algorithms that can learn from
and perform predictions on data. The algorithms work by making data-driven
predictions from mathematical models and input data. In order to create a pre-
dictive sensor-based system we designed an algorithm that combines forecasting
methods with distance-based and sliding window methods for pattern recogni-
tion and anomaly detection in the context of PdM. We considered from a list
of critical sensors D the sensor s behavior concerning an attribute a (e.g. opti-
cal, temperature, chemical) from a series S, which can be represented by x (a
aggregated on S) in time t. The model is initially fit on a training dataset with
time interval 0 to t − WS (window size WS), and afterwards, the fitted model
is used to predict the observations in a validation dataset, where the forecast is
performed on the validation data according to WS. See Algorithm 1 and Fig. 1.

The algorithms used to analyse the temporal behaviour of the sensors are
the classical statistical models ARIMA and Holt-Winters plus a more recent
method based on matrix profiles, and an artificial neural network-based, LSTM,
all described next.
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Algorithm 1. The proposed PdM
1: procedure PdM
2: M ← CreateEmptyModel()
3: D ← CriticalSensors()
4: while D do
5:

〈
t, x

〉 ← GetTimeSeries
6: WS ← MatrixProfile(

〈
t,x

〉
)

7: M ← TrainModel(M,
〈
0:t-WS,x

〉
)

8: H ← Predict(M,WS+)
9: V ← Validation(M,WS)

10: if action required by H then
11: PdM ← PredictiveMaintenance(s)
12: end if
13: end while
14: end procedure

Big
Data

Train Model
(Holt-Winters, ARIMA,

LSTM)

Predict and Validate
Predictive

Maintenance

Sensor
type

Customer

Behavior
(Dynamic Time Warping,

Matrix Profile)

Attribute
(e.g. temperature)

Fig. 1. PdM pipeline.

2.2 ARIMA Model

The ARIMA model can be described as the future value of the time series being a
linear combination of past values and errors. The model can be shown as follows:

Vt = a0 + a1Vt−1 + a2Vt−2 + ... + apVt−p

+εt − b1εt−1 − b2εt−2 − ... − bqεt−q

(1)

where, Vt is the actual measure value of the variable (e.g. optical, temperature,
chemical) and εt is the random error at time t, ai and bi are coefficients, and the
integers, p, an autoregressive parameter and, q, a moving average parameter.

2.3 Holt-Winters Model

Holt (1957) and Winters (1960) extended Holt’s method to capture seasonality
which is composed by the forecast equation and three smoothing equations that
describe the models. Holt-Winters can be divided in two methods of seasonal
factor modeling: additive and multiplicative.

Additive

Series : St = α(Vt − ct−N ) + (1 − α)(St−1 + Gt−1) (2)

Trend : Gt = β(St − St−1) + (1 − β)Gt−1 (3)

Seasonalfactors : ct = γ(Vt − St) + (1 − γ)ct−N (4)

Forecast : ft+m = St + Gtm + ct−N+m (5)
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Multiplicative

Series : St = α
Vt

ct−N
+ (1 − α)(St−1 + Gt−1) (6)

Trend : Gt = β(St − St−1) + (1 − β)Gt−1 (7)

Seasonalfactors : ct = γ
Vt

St
+ (1 − γ)ct−N (8)

Forecast : ft+m = (St + Gtm)ct−N+m (9)

where N is the length of the seasonal cycle, Vt is the actual measure value of the
variable, St is the deseasonalized series, Gt is the trend, ct is the seasonal factor,
ft+m is the forecast value for m periods ahead, and α, β and γ are smoothing
constants [18].

2.4 Neural Networks

Neural networks are alternatives to statistical methods that have proven to be
effective in various domains (for more details see, e.g. [6]). In this paper we
use a neural network composed of two different types of layers: long short-term
memory (LSTM) and fully connected (FC) layers.

Fully Connected Neural Networks. A fully connected layer is a function f
from R

n to R
m. If x ∈ R

n is an input to our layer, then f(x) = σ (Wx + b);
W and b are learnable parameters, σ is an activation function.

LSTM Neural Networks. LSTM layers are a type of recurrent neural network
(RNN) architecture that has been shown to be effective for some time-series tasks
(for more details see [6] and [9]).

2.5 Distributed Data Science and Machine Learning

Big data presents unique computational challenges. For instance, some common
machine learning approaches assume that data can be held seamlessly in memory,
which might not be the case for larger datasets - it certainly is not the case for
our use case. Processing big datasets näıvely might also take an intolerably large
amount of time. Issues of this kind require some degree of care to overcome
successfully. This project utilizes several packages to handle these requirements;
these packages are described below:

– Dask Data science pipelines use dataframes (two-dimensional tabular data
structures with labeled axes) to represent the underlying dataset in computer
memory. In Python, this functionality is provided by the popular pandas
library. Pandas, however, is not able to cope either with multiprocessing or
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larger-than-memory datasets. Dask is used throughout this project’s codebase
to correct, in part, this deficiency. Using Pandas as a basic building block,
Dask allows for lazy-evaluation of standard Pandas operations on multiple
processors, only committing to memory a fraction of the dataset at any given
time.

– RAPIDS Over the last few years, deep learning approaches have seen success
on a variety of topics. Concomitant with, and essential to, this success has
been the emergence of powerful dedicated hardware: GPUs. RAPIDS is a
python library that allows for the execution of standard dataframe operations
on GPUs - achieving tremendous (orders of magnitude) speedups in some
tasks -, while at the same time integrating well with Dask.

– Modin While RAPIDS can achieve impressive speed gains for certain tasks, it
is still in development (with all the attendant bugs), and it is not appropriate
for other tasks. In such cases we use Modin: a python library that translates
Pandas to a massively parallel setting, while still retaining easy integration
with Dask for memory management. This has yielded an order of magnitude
speedup on certain tasks.

Taking advantage of GPUs in the core of high-performance computing,
improvements to a data science architecture, can be performed resorting to
libraries for scaling data processing workloads (e.g. Dask [16] inspired by Pan-
das). In this scenario, the data processing task can be executed at the thread
or process level which enables parallelism to occur and accelerate the data pro-
cessing task. In this context, Dask can scale to multiple nodes by providing
abstractions for data frames and multidimensional arrays. Furthermore, there is
also Modin1 which enables fast processing by directly replacing the Pandas data
frame object and can integrate background frameworks such as Dask which can
be much faster compared to pandas. In addition, along with Dask capabilities,
cuML from RAPIDS2, distribute and accelerate the machine learning process by
providing GPU-accelerated ML algorithms (i.e. versions of packages in Scikit-
learn), also time series algorithms (e.g. ARIMA). Besides, taking into account
that Pandas data frame uses the row and column-based format, also Apache
Parquet3 which is designed for data serialization and storage on disk can accel-
erate the loading of the data files. This GPU-accelerated Python tools for data
science improved our algorithms performance in a large scale and smoothed our
work with the big data issue that we deal in the fire detection challenge. In brief,
in this work the improvements at each level were provided by the following: (a)
data loading (Apache Parquet), data processing (Dask and Modin) and machine
learning (RAPIDS cuML) with the following steps of distributed cuML [15]:

– Training: the fit is done on all workers containing data in the training dataset.
– Model parameters after training: the trained parameters are lead to a single

worker.

1 https://github.com/modin-project/modin.
2 https://rapids.ai.
3 https://parquet.apache.org.

https://github.com/modin-project/modin
https://rapids.ai
https://parquet.apache.org
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– Model for prediction: the trained parameters are transmitted to all workers
which have partitions in the prediction dataset and predictions are done in
parallel.

3 Background

This section explores the methods applied which aim to capture variable behavior
and build forecasting models: DTW and Matrix Profile for capturing behavior;
and ARIMA, Holt-Winters and LSTM to build forecasting models.

3.1 Sliding Window and Distance-Based Methods

Sensors behavior can be described by measuring the similarity between temporal
sequences using a distance-based method such as DTW. In brief, DTW divides
the series into equal points and calculates the Euclidean distance between a point
in one series and another point in the other series. It keeps the minimum distance
calculated, known as the time warp step. This method is useful to describe
clusters of sensor behavior over critical attributes (e.g. opt1 and temp1). We
focus the research in a collection of data from sensor series where the series are
composed by clusters of sensors, namely, optical (O), thermal (T), optical and
thermal (OT), dual optical (DO), dual optical and thermal (DOT) and chemical
(C).

On the other hand, Matrix Profile (MP) allows to uncover motifs (repeated
patterns) and discords (anomalies) in each cluster time series. MP uses a sliding
window approach and performs calculations in two main steps: the distance
profile and the profile index. In summary, the method computes the distances
for the windowed sub-series and compares them with the entire series, exclude
insignificant matches, updates the distance profile with the minimal values of a
z-normalized Euclidean distance and sets the first nearest-neighbor index, using
a sliding window approach. With a window size of m, the algorithm:

1. Computes the distances for the windowed sub-sequence against the entire
time series

2. Sets an exclusion zone to ignore trivial matches
3. Updates the distance profile with the minimal values
4. Sets the first nearest-neighbor index

The distance calculations outlined above occur n−m+1 times; where n is the
length of the time series and m is the window size. It is relevant to notice that this
method chooses the most appropriate window size that minimizes redundancy
and trivial patterns.
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3.2 Forecasting Methods

Forecasting methods are applicable to perform time predictions and capture
future trends. In time series analysis, to model time series behavior, we usually
consider: (a) a typical value (average); (b) the slope (trend); and (c) a cycli-
cal repeating pattern (seasonality). A well-known statistical method for time
series forecasting is the ARIMA model. In a time series, this method is capa-
ble of capturing a set of different temporal structures which can aid to predict
future outcomes based on current and previous observations. In addition, the
Holt-Winters method can be used to analyze time series where the three charac-
teristics of the time series behavior (value, trend, and seasonality) are expressed
as three types of exponential smoothing. Therefore, Holt-Winters is also known
as triple exponential smoothing, and a suitable approach to model sensors
behavior.

ARIMA and Holt-Winters approaches depend on parameters that can lead to
a diverse number of possible input configurations, in that sense, before applying
the forecasting methods over critical variables, and to find the best fit of a time
series model, the Box-Jenkins method was applied. The method addresses the
following: (a) study the seasonality and stationarity of the sensor temporal data;
(b) perform differencing to achieve stationarity; and (c) identify the order with
the aid of autocorrelation and partial autocorrelation charts. Forecasting results
presented for ARIMA on the test set used a model trained with the best window
size for each series. Distinct variables may have unlike best window sizes for
prediction.

We also consider non-statistical methods for time series forecasting, and in
particular, the use of neural networks. These types of models can learn complex
non-linear patterns in the data, and present an interesting contrast to the other
statistical models examined.

4 Experimental Results

4.1 Distance-Based Methods – Dynamic Time Warping

The results presented in this section are obtained using all CM customers data.
However, each figure reports results for one single series. Missing values are
estimated using linear interpolation. The variables studied are optical (opt1,
units), temperature (temp1, ◦C) and working hour count (workinghourCnt, 1 h
per digit).

Figures show the time in the x-axis (per day for the semester starting on
January 1, 2020), the average of the variables absolute values in the left y-axis
for all sensors measured in the respective day, and the number of sensors in
the right y-axis. Blue curves and bars show all sensors of a given series, while
orange curves and bars show one specific type of sensor from that series. Curves
represent the average variable values, while the bars represent the number of
sensors.
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Figure 2a and Fig. 2b show examples of some families of sensors compared
with others in the same series. For example, the family of sensors in Fig. 2a
(orange line) has a high Euclidean distance (2484.4) from the whole series, with
respect to optical measurements. Regarding temperature (Fig. 2b), the distance
between a family of sensors to the rest of the sensors in the same series is quite
small (19.2).

(a) Optical (b) Temperature

(c) Working hour count

Fig. 2. DTW results for some families of sensors compared with all sensors of the same
series for attributes: optical (opt1, units), temperature (temp1, ◦C) and working hour
count (workinghourCnt, 1 h per digit) with x-axis: day, y-axis left: average variables
values, y-axis right: number of sensors.

4.2 Sliding Window and Distance-Based Methods – Matrix Profile

The results presented in this section were obtained using all CM customers
data, and uses only data corresponding to the first semester of 2020. The exam-
ple variable is temperature (temp1 ). Data was aggregated on an hourly basis.
For missing values, linear interpolation was used. The figures show: the distinct
motifs found by the Matrix Profile method related with the behavior of a vari-
able along the time; the timestamps associated with the occurrence of each motif
in the series; the discords for a window size; and the discords for the entire series
(6-month period). The method finds the top K number of motifs (patterns) given
a matrix profile. By default, the algorithm finds up to 3 motifs (K) and up to
10 of their neighbors (the maximum number of neighbors to include for a given
motif) with a radius of 3x minimum distance using the regular matrix profile.
The radius associates a neighbor by checking if the neighbor’s distance is less
than or equal to distance x radius.
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(a) The 3 motifs found, x-axis: window
size found by the algorithm (7 hours),
y-axis: variable values

(b) The 3 motifs shown in the entire se-
ries (6-month period), x-axis: hour in-
dex, y-axis: temp1 average values

(c) Discords shown for a window slice (d) Discords shown for the entire series

Fig. 3. MP results for variable temperature (temp1 ).

We can notice in Fig. 3a that the temperature has only common patterns
of only ascending or only descending slope, which are found throughout the
series. It is possible to see the same pattern, Motif 1, starting at index 1999 and
starting later in the series at index 3269. Also, the presence of Motif 2 with the
pattern starting at index 1011 and later at index 3315. Moreover, Motif 3 with
the pattern starting at index 2105 and later at index 2442. These patterns are
shown in red in Fig. 3b. Figure 3c shows the window size (92 hours) and the 10
discords found. Figure 3d shows the discords for variable temp1 across the entire
time series.

4.3 Forecasting Methods

Forecasting is divided in many steps. Before applying the forecasting model to
find the best fit of a time series model, the Box-Jenkins method was used to study
seasonality and stationarity. Differencing was needed to achieve stationarity and
identify the order with the aid of autocorrelation and partial autocorrelation
charts, Fig. 4.

Regarding our neural network model, we picked a simple architecture that
consists of an LSTM layer stacked with a fully connected layer (LSTM-FC),
trained using a mean squared loss and the Adam optimizer [11].

The results of forecasting using ARIMA, Holt-Winters and LSTM-FC for
the CM data are presented. Holt-Winters is the method that presents smaller
error rate. However ARIMA and LSTM-FC consistently manage to perform a
good forecast for the variables and time period studied. Next examples show
the model fit for the training set, the fit for the test set, and, for ARIMA and
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Fig. 4. Forecasting steps for temperature temp1.

Holt-Winters, a small future projection. The example results for LSTM-FC take
into account only one system of a single customer, which may favor forecasting,
given that, in general, variable values of a system of a single customer do not
present a large variation (Fig. 5).

(a) ARIMA (MAE = 0.125, MSE =
0.028, RMSE = 0.169)

(b) Holt-Winters (MAE = 0.082, MSE
= 0.012, RMSE = 0.108)

(c) LSTM-FC validated on 10% of the
data (MAE = 0.131, MSE = 0.033,
RMSE = 0.182)

Fig. 5. Forecasting results for the optical sensors type which belongs to one system of
one customer.

For each time series we always take into account: (a) the direction of the
trend, (b) the series seasonality that shows the presence of variations that occur
at specific regular intervals, and (c) the residuals, which are the time series after
removing trend and seasonal components. Finally, to evaluate the prediction
error rates and model performance the most usual error metrics were used.
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5 Conclusion

We managed to timely handle 400+ Gbytes of sensor data by properly resort-
ing to state-of-the-art python libraries. Our models take into account the full
data. We studied critical sensor attributes and concluded that when comparing
a family of sensors with others in the same series, the average distance for some
families can be very high, which may indicate some malfunctioning of those sen-
sors. Regarding forecasting, our models produced reasonable results, even when
handling all sensors of different systems and customers. We expected this mod-
eling to cause problems, since variable values can differ significantly depending
on the system’s location (region). However DTW, ARIMA and Holt-Winters
behaved well. LSTM-FC, which was applied to one system of a single customer
also behaved well. The Matrix Profile analysis indicates the appropriate size
of the sliding window for sensors maintenance. The ideal window size for the
detection of motifs and discords, combined with forecasting methods such as
ARIMA, Holt-Winters or LSTM-FC, can reinforce the prediction of the occur-
rence of events within the scope of industry 4.0, contributing to better predictive
power for sensor maintenance.
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Abstract. The article presents results of systematic literature review about busi-
ness process modeling environment based on a cloud computing. The research
methodology is evolved. In this paper the research set of 3901 articles is presented
and examined. The sources were used for analyses came from Scopus, Web of
Science, and EBSCOhost databases. The aim of the paper is to show the impact
of cloud computing environment on business process modeling based on litera-
ture review. The research subject area is limited to Computer science category in
cloud computing, business process modelling, and business process management
subcategories. The research date set was limited to 313 items based on chosen
literature sources indexed from year 2009 to 2020. The development of cloud
based models in business process modelling and management, known as BPaaS,
eBPM, and BPMaaS are described. The paper shows the state-of-art of business
process lifecycle management and presents some classic methods of usage in
modeling tools based on BPMN notation, UML, and Petri nets notations. The
research methodology uses the different methods of data gathering and searching
algorithms, with computer programming. The final findings based on the research
questions (RQ1–RQ6) are described and presented in tables and on figures. The
conclusion with future research ideas have been shown.

Keywords: BPMN · Cloud computing · Process modeling · BPaaS · Petri nets

1 Introduction

The cloud computing environment have some basic characteristics which are described
in context of general essentials features, service models, and deployment models [16].
The impact of cloud computing is shown as a one of the trends in organizational strate-
gies development of new business models [12, 13], and the methods of business process
management and business process modelling are changing by cloud for improving busi-
ness process lifecycle competitiveness in organization management, reducing costs and
increasing flexibility of business processes. Cloud computing can offer many opportu-
nities to improve business processes management in organization and use information
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technology more efficiently. The aim of the paper is to show the impact of cloud com-
puting environment on business process modeling and management based on literature
review. The research dataset was based on Scopus, Web of Science, and EBSCOhost
literature sources indexed during period of time 2009–2020. The structure of the paper is
divided into five chapters. Chapter two presents the study of Business Process Manage-
ment Systems background. There are shown some classic methods of business process
management and tools based on BPMN notation, UML, and Petri nets notations as well.
These methods are described in chapter three. The chapter four shows the cloud based
models which have the impact on business modelling methods, and named in literature
as BPaaS, eBPM, and BPMaaS. The research methodology was described in chapter
five. According to the literature review two hypotheses were formulated, i.e.: H1: Cloud
solutions influence the development of business processes in project lifecycle area in
context of usage business process modeling tools; H2: Cloud solutions influence the
development of business process management. The research methods were used with
searching algorithms based on data collection, with computer aided tools. The find-
ings have been presented in tables and on figures as well. The final chapter shows the
conclusion and future research topics.

2 Business Process Lifecycle and Business Process Management

Business process is defined as a series or network of value-added activities, performed by
their relevant roles or collaborators, to purposefully achieve the common business goal
[15]. According to Bitkowska [4] a business processes are decomposable to elementary
activities level, having clearly defined entry and exit limits integrated with organiza-
tion, process owner, measurable goals, quantitative, qualitative and valuable efficacy
measures, and provides added value. Business processes management in organization
have to introduce an iterative procedure of process lifecycle [9]. Description of Oracle’s
business process lifecycle is shown in Table 1.

Table 1. Business process lifecycle according to Oracle

Phase Activities Activities area

Business process analysis - Business process identification
- Business processes maps development
- Detailed modeling with visual notation use
- Process efficacy and quality planning

Modeling, simulation

Business process execution - Implementation and execution of implemented processes Implementation, development

Business process monitoring - Gathering business processes measures value
- Reporting
- Assessment of business processes impact on organization

Monitoring, improvement

Source: Own work based on [9]

Business processes can be divided into 3 groups [9]:

– Management processes – processes of planning, development goals setting.
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– Operational processes – processes related to organization activity, leading to prod-
uct/service creation.

– Supporting processes – simulationmanagement and operational processes effectively.

IT solutions for business process management (BPMS - Business Process Manage-
ment Systems) are designed to complex management of existing business processes in
organization and also for its continuous optimization and improvement. BMPS process
optimization functionality includes following features [14]: eliminate duplicated activi-
ties and tasks, removing discontinuities in process flow, eliminate downtimes and delays
in process realization, and support for quality management models.

3 Business Processes Modeling – Classic Approach

Gawin & Marcinkowski presented 16 selected business processes modeling standards
divided into 2 main categories adapted visual modeling standards and dedicated visual
modeling standards [10]. Below are characterized some of the most popular of them
with particular emphasis of BPMN notation.

3.1 BPMN

BPMN stands as Business Process Model and Notation, is graphic standard for rep-
resentation of business process, created and developed by Object Management Group
(OMG). Current version of BPMN standard (2.0) was introduced in 2011 and it’s avail-
able on-line at www.omg.org as an open standard for everyone [8]. One of important
aspects of using BPMN notation is the possibility to transform visual model into exe-
cutable file based on XML tags. It’s realized with use of Business Process Execution
Language (BPEL) technique [19]. A BPMN core and layer structure is presented in
[18]. BPMN 2.0 notation is organized into 4 diagrams: Process diagram, collaboration
diagram, choreography diagram and conversation diagram. In Table 2 each of diagrams
is briefly described.

Table 2. Business process model and notation diagram types

Diagram Purpose Description

Process diagram Visualization Built to illustrate advanced subprocesses, tasks and
other objects aspects

Collaboration diagram Communication Communication exchange between business
process participants

Choreography diagram Interaction Built to coordinate business process participants
interaction

Conversation diagram Interaction Interaction aggregation between business partners

Source: Own work based on [10] and [18]

http://www.omg.org
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Table 3. Detail level of business processes model

Model type Description

Illustrative model Shows general business process course, without technical aspects like
conditional flow parameters, tasks and activities types, undeveloped
subprocesses, data objects are not presented on a model

Analytical model Shows evaluation of executable process implementation works. Activities
and tasks types are specified, developed subprocessed, data objects are
shown without definition on a model

Executable model Used for executable process precise description, all objects and
parameters are shown on a model with their definitions

Source: Own work based on [8]

According to [8] in business process model can exists 3 levels of model detail
described in Table 3.

BPMN standard gained popularity due to its simplicity, versatility and openness.
Simplicity of this notation is not limiting it’s possibilities to create complex models
and additionally provides better clarity and legibility both for business owners, project
management team and also technical staff.

3.2 Other Solutions

UML with Profile for Business Modeling
In software engineering a standard tomodel various phenomena e.g. data flow, sequence,
use cases in system development is Unified Modeling Language – a notation consisting
of 13 main diagrams and 4 abstract diagrams.

From all UML diagrams can be distinguished an activity diagram and state diagram.
These types of diagrams can be implemented in business processes modeling. Activity
diagram is a type of behavioral diagram consists of activities, actions, flows (control
flow, object flow) and nodes. Similarly to BPMN it exists also swim lanes and partitions.
State diagram (state machine diagram) is also example of behavioral diagram, it shows
system states and events in system that cause transition from one state to another [25].
A state is defined by the object value of its attributes and relationship between another
objects. Event is changing the value of an object state, it takes place at certain point
in a time and the state of an object determines a response to event. A transition is a
relationship representing changing state of an object to another state [7].

Petri Nets and Event-Driven Process Chain
The concept of communication between asynchronous components of computer system
was introduced in 1962 by Carl Adam Petri in his PhD thesis titled Komunikation mit
Automaten [20]. Nowadays Petri nets based on mathematical foundations are used com-
monly to model various phenomena, including also business processes. Petri net bases
on 3 dependencies which are: Sequence, Alternative, Parallel sequence.
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In business processesmodeling Petri nets aremostly used for searching dependencies
between flow objects and to indicate alternative courses [6]. According to Pasamonik
use of Petri nets in business processes modeling is the most precise and deterministic
due to formal mathematic model base and it should be used for detailed notation and
process control in organization [19].

Event-driven Process Chain is simplified Petri net notation, more elastic and easier to
understand than classic Petri net. EPC notation is based on events and activities elements
and connections between them. Example of EPC process is used in ARIS notation [3].
Events in EPC notation are responsible for defining precondition and postcondition of a
function. For decisionmaking, there are used logical operators. Every EPC process starts
with starting event, ends with ending event and have limitations as follows [2]: events
can’t make OR/XOR decisions; additional process only can connect to EPC function;
events have to be linked with AND operator; and for decision making functions can be
associated with all logical operators (AND, OR, XOR).

4 Cloud Environment for Business Processes Modeling

4.1 Business Process as a Service

BPaaS is relatively new concept of modeling business processes in a cloud environment.
Solutions also known as BPMC (Business Process Management Cloud), provides func-
tionality of business processes modeling, optimization, implementation, monitoring and
reporting. There is no difference in functionality between classic on-premises BPMS
solutions and BPMC, different is only the way of sharing, development, improvement
and scalability for organization and end users [11].

According to Gzik [11], BPaaS is an overarching model over IaaS, PaaS and SaaS
model of cloud computing integrating services derived from submodels [11].

BPMC software should follow 5 main features [5]: (1) User experience based -
to simplify complex and challenging activity of business processes modeling; (2) Be
document capable - due to critical character of documentation in business processes
modeling. Modeled process will be better understandable with clear and simple docu-
mentation; (3) Provides teamwork opportunity - access to projects by team regardless of
time and place; (4) Process library - possibility to archive work, versioning and quickly
reengineering existing legacy processes; and (5) Support for BPMN 2.0 notation - avoid
outdated notation use for better communication and create understandable processes.

Modeling business processes in cloud environment can have positive impact on
project success [17].

4.2 Elastic Business Process in BPMaaS

Business Process Management requires high quality of software services, and the orga-
nizations are nowadays able to react rapidly to changing demands for computational
resources. The BPM in the cloud gave the opportunity to grow up the flexibility of the
business process management. The issues of cloud model environment development
covers the architecture of an elastic Business Process Management System in context of
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existing work on scheduling, resource allocation, monitoring, decentralized coordina-
tion, and state management for elastic processes [24], i.e., processes which are carried
out using elastic cloud resources. The elastic business process management (eBPM)
approach evaluated in the cloud and the new model development has been discovered as
BPMaaS (BPM as a Service) [22, 23], which have the opportunity to complete business
processes in the cloud as well as an application’s software, and hardware infrastructure,
going through the idea of ‘Everything as a Service’. There are a lot of benefits showed
in case studies of the software solutions supporting BPM [20, 21], as an improvement
factors of QoS in eBPM.

5 Research Methods and Findings

5.1 The Research Hypotheses

Based on the literature review of business process in cloud environment the following
research hypotheses were formulated:

H1: Cloud solutions influence the development of business processes in project lifecycle
area in context of usage business process modeling tools.
H2: Cloud solutions influence the development of business process management.

According to hypotheses the following research questions were formulated:

RQ1: What research areas/categories are linked with business processes modeling?
RQ2: What search phrases are linked with business processes modeling?
RQ3: What research areas/categories are linked with business processes management?
RQ4: What search phrases are linked with business processes management?

Additional research questions were formulated according to the character of study:

RQ5:What are the most common source publication types about related search queries?
RQ6: What is the current trend of literature publications related to research topic and
when was the greatest interest of topic?

5.2 The Research Methodology - A Systematic Literature Review

The research methodology using in systematic literature review is evolved. A proposed
researchmethodology based on systematic literature review studywas conducted includ-
ing scientific databases Scopus, Web of Science and EBSCOhost Academic Search
Ultimate. The methodology [1] was adapted to perform this study and it’s shown on
a Fig. 1. There are some steps of the research methodology, including study design,
selection of accessible full-text scientific database, formulate queries and search limita-
tion, data collection and date set preparation, dataset evaluation, and summarization and
conclusions.

The method of the study was based on literature review of business processes in
cloud environment. The systematic literature review was designed and performed in
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and sarch 
limitations

Scopus,
Web of Science, 

EBSCOhost 
Academic Search 

Ultimate

Data colection and 
dataset preparation

Dataset evaluation

Summarization and 
conclusions

Keywords:
BPaaS, business process 

in cloud, cloud based 
business process, elastic 

business processes, 
eBPM

Categories:
Computer science, 
business processes

Limitations:
Exact keywords = 
cloud computing, 
business process

Authors, Title, 
Publication year, 
pblication type, 
citation number

Publications by 
year, publications 
by citation number

Fig. 1. A systematic literature review research methodology. Source: Own work

context of categories of research areas of cloud computing, business process modelling,
and business process management.

The dataset was developed based on group of good known and the most cited sources
from literature data bases for researchers and experts in studied area, i.e.: Scopus, Web
of Science, and EBSCOhost.

Search keywords were proposed as follow: ‘BPaaS’, ‘business processes in cloud’,
‘cloud based business processes’, ‘elastic business processes’, ‘eBPM’.

The next step was based on queries analysis with searching algorithm, and then the
review of dataset was performed. The dataset has been limited, and then the research
findings has been evaluated. The research findings were summarized and concluded.
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5.3 Research Findings

The research findings were focused on queries results based on dataset from Scopus,
Web of Science, and EBSCOhost published between 2009 and 2020. Search results are
presented in Table 4. The amount of papers and literature sources were classified due
to searching keywords. The chosen databases with sources, keywords, and number of
articles were listed in Table 4. Research results were listed in 3901 items: 1041 items
from Scopus, 2805 items from Web of Science, and 55 items from EBSCOhost.

Table 4. Databases search results

Database Keyword Number of articles

Scopus “BPaaS” 68

“business process in cloud” 475

“cloud based business processes” 286

“elastic business processes” 207

“eBPM” 5
∑

1041

Web of science “BPaaS” 31

“business process in cloud” 1662

“cloud based business processes” 1030

“elastic business processes” 79

“eBPM” 3
∑

2805

EBSCOhost “BPaaS” 3

“business process in cloud” 46

“cloud based business processes” 6

“elastic business processes” 0

“eBPM” 0
∑

55

Summary
∑

3901

Source: Own work

The H1 hypothesis can be confirmed in results of the query related to ‘BPaaS’,
‘business processes in cloud’, and ‘cloud based business processes’ phrases. Answers to
research questions (RQ 1, RQ 2) related to H1 hypothesis indicate it exist related papers
indexed in all searched databases. Hypothesis H2 can also be confirmed due to results
of query (RQ 3, RQ 4) related to ‘elastic business processes’ and ‘eBPM’ phrases.

Limitations in search was subject area limited to Computer science category, and
keywords were limited to cloud computing, business process modelling and business
process management. Exact search queries were as follows.
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1. For Scopus database:

– TITLE-ABS-KEY(BPaaS) AND (LIMIT-TO(SUBJAREA,“COMP”))
– TITLE-ABS-KEY(business processes in cloud) AND (LIMIT-

TO(SUBJAREA,“COMP”)) AND (LIMIT-TO(EXACTKEYWORD,“Business
Process”))

– TITLE-ABS-KEY(cloud based business processes) AND (LIMIT-TO (SUB-
JAREA,“COMP”)) AND (LIMIT-TO(EXACTKEYWORD,“Business Pro-
cess”))

– TITLE-ABS-KEY(elastic business processes) AND
(LIMIT-TO(SUBJAREA,“COMP”))

– TITLE-ABS-KEY(eBPM) AND (LIMIT-TO(SUBJAREA,“COMP”))

2. For Web of Science database:

– TOPIC: (BPaaS): Refined by: WEB OF SCIENCE CATEGORIES: (COM-
PUTER SCIENCE INFORMATION SYSTEMS OR COMPUTER SCIENCE
THEORY METHODS OR COMPUTER SCIENCE SOFTWARE ENGINEER-
ING OR COMPUTER SCIENCE INTERDISCIPLINARY APPLICATIONS)
Indexes = SCI-EXPANDED, SSCI, A&HCI, CPCI-S, CPCI-SSH, BKCI-S,
BKCI-SSH, ESCI, CCR-EXPANDED, IC Timespan = All years

– TOPIC: (business process in cloud) Refined by: WEB OF SCIENCE CATE-
GORIES: (COMPUTER SCIENCE THEORY METHODS OR COMPUTER
SCIENCE INFORMATION SYSTEMS OR COMPUTER SCIENCE SOFT-
WARE ENGINEERING OR COMPUTER SCIENCE INTERDISCIPLINARY
APPLICATIONS) Indexes= SCI-EXPANDED, SSCI, A&HCI, CPCI-S, CPCI-
SSH, BKCI-S, BKCI-SSH, ESCI, CCR-EXPANDED, IC Timespan = All
years

– TOPIC: (cloud based business processes) Refined by: WEB OF SCIENCE CAT-
EGORIES: (COMPUTER SCIENCE INFORMATION SYSTEMS OR COM-
PUTER SCIENCE THEORY METHODS OR COMPUTER SCIENCE SOFT-
WARE ENGINEERING OR COMPUTER SCIENCE INTERDISCIPLINARY
APPLICATIONS) Indexes= SCI-EXPANDED, SSCI, A&HCI, CPCI-S, CPCI-
SSH, BKCI-S, BKCI-SSH, ESCI, CCR-EXPANDED, IC Timespan = All
years

– TOPIC: (elastic business processes) Refined by: WEB OF SCIENCE CATE-
GORIES: (COMPUTER SCIENCE THEORY METHODS OR COMPUTER
SCIENCE INFORMATION SYSTEMS OR COMPUTER SCIENCE SOFT-
WARE ENGINEERING OR COMPUTER SCIENCE INTERDISCIPLINARY
APPLICATIONS) Indexes= SCI-EXPANDED, SSCI, A&HCI, CPCI-S, CPCI-
SSH, BKCI-S, BKCI-SSH, ESCI, CCR-EXPANDED, IC Timespan = All
years

– TOPIC: (eBPM) Refined by: WEB OF SCIENCE CATEGORIES: (COM-
PUTER SCIENCE INFORMATION SYSTEMS OR COMPUTER SCIENCE
INTERDISCIPLINARY APPLICATIONS) Indexes= SCI-EXPANDED, SSCI,
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A&HCI, CPCI-S, CPCI-SSH, BKCI-S, BKCI-SSH, ESCI, CCR-EXPANDED,
IC Timespan = All years.

Search queries for EBSCOhost databasewere not able to export. Search query inWeb
of Science database for ‘business process in cloud’ and ‘cloud based business processes’
keywords gave to many various results, so it wasn’t taken into account. After removing
445 duplicate records between databases and between keywords, considered number of
articles to final selection was 763. After manual selection of left articles, total number
of selected articles is 313. Schema for article acceptance is presented on Fig. 2.

Fig. 2. Selection papers schema. Source: Own work based on [2]

The selection process was based on three rules as follows:

(1) studies highly relevant to business process management in cloud environment.
Researches only partially related to the both topics e.g. cloud security were rejected;
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(2) articles about general topic were rejected e.g. “32nd International Conference on
Information System 2011”;

(3) final decision about article relevancy acceptance was based on a title.

The chart of selected papers over time with specification of publication types is
presented on Fig. 3.

2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020
 Article 0 3 2 5 4 3 6 15 9 13 7 10
 Book Chapter 0 0 0 0 1 0 3 1 1 0 0 1
 Book 0 0 0 0 1 0 0 0 0 0 0 0
 Proceedings Paper 1 0 0 1 0 1 1 3 1 1 0 0
 Conference Paper 3 9 14 23 28 26 23 27 30 17 16 3

0
5

10
15
20
25
30
35

Publication types
by published years

 Article  Book Chapter  Book  Proceedings Paper  Conference Paper

Fig. 3. Publication types by year. Source: Own work

As it’s shown on Fig. 3, the most popular publication types are conference papers
(219 papers) and articles (77 papers), which is answer to RQ5. The reasons of this
popularity may be short form of this kind of publications with comparison of books
and other longer and more complex forms of publications, with in connection with the
novelty of the topic seems understandable.

The greatest interest in research topic can be observed in 2016–2017 period.
Currently, there is a downward trend which is an answer to RQ6.

Selected papers were published between year 2009 and 2020, and most of them was
cited 1 time (46 papers) excluding missing data. The most cited article have 95 citations.

6 Conclusions

Business processes modeling is an important issue in organizations. Eliminating bottle-
necks and malfunctioning processes can influence on organization performance and it’s
helpful in ensuring proper functioning of organization at all and individual departments.

Cloud computing as a technology based on availability upon requests seems to be
good environment for business processes modeling and simulations.

The aim of the paper was to investigate the current trends in scientific literature
about cloud based business processes modeling environment. To achieve the chosen



Cloud Based Business Process Modeling Environment 427

goal, a systematic literature review method were performed. During the research it
was formulated hypotheses H1 and H2 about the impact of cloud solutions on business
processesmodeling and business processesmanagement, and accuracy of research study.
Hypotheses were verified with the help of research questions. Both hypotheses H1 and
H2 was verified positively due to literature review results and showed in Table 4 and
on Fig. 3. The described study have some limitation, so the further research need to be
focused more on showing the state-of-art in the field, and the impact of cloud computing
on modeling and simulation tools development in IT project management.
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Abstract. In the article, a method of terrain recognition for robotic application
has been described. The main goal of the research is to support the robot’s motor
system in recognizing the environment, adjusting the motion parameters to it, and
supporting the location system in critical situations. The proposed procedure uses
differences between calculated statistics to detect the diverse type and quality of
ground onwhichwheeled robotmoves. In the research IMU (InertialMeasurement
Unit) has been used as a main source of data, especially 3-axis accelerometer
and gyroscope. The experiment involved collecting data with a sensor mounted
on a remotely controlled wheeled robot. This data was collected from 4 hand-
made platforms that simulated different types of terrain. For terrain recognition,
a neural network-based analytical model has been proposed. In this paper authors
present results obtained from the application model to experimental data. The
paper describes the structure of NN and the whole analytical process in detail.
Then, based on a comparison of the obtained results with the results from other
methods, the value of the proposed method was shown.

Keywords: Neural network · Terrain classification · Pattern recognition

1 Introduction

Currently, terrain recognition techniques are a very popular topic in the literature. Over
the years, one can observe a lot of different ideas to solve this problem. Many works
focus on different ways of finding differences in soil characteristics. The majority of
the terrain recognition approaches are focused primarily on classification using vision
data. In [1] the method of rural roads’ segmentation using laser images (with laser range-
finder) and camera images is described. [2] also uses laser data, but the emphasis is taken
on distinguishing between thin objects such as wires or tree branches, and solid objects
such as ground surfaces, rocks, or tree trunks. The experiment was carried out with the
vehicle ground using a variety of stationary laser sensors. Classification algorithms that
are based on visual characteristics (such as color or texture) are often sensitive to changes
in lighting, which in closed spaces or underground conditions very often can lead to poor
quality predictions [3]. In [4], however, a legged robot that collected vibration data from
an on-board inertial measurement unit and magnetic encoders was used. The results was

© Springer Nature Singapore Pte Ltd. 2021
T.-P. Hong et al. (Eds.): ACIIDS 2021, CCIS 1371, pp. 429–440, 2021.
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accurate and robust to variations in stride frequency and low-lag, encouraging to further
observation.

One of the first works on vibration-based terrain classification has been proposed in
2002 by Iagnemm and Dubowsky [5] as an innovative detection mode for determining
the terrain class for hazard detection. For the investigated case study, using vibration data
has proven to be a good choice. The differences in the substrate are visible in various
statistics. Using Fast Fourier Transform (FFT) and on the Power Spectral Density (PSD),
it was possible to train a model distinguishing 7 different types of a substrate [6]. The
model was trained and classified the data with a Support VectorMachine (SVM). Similar
relationships were investigated in [7], however, a neural network was used there along
with the low-pass filter and the FFT. Other noteworthy studies are [8] and [9], which also
served as an inspiration for this article. The first work involved a walking robot that tried
to classify a terrain based on force/torque data obtained from the robot’s cube sensors
and a signal created by a discrete wavelet transform. In the second paper, the authors
investigated the difference in surface type using both cameras and a force-torque (FT)
sensor. The FT sensor collected vibration and force data. A different approach was used
here and a feature vector from vibration data, among other things, was used to teach the
model. A similar feature vector will be used in this work. The advantage of choosing the
neural network method is its versatility. The proposed layers in the model are intended
to give greater accuracy than could be achieved by using other methods.

2 Experiment

The task of this article is to describe a method based on AI that identifies the type of
surface and assigns it an appropriate quality. The samples on which the neural network
was built and tested were obtained from an experiment that used a wheeled robot and
built modules of the substrate. During the experiment, a wheeled robot with mounted
sensors was traveling successively over various types of models simulating various types
of ground. Then the data from these passes were collected and processed. In this way,
a set of samples from each category was obtained, which were then randomly divided
into two subsets, training and testing. As the name suggests, they were used to training
and checking the prediction effectiveness of the described network.

2.1 Wheeled Robot

A simple, remote-controlled wheeled robot was used in experimental works in order to
obtain data for further analytical model development. The robot is presented in Fig. 1.
The robot is equipped with 4 engines, which in addition to propelling it allows him to
turn in place (obtained using the engine speed changes). The device is controlled using
Bluetooth.

The robot has been equipped with a number of sensors to measure values that could
convey information about the type of ground on which it moves. Data recordings are
stocked on the micro SD card.
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Fig. 1. Wheeled robot

2.2 Modules of the Terrain

In order to simulate various types of substrate, special, modular mock-ups were created.
Each module was designed to simulate a different type of terrain that can be briefly
divided from easiest to hardest to drive. For the purposes of the experiment, 4 modules
were created:

• Plain cardboard - plain surface, no-frills. The task of this module was to simulate
the ideal quality of the road. Illustrated in Fig. 2(a).

• Corrugated Cardboard - the module is covered with corrugated cardboard. This
cardboard includes some kind of resistance while driving, without generating huge
vibrations. The task of this module was to simulate the good quality of the road. The
module presented in Fig. 2(b).

• Plasticine - the ground on which the hills were built, made of hardened plasticine.
These hills, going pointwise, caused considerable difficulties while driving. It can
be seen in Fig. 2(c), the hills occur irregularly, which was supposed to simulate the
average quality of the road with point deterioration.

• Caps - a module whose entire running surface has been irregularly covered with PET
bottle caps inverted. The module prepared in this way offers significant difficulties
in the passage over its entire surface, which affects the measurements of the robot,
therefore the module presents the bad quality of the road. The module is shown in
Fig. 2(d).

As can be seen in the figures above, each of the mock-ups has a designated area to
move around (black lines). This area has the same dimensions for all modules, which
allows them to be easily connected. Also, the ArUco code has been placed in each corner
of the modules. The codes were used to identify individual modules as well as cut out
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Fig. 2. Modules simulating various types of substrate: a) plain cardboard, b) corrugated cardboard,
c) plasticine, d) caps

the module’s area in the video recording. This facilitated signal segmentation, however,
it was only used in cases where the robot was traveling on several consecutive modules.

2.3 The Course of the Experiment

The experiment consisted of repeatedly driving over four modules with a wheeled robot
(plain cardboard, corrugated cardboard, plasticine and caps). Between each pass, the
robot was paused for a few seconds to facilitate the subsequent segmentation of signals
from its sensors. During the ride, efforts were made to make the ride as stable as possible
and in a straight line. Attention was also drawn to the passage outside the pattern to be
as short as possible so that the route outside the mock-up would not interfere with the
results. The described procedure is presented in Fig. 3.

Fig. 3. The procedure of driving along the mock-up module

During the entire experiment, each module was driven around 70 times. Single trips
were not categorized into directions (up - down, down - up). Between successive passes,
the robot was manually turned over (again to facilitate segmentation) by lifting it and
rotating it by 180°.
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2.4 Data Preparation

The data series from the experiment containing multiple runs of one module was saved
in a separate file for eachmodule. A sample fragment of the variable onwhich the pattern
is the most visible is presented in Fig. 4. The figure shows the signal from the X axis
of the accelerometer, which occurs greater and lesser excitations at intervals. This is the
result of the steps described earlier to facilitate segmentation. Large excitations are the
result of the robot passing through the module, while the smaller ones correspond to
the procedure of robot rotation by lifting. If the travel vibrations are too similar to those
related to rotation, segment the signal concerning other axes, where the lift will be much
more visible.

Fig. 4. Raw signal from Z-axis accelerometer after completing a group of passes

The procedure of segmentation and extraction of rides from the above signal started
by dividing it into smaller fragments concerning places with very low values (stops).
Then, each of the fragments had their values of the accelerometer and gyroscope in
selected axes (depending on the location of the sensor) averaged and on this basis it was
decided whether the given fragment was a ride or a rotation.

The next step in data processing was their further segmentation. Each run of the
robot was divided into 3 shorter fragments by overlapping windows. The position of
these windows was random, however, they had to meet two conditions. Firstly, all 3
windows in total had to cover the entire signal, this meant that no signal fragment
could be omitted. The second condition specifies the minimum size of such a window.
The window cannot be too small due to a significant reduction in information and the
possibility of causing interference. The segmentation of a single ride is shown in Fig. 5.

2.5 Vector of Features

By properly preparing the data, there were prepared about 840 samples, which were
divided into 2 subsets: training and testing, in a 4:1 ratio. This division took place at
random. Then, to create the vector of features 2 signals that were considered the most
informative were selected. They are:

Gyroscope

⎧
⎨

⎩

Gx − in axis X
Gy − in axis Y
Gz − in axis Z

Accelerometer

⎧
⎨

⎩

Ax − in axis X
Ay − in axis Y
Az − in axis Z

(1)
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Fig. 5. Single-trip segmentation procedure

Next, from these signals, statistical measures were calculated and then used to the
proper vector of features. The list of features includes: mean, variance (var), standard
deviation (std), kurtosis (kurt), and skewness (skew). These measures were calculated
for each of the selected signals, so that the vector of input features X consists of 30
variables:

X

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

mean(Gx), var(Gx), std(Gx), kurt(Gx), skew(Gx)

mean
(
Gy

)
, var

(
Gy

)
, std

(
Gy

)
, kurt

(
Gy

)
, skew

(
Gy

)

mean(Gz), var(Gz), std(Gz), kurt(Gz), skew(Gz)

mean(Ax), var(Ax), std(Ax), kurt(Ax), skew(Ax)

mean
(
Ay

)
, var

(
Ay

)
, std

(
Ay

)
, kurt

(
Ay

)
, skew

(
Ay

)

mean(Az), var(Az), std(Az), kurt(Az), skew(Az)

(2)

3 The Neural Network

The neural network (NN) model was used to classify the data for a given type of ter-
rain. Neural networks are multi-layer networks of neurons (nodes) connected. Each
connection can then transmit a signal to the other. A node, which receives that signal
then processes it and can send the signal further to their connected nodes. Different
sections perform different transformations on their inputs. Neural network approaches
have strong power to classify various patterns similarly to a human’s brain. Neural net-
works have been exploited in a wide variety of applications, the majority of which are
concerned with pattern recognition in one form or another. From a pattern recognition
point of view, neural networks can be considered as an extension of many standard tech-
niques that have been developed over many decades [10]. In [11] its great possibilities
for image processing are shown compared to the conventional methods like Bayesian
and minimum distance method. For terrain classification, neural networks have been
used before. In [12] authors using a skid steer mobile with some optional on-board sen-
sors and neural networks could classify terrain in real-time and during the robot’s actual
mission. Moreover, in [13] artificial neural network correctly recognized almost 99% of
terrain classes by using data from RGB-D sensor, which provides vision data.

Selection of the network structure for the task is one of the most important tasks
in projects related to neural networks. Invalid choice of network parameters lead to the
unfavourable events like underfitting or overfitting [14]. An example of the network
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structure selection method for a physical phenomenon was presented in [15], where
an algorithm was used to create different network structures (in specified boundaries).
These structures were then subjected to an efficiency assessment on the basis of which
the best one for a given problem was selected. The neural network model was created
using the PyTorch library [16] for Python. The presented network consists of 5 layers
as shown in Fig. 6.

Fig. 6. Architecture of the neural network model

The first layer of the network is the input layer. It has 30 neurons, one for each feature
vector element. Each neuron from this layer is connected to each neuron from the second
layer, which is the batch normalization layer. This layer is responsible for recentering
and scaling the signals received from the input layer, thanks to which the network is
faster and more stable [17]. The 30 neurons of this layer are connected to the linearly
corresponding neurons of the first hidden layer. It performs the activation function for
this layer SELU (Scaled Exponential Linear Unit) described by the formula:

SELU (x) = λ

{
x, x > 0

αex − α, x ≤ 0
(3)

SELU was proposed to have self-normalizing properties and makes the network
more robust to noise and permutations [18]. Each neuron of the first hidden layer (45
neurons) is then connected to each neuron of the second hidden layer. The second layer
has been reduced to only 17 neurons, and the activation function of this layer is ReLU
(Rectified Linear Unit) which is described as follows:

ReLU (x) = max(0, x) (4)

ReLUwas proposed to reduce the gradient vanishing problem induced by the sigmoid
or tahn functions. The advantage of using this function is that the neurons are not activated
at the same time and because of that ReLU is more efficient than other functions [19].
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The final layer is the output layer with the function Softmax(). Softmax() takes as
input a vector of K real numbers which it normalizes to a probability distribution con-
sisting of K probabilities proportional to the exponents of the input numbers. Softmax()
compared to some sigmoid functions that can be used for binary classification, can be
used to solve multi-class classification problems [19]. The final layer consists of 4 neu-
rons, one for each possible substrate category. The net effect is a table containing the
probability estimated by the network that a given vector of input features describes a
given group of modules.

3.1 Network Parameters

In the process of learning the network, losses are counted after each epoch. For this
purpose, the loss function is used, which calculates the error of estimated weights and
on this basis optimizes the weights of specific connections between neurons. In the
described model, the Smooth L1 Loss function was used, described by the equation:

Smooth L1Loss(x, y) = 1

n

∑

i
zi, zi

{
0.5 · (xi − yi)2, if |xi − yi| < 1
|xi − yi| − 0.5, otherwise

(5)

Smooth L1 Loss function is a combination of the L1-Loss and L2-Loss functions.
It combines the advantages of both functions, i.e. constant gradients for large x values
(L1-Loss) and smaller oscillations during the update in the case of smaller x values
(L2-Loss). This function is less sensitive to outliers and it eliminates the sensitivity of
adjusting the learning, which otherwise when using L2-Loss function alone could lead
to exploding gradients [20].

Another important parameter is the pace of teaching the network. Neural networks,
as mentioned before, use an optimization algorithm during the training process that
estimates the error gradient for the current state of the model, and updates the model
weights using back propagation. The amount by which these weights are updated during
training is called the Learning Rate. In the case of the described model, the rate was
equal 0.0001.

The last parameter discussed is the number of epochs on which a given network
has been trained. The number of epochs determines how many times we optimize the
weights of our model. However, it should be noted that this parameter should be selected
appropriately because too small will cause under fitting, and otherwise, if it is too high,
overfitting will occur. In the model described, the number of epochs was 5000.

3.2 Network Performance

Once the network is ready, its accuracy in categorization should be checked. This is
done by using completely new, yet unknown data for classification. After the network
has calculated the resulting probability for this data, it is checked against the markings
and the accuracy of the network is calculated from this. However, due to the relatively
small data set, it was decided to slightly extend the described algorithm. Namely, the
network was launched, i.e. trained and tested, a greater number of times (approximately
50). Before each such run, the dataset was randomly mixed before subsets were selected,
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so that each runprovided adifferent training and test set. For each such run, the percentage
of correctly estimated labels was calculated. At Fig. 7 the results are presented broken
down into the type of the classified substrate.

Fig. 7. Percentage of correct predictions per group

It can be seen that the results achieved for all groups are above 85%. The average
correctness of the network was calculated at 89.64%. The worst result is for plain card-
board. It is possible that this is due to the fewest characteristics of a given substrate.
Plain cardboard is just a straight path with no bulges. In Table 1 the confusion matrix
for the data is presented.

Table 1. Confusion matrix for the data

Confusion matrix

Pred True

Corrugated cardboard Caps Plasticine Plain cardboard

Corrugated cardboard 23 0 0 3

Caps 0 21 0 0

Plasticine 0 2 23 1

Plain cardboard 1 0 1 25

Plain cardboard and corrugated cardboard, due to their similarity, are most often
confused with each other. It is similar with the caps in relation to plasticine. However,
these are only individual cases. Further analysis of the results are shown in Table 2.
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Table 2. Measures of the diagnostic value

Sensitivity Specificity Accuracy Precision

Corrugated cardboard 95.83% 96.05% 96.00% 88.46%

Caps 91.30% 100.00% 98.00% 100.00%

Plasticine 95.83% 96.05% 96.00% 88.46%

Plain cardboard 86.21% 97.18% 94.00% 92.59%

As can be seen the accuracy for all groups is above 90%. The same can be said for
specificity. This means that the model rarely confuses it with another closely related
terrain that is the true target. The model easily distinguishes Caps from other substrates.
Furthermore, straight ground is looking the worst.

Table 3. Comparison of the accuracy of the NN method with other frequently used methods

Overall accuracy

NN method 95.5%

Random forest method 84.0%

kNN method 87.58%

SVM method 91.83%

The quality of the prepared model was also compared with other methods, including
the SVMmethod, which is commonly used for such problems. The results are presented
in Table 3. Each of the methods gave satisfactory results, which proves well-chosen
statistics. Only two of the methods have the accuracy above 90%, of which the method
used in the article achieved the highest value.

4 Conclusions

The article presents the preparation and course of an experiment aimed at creating a
neural network model, which would define the type of road from given data. Various
types of road were simulated by preparing 4 mock-up modules. The proposed model of
the neural network was trained using data collected from the IMU sensor. The model
uses basic statistics calculated on signals from the accelerometer and the gyroscope.

Looking at the quality of the results obtained, the work can be expanded. This type
of signal and the statistics obtained from it seem to distinguish the types of substrate
very well. Moreover, the prepared model gives the best results among the most popular
methods used in this type of problem. The next step would be to validate the model on
real data, for example on different road conditions, where changes in signals may be
smaller.
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The possibility of developing and using the model for the classification and quality
monitoring of mine roads is an interesting development direction to take in the future. In
typical mining conditions, the nature of the surface substrate, which is a very important
factor, often varies greatly. Large-scale mining machinery, which often transports large
amounts of excavated material, is much more prone to failure if speed is not matched to
the quality of the road.
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