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Abstract. Most of the research on acoustic scene classification (ASC)
focuses on classification problem with only known scene classes. In prac-
tice, scene classification problem to be solved generally is based on an
open set, which contains unknown scenes. This paper proposes a two-
stage method that solves the open set problem on ASC. The proposed
system decomposes open set ASC problem into two stages. To mitigate
the impact of unknown scenes on the subsequent recognition process of
known scenes, the first stage is to identify unknown scenes. The second
stage classifies defined acoustic scenes. In this case, the threshold selec-
tion strategy we proposed further sorts out unknown scenes that were not
identified in the previous stage. Experiments show that the method pro-
posed in this paper can effectively identify unknown scenes and classify
known scenes, by segmenting the open set acoustic scene classification
task and selecting an appropriate judgment threshold. On the develop-
ment dataset released by DCASE Challenge 2019 Task 1C, the model
proposed outperforms the first place.
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1 Introduction

As an environmental identification problem, acoustic scene classification (ASC)
attracts growing attention [2]. ASC processes the audio signal and then extracts
feature information, and the scene is identified by event or semantic information
contained in feature representation [16]. ASC is widely used in smart wearable
devices, robots, home surveillance and security systems, environmental noise
monitoring.

The challenge of Detection and Classification of Acoustic Scenes and Events
(DCASE) [15] provides a series of the open-source database and evaluation
methods which develop ASC. In recent years, Convolutional Neural Networks
(CNNs), Recurrent Neural Networks (RNNs) and Convolutional Recurrent Neu-
ral Networks (CRNNs) are recognised as effective models for ASC problems and
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are generally superior to traditional machine learning methods in performance
[1,17,22]. However, the research of ASC is mainly focused on the closed set, that
is, the scene classes used in the testing phase and the training phase are same. In
practical scene analysis application, undefined scene classes other than limited
known scene classes are often encountered. Thus, open set recognition task [4–6]
which needs to additionally identify the undefined scenes as an unknown class
is more useful despite higher complexity.

This paper focuses on solving open set ASC problem. The significant differ-
ences in data composition between open set and closed set make traditional ASC
models no longer applicable to open set ASC. To the best of our knowledge, the
research based on open set classification tasks is mainly based on one-stage classi-
fication methods [7,8,18]. Daniele et al. [3] firstly proposed a solution to the open
set problem in the ASC field. They not only use Support Vector Data Descrip-
tion (SVDD) classifier to learn a hypersphere from known scenes to distinguish
unknown class but also introduce a new protocol and indicator for evaluating
the open set ASC task. The introduction of this question has attracted some
scholars to study.

The DCASE Challenge 2019 Task 1C further facilitates extensive research in
open set ASC. These solutions proposed by Wilkinghoff et al. [20] and Lehner
et al. [13] classify known classes and separate unknown classes only by learning
known classes in a single classification system; the difference is that the former
used Deep Convolutional Auto-Encoders (DCAEs) as classification model and
the latter used the improved ResNet variant [11,12] as the classifier. These one-
stage classification methods [13,20] in which unknown classes do not participate
in training phase pay more attention to the inter-class differences of known scenes
but are not necessarily useful for separating unknown scene from known scenes. A
one-stage classification method proposed by Zhu et al. [23] is to put the unknown
class into training phase and designs an K +1 classifier that treats the unknown
class like K known classes. This method uses CRNN-Attention mechanism model
[19,21] as the classifier and achieves the first place of the DCASE Challenge
2019 Task 1C. There is a problem with this method. Although the unknown
classes participate in training process, the operation where unknown classes are
unreasonably regarded as a known scene is likely to ignore the difference between
the unknown class and the entire set of known classes in the distribution of the
feature space.

To avoid the problems of the two types of methods mentioned above [14,
20,23], this paper proposes a solution for open set ASC. Unknown classes are
no longer considered to be an equal role for K known classes in this paper.
Consequently, this paper designs a two-stage classification learning system for
open set ASC to better solve the open set classification problem. The first stage
is used to distinguish unknown classes from the entire set of known classes,
reducing the impact on the next stage. The second stage is used to further divide
the known classes into defined scene labels and separate the remaining unknown
classes which not identified during first one, as well as we proposed a threshold
selection strategy to assist in identification of unknown classes. Experiments
show that our proposed two-stage method which identifies unknown classes and
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classifies known classes more precisely than traditional one-stage methods is an
effective open set ASC solution.

The remainder of this paper is organized as follows: Sect. 2 describes the
two-stage classification method for open set ASC presented in this paper; Sect. 3
introduces experimental setup and results in analysis, and Sect. 4 summarizes
current works and discusses future research directions.

2 Proposed Two-Stage Classification Model

There are two problems to be solved in the open set ASC task, one is to identify
unknown scene, and the other is to classify known scenes. Therefore, in this
section, a two-stage classification learning model for open set ASC is proposed.
The system divided the open set ASC question into two parts and resolves them
in two stages. This section describes in detail how the two-stage ASC system (as
shown in Fig. 1) proposed for the open set completes the classification task.

2.1 Two-Stage Classification Model—The First Stage

The two-stage classification system for open set ASC is proposed in this paper
(as shown in Fig. 1). The main role of the first stage is to separate the same or
similar unknown class encountered in training phase, these separated unknown
class no longer participates in the second stage testing phase, reducing the impact
on the second stage classification.

There are two reasons for unknown class to participate in the first stage train-
ing phase. One is to make the model not overemphasize discriminative features

Fig. 1. A two-stage open set ASC system proposed is consist of the first stage and
the second stage classification models. The output O2 is the sum of K known classes
obtained by the second stage classification model and unknown class obtained by the
first stage and the second stage classification models.
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of the known classes by adding the unknown class samples; the other is to fully
consider the situation that may occur during testing phase because it does not
know in advance whether the sub-scenes contained in the unknown class of the
testing phase have already been encountered in the training phase.

To classify the scenes into the known class or unknown class, CNNs which
performed well in ASC task is used as the first stage classification model [17,22].
After decomposing the original open set ASC task into two problems solved
in two stages respectively, the task complexity of the first stage is significantly
reduced, then the requirement for model complexity is also reduced. Thus, the
first stage task can be accomplished using a CNN classification model with shal-
low structure. The CNNs proposed in this paper is composed of four convolution
layers followed by maxpooling layer.

In the first stage (Fig. 1 upper part), the features Xn which represented by
the log-mel spectrogram of the scene audio signal xn is taken as input, where
n represents the index of audio. The advanced feature representation of the
original input Xn is extracted by the shallow CNNs with four layers. The dis-
tinctive information of the features of the known class and the unknown class
that appeared in the training phase is learned and used as a classification basis.
The global average pooling (GAP) is used to convert the feature map of the
last layer of CNNs into feature points by averaging pooling. Thus, feature points
with significant visibility in CNNs are reserved by the GAP. The output pn of
the neural network is a predicted probability that indicates whether the sample
belongs to the unknown class. To this end, the model is optimized by updating
the weights during backpropagation and minimizing the binary cross-entropy
loss:

l = −
N∑

n=1

((ynlogpn) + (1 − yn)log(1 − pn)) (1)

where N is the number of samples in training phase, yn represents the estimated
label of the nth sample. Finally, the samples of the first stage are expected to
be classified as known class or unknown class.

2.2 Two-Stage Classification Model—The Second Stage

Compared with the first stage, the second stage needs to detailly classify the
complex known scenes into K defined classes. From the perspective of task com-
plexity, the second stage is more complicated, which may result in shallow CNNs
does not necessarily complete the task well. Since CRNNs was proposed by [1],
there has been a lot of work to prove its excellent performance on ASC. There-
fore, we use it as the classification model in the second stage [21].

As shown in the lower part of Fig. 1, the features Xk
mn of the known scenes

xk
mn is used as input to CRNNs, where m is denoted as the index of audio during

the second stage. Among CRNNs, CNNs which acts as advanced features extrac-
tor passed the abstracted advanced feature information into bi-directional RNN
(Bi-RNN). The information in features that helps to classify scenes is not only
independent, but it is also sometimes related to its occurrence time. Therefore,



128 C. Ren and S. Li

considering the need to maintain the temporal resolution of the sequence gen-
erated by Bi-RNN, the pooling operation only occurs on the frequency axis. In
this way, Bi-RNN learned the contextual timing relationship of the feature and
encode it. Bi-RNN regarded as another advanced feature extractor, but different
from CNNs mode.

In the first stage, some unknown scenes used for the testing phase that differs
greatly from the trained unknown scenes in the feature space may be missed.
Since the classifier in the second stage is designed for known scenes, it could be
assumed that the probability of unknown scenes is relatively low. Therefore, a
judgment threshold h is needed to determine the scene with an output probability
below h as an unknown class. To make the threshold at this stage divide the
known and unknown classes more scientifically, we propose a threshold selection
strategy. If Muk which is the number of unknown samples in the testing phase is
known, the choice of threshold hs should make predicted probability of at least
Muk testing samples lower than h. When Muk is unknown, but the relationship
between the accuracy of the unknown classes and the accuracy of the system is
known as:

ACC = (1 − β) ∗ ACCkn + β ∗ ACCuk (2)

Then the value of the threshold should result in the predicted probability of
β ∗ Nt samples being lower than h, where β is a weight coefficient which less
than 1 but over 0 and Nt is the number of testing samples.

The weighted average operation proposed by [21] is used in the second stage
to obtain a suitable probability output so that the selected threshold h separates
the unknown class which is not identified in the first stage. The weighted average
operation is following,

O′
2 =

∑T−1
t=0 O′(t)

∑T−1
t=0 Zsoft(t)

(3)

where
O′(t) = Zsoft(t) � Zsigm(t) (4)

T is the frame-level resolution and O′ is the element-wise multiplication of the
outputs of two fully connected layers whose activation function is softmax Zsoft

and sigmoid Zsigm.
Then, the output corresponding to the first stage is O1{Okn

1 ;Ouk
1 }, the output

of the second stage is O′
2, and the further output after the threshold a judgment

is O2{Okn
2 ;Ouk

2 }. The output O composition of our proposed system should be
the combination of the sum of the unknown class identified in the first stage and
the second stage, and the classification results of the K known classes in the
second stage as following,

Output : O = (Okn
2 ;Ouk

1

⋃
Ouk

2 ) (5)
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3 Experiments

3.1 Dataset and Experimental Setup

This paper verified the two-stage classification system for open set ASC pre-
sented on the development dataset published by the Task 1C of DCASE 2019
Challenge. The dataset contains known scenes and unknown scenes; the former is
10 scenes recorded in 10 different European cities, each recording approximately
1440 audio samples; the latter consists of 4 different sub-scenes, the number of
audio samples recorded in each scene is about 480. The duration of the audio
samples is 10 s.

The ratio of the training set and the testing set is 3:1. 10 visible sub-scenes
of known class appear in both training and testing sets. There are two possible
situations where invisible sub-scenes of unknown class in the testing set may
be completely different from sub-scenes of unknown class in the training set
or maybe partial duplication. To demonstrate the effectiveness of the proposed
system, we do a set of comparative experiments. The parameter setups in the
experiment are as follows.

Figure 2 shows the composition of the classification models in the first and
second stages. Log-mel spectrogram is used as the features of audio samples,
with 640 frames per chunk by 128 mel bins, and then each chunk is evenly
divided into 5 segments, each segment has 128 frames. Batch normalization [9]
is applied after each convolutional layer. During the experiment, dropout was
added to avoid over-fitting of the proposed model, the judgment threshold was
chosen to be 0.2 by threshold selection strategy, and the Adam optimizer with
learning rate which fixed at 0.001 is used.

3.2 Results and Analysis

The number of correctly classified audio samples in the total number of audio
samples called classification accuracy is used as the score of the open set ASC.
Accuracy is calculated as the weighted average of the known classes and unknown
class, as shown below:

ACCweighted = 0.5 ∗ ACCkn + 0.5 ∗ ACCuk (6)

where known classes accuracy ACCkn is the average of the class-wise accuracy.
In Table 1, this experiment compares the proposed model with two typical

one-stage models on the development dataset divided by the Task 1C of DCASE
2019 Challenge. These two typical models are the Baseline and the best model
[23] published on DCASE 2019 Challenge, respectively. Among them, the 10
classification model based on CNNs is adopted by the Baseline, with 0.5 as
the judgment threshold; the 11 classifications based on CRNN-Attention model
[19] is adopted by the model [23]. And our proposed two-stage classification
learning system achieves better results with nearly 5% improvement over the best
model by identifying unknown classes in the first stage, classifying known classes
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Fig. 2. The models of the first and second stages. ‘P’ represents pooling, ‘BN’ is Batch
Normalization.

unknown classes that are difficult in the previous stage in the second stage.
Both the average accuracy of known classes and the accuracy of the unknown
class are higher than the one-stage classification methods, which proves that our
proposed two-stage method is more reasonable and has better performance for
unknown classes recognition and known classes classification. To further compare
the difference in the class-wise accuracy between the system proposed in this
paper and the other two systems, Table 1 shows the comparison of the class-wise
average accuracy of scene classes on these three models. It can be seen that the
proposed system has the highest accuracy in multiple scene classes, but it does
not perform well in individual classes such as “Airport”, “Street pedestrian”,
and “Tram”. One possible reason is that these low-accuracy scenes are similar
to other scenes in the feature space, causing the system to misjudge.

Compared with several other models that use a fixed empirical threshold, the
model we proposed verifies the rationality of the threshold selection strategy. The
model [10] and Baseline in Table 2 utilize a traditional threshold of 0.5 to identify
samples with prediction probability lower than 0.5 as “Unknown”. This choice
leads to the randomness of results, and it is difficult to ensure that 0.5 is the
appropriate probability boundary between the known classes and the unknown
classes. These models do not take into account the probability of prediction and
data composition together. The threshold of model [23] is selected as 0.4, and
the same problem exists. We choose the threshold as 0.2 based on the threshold
selection mechanism proposed in this paper.

Since the number of samples of the unknown class in the testing phase is
345, accounting for nearly 7.6% of the testing sample. 0.2 is selected as the
threshold according to the threshold selection strategy so that the prediction
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Table 1. The accuracy (%) of the corresponding model. Among them, “Known” rep-
resents the average accuracy of 10 known scene classes, “Unknown” represents the
accuracy of unknown scene classes, and “Overall” is the accuracy calculated by For-
mula (6).

Accuracy Model

Baseline Zhu et al. [23] Our model

Airport 44.2 65.3 41.1

Shopping mall 50.9 26.3 71.7

Metro station 41.3 42.1 56.6

Public square 34.7 39.8 45.0

Metro 51.5 42.3 51.7

Tram 60.7 57.6 55.1

Street pedestrian 47.5 37.3 46.9

Street traffic 78.4 74.4 80.4

Bus 59.3 52.3 53.7

Park 74 80.8 64.8

Known 54.3 51.8 56.7

Unknown 43.1 75.9 80.3

Overall 48.7 63.9 68.5

Table 2. The relationship between selected threshold and accuracy (%) of the corre-
sponding model. “Unknown” represents the accuracy of unknown scene classes, and
“Overall” represents the accuracy calculated by Formula (6).

Model Threshold Unknown Overall

Baseline 0.5 43.1 48.7

Kong et al. [10] 0.5 48.1 53.1

Zhu et al. [23] 0.4 75.9 63.9

Our model 0.2 80.3 68.5

probability of about 7.5%–8% testing samples is lower than 0.2. As is seen from
the above Table 2, the method we proposed has the highest accuracy of the
unknown class: 80.3%, which has an obvious advantage than other methods. The
above scheme is obtained when the number of “Unknown” samples is known.
We verified the rationality of the proposed threshold selection mechanism on the
dataset of private Kaggle leaderboard when the number of “Unknown” samples
is unknown. Therefore, according to the formula (6), we choose a threshold of
0.4, which makes about half of the testing samples’ prediction probability is
lower than the threshold. Under the threshold selection strategy, we achieved
the best results of the private Kaggle leaderboard.
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4 Conclusion

This paper proposes a two-stage classification learning solution for open set ASC,
which achieves 68.5% by using the proposed model on the development dataset of
the DCASE 2019 for open set ASC, which is better than the optimal performance
released by DCASE Challenge 2019 Task 1C. The experiment proves that the
proposed model is really useful. In the future, we will explore how to improve
the accuracy of the known classes while ensuring the unknown class accuracy,
and balance the accuracy of known classes and unknown class. Besides, we will
also study the less dependent experience-based solutions for open set ASC, and
the feature representation methods that can more clearly distinguish different
scenes.
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