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Preface

The International Conference on Emerging Global Trends in Engineering and Tech-
nology (EGTET) 2020 is the first International conference in the EGTET series,
organized by Assam Don Bosco University as a continuation of its efforts to promote
an environment of research and development in Northeast India. EGTET 2020 has
provided a platform to scientists and researchers from all over India and abroad
to present and share their contributions towards the achievement of sustainable
technology.

EGTET 2020 attracted researchers not only from varied fields of Engineering and
Technology but also from Physics and Chemistry. A total of 63 papers were received
from various institutions all over India and neighbouring countries. A double-blind
review process was then adopted for selecting the papers. After proper scrutiny of
the research papers, around 30 papers were accepted out of which 23 papers were
presented at the conference. Apart from the papers by the researchers, there were
around 6 invited lectures presented at the conference by renowned scientists from
India and abroad.

The proceeding of EGTET 2020 is a collection of 23 good-quality articles. These
articles cover a plethora of topics such as IoT-based technology, Machine Learning,
Sustainable Renewable Energy, Deep Learning, Biomedical Engineering, Reinforced
Concrete Technology and Antenna Design.

We would like to convey our heartfelt gratitude to the Honorable Vice-Chancellor
of Assam Don Bosco University, Fr. (Dr.) Stephen Mavely, for his constant support
and motivation. We also would like to thank the Pro Vice-Chancellor of Assam
Don Bosco University, Fr. Joseph Nellanatt, and Director—School of Technology,
for their guidance and support in organizing this event. Our sincere gratitude to all
keynote address presenters, invited speakers, session chairs, editors and other high
officials from various organizations for their gracious presence on the campus on the
occasion.

We thankfully acknowledge all the researchers for their contribution to this confer-
ence. We acknowledge all the organizations who have extended financial help towards
this event.



vi Preface

We hope that the researchers from varied fields of Engineering and Technology
will be benefited from the articles of this proceeding. Technologists from Industry
would also find this volume to be a good source of reference.

Guwabhati, India Prabin K. Bora
Sukumar Nandi
Shakuntala Laskar
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Integration of IoT and Blockchain )
Technology for Smart Cities oo

Jerry Casper Kharbhih, Kausthav Pratim Kalita, and Rup Kumar Deka

Abstract In this modern era of the digital revolution, urban development is growing
rapidly and many cities around the world are continuing to develop in many areas
be its health sector, government sector, education sector and so on. But there is
no denial that information and technology (IT) is one of the main contributors to
this development. With the growing demand for smart devices such as smartphones
along with various internet services, there is no doubt that communication has been
made extremely easy for everyone. [oT is one of the emerging technology that can
contribute to a smart city. It is seen that many IoT-based systems are currently used
in various sectors from healthcare to parking systems and is proved to be efficient.
But IoT suffers from security issues and is vulnerable to attacks. Blockchain on the
other hand is a technology that is secured by design. It uses cryptography techniques
to secure the data and is meant to be a trusted technology in a trust-less environment.
In this paper, we discuss the existing systems that integrate these two technologies
and mention the challenges faced when such systems are deployed in a working
environment.

Keywords Smart cities - Internet of things + Block * Blockchain -« Distributed -
System

1 Introduction

If we see in recent years, urban growth has increased due to the increase in popula-
tion. More and more people are moving into cities mainly because the opportunities

J. C. Kharbhih (=) - R. K. Deka
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in rural areas are quite less comparatively. So to earn a living, people from rural
areas are moving into cities to get more opportunities so as to make a living. With
the increase in population, many challenges also arise. Modern technology can help
in coping with these challenges by optimizing the resources of the city, reducing the
cost, provide better facilities that are reliable in various sectors such as health, trans-
port, finance, etc. In the present world, we observe that there is significant growth
in the field of IoT and wireless communication. With these technologies, we can
easily connect various sensor devices and store the information in the cloud. We
can also transmit data more easily between the various devices in a more optimized
way with a minimum affordable cost. If these smart systems are integrated with
the infrastructure of a city, then that city can be called a smart city. But one of the
issues that arise when it comes to wireless networks and IoT is security. Many threats
and attacks have been reported in trust-less or not fully reliable. Many approaches
have been proposed to secure an ecosystem from such threats and one of the ways
where such a system can be secured is by integrating blockchain technology into
the smart system. Blockchain technology is secured by design as it uses cryptog-
raphy techniques such as asymmetric cryptography, hashing and also digital signa-
ture to preserve the integrity of stored content. Its properties such as immutability,
auditability, transparency, persistence and decentralization make the ecosystem better
and more trusted.

1.1 Blockchain

Blockchain represents a chain of information where a single block stores transactions
or information about the transfer of digital assets, thus, creating a shared ledger.
Blockchain technology is decentralized in nature and there is no central server or
central authority. Hence, the peers in the network need to keep the existing of the
ledger by storing copies of it in their own machines. To make sure that the correct
copy of the blockchain is considered, a consensus has to be reached between the
various participants in the peer-to-peer network so that only the legitimate copy
of the chain is considered. To solve this, various consensus algorithms have been
proposed by different researchers. Among them, proof of stake and proof of work
has been extensively used by various blockchain platforms. The blockchain basic
element is a block. A block is composed of two distinct components which are
the header and the body. The block header keeps the hash of the previous block
which is the fundamental principle that allows restoring the immutability feature in
this technology. It also enhances the security of the ecosystem. The last field in the
block header stores application-specific details. This field is different for different
blockchain technologies. Some of the information are block signature, nonce value,
other data. The data in the block body depends on the services where blockchain is
used. For example, if the service is a cryptocurrency service, then the data will be
transaction records, if the service is related to smart contracts, the data will contain
data related to the contracts and so on [1, 2].
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1.2 Internet of Things

Internet of Things (IoT) serves as a network of energy-efficient devices that commu-
nicate among themselves using the internet. IoT technology uses various sensors to
collect data from different types of sources ranging from environmental conditions
to human health-related measurements. The data once accumulated is stored in a
server (preferably could storage) and from the stored data, information is extracted
which enables the system to take appropriate actions. Many IoT based system has
been developed over the years and has helped a lot in various areas such as health-
care, agriculture, road safety, home security and so on. Research states that by 2020,
almost all smart devices will use [oT at its core architecture. A smart city is one
that integrates IoT into its infrastructure meaning, almost all of the sectors in the
city will use IoT such as smart parking meters, smart healthcare, smart homes, smart
environment and so on. But one of the prime challenges of IoT is security. [oT tends
to suffer from various types of network attacks. Many methods have been proposed
for securing the network and our study reveals that numerous research work suggests
the utilization of blockchain to construct a secured platform to run IoT-based appli-
cations. With these two technologies, smart applications can be built for smart cities
that are user-friendly, trusted and secure as well [3, 4].

2 Existing Systems

In smart cities, IoT applications are the main part of their infrastructure [3].
Blockchain on the other hand is a technology that is secured by design. In this
section of the paper, we will see how these two technologies can be integrated and
how they can contribute to the infrastructure of a smart city. A smart city security
framework using IoT and blockchain is made of four layers namely the physical layer
which consists of sensors and actuators, communication layer which consist mainly
of network devices and wireless technologies, database layer which is represented
by a shared ledger (private or public) and an interface layer containing various smart
applications [3]. Each and every layer in the framework is secured using blockchain
technology for example in the communication layer, blockchain is used for providing
security during data transmission by various wireless communication.

[5] proposes an IoT and blockchain integrated system called “The CitySense
System” whereby data from the city like temperature, humidity, traffic and are
collected with the help of sensors and also a CitySense mobile app is used to collect
data from users who are willing to co-operate and contribute to the system. The
mobile app will also allow the transfer of information from the various sensors.
Other functionalities of the app include a feedback and reporting system. The data
collected is stored in a blockchain and will be analyzed. Based on the data collected,
decisions are made for the benefit of the city. A user using the CitySense mobile
application will also get the benefit of knowing the status of the environment, quality
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Table 1 Existing systems integrating the internet of things and blockchain technology

Smart City issues Proposed system Blockchain used | Consensus References
algorithm

Vehicular network Block-VN Public Proof of Work | [10]

Review Of The CitySense Public/private Proof of Stake | [5]

City’s Environment

Energy Grid Blockchain based | Public Proof of [11]
Smart Energy Grid Identity

Data Management Blockchain based Public Proof of Work | [6]
hybrid network
architecture for a
smart city

Traffic and Vehicle | Speedy Chain Private [12]

Management

Real Estate Smart Contract For | Private Proof of Work | [13]
Real Estate

Law Enforcement Custody Tracking | Public Proof of [14]
System Concept

Efficient electrical Blockchain-based | Public/private Proof of [15]

energy transaction peer-to-peer (P2P) Work/Proof of

between prosumers | energy transaction Stake/Proof of
platform Concept

of a particular area in the city and also the problems that are currently going on in the
city. This system follows the same security framework in [3] and uses blockchain to
secure all four layers.

According to the requirements for a smart city to be well established, data must
be transmittable not only within a closed environment but also across cities. In [6],
the authors propose a hybrid architecture for smart cities where technologies like
blockchain and software-defined networks are merged to enable a scalable platform.
The consensus mechanism used in their architecture is proof of work. The network is
composed of two categories, namely, the core network and the edge network. Other
proposed systems that integrates IoT and blockchain technology systems that can be
can be summarized in Table 1.

3 Challenges in Blockchain Technology and IoT Integration

Integration of IoT and Blockchain technology will enable the development of smart
systems that are user friendly, trusted, secure and reliable But as with any other
technologies, IoT and Blockchain integration have some challenges of which some
are discussed below. city, reducing the cost, provide better facilities that are reliable
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in various sectors such as health, transport, finance, etc. In the present world, we
observe that there is a significant growth in the field of IoT and wireless.

3.1 Storage Capacity

IoT devices when implemented in real-time can generate data in GBs per day.
Blockchain may not be able to handle the rate at which the data is generated as
it takes some time for a transaction to be verified by the nodes in the network. The
consensus mechanism used also contributes to this factor. So hence this will be one
of the challenges faced when integrating [oT and blockchain [7].

3.2 Security

One of the main issues of 10T is security. Although using blockchain can solve this
issue, but one thing to keep in mind is that the data in the blocks are the only reliable
data. There is a possibility that the data from IoT devices are not reliable or may be
corrupted, hence using blockchain will end up with a chain of blocks containing non-
reliable data or corrupted data which is not desirable. Hence this is another challenge
faced when integrating IoT and blockchain [7].

3.3 Processing Power

Systems using IoT consist of various devices connected to each other in a network.
These devices have different processing time and power. This means that the various
devices will run the same encryption algorithm at their own time and speed. This
might result in a case where the speed and time taken by any of the IoT devices for
running the encryption algorithm will not meet the required speed and time [8].

3.4 Legal Issues

As Blockchain aims to develop systems that are decentralized and not under the
control of any authority or third party, the manufacturers and the service providers
will have certain issues. This is one of the reasons many are not adopting blockchain in
their business and applications [7, 8]. Apart from the challenges mentioned, IoT and
blockchain technology have challenges on their own as well. Examples of issues in
IoT are mainly related to security such as jamming attacks, replay attacks, wormhole
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attack, sybil attacks, etc. On the other hand, example issues related to blockchain are
51% attack, nothing at stake problem, double spend attack and forks [4, 2].

4 Conclusion

Seeing the advancement in the field of 10T, it will not be long one will see the growth
of smart cities in the coming years. With smart devices and smart systems coming
up and also with the coming up of 5G wireless technology, it is evident that cities
will start adopting smart systems as they are fast and more efficient than traditional
systems. It is also seen that a lot of research is done on blockchain technology
and there are also some current applications of it such as cryptocurrencies(bitcoin,
nxt coin, ppcoin), smart contracts, hyperledger [2, 9]. With these two technologies
combined, smart systems can be made that are not only efficient but also secure,
reliable and trusted. In this paper, we have discussed about the Internet of Things,
blockchain technology, the existing system that integrates both the technologies and
finally the challenges faced when integrating both the technologies.
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An IoT and Machine Learning-Based m
Crop Prediction System for Precision oo
Agriculture

Saria Parween, Arunangshu Pal, Itu Snigdh, and Vinay Kumar

Abstract With the advancement of intelligent devices we stand among a plethora of
technologies, tools, state-of-the-art techniques, and proof of concepts for a number
of applications that essentially use a huge volume of data. Our precision agriculture
system aims towards low input, high accuracy with the help of machine learning and
the Internet of things towards sustainable agriculture. This article presents results
that show that the prediction of fertilizer with different classifiers can be calculated
accurately with corresponding heatmaps. We show that Naive Bayes is more accurate
as it depends on probabilistic features. Hence, this classifier can be used for better
crop prediction.

Keywords SVM - Naive bayes + Machine learning - IoT - Precision agriculture

1 Introduction

IoT is defined as a system that is built for bigger things rather than smartphones and
wireless devices, connected by communication infrastructure with a range of software
and work according to the sensed environment without human intervention. Such
applications find wide use in Climate Science, Neuroscience, Environmental Science,
Precision Agriculture, Epidemiology/Health care, Traffic Dynamics, Crime data, etc.
These applications need sensor networks to collect data for the necessary analysis and
prediction. IoT (Internet of Things) in smart agriculture refers to the use of cameras,
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sensors, and other devices wherein every action has been done corresponds to related
data. India’s start-up ecology is the 3rd largest technical ecology in the world with
60-65% start-ups where 70% of them are not more than 7 yrs old. These startups
focus on customers as well as agricultural and industrial areas [1] since the Industrial
sector contributes 31% of the Indian GDP while the agriculture sector contributing
around 16% of the Indian GDP.

Smart agriculture is a need of our modern world to grow more food with effective
use of the land. Based on this idea many countries have started the implementation of
smart agriculture. Researchers from different parts of the world have proposed and
published their ideas to solve the traditional farming challenges. Since there is a need
to evaluate and monitor industrial agricultural enterprises, as it is currently a high-tech
sector of the economy, precision agriculture finds its important place in the Internet
of things applications. Smart agriculture has been realized with diverse technolo-
gies, some of which are computationally constrained like wireless sensor networks
approach or computationally intensive like machine learning models. Internet of
Things is the technology that employs both sensors as well as for analytics for
implementing precision agriculture.

Current technologies provide common practices done at the farm level with the
help of geo-referencing or meteorological data. Some of them include electromag-
netic soil mapping, soil sample collection, and crop yield data collection. Others
focus on soil types, soil characteristics, drainage level, Arial imagery and crop and
soil index mapping [2, 3].

With the use of intelligent systems and without the requirement of regular human
intervention, monitoring the agricultural lands and products would create an efficient
system. Smart agriculture applications adapt to handle monitoring and decision-
making remotely through intelligent devices like sensors and actuators. The current
techniques for precision architecture are enumerated as follows:

1. Use of GPS

Access to position locating satellite enables the farmers to closely monitor their crops
against weeds, intruders and weather notifications enabling convenience. However,
these require expensive and bulky equipment to be installed in the fields wherein the
monitoring of devices becomes an overhead.

2. VRT(Variable Rate Technology)

This enables the variable application of input. It controls the number of inputs like
fertilizers, pesticides that farmers apply to a specific location. It allows the soil to
recover its lost nutrients, maintains soil fertility, prevents soil erosion. The cultivation
of different crops in a sequenced season is done in this type.

Moisture, temperature, pH and soil water are important aspects of plant growth.
As the demand for food increases day by day, we need to increase food production
with the efficient use of limited resources like freshwater. In this view, IoT can be a
game-changer because the [oT devices, especially the sensors, can constantly monitor
the different environmental conditions as well as the soil condition by continuously
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collecting data about them. With the help of these data, IoT can assist an automatic
system to control irrigation, pest control, etc. in a better direction to grow more and
quality food [4, 5].

2 Related Work

Wireless sensor-based smart agriculture use microcontrollers to monitor the soil
moisture with the help of ground- implanted sensors. The system sends the data from
sensor to the database server through the internet and also automatically notifies the
users if the moisture level reached a certain level. In [6], the author reviewed different
use of WSN technology used in the aeroponic method of cultivation. The aeroponic
system is a new and modern plant cultivation technique of agriculture, where plants
are cultivated under a completely controlled condition in a closed chamber by giving
a small amount of mist of nutrient solution in place of the soil. In a periodical basis,
the nutrient mist is ejected through atomization nozzles. They discussed that using
WSN we can easily detect and diagnosis the fault at an early stage without depending
upon the laboratory test. It is also mentioned that by using WSN remotely a farmer
can able to control the aeroponic system. Similarly, loT-based systems have been used
to overcome the constraints of bandwidth and power of sensor nodes, by designing
a state of the art for LoORaWAN [7], where sensor nodes are enabled with the feature
of low power consumption and long-range communication. They also proposed to
learn and adopt an algorithm to extend the operational lifetime of the sensor nodes as
well as the WSN. In this work, each sensor node has the capability to decide which
data must be sent to the fusion center, for that author proposed a two-step decision
algorithm.

Computational intelligence [8—10] is a powerful tool to develop an automated
decision-making system for precision agriculture. Many researchers have been shown
the advantages of neural networks in many applications like simultaneously handle
quality and quantitative information in agro studies, which can be effective for
handling nonlinear and linear responses. It has been accepted by researchers that Arti-
ficial Neural Networks (ANN) based model can be trained based on different physical
soil information to monitor and predict soil health. Some researchers predict the crop
product with the help of combining satellite image information, electrical conduc-
tivity value of soil particles, soil fertility, and elevation. However, their proposed
system was unable to forecast the spatial variation in the yield because the soil
fertility and soil conductivity properties are closely correlated to yield. Machine
learning is one of the most suitable methods for solving multi-valued statistical
problems and it can also work in unsupervised mode with the help of clustering
data. Non-linear-based algorithms have also been proposed by researchers for yield
prediction, but the results obtained are not very promising. Also, laboratory methods
are very time-consuming and expensive.

Ongoing progressions in Machine learning have furnished the science and engi-
neering community with an adaptable and quick forecast system, demonstrating a
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huge potential effect. Machine learning in agriculture is a set of well-defined models
that collects specific data and apply specific algorithms and steps for the achievement
of best-expected results. Machine learning provides more accurate and faster results
in analyzing cropping patterns, accurate detection and classification of cropping
patterns, and helps to understand the dynamics of the environment. Different algo-
rithms of ML are used to classify cropping patterns like Artificial Neural Networks
(ANN), Random forest, Support Vector Machines (SVM), Naive Bayes, and other
Bayesian algorithms. In ANN, data are passed through many different layers, all
consist of nodes from where the data is passed in a multistep process for pattern
recognition. Every node of each layer gets trained on different feature sets depending
on the output of the pre-layer. In random forest algorithm, which is a supervised clas-
sification algorithm, is used for quantitative analysis in cropping patterns. Contex-
tual information of crops is taken and from this approach, it proceeds in pattern
recognition of crops.

3 Proposed Work

Ideally, farmers are already aware of the weather patterns, soil temperature, humidity,
expected growth, and other factors. However, their decisions are purely based on
human experience and expertise which may sometimes be wrong. It has also been
observed that farmers rotate crops to improve diversity and monitor irrigation rates
so that salts do not accumulate. Other precision agriculture practices are applying
nutrients, water, seeds, and other agricultural inputs to grow more crops in a wide
range of soil environments. For this, a large number of field data is taken to analyze
the performance of crops in various temperatures, rainfall, sunlight hours. These
characteristics are correlated and finally, a probable model is built which decides
what crops will most likely contribute with following climate and soil factors. For
our prediction algorithm, we employ Naive Bayes and SVM algorithm approaches
for feature extraction and classification purposes. These machine learning techniques
are implemented and tested finally, and a comparative analysis is recorded for optimal
cropping. For the collection of the requisite data, we have used GIS datasets from
GIOVANNI websites.

3.1 Naive Bayes [11]

Application areas of naive Bayes in agriculture are crop classification, site-specific
crop management, cattle management, early crop yield estimation, disease detection
in leaves, weed detection and vegetation classification. These are probabilistic clas-
sifiers. A dynamic self-reliance assumption among different features is made. This
approach is to ascertain the particular crop of data transmitted by the sensor. Classi-
fiers can be trained in an effective manner in supervised learning which very efficient
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in complex real-world situations. A small amount of trained data is only required for
the estimation of parameters which is important for classification purposes.

3.2 Naive Bayes [11]

SVM is arisk minimization algorithm based on learning. It is an effective method for
agricultural data classification. SVMs can reduce redundant information and sensors
only collects data that further need to be classified on extracting the feature from
the collected data. It is a binary classifier that constructs a linear separating hyper
plane for the classification of instances of data. They have been used for clustering,
regression, and classification. SVMs are used for feature extraction, predicting yield
and also for estimating crop quality. We use the Kernel trick for transforming the
data and then extracting the desired features. Our algorithm outputs an optimal hyper
plane that categorizes new features. The original input data are mapped into dimen-
sional feature space to get a separated hyper plane, following which classification is
done with the help of N-dimensional hyper plane constructed. Experiments on real
agricultural datasets have been performed as depicted in Fig. 1 where post-extraction
to features of crops, naive Bayes algorithm predicts the probable crop.

Here naive Bayes [11] classifier is used, this method is for representing knowledge
and beliefs using probabilities. The main objective of using a naive Bayes is to
calculate the conditional probability of an object with a feature vector X1,X2, ...,
Xn and belongs to particular class Ci according to the relation P(Ci/X1,X2...Xn) =
{P(X1, X2, ... Xn/Ci). P(Ci)}/P (X1, X2, ... Xn);

Forl i< k (D

Probabilistic model Algorithm

1. Assume conditional probability (Pi) of a crop with n feature vectors
2. Assume N feature vectors where N = {X1, X2, X3, ... Xn} andn € N

DEIEHSEE  training . Naive bayes
: Feature extraction o
collection data classifier

rules
induction

Crops to be Recommendati
cultivated on system

Fig. 1 Block diagram for crop prediction
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3. Assume ‘i’ classes that each crop belongs from a set of classes {C1, C2, ...,
Cn}

4. The Naive Bayes classifier predicts Crop ‘X’ to belong to ‘C’ with a class
efficiency given by

P(C/X) = PX1/C) * P(X2/C) * ...*P(Xn/C) % P(C)

SVM (support vector machine is a classifier that is constructed for linear separating
hyperplane or a decision boundary to classify instances of data. The nature of the
hyperplane is that it should be equidistant from both the side negative and positive
sides of the decision boundary.

Step 1: Hyperplane can be expressed as

WO + WT = Xpositive = 1 (2a)
or

WO + WT s Xnegative = —1 (2b)

Step 2: Subtraction of eq. 2a and 2b gives
WT (Xpositive — Xnegative) = 2 3)

Step 3: On Normalizing this by vector W
W= > "mj=1Wj, (4)

Step 4: Compute result:

{WT(Xpositive — Xnegative)}/||W| = 2/[|W|| 5

The optimization function requires maximizing (2/ ||W||) with the constraint of
the given samples being extracted properly.

We assume’ X’ features wherein X = {soil type, rainfall, temperature, pH, sunlight,
class} are vectors. The ‘Class’ decides which type of crop is best to be grown with
the given vectors. There are ‘i’ classes given as (C = C1, C2,..., Ci). The Classes
that we have considered for our analysis are rice, wheat, cotton, oilseeds, sugarcane.
‘C’ is considered as the evidence of belonging to a class here, hence the probability
of evidence of a selected crop is ‘P(C)’. The vectors are the deciding factors on
which class will depend, and their probabilities are assumed as P(X), that is, prior
probability of evidence. Therefore, P(C/X) is called posterior i.e. occurrence of the
particular crop when the given vector is true. P(X/C) is called likelihood, that is,
probability of observing all the vectors with given parameters. Where
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P(C) = probability of evidence

P(X) = prior probability of evidence
P(C/X) = posterior

P(X/C) = likelihood

Our algorithm Posterior as

Posterior = {(Likelihood) * (Probability evidence) }/Prior Probability of evidence.

We have assumed the parameters of temperature in degree Celsius, rainfall in cm,
sunlight in hours as provided by the datasets. The data is first to split into train and test
phases and then by applying Naive Bayes as a classifier for prediction. The predic-
tion of the test data through applying the Naive Bayes classifier in our model gives
an accuracy of 96.00% and applying Support Vector Machine (rbf kernel) gives the
prediction with 76% accuracy. In this experiment, a confusion matrix has been used
for getting the result. Figure 2 depicts the visualization of the performance of algo-
rithms adopted. The X-axis represents the true label while the Y-axis is the predicted
label. This shows performance measurement for machine learning classification. The
number of correct and incorrect values of fertilizers to be applied to the soil for the
cultivation of crops as specified in the dataset tells about the predicted result and
incorrect values tell about errors faced during prediction.

From Fig. 2 we can see that the naive Bayes heat map has a value 7 with dark color
which shows this has a more accurate result than SVM as SVM has value 5 which is
dark in color and value O show that these points are far away from prediction point.
Thus, we can infer that Naive Bayes is better in classifying the dataset than SVM. As
Naive Bayes gets more accuracy and this classifier depends on probabilistic features
so this classifier can be used for better crop prediction, and farmers can use this in
the agricultural field for their crop prediction system to get better productivity.

Confusion matrix Confusion matrix
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Fig. 2 a heatmap of SVM, b heatmap of Naive Bayes
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4 Conclusion

Precision agriculture or site-specific agriculture adopts many modern farming prac-
tices to increase the productivity of the available land. With smart agriculture, the
misapplication of products is greatly reduced with an improvement in crop and farm
efficiency. With our proposed algorithm, the prediction of crops that would effec-
tively grow in the given set of soil characteristics and minerals has been presented.
Results show that the prediction of fertilizer with different classifiers calculating
accuracy and heatmap. These results can be used to estimate the amount of fertilizer
or minerals that can be provided to the soil for the desired crop which is the future
extension of our work.
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A Smart Feature Reduction Approach m
to Detect Botnet Attack in IoT e

Rup Kumar Deka, Kausthav Pratim Kalita, Dhruba Kumar Bhattacharyya,
and Debojit Boro

Abstract To classify sensor data correctly and quickly has a very sound impact on
areas such as performance monitoring, user behavior analysis, and user accounting
and intrusion detection in IoT (Internet of things). This work is an approach to
reorganize the features in a dataset of 114 features depending on the relevancy and
non-redundancy of an attribute or feature. Thus having a minimal set of 30 features
can create a linear SVM classifier model to detect TCP attack in IoT botnet attack
traffic.

Keywords Feature selection - IoT - Botnet - TCP - SVM

1 Introduction

The network traffic generated or collected by sensors of IoT devices can be volu-
minous and in few minutes it can accumulate and that is why it becomes difficult
to monitor and analyze the attack traffic to detect the abnormality. Researchers face
a lot of challenges while gathering appropriate information from large samples of
data having lots of attributes/features for classification [1], [2], [3]. We aim for the
reduction of attributes from data samples collected by [oT sensors based on relevancy
and non-redundancy of an attribute or feature without degrading the classification
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accuracy. Mirai and BASHLITE were used in the DDoS attack on 20 September
2016 on the Krebs on Security site! which reached 620 Gbit/s [4] and Ars Technica®
said a 1 Thit/s attack on French web host [5]. It is a very big concern and important
aspect to deal with such amount of attack.

2 Background Study

An optimal subset of features can be obtained by ranking or evaluating the features
to achieve high classification accuracy [6]. Correlation and dispersion measures can
provide the relevancy and non-redundancy of a feature with respect to a class. Bravi
etal. [7] calculate scores of features and associated with them to assess their relevance.
According to Morn-Fernndez et al. [8] feature selection methods can be centralized
or distributed. Aljawarneh et al. [9] used the voting algorithm with Information Gain
to select the important features to increase the classification accuracy. Moustafa et al.
[10] applied AdaBoost ensemble learning using three machine learning techniques,
that is, decision tree, Naive Bayes (NB), and artificial neural network, to evaluate
the effect of features and detect malicious events.

2.1 Motivation

To select a feature, which is going to be included in the classification process, must
be evaluated and it is necessary to see how many features can be included to be
an effective classification. Having a reduced set of features can provide necessary
arrangements to detect abnormality in 10T in less time.

3 Problem Statement and Framework

3.1 Problem Statement

To reorganize features of a dataset in decreasing order of relevancy and non-
redundancy, so that a minimized set of features provide the same accuracy as the
whole.

Uhttps://arstechnica.com/, accessed on 21 November 2019.
Zhitps://arstechnica.com/, accessed on 21 November 2019.
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3.2 Framework

In Fig. 1., the framework to reduce the number of features in an iterative way. Three
primary steps are included.

1. Reorganizing the attributes of the dataset as per relevancy and non-redundancy
by calculating three measures:

e Correlation measure can provide dependency of an attribute on all other
attributes. An attribute can be selected for the classification having a higher
value of correlation coefficient for a given class. We have used the Pearson
Correlation coefficient (p) to measure the dependency of the attributes, x and

y.

Dispersion
Coefficient

Reorganize Dataset

Information Entropy

) Calculate
Dataset for Train - Relevancy and

MNon-Redundancy
of Features

/

Correlation Linear SVM Classification

Coefficient
Train ] [ Test ]

Feature Reduction

Dataset for Test

Is SVM
Converged

Accuracy

Fig. 1 Proposed framework for feature reduction
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e Dispersion value of data samples for a given attribute allows us to quantify
whether a set of observed samples of an attribute or feature are more dispersed or
less dispersed (we can say, clustered) for a given class. If the value of dispersion
is higher than the spread will be bigger. This idea can be inherited to provide
preference to those attributes, which are more appropriate in terms of relevancy
and non-redundancy. The dispersion value (g) of a feature is given by:

variance o2

mean W

e If an attribute x produces a low-probability value, the event carries more infor-
mation than other attributes with a high-probability value. Information entropy
value (r) of a given feature is given by:

r=— Z prob(x)log(prob(x)) 3)

2. Train and test on the dataset using Linear SVM. Accuracy values are stored.
3. After reducing the number of features in every step, if SVM doesn’t converge
we stop the procedure.

4 Experiment and Results

4.1 Dataset Description

We have collected real traffic data, gathered from 9 commercial IoT devices authen-
tically infected by Mirai and BASHLITE [11, 12] from the UCI repository>. There
are 10 different types of attacks carried by these two botnets. This dataset can be
used for multi-class classification. In our experiment, we selected normal traffic and
TCP type of attack only. For the experiment, we have used 60% of the traffic to be
trained and the rest for the test out of 149,931 samples.

3https://archive.ics.uci.edu/ml/index.php, accessed on 21 November 2019.
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4.2 Experimental Set-up

Experiments are performed on a workstation with a 2.10 GHz processor, 4 GB RAM
and a 64bit-Windows 10 operating system. We use MATLAB R2015a 64 bit edition
for our experiments.

4.3 Support Vector Machine(SVM) Classifier

Basically, training and testing stages are there in SVM Classifier. For learning
purpose, training data samples are selected or updated and thus the learning algorithm
constructs the hyper plane using those data samples in the training stage.

The model created by the training phase is applied on data samples for
classification during the testing phase.

4.4 Results and Discussion

Table 1 and Fig. 2 show the experimental results. It can be seen that, by decreasing
the total number of features from 114 to 30, the accuracy does not deteriorate. Thus,
we can say that by having those 30 features only we can achieve the same level of
accuracy. Also, it claims that those 30 features are more relevant and non-redundant
with respect to their classes for the classification.

Table 1 Accuracy vs. Decreasing number of features

S1. No. Number of features included in Linear SVM Classification Accuracy
classification (fivefold Verification)

1 114 99.4

2 110 99.2

3 100 99.3

4 90 99.5

5 80 99.4

6 70 99.2

7 60 99.1

8 50 99.2

9 40 99.5

10 30 99.4

11 20 SVM not converging
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Fig. 2 Accuracy versus Decreasing number of features

4.5 Comparisons

In the field of data mining we can see a lot of works has been done till now to reduce
the features or to select an appropriate feature or to extract necessary features for
the classification process. But, to detect botnet attacks in IoT, there are few works in
recent years. We have compared our work with [13], [14] and [15] to point out the
significant differences, as shown in Table 2.

Table 2 Comparison with Few Existing Approaches

Author (s) Year Approach Dataset (s) Results
Aksu et al. [13] 2018 | Fisher Score CICIDS2017 Achieved 99%
Algorithm accuracy on 2,972
samples having 80
features reduced to
30
Kumar and Bhama | 2019 | Adaptive Filter using | Self-generated | Achieved
[14] Neural Network Attack Traffic 99.69% Accuracy on
50,000 test request
Habib et al. [15] 2020 | Particle Swarm UCI repository | The minimum
Optimization [16] Classification error is
0.11%
Our Work 2020 | Feature Ranking UCI repository | Achieved 99.5%

using correlation
dispersion and
information entropy

accuracy on 149,391
samples

having 114 features
reduced to 30
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5 Conclusion

At last, we conclude that by minimizing the number of features for classification
to detect TCP attack from the IoT Botnet dataset having 114 features can provide
the same result. A feature or attribute is relevant or not and redundant or not can be
measured by using the correlation coefficient, dispersion coefficient and information
entropy, as shown in our approach. Thus, a reduced set of features with high relevancy
and non- redundancy can be effective in the classification of normal and attack traffic.

The dataset contains other types of attacks also. In future, we have to see how this
procedure behaves with other types of attack.
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An Approach to Handle Heterogeneous )
Healthcare IoT Data Using Deep L
Convolutional Neural Network

Kishore Medhi, Md. Arifuzzaman Mondal, and Md. Iftekhar Hussain

Abstract Internet of Things (IoT) is going to be the next big technological revo-
lution of mankind by connecting everything on the earth via the Internet. Mobile
healthcare or remote healthcare is an important application of IoT, which provides
a new platform to people for getting benefit regarding healthcare-related problems.
In these applications, various sensing devices connect with the patient’s body and
generate an enormous amount of heterogeneous data over time. Due to the variety
of data, extraction of knowledge from these data is not straight forward just like the
conventional data mining process. In this research, we have proposed a Deep Convo-
Iution Neural Network (DCNN)-based classification method for performing data
mining over heterogeneous data by taking an unstructured sensor dataset from the
arrhythmia database of physionet. In the proposed method, the CNN feature extrac-
tion layer converts the ECG signals into numeric form by calculating its features
without any human intervention. Similarly, categorical data are converted based on
their respective categories. Finally, all the converted data together were added to the
CNN classification part and arrhythmia disease is predicted with an accuracy of more
than 98%. The simulation result shows that our proposed CNN-based architecture
outperforms other handcrafted feature extraction techniques in terms of accuracy,
sensitivity, and specificity.
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1 Introduction

The main motivation of the IoT concept is to join all the physical objects of the earth
with the Internet to make it smart [1]. IoT devices capture data from various types of
sources, which makes the data heterogeneous. The design and development of smart
healthcare is an important and active research area of IoT. Among all the healthcare
issues, arrhythmia is one of the most important, due to which a huge number of people
died every year. Therefore, a proper and efficient remote heart monitoring system is
an essential application that needs to be developed. In this application, various sensors
are attached to the human body to collect different types of information. During the
development of this project, different researchers face different problems, among
them handling of heterogeneous data is an important issue. It is not easy to capture
the hidden information from these heterogeneous arrhythmia data using the conven-
tional KDD system available today. The various authors try to identify heart diseases
differently. Detail comparison of various techniques used to perform data mining
over arrhythmia data has illustrated in Table 1. Park et al. [10] detected heart-beat
from the ECG signal with 94% accuracy using the RR interval as a feature and SVM
classification algorithm. Similarly, Dallali et al. used FCM and NN classification
over-extracted RR interval data from the ECG signal to classify arrhythmia disease.
They have successfully classified arrhythmia with 90% accuracy [6]. R peak and RR

Table 1 Comparison of Method

. . Features Data Mining | Result
various heart disease :
. . . Algorithm

classification methods using

ECG signal (SVM-RR) RR interval SVM 94%
(2008) [10] accuracy
(FCM-RR) RR interval FCM, ANN | 90%
(2011) [6] accuracy
(ANN-R, RR) |R peak, RR ANN 97.7%
(2011) [3] interval accuracy
(ANN-QRS) QRS complex | MLP 98%
(2007) [9] accuracy
(MLPNN-R) | RRinterval and | MLPNN 97%
(2014) [7] R peak accuracy
(ANN-R) Wavelet ANN 94%
(2015) [12] transform and R accuracy

peak

(SVM, QRS complex | SVM, KNN 98%
KNN-QRS) accuracy
(2016) [8]
(SVM-RR) RR interval SVM 98%
(2017) [4] accuracy
(SVM-RR) RR interval SVM 94%
(2018) [13] accuracy
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intervals were used by Ayub et al. [3] to classify ECG signals for detecting abnormal-
ities. During the experiment, they have detected the ECG signal correctly with 97%
accuracy. Ghongade et al. [9] analyses various feature extraction technique of ECG
signal. During the research, they have used NN as a classifier and they found that DFT,
DWT, and DCT techniques are more suitable for real-time diagnostic systems. In
[7], temporal feature, wavelet transform & s-transform feature extraction techniques
are compared with MLP using five different ECG beat. Similarly, Thomas et al. [12],
Elhaj et al. [8], Chen et al. [4] & Venkatesan et al. [13] Identify ECG signal using RR
interval and neural networks and they successfully identify with more than 94% accu-
racy. In all the above research experiments, researchers have tried to identify heart
diseases or arrhythmia of a person from the ECG signal characteristics only. But, in
real life along with ECG features, age, and gender of a person are also considered
to identify heart diseases accurately [5, 11], which are not considered in the above-
mentioned methods. Therefore, the main innovative elements of this research were,
the use of ECG signal, age, and gender together as an input to predict heart diseases,
which is not done by any existing methods. Moreover, from the literature review, it is
clear that all the existing methods used handcrafted feature extraction techniques and
then applied the data mining algorithms. But our proposed CNN method, extracts the
features and performs classification simultaneously without any human intervention.
The rest of the paper is organized as follows. Section 2 provides the details about
the materials and the proposed method used to carry out our experiment. Finally, the
result analysis and conclusion of the experiment is explained in Sect. 3.

2 Materials & Methods to Handle Heterogeneous Data

2.1 Materials

In this research experiment, to carry out our execution we have taken a heterogeneous
arrhythmia dataset from the MIT-BHI arrhythmia database of PhysioNet [2].

It consists of 565 records where each record contains three different parameters
of a patient such as age in numeric form, gender in categorical form and respective
ECG signal of the patient. The recorded data were from 367 male and 198 female
heart patients. In the above dataset, all the patients were in the age range from 1 to
89 and containing six different heart disease classes including normal sinus rhythm
(NSR), pulmonary ventricular contractions (PVC), sinus tachycardia (ST), sinus
bradycardia (SB), atrial fibrillation (AF), and atrial flutter (AFL). All the 10-second
(3600 samples) fragments of the ECG signal were captured at a sampling frequency
of 360 Hz [2].
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2.2 Proposed Method

An overview of the developed multilayer CNN architecture is shown in Fig. 1. The
architecture is divided into three main sections namely, input, feature extraction, and
classification section. All the different sections are briefly discussed below.

1. Input Section: As shown in Fig. 1, the age, 1-D raw ECG signal, and gender of
a patient are given as an input to the multi-layer CNN architecture to identify
the presence of an arrhythmia.

2. Feature Extraction: The developed feature extraction architecture consists of
3 convolutional layers and each layer follows the ReLLU activation function and

Beural Network
1 T

b
Nem Arhythmia

Fig. 1 Developed MLCNN Architecture
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max-pooling layer. In the first layer, the 1-D convolution is performed with
128 filters with filter size 1 x 9. The convolution output is normalized and
reduced by using the ReL.U activation function and pooling layer of size 1 x 4,
respectively. These processes are repeated in the successive two layers with 100
and 64 convolution filters. Finally, to solve the heterogeneity problem we have
passed the other two inputs such as age and gender along with the extracted
feature of the ECG signal to the classification section. To reduce the overfitting
of the model we have set the dropout value is 0.2 and collected only the important
five different features from the signal.

3. Classification: The features that were extracted by the feature extraction layers
act as input to the classification layer. As shown in Fig. 1, to perform classifica-
tion we have used NN (Neural Network). In the developed NN, the input layer
consists of 7 neurons, where five features come from the ECG signal, and

two from the age and gender of the patients. There are two hidden layers and
each contains 50 and 20 numbers of neurons, respectively. Based on our experi-
ment requirement, we have set two neurons in the output layer. Where one neuron
represents disease present and another neuron represents no disease.

3 Result Analysis and Conclusion

In this research, all the experiments were done in the Matlab environment. Here,
we have tried to solve the heterogeneity issue by using multi-layer CNN, without
converting all data in the beginning. To compare our results, we have implemented
all the state-of-the-art methods using our dataset. As shown in Fig. 3, the best results
of different state-of-the-art methods were compared with our proposed method by
taking accuracy as the performance evaluation parameter. From the result, it is clear
that our proposed CNN-based method predicts arrhythmia diseases more accurately
compared to other existing methods with an accuracy of 98.4%. After predicting
the arrhythmia, we have also identified the type of heart disease that the patient was
suffering, and all the experimented results were shown in Fig. 2. From Fig. 2, it
is clear that our proposed CNN based method can classify Normal Sinus Rhythm
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Fig. 3 Comparison of the
proposed method with
state-of-the-art methods
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(NSR) and Sinus Bradycardia (SB) ECG signal with 100% accuracy, similarly, it
can classify premature ventricular contractions (PVC), atrial fibrillation (AF), atrial
flutter (AFL) and sinus tachycardia (ST) ECG signal with 96%, 94%, 98%, and 97%
accuracy respectively.

Therefore we can conclude that the heterogeneity issue can be solved easily by
using the CNN technique without any prior conversion into a common format. In this
research, we have used CNN technique to solve the heterogeneous data issue taking
healthcare as an IoT application, but in the future, we will try to use different ANN
and deep learning modules, such as RNN, VGG Net, etc., to improve our detection
accuracy.
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Designing of NimbleArm—A Low-Cost, )
Semi-autonomous Interactive Robotic e
Arm

Abhishek Sarkar and Gypsy Nandi

Abstract Over the millennium that has passed since the dawn of robotics, man has
always dreamt of creating robots that could support him, ease his problem and make
a better world. In these recent years, every iterative attempt has been made to create
better and robust robots which are not only smart but can also make “dangerous and
tedious tasks easier”. This paper presents one such robotic system, the NimbleArm
that can be implemented for picking and placing familiar as well as unfamiliar objects
in industrial warehouses, factories and assembly lines. The system comprises six
degrees of freedom robotic arm allowing it for wide flexibility and an autonomous
platform thus allowing it to locomote from one place to another. Additionally, it is
equipped with computer vision as well as an Artificial Intelligence-based framework.

Keywords Robotic arm - Degree of freedom - Inertial measurement unit (IMU) *
Artificial intelligence

1 Introduction

Robotics is a world of “Dreams and Dreamers.” The term robot has its origin from
the Czech word robota, which when translated means “forced labor.” This describes
the majority of robots fairly well. Most of the twenty-first century robots in the world
are designed to be able to mimic human beings in the uncanniest ways, for which
today we have individual robots that can match and even exceed human capabilities
at specific tasks, like heavy, repetitive manufacturing work or defusing explosives.
Just as the human body is composed of numerous subsystems which are governed
by an inherent structure, so are the robots the product of a tenuous design that piece
together to form a complete structure capable to perform its task that is desired
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nothing more and nothing less. In the twenty-first century, the most popular robot
that we often come across is the robotic arm. They have been used in the industrial
sector for about more than a decade now. They are versatile and well suited for the
heavy and repetitive tasks that are carried out in industries and factories. A robotic
arm is an example of an articulated body.

The functionalities of the articulated body depend on its degrees of freedom
(DOF), which can be defined as a specific mode in which a machine can perform
for example a chalk duster has only one degree of freedom since it can be used
in only one way to clean the chalk board. NimbleArm similarly has 6 DOF which
means that it can perform a wider variety of tasks since it can access intricate places
easily. The axis for each DOF can be stated as: Axis 1—Yaw, Axis 2—Pitch 1, Axis
3—Pitch2, Axis 4—Rolll, Axis 5—Pitch3 and Axis 6—Roll2. As shown in Fig. 1.,
let us consider a generic 4 DOF robotic arm. The arm is made up of four joints and
three links. Each link depicts the structure of a human arm i.e. Link 0—Shoulder,
Link 1—Flbow and Link 2—Wrist. At each joint, there is a motor connected to
it such that it allows rotating parallel or in perpendicular to its axis. These motors
are controlled by a computer thus acting harmoniously with one another in order to
perform the task that it is assigned. The movement all together however relies on a
set of functions that deals with kinematics.

The platform section of the NimbleArm consists of a 4 WD drive system that
comprises powerful Johnson Motors with 60 RPM each and stalls torque of 20 kg.
The system also consists of a Mastcam which allows it to have a better vision. The
first prototype is limited to fix the positioning of the camera. Additionally, the system
also contains inertial measurement units (IMUs) for each of the pitch axis of the
arm. These IMUs feed the arm with necessary data regarding each of the assigned
axes, allowing it to function autonomously. In the case of manual operation, the

Fig. 1 DOF Robotic Arm Joint 3

Joint 4

Joint 2
End
Effector
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operator can easily control the system within a range of 800 meters. While being
autonomous, the system can connect it to a nearby radio port and transmit as well
as receive data through the radio network. These networks can be upgraded using
radio trans-receivers with each port having a range of 1.5 km to 5 km or even more
depending on the antenna power output. The overall design of the system is a crucial
factor since using smart mechanical design along with object detection and Artificial
Intelligence (AI) comes with a wide variety of choices as well as challenges to meet
up, but we came up with the challenges and finally managed to develop a robust
system.

The rest of the paper is designed as follows. Section 2 discusses the related work
that has been accomplished in the domain of robotics, computer vision and machine
learning. The related work has been summarized in chronological order in order
to have a better understanding of the developments that have been carried out in
the above-mentioned fields. In Sect. 3, we discuss the technical specification of
the system of NimbleArm where we emphasized each of the units of the whole
NimbleArm. Section 4 concludes the paper and also discusses the scope of further
developing and modifying the robotic arm in order to have more functionalities which
a keen objective on well-structured economic feasibility for large-scale production.

2 Related Work

Some of the related works that involved both the domains of robotics and computer
vision are discussed in this section. As mentioned by authors in [1], cloud infrastruc-
ture is provided which acts as a learning and storing base for the system discussed
allowing a vast array of data to be fed into a system under minimal efforts when iter-
atively accomplished. As mentioned by authors in [2], the system proposed by them
is divided into two parts—the recognition and the reconstruction section. The rest
of the objectives include pre-processing followed by feature extraction along with
classification and localization. For training the database the authors used images of
different objects collected from different angles with a total of 153 images for the test
database having an all-black background. For feature extraction and object detection,
the acquired images are resized and converted to grayscale which is further exposed
to sobel filter and the missing or overflowing pixels are removed through dilation and
erosion. In total, about 11 features are extracted for each object using MATLAB. The
extracted features were classified using ANN and MLP which are a feedforward type
of neural network and it examines the object co-ordinates from the given datasets to
determine its location and generate the forward kinematic equations.

With the onset of AI’s new capabilities for computers like active learning and
crowdsourcing, the trend is upcoming, reliable and promising and has paved the way
to efficiently build training sets for object recognition as mentioned by authors in
[3], where techniques are tested in artificially controlled settings. Here, an approach
is presented using the active learning method, in which the object detectors of the
system autonomously refine its models by actively crowdsourcing from the Web. It
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demonstrates an approach in which several experiments of unprecedented scale and
autonomy are conducted. This reveals that the effort successfully improves the state-
of-the-art for the most challenging objects when is tested in the PASCAL benchmark.
In addition, their detector competes well with popular nonlinear classifiers. The goal
is to enable online active crowd-sourced object detector training. Given the name of
a class of interest, the system produces a detector to localize novel instances using
automatically obtained images and annotations. To make this feasible, the authors
first proposed a part-based linear SVM detector, and then showed how to identify
its uncertain examples efficiently using a hashing scheme. In [4], we come across a
system named You Only Look Once (YOLO) which a single convolutional network
that can simultaneously predict multiple bounding boxes and class probabilities for
those boxes. YOLO is trained on full images which directly optimizes its detection
performance. It is extremely fast running at 45 fps at the base network. Such systems
can utilize localization algorithms along with proper feature extraction algorithms
for better performance. As in [5], the implemented system can be given a search
region where the technique returns a bounded box in which the object of interest
is present. When such a system is implemented for a robotic arm, the capabilities
and the quality of the arm can be vastly increased to deploy multiple tasks in the
industries such as a PCB milling machine or an automated welding machine.

Since the past few decades with the birth of Al and machine learning several efforts
have been made to utilize these areas in various fields and one such prominent field
is robotics. Now the systems discussed using computer vision can further be more
enhanced if they are provided with deep learning and implementing neural networks
as they provide a large database from which better classification can be done allowing
more optimal performance. In [6], we come across such a system that is trained with
a large database that helps the systems to cope up with a wider variety of solutions.
One such system is designed to build a robotic arm that can be used as assistive
platforms to help the elderly people with their day to day activities but in order
to do that, we need to have a proper understanding of head-pose which has been
clearly discussed in [7] and deep tracking using RNN and CNN that provides the
system to predict several future possibilities from a single action. As discussed in
[8, 9] some unique features like text recognition along with text rectification have
been developed which allows the robotic arm to make out meaningful data from
text without the hassle of the position from which it captures. Efforts have been
made in [10] to develop a better face recognition algorithm using Facial Recognition
Technology (FERET) that is implemented in order to make robotic arms deployable
in new sectors. Table 1 depicts a comparison of NimbleArm along with similarly
developed commercial systems.

Computer vision-based robots are not only restricted to industrial sectors, it can
also be used in various other sectors such as agriculture as discussed in [11] where
HSV space along with extreme learning machine algorithms have been implemented.
In [12] efforts have been made in order to implement two robotic arms that work
together synchronously using neural networks]. In [13] the authors proposed a virtual
robotic arm and a Lab view instrument [3D—Picture Control] to control the arm
by translating hand gesture movements using a leap motion sensor to capture the
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’I.‘ab.le 1 Me}rket Study on System Name | Seller Price (INR) | Websites
similar existing systems (Accessed on)
DOBOT M1 Amazon 83,930 6th August
2019
DOBOT Amazon 1,04,930 6th August
MAGICIAN 2019
MAKER Kickstarter 1,53,930 7th August
ARM 2019
NIRYO ONE | Niryo 1,50,500 7th August
2019

gestures. The leap motion sensor operates in two leap functions—Open Connection
and Rea one swipe Direction. The subsequent stage of operations is related to forward
and inverse kinematics in order to relate the movement of the arm with respect
to gesture movements of the hand. Such systems are beneficial for people with
disabilities and also serve as virtual training platform before working on an actual
arm. A market study was done in order to get an insight into the value for similar
robotic systems.

3 System Overview of NimbleArm

Building NimbleArm was a very adventurous task. The prototype designs were made
and tested, and then redesigned, again and again, to remove imperfections, until we
got the exact result we needed. Figure 2 shows the block diagram of the system. Here
we can see that the whole system runs on an Arduino Mega 2560 and a Raspberry
Pi Model 3B+. Both are connected to each other via UART communication.

The system uses a relay-based motor driver to run 4 60 RPM motors and also
houses a 6 axis arm (NimbleArm). We will further discuss each of the sub-systems
in the following sections. The end-effector currently attached to the NimbleArm is a
two-finger gripper. However, suction grippers are also compatible with the arm. We
used aluminum as well as PVC (Polyvinyl Chloride) pipe for designing the arm along
with wood. The motors that are currently used are standard MG995 Servo motors,
both 180 and 360 motors.

3.1 Inertial Measurement Unit (IMU)

IMUs are Inertial Measurement sensors based on MEMs, which collect the rota-
tional and acceleration data of an object along an axis. The IMUs which we
currently deployed for NimbleArm are MPU-6050. It has 3 axis gyroscope and 3
axis accelerometer. It has a 16-bit ADC integrated inside. In total there are 3 IMUs
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v Arduino Mega
2560

Fig. 2 NimbleArm Block Diagram

on the arm along 3 axes. We placed the IMUs along axis 2, axis 3 and axis 5, that
is, along the pitch axes because any movement in the rest of the axis will alert the
respective pitch axes, the last axis is software-driven directly for better clarity in
end-effector control. The IMUs are 12C devices so we used an I12C multiplexer/de-
multiplexer 4051 to de-multiplex the data from each of the IMUs. The IMUs can
transmit data from address 0 x 68 since we had multiple IMUs we separated the SCL
and SDA lines such that when we enter the first address of both the de-multiplexers we
get the data from the first IMU and so on. The latency between each of the reading
is 5 mille-seconds; it can be altered based on the user since it is software-driven.
While reading the data from each of the IMUs, we kept 3 LEDs which will give a
visual feedback regarding the current IMU from which the data is being read. The
data is transferred back to the Arduino Mega 2560, which further transmits it to the
Raspberry Pi via UART communication. The Pi records the data and uses it while it
is in autonomous mode, which is important in order to cross validate the data that it
is acquiring through computer vision.
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3.2 Transmitter

NimbleArm can be operated in manual mode also. In this mode, the whole system
including the platform can be controlled via a transmitter. The remote we designed
for the system is a 12 channel [8 Analog and 4 digital] 2.4 Ghz radio transmitter with
full-duplex capacity. The radio is a 3.3 V NRF2401L PA+SMA. The transmitter uses
a 28 li-Ion battery with a standby time of up to 2 h. There is also an Led which acts
as an indicator, once the transmitter connects with the receiver.

3.3 Power Systems

The whole system uses one 12 V lead-acid battery, two 3S li-ion batteries and two
2S li-ion cells. The power distribution is further divided into 5 V, 12 V and 3.3 V for
feeding all the components.

3.4 Image Processing (Experimental Setup)

The system uses a SMP Omni Vision OV5647 which is popularly known as the Pi
Camera V1, it is a CMOS-based camera with low power consumption and capacity
to directly feed digital data to the Raspberry Pi 3B+. For the Computer Vision, we use
Tensorflow Lite along with OpenCV. OpenCYV is not needed to run Tensorflow Lite
however it is necessary in order to grab the images and generate the detected results.
We used SSDLite—Mobilenet-V2 model to train the system. The model is based on
the MSCOCO dataset that is provided by Google. It can detect up to 80 common
objects. The detection model implements real-time detection by making predictions
in a grid. The grids are responsible for detecting the object in the image and NMS
(Non-Maximum Suppression) in post-processing. The SSDLite-Mobile net V2 is a
CNN-based model which implements a novel knows as bottleneck residual block
(BRB). The Camera takes individual snapshots every 5 mille-sec and performs a
series of operations over them.

e Image Filtering in Spatial Domain—The image is then filtered for modifying
and enhancing it. In order to do it several less satisfying features are excluded over
more important features. The image is enhanced using smoothing, sharpening and
enhancement techniques.

e Convolution—It involves using a convolution technique in which each pixel in
the feature region is a weighted sum of the neighborhood input pixels.

¢ Binarization—Itinvolves converting the convoluted images into the binary image
to exclusively distinguish the recognizable objects and their distance

e Thresholding—In this step, the image provided by the camera is converted to
three images for the RGB. These images are then converted to other color space
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HSYV and processed. A cut-off threshold can be set to reject any non-equivalent
image.

e Localization—In this stage, the processed data from HSV is used and to detect the
location and size of the pertained objects that are already present in its database.
Onceitdetects it extracts features from the data and compares them to the database.

3.5 Control Flow of the System

Figure 3 shows the overall control diagram of the NimbleArm. The system operates
in two modes which can be toggled depending on the switch signal the system boots
up. If the switch is toggle OFF, then it will boot into a manual mode which will be
controlled using a transmitter.

If the switch is toggled ON, the system boots up in autonomous mode in this
mode the system implements the image processing algorithms discussed above along
with a neural network and the data that is generated in order to detect and identify
objects and grab them or drop them. The grabbing and dropping part is still under
experimentation because of the limited computing power of the P1, it can be improved
using an accelerator like CORAL which is and ASIC based chip to improve the
performance.

3.6 Test Cases

The robustness of the arm was tested based on few criteria that could provide feed-
back on the specification of the system. Table 2 shows the test cases for measuring
robustness.

4 Conclusion

In this paper, we discussed about how the journey of developing NimbleArm using
open-source hardware and about the calibration work to fully match the desired
functions of the whole system The overall design of the arm can be innovated more
with the addition of stepper motors in some specific axis. There is scope for adding
more functionality like GPS and building a more robust neural network. The overall
effective working area can be increased from (1 km to 5 km) by using LORA instead
or 2.4 Ghz radiofrequency. The camera can be deployed with pan/tilt motion in order
to get a wider angle of view. The deployment of Image Recognition for autonomous
movement of the arm was experimental the results generated gave us insight on
the improvements that can be made which includes adding accelerator hardware,
improving the graph segmentation and image morphology. The data set running for
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Fig. 3 Control flow diagram
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Table 2 Test Cases

Test Case# | Test Case Test Data Expected Actual Result Remarks
Description Result
1 Maximum The LED on the | The LED The LED started | Pass
operational area | receiver would | should glow as | to faint after 779
of the system be ON if the soon as the meters from
system is within | transmitter is Receiver and
800 mtrs from | ON went OFF after
transmitter 812 meters
2 Maximum The maximum | The arm should | The arm was Pass
Reach of the arm | reach of the arm | be able to cover | able to cover
is 300 mm all the points 97% points
within 300 mm | falling within a
radius radius of
300 mm
3 Maximum The maximum | The system The system was | Pass
payload capacity | payload should be able | able to move
of the system capacity of the | to locomote without the
system is 15 kg | with payload motors stalling
less than 15 kg |up to 14.5 kg
4 Power The overall The system The actual Pass
Consumption of | power should draw power draw is
the system consumption of | near about 137 Watts
the system is power
144 Watts equivalent to
144 Watts

object recognition is based on the MSCOCO dataset from Google, it can be improved
by training on a custom dataset. Currently, the detection is running at a low FPS
around 16 which is not enough, the arm is able to move to a grabbing position but
with some latency. All in all, it’s a favorable result since it was an experimental setup.
However, this system can be developed indigenously since the whole system can be
developed under 50,000 INR (Indian currency). Thus this robotic design provides a
one-step ahead in the contribution of robotic design for automation of factories and
industries which is one of the requirements for the smart city concept.
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Abstract This paper focuses on a technical solution to a specific modern problem
which is food wastage; which if not handled efficiently, may further lead to a plethora
of socio-economic issues. This paper deals with the designing of a Smart Refrigerator,
using the Internet of Things (IoT), that will help in the successful monitoring of food
items kept inside the refrigerator. It defines the working of the Smart Refrigerator,
which is equipped to determine by itself when a food item needs to be replenished
and also the kind of food items stored inside the refrigerator. The system is built with
Raspberry Pi, in addition to the camera(s), which are hooked up to the Raspberry Pi
board, for capturing the images of the various food items. The proposed system design
will also be smart enough to interact with the user through an Android application
to notify the current status and quantity of food items stored inside the refrigerator.
With this smart device, the user will be easily prompted about the food items that are
less in quantity inside the refrigerator, which can help the user to refill the necessary
food items as soon as possible.
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1 Introduction

Health is a primary matter of concern. Food that we eat at home is mostly kept in
the fridge. When we shop for groceries, we do not know exactly what is there in the
refrigerator or the exact quantity of a particular food item. This problem exists for all
people who use refrigerators. If we do not know exactly what is there in the fridge,
we will not be able to buy the proper quantity or the essential items of groceries or
other edibles. The refrigerators that we use in our daily life are not smart enough to
understand our needs and convey the same to us. Their only role is to keep the food
fresh and healthy. However, with the upcoming advanced generation, with digital
technology, every device is getting smarter day by day. A device like a refrigerator
can also be a smart device that makes the user’s life easier by prompting about the
items the user likes more and informing him for necessary procurement if they are
missing.

Smart Refri: Smart Refrigerator for tracking human usage and prompting based
on behavioral consumption.

The objectives of Smart Refri are as follows:

e To recognize the food items kept in the fridge.

e To observe the pattern followed by the user while taking out and storing food
items in the refrigerator.

e To learn the behavioral patterns exhibited by the user while using the system.

e To prompt the user, if items discovered from his consumption behavior are found
either in less quantity or missing.

2 Existing Systems

2.1 Smart Refrigerator —a Next-Generation Refrigerator
Connected to IoT

The design of the proposed system of Smart Refrigerator [1] is based on the core
concept of product identification utilizing the RFID technology. The researchers of
this paper have considered a use case that in the nearby future, all or most products
bought from the store will have a tracking RFID tag along with information stored
in a global level database maintained by all or most manufacturers, that will eventu-
ally serve two purposes: Firstly, the manufacturers will be able to easily track their
products from the assembly line, transportation route and finally on the store shelf,
which will provide them with more information about assembly and transportation
costs along with information about product visibility in the store itself. Secondly,
the consumer will be able to easily access the above information, in time. The set
of well-defined functionalities on which the concept of the proposed system is built
are-
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Identifying new products
Identifying removed products
Inventory and shopping list
Triggered alerts

Information output

monwp

However, the proposed system does not provide a solution for the identification of
products stored in the refrigerator that is not contained in RFID-equipped packaging
like fruits and vegetables.

2.2 IoT Based Smart Refrigerator System

The proposed design is to implement a smart refrigerator system [2], which is easy to
use and economical for the user. The system is capable of notifying its owner about
the activities going on inside the fridge via the android app that is developed to be
used as a GUI for the user. Through the application, the user will be able to see the
condition of the food items kept inside the refrigerator. An alert notification is sent to
the user’s mobile when the weight of the items is below the set threshold value. This
helps the user to replenish any food item in the proper time. The proposed system is
designed by following the steps mentioned below:

e The initial value (quantity) of a particular food item kept in the fridge is
determined. This step is followed for all food items kept in the smart refrigerator.

e The food items are picked from the inventory tray of the fridge.

e The status of food items is compared (i.e. present value with threshold value).

e If the load value is lesser than the threshold value then a notification is sent to the
user on the mobile phone.

The proposed smart refrigerator is designed for efficiently managing items stored
in it and therefore enables a healthy lifestyle. However, it does not act on analyzing
the behavioral patterns of the user and thus helps to minimize food waste.

2.3 Smart Refrigerator Based on Internet of Things
(IoT)—An Approach to Efficient Food Management

The proposed concept of the smart refrigerator [3] is designed to include a variety of
functionalities that help in both improved food management and also to keep track of
the balanced diet for the consumer. The primary issue is to allow consumers to allow
the distribution of the food to the neighbors that need the same grocery items before
the expiration date has been reached. The application of this project will eventually
allow improved food management and hence reduce food wastage. The consumer can
input a pre-determined minimum quantity for a food item and when the amount falls
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below that threshold value, this will trigger an automated connection to the central
database to find whether the same item is available for selling by another consumer.
The contact to the consumer can be made through a text message and the quantity
at the price available for sale can be specified. Since the distribution is done within
the same neighborhood, the cost of transport will be reduced and simultaneously it
will be a much efficient way for food management instead of letting it expire on the
fridge shelf without consumption. In case, the potential buyer is not interested in
the purchase, an online option to purchase from a fresh grocery store or a farmer’s
market can be made available. The user can also have an option to discard the purchase
altogether.

3 Proposed System

With the tremendous improvement in technology, all devices are connected to the
internet, which forms the internet of things. The sensors are used to collect the
data and send them to a host where it is intended to be processed over the internet.
Improvement in technologies, make our day-to-day life simpler. The technologies
implemented using IOT in electrical appliances at homes make it smarter. One of
those technologies is a smart refrigerator which is used to store food items. Refrig-
erators are used to prevent the spoilage of food and keep it fresh. It reduces illness
and makes our lifestyle healthier in the modern world.

The proposed IOT based device uses Raspberry Pi as the central server to make the
fridge smarter. It will be able to detect the different items kept inside the refrigerator
and also measure the quantity of the items present inside it. The device will learn
the pattern in which the items from the refrigerator are being used in day-to-day
life. A Mobile application will be developed to monitor the quantity of items in
the refrigerator and notify the user about the items inside the fridge, also about the
quantity and if there is any shortage.

When the refrigerator door is opened, the camera clicks a picture (Say imgl).
Figure 1 will become the input to the TensorFlow Object detection Classifier which
will detect the objects (food items) in it. After the door is closed, the camera will
click another picture (Say img2). Again the TensorFlow Object detection Classifier
will detect the objects (food items) in it. After the objects are detected from both the
images then a comparison will be made among the objects in both the images. The
objects which will not be found in the Fig. 2 will be considered to be consumed. The
objects which are consumed will be inserted into the database. Then Self Organizing
Maps(SOM) will read from the database, learn the weights (quantity) of the objects
in it and thus it will create a consumption behavior. The consumption behavior will
then be added to the Behavioral Database. The alert system created in the Android
app will read from the Behavioral Database about the objects that are less than the
threshold value and thus it will alert the user about it.
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Fig. 1 The proposed model
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TensorFlow Object Detection Classifier. TensorFlow is an open-source deep
learning framework created by Google Brain. For training the classifier, we have
used TensorFlow’s Object Detection API [4]. An image classifier is trained so that it
can detect objects in an image and then classify the set of data into different classes
or categories.

Self Organizing Maps (SOM). The Self-Organizing Map is one of the most popular
neural network models and it belongs to the category of competitive learning
networks. The SOM is based on unsupervised learning, which means that little needs
to be known about the characteristics of the input data and that no human intervention
is needed during the learning.

Behavior Database. The information produced as a result of actions, typically
commercial behavior using a range of devices connected to the Internet, such as
a PC, tablet, or smartphone is referred as a Behaviour Database. It is therefore not
static. Behavioral data is valuable because it provides information above and beyond
what static data can provide. The collection of all behavioral data of users is stored
in the Behavioral Database.

Alert System. The Alert System is an Android application accessible to the user
via a smartphone. A notification sent by the application to the user’s device alerts
him/her regarding the current circumstances in real-time.

4 Results and Discussion

The goal of the proposed system is to mitigate the problem of food wastage and
provide an efficient solution to handle the same. It will allow the enhancement of
IoT technologies in new ways to realize the vision of sustainable IoT applications
that in return will enable things and objects to become more reliable, resilient, more
autonomous and smarter [5].

The proposed system will result in a smart refrigerator system that will be able to
help the user to look through the items that are present inside the refrigerator via an
android application, which will also prompt the user if any of the items are required
to be replenished. The system also learns the pattern in which the items are being
consumed by the user.

This system comprises an object detection image classifier that detects the items
kept inside the fridge, an android application that will connect the user with the
refrigerator to look for items that are kept inside it, and it also includes a behavior
learning system that will learn the user’s behavior towards their daily usage of the
items kept inside the fridge. An alert system is also included inside the android
application which will prompt the user about the items that are to be refilled and also
about their consumption behavior of the items (Fig. 3).
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Fig. 3 Output for object detection

The object detection algorithm used to achieve the above outputs is Faster R-CNN.
The steps followed by a Faster R-CNN algorithm [6] to detect objects in an image
are summarized below:

e An input image is taken and passed to the ConvNet which returns feature maps
for the image

e Region Proposal Network (RPN) is applied on these feature maps and object
proposals are obtained

e ROI pooling layer is then applied to bring down all the proposals to the same size

e Finally, these proposals are passed to a fully connected layer in order to classify
any predict the bounding boxes for the image

ConvNet. A Convolutional Neural Network (ConvNet/CNN) is a Deep Learning
algorithm that can take in an input image to assign importance (learnable weights
and biases) to various aspects/objects in the image and then be able to differentiate
one image from the other. Compared to other classification algorithms, the pre-
processing required in a ConvNet is much lower. With enough training, ConvNets
have the ability to learn the filters/characteristics while in primitive methods these
filters are hand-engineered. Without losing features that are critical for getting a good
prediction, the role of the ConvNet is to reduce the images into a form that is easier
to process.

Feature Maps. The convolutional layer is the main building block of CNN which
utilizes the concept of convolution. Convolution is a mathematical operation to merge
two sets of information and in our case, the convolution is applied on the input data
using a convolution filter to produce a feature map. An image is represented as a 3D
matrix with dimensions of height, width and depth in reality, where depth corresponds
to color channels (RGB). A convolution filter has a specific height and width, like 3
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x 3 or5 x 5 and by design it covers the entire depth of its input so it also needs to
be 3D.

We perform multiple convolutions on a single input, using a different filter for
each that results in a distinct feature map. Stacking all these feature maps together
becomes the final output of the convolution layer.

Region Proposal Network (RPN). The purpose of the Region Proposal Network
is to propose multiple objects that are identifiable within a particular image. Using
the features that were computed by the CNN, it finds up to a predefined number of
regions (bounding boxes), which may contain objects.

ROI pooling layer. Region of Interest (ROI) pooling is used for utilizing a single
feature map for all the proposals that are generated by RPN in a single pass. It solves
the problem of fixed image size requirements for object detection networks. The
Rol Pooling layer is a type of max-pooling, where the pool size is dependent on the
size of the input. It ensures that the output is always of the same size. This layer is
used because the fully-connected layer always expects the same input size, but input
regions to the fully-connected layer may have different sizes.

Fully Connected Layer. Fully connected layers are an essential component of
Convolutional Neural Networks (CNNs). It has been proven to be very successful in
recognizing and classifying images for computer vision. The CNN process begins
with convolution followed by pooling, breaking down the image into features, and
then analyzing them independently. The result of this process is fed into a fully
connected neural network structure that drives the final classification decision.

The final decision of the object detection with a proper bounding box and labeling
is done with the help of a functional matrix. It is a single dimension array, containing
the scores with respect to the classes of objects (Fig. 4).

However, the above mentioned approach could not always deliver accurate results.
The Faster R-CNN algorithm failed to detect multiple food items in a single image
while providing accurate results in detecting single food items within an image.
Therefore, a new approach was adapted to obtain better and accurate results for object
detection. The object detection algorithm used in this approach is called YOLOV3. It

Fig. 4 Real time object Functional Matrix for Apple:
detection Tomato Cabbage Bottles Apple

1 3 2 8
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is the third object detection algorithm in YOLO (You Only Look Once) family with
improved accuracy and is more capable of detecting small objects.

YOLOV3. The YOLOV3 algorithm works by applying a single neural network to the
full image. This network divides the image into regions and then predicts bounding
boxes and probabilities for each region. These bounding boxes are weighted by the
predicted probabilities meaning that each object detected in an image is bounded
within a box with its corresponding probability in percentage. The YOLOv3 model
has several advantages over classifier-based systems. Its predictions are informed by
the global context in the image as it looks at the whole image at test time. Unlike
systems like R-CNN which require thousands for a single image, YOLOV3 also
makes predictions with a single network evaluation. This makes it extremely fast,
faster than R-CNN (1000x) and Fast R-CNN (100x) [7].

5 Conclusion

A Smart Refrigerator system has been proposed for detecting the items kept inside
the refrigerator, which learns the behavioral consumption of a single user and notifies
the user if there is any shortage of food items. Also through this smart refrigerator,
people can save their time in searching for the items inside the refrigerator. We
are confident that such type of smart refrigerator will be an important component
in the future smart home. The concept of a smart refrigerator is far more reaching
than notifying the user about the contents of the refrigerator. A smart refrigerator
is cost-effective and user-friendly. Thus, this system saves manual effort and time
in predicting future needs. In the future, this system may be expanded to detect the
freshness of the food items and also suggest the dishes that can be made from the
available food items in the fridge considering the freshness of that item. This system
may also be made to display the content inside the fridge from a remote place.
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Cascade-Based Pedestrian Detector )
Using Edge and Pattern Features e

Amlan Jyoti Das, Navajit Saikia, and Simantika Choudhury

Abstract Pedestrian detection plays a significant role in computer vision applica-
tions and has been a popular research topic. In this paper, a new pedestrian detector
is proposed with a combination of the edge-based histogram of oriented gradient
features and pattern-based dense local difference binary features. An important
requirement in a pedestrian detector is computational speed. Cascade-based classi-
fiers provide a good trade-off between accuracy and speed. This work uses a cascade
of boosted classifiers to enhance the detection speed. To further boost the speed,
the histogram of oriented gradients is computed using integral images. The proposed
system is evaluated in terms of computational speed as well as precision versus recall
and miss-rate versus FPPW/FPPI. The performance is also compared with similar
existing pedestrian detectors.

Keywords Pedestrian detection + Cascade classifier - Edge-based feature -
Pattern-based feature

1 Introduction

A vital area in computer vision is pedestrian detection which has wide applications
in robotics, surveillance, intelligent vehicles, etc. Challenges involved in the detec-
tion of humans in different outdoor environments are variations in poses, occlusion,
illumination, etc. and also real-time data processing. Pedestrian detectors employ
either a handcrafted feature-based or data-driven approach. The handcrafted feature-
based approaches require comparatively smaller training datasets and hardware with
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lower computational capacity than the data-driven approaches. However, it requires
designing robust and discriminative features, and also selecting an efficient classi-
fier. Popular handcrafted features include Histogram of Oriented Gradients (HOG)
[2], Haar-like features [15], Local Binary Pattern (LBP) [10], Channel features [5],
etc. People also combine different features to attain better detection performance
[8, 13, 14]. As gradient information provides important cues for human shape, most
of the combined feature sets use it as the primary component. Some widely used
classifiers include variants of Support Vector Machine (SVM) [2], decision tree and
boosted classifiers [5]. Two primary aspects of the pedestrian detector are detection
performance and speed [5, 17]. This paper introduces a pedestrian detector that uses a
cascade of boosted classifiers with acombination of HOG and dense Local Difference
Binary (dense LDB) [3] features. Here we employ a cascade of boosted classifiers in
order to enhance the detection speed. Integral images are also considered for faster
feature computation.

The rest of the paper is organized as follows: Sect. 2 discusses about some related
methods in pedestrian detection. A brief overview of the related concepts is presented
in Sect. 3. Section 4 describes the proposed methodology and Sect. 5 presents the
experimental results. Section 6 concludes the paper.

2 Related Works

A considerable amount of research works in the area of pedestrian detection is avail-
able in the literature. Most of these works are evaluated on some popular datasets like
Caltech [4], ETH [9], Daimler [6], INRIA [2], etc. HOG, introduced in [2], is one of
the most commonly used gradient-based feature descriptors because of its ability to
describe pedestrians efficiently. Here, the classifier considered is Linear SVM. Since
pedestrian detection is a complex problem, a single type of feature can barely solve
all the challenges [7]. Researchers combine several features to enhance performance.
Walk et al. [13] employ a combination of HOG, Histogram of Optical Flow (HOF)
and color self-similarity. LBP features are combined with HOG to handle partial
occlusions in [14]. In [3], HOG features are coupled with dense LDB descriptors to
demonstrate the advantages of using pattern information along with gradient-based
features. Viola et al. [12] use the frame differencing method and Haar features with a
cascade of boosted classifiers to achieve a better speed of detection. The feature set in
[8] uses color, texture and edge information. In [5], Integral Channel Features (ICF)
are used by combining the gradient magnitude, gradient histograms and color chan-
nels. Many literatures using data-driven approaches have been reported and some of
them are mentioned in [1, 16]. Unlike handcrafted feature-based techniques, data-
driven techniques use large datasets for training like Caltech [4] and therefore are
out of scope of this paper.

The basic objective of this work is to enhance the detection speed of the detector
in [3] by using a similar set of features. In [3], HOG and dense LDB features are
used with a linear SVM classifier. The HOG features represent gradient information
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that closely characterizes local shape. Dense LDB features capture local pattern
information and intrinsically eliminates noise. The detection speed of the detector
in [3] is around 2.5 s with frames of size 640X480 which is beyond the scope
of real-time implementation. This work proposes to employ a cascade of boosted
classifiers in combination with HOG and dense LDB features to achieve a good
trade-off between detection performance and speed for real-time applications. To
achieve a faster detection speed, we propose to use the following:

e HOG features are to be computed using the integral image for faster computation
asin [17]. Since the computation of dense LDB features also uses integral images,
the overall feature computation will become faster.

e To efficiently capture different parts of a human, variable block sizes of different
scales and aspect ratios are to be considered as in [17].

e Faster detection is proposed to be achieved by using a cascade of boosted clas-
sifiers in place of linear SVM in [3] as the early rejection stages in a cascade of
boosted classifiers reduce the number of features to be evaluated per window.

The Section below describes related theories in brief.

3 Theoretical Background

3.1 HOG Features

The fundamental concept behind the HOG descriptor, introduced by Dalal and Triggs
[2], is that it can be represented by the distribution of edge directions or intensity
gradients describing the shape and local object appearances within the detection
window. These features are evaluated by splitting the detection window into “cells”
by considering 9 gradient directions of equal space and then by accumulating their
weights, a local histogram of gradient directions is generated. In order to enhance
the features’ performance in presence of shadowing and variation in illumination,
a larger spatial region known as “block” normalizes the contrast of the histograms.
These normalized local histograms thus produced derive the HOG descriptor.

It is observed in [17] that when blocks of fixed sizes are used in HOG it fails
to capture useful patterns of variable scales and aspect ratios. Hence, it is proposed
to consider blocks of variable sizes, location and aspect ratios in order to provide a
dense representation of the detection window. Moreover, the authors here calculate
HOG features in a faster way with the use of integral images.
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3.2 Dense LDB Features

These features are introduced in [3] for pedestrian detection. Dense LDB is a binary
descriptor that is obtained by computing the difference of regional gradients and
the average intensity of local cell pairs inside a block. This descriptor has inherent
capability of eliminating noise. The dense LDB descriptor here uses variable-sized
blocks as used in the computation of integral HOG features unlike the one used in
[3] which uses fixed block size.

3.3 Cascade of Boosted Classifiers

A cascade classifier is a collection of stages, where each stage consists of weak
classifiers [11]. These stages are trained by using a boosting technique. The weighted
average of the choices of weak classifiers is taken which provides training of a strong
classifier. The stages of a cascade are designed in such a way that they can reject
negative patches as fast as possible. It is assumed that the majority of the detection
windows do not possess the object of interest and are rejected at the initial stages

[11].

4 Proposed Methodology

Figure 1 shows the block diagram of the proposed technique for pedestrian detection.
The functions of the different blocks are discussed in the following.

Computation of integral HOG features: Here, HOG features are computed by
using the integral image and variable block sizes are used to represent the detection
window in a detailed manner. Here, we use integral HOG to keep a trade-off between
the performance and speed of the detection system. We considered block sizes from
8 x 81032 x 64 in a window of size 64 x 128 with aspect ratios of 1:1, 1:2 and 2:1.
A total number of 36 features per block are HOG features. Based on observations, the
step size of 4 is selected for blocks. The total of 1534 blocks per detection window
is derived by using variable block size.

Toput
image

Create image
prramid

Fig. 1 System block diagram

Cé;::aldﬂ‘ Noz-maximal Ong:timﬁe
onc 104 5 1 — wi etect:
l Classifiens Detected (NMS) windows




Cascade-Based Pedestrian Detector ... 59

Computation of dense LDB features: Here, the cell, block and window sizes consid-
ered are similar to the computation of HOG features using the same integral image.
The input given to dense LDB is a gamma and color normalized image and a total
of 18 dense LDB features per block are obtained, referring to our previous work [3].
These are then combined with the ‘blocks’ representative bits in the detection window
to attain the LDB features. A total number of 1890 binary features per window is
achieved.

Training of the Cascade Classifier: As mentioned above, the cascade of boosted
classifiers are used for selection and learning of the integral HOG and dense LDB
features using Adaboost. The cascade classifier here contains 21 stages having a
total of 446 weak classifiers out of which the first 3 stages rejects almost 95% of
the probable negative windows. Depth-2 decision tree is used as a weak classifier.
The minimum detection rate and maximum false alarm rate are considered as 0.9975
and 0.3, respectively. The training steps are presented in Algorithm 1. The INRIA
dataset is used for training which consists of 614 positive and 1218 negative images.
By using 1208 annotated pedestrian windows in 614 positive images and their mirror
images, positive windows for training are generated.

Algorithm 1 Cascade classifier training

Input: Fig; g target overall false positive rate
fmax: maximum acceptable false positive rate per cascade level
dmin: minimum acceptable detection per cascade level
P: set of positive samples
N': set of negative samples
Initialization: i = 0, D; = 1.0, F; = 1.0
Loop_1 start: while F; > Figrger
i++
fi= 1.0
Loop_2 start: while f, > frax
1) use P and N to train depth-2 decision tree classifier (weak) using Adaboost
2) add the best weak classifier into the strong classifier, update the weight in
Adaboost manner
3) evaluate P and N by current cascaded (strong) classifier to determine F; and
D;
4) decrease threshold for the current cascaded (strong) classifier until d,,;,holds
5) compute f; in this threshold

Loop 2 end
Fiyp = Fy X f
Diyy = Dy X dpin
N = ¢

if F; > Fiarger then evaluate the current cascaded (strong) classifier on the set of
non-human images and add any misclassified samples into the set N.

Loop 1 end
Output: A i-levels cascade classifier whose each level has a boosted classifier of depth-2

decision trees.
Final training accuracy: F; and D;
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5 Experimental Results and Discussions

The proposed pedestrian detector is evaluated by using the INRIA dataset with
288 positive test images in it. The performance is measured in terms of miss- rate
versus FPPI (False Positive Per Image), miss-rate versus FPPW (False Positive Per
Window), precision versus recall and computational speed. To determine the pres-
ence of a pedestrian in a test window, a final score at the output of each cascade
stage is compared with a threshold computed for that stage. For eliminating nearby
detections, a non-maximal suppression is applied at the final stage.

To examine miss-rate versus FPPW, 288 positive test images of the dataset are
used, from which 588 pedestrian windows are considered. The mirror images of the
588 pedestrian windows are also used as positive test windows. From the negative
test images, all the windows are considered as negative test windows. At 10~* FPPW,
the classifier attains a miss-rate of 91.6%.

For examining miss-rate versus FPPI, the classifier uses an image pyramid to
detect pedestrians in multiple scales. The PASCAL criteria are used to handle partial
detection. Performance is tested for scale factors ranging from 1.03 to 1.1 at a step
size of 0.01. Miss-rate versus FPPI is plotted at different scale factors, is shown in
Fig. 2. Due to clarity of presentation only, the three best performing detectors for
different scale factors are shown. From the figure, at a scale factor of 1.05, the best
detection performance is achieved. Table 1 shows the miss-rate of the detector at
different FPPI values for different scale factors as observed from Fig. 2. The miss
rate versus FPPI plot for 1.04 and 1.06 shows that it achieves a close miss-rate to
1.05 at lower values of FPPI. At 1 FPPI, the detector achieves 82% recall or 18%
miss-rate.

Fig. 2 Miss-rate versus T
FPPI plots

T
——Proposed detector (Scale factor = 1.04)
Proposed detector (Scale factor = 1.05) |4
Proposed detector (Scale factor = 1.08)
Detector in [2] 1

Miss-rate
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Table 1 Miss-rate of the Scale factor/FPPI 1.04 1.05 1.06

detector using different scale

factors at different FPPI Minimum FPPI 70.0% 64.7% 69.1%

values 0.01 64.5% 62.9% 64.2%
0.1 46.5% 43.0% 48.9%
1 20.2% 18.0% 22.8%

Figure 3 shows the precision versus recall plot for the detector. It is seen from
the figure that the cascade-based detector has similar and comparable recalls at all
precision values. The performance is also similar to the work presented in [3] in
terms of recall as shown in Fig. 2 (difference of around 1% at 1 FPPI). However, to
be noted that the proposed detector processes a frame of size 640 x 480 at about 0.2 s
as compared to 2.5 s in [3]. To maintain a good trade-off between detection accuracy
and computational speed, it can be said that the proposed detector has achieved a
better overall performance compared to [3] since there is a speedup of around 13
times. The reason behind this is due to the usage of cascade classifier which rejects
negative test windows at an early stage and also the usage of the integral image while
computing the features.

Table 2 provides a comparison with the existing detectors considered in [3]. As
discussed in Sect. 2, we are not considering the data-driven approaches as they do
not use INRIA dataset due to its small size. From Table 2, it may be observed that the
miss-rate of the proposed detector is lower than the detectors presented in [2, 14] and
slightly higher (by 1%) to the detector in [3] at 1 FPPL. At 0.1 FPPI, the performance

—e—sing Cascade classifier (proposed)
—e— Using linear SYM classifier

Precision
[=] o [=] o
i o —~ o o o w
o -4 w o wh w o
T T T T T T T

o
[
T

055K

05 1 1 1 i 1 1 1 i i

Fig. 3 Precision versus Recall plot
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Table 2 Comparison of performance with similar existing detectors

Detector Classifier Training | % Miss-rate at Sec/
Dataset | | gppy | .1 FPPI | Min FPPI | frame

HOG [2] Linear SVM | INRIA 23 46 88 23

HOG + LBP [14] Linear SVM | INRIA 19 39 70 9.1

HOG + Dense LDB | Linear SVM | INRIA 17 41 68 25

(3]

Proposed Cascade of INRIA 18 43 64.7 0.2

method Boosted

of this detector is marginally lower than the detectors in [14] and [3] and better than
[2]. However, the proposed detector performs better than all the detectors presented
in the table at minimum FPPI. The notable improvement of the proposed detector is
in terms of computational speed. It can process at around 5 fps and outperforms the
other detectors in Table 2. This makes the detector suitable for real-time applications.

6 Conclusion

This paper has introduced a new system for pedestrian detection based on the combi-
nation of integral HOG and dense LDB features to enhance the performance of
detection. Cascade of boosted classifiers has been used for classification in order
to improve computational speed. Variable block sizes have been considered to effi-
ciently represent useful patterns. The proposed system has been trained and tested
with the INRIA person dataset and the performance has been measured in terms of
precision versus recall, miss-rate versus FPPI, miss-rate versus FPPW and computa-
tional speed. The experimental results show a detection rate of 91.6% at 10~ FPPW
and 82% at 1 FPPI. Although the detection rate at 1 FPPI of this system is reduced
by 1% as compared to the detector in [3], the computational speed has increased by
about 13 times and hence the proposed system may be used in real-time. This speed
may be further increased by using GPGPU.
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of India, under the INSPIRE fellowship program.
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Nanomaterial-Based Microstrip Patch )
Antenna Array for X Band Operation i

Parismita A. Kashyap, Smriti Rekha Das, and Sunandan Baruah

Abstract Antenna designers around the globe have extensively researched upon the
patch antenna and its array structures for achieving better performance for various
operations. One of the novel techniques is to use nanomaterial composites over the
substrate of a microstrip patch antenna to enhance its performance. Nanostructures
can provide unique characteristics and have the potential to improve the performance
of the patch antenna. This paper focuses on the study and design of a nanomaterial-
based 1 x 2 rectangular microstrip patch antenna array for X band operation. The
proposed antenna array is designed over an FR4 substrate where the individual
radiating patches are realized using gold deposited Zinc Oxide (ZnO) nanorods.
The comparison of performance parameters of the proposed antenna array with the
conventional copper (Cu)-based patch antenna array is made. The results obtained
show that there is an improvement in the return loss and bandwidth of the proposed
array structure.

Keywords Microstrip patch antenna - Nanorods * Return loss - Bandwidth

1 Introduction

Microstrip antennas are the ideal choice for wireless devices because of its charac-
teristics like low weight, low cost, and ease of fabrication [1]. However, microstrip
antennas also have disadvantages like less bandwidth and low gain [2]. Intensive
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research has been done in recent years to develop different performance enhance-
ment techniques of the microstrip patch antenna. These techniques include utiliza-
tion of thick substrates with low dielectric constant, slotted patch, metamaterial-
based antenna, antenna array, and nano-material-based antenna, etc. [3]. Microstrip
antennas are very versatile and are also used, to synthesize a required pattern that
cannot be attained with a single element. In addition, microstrip patch antennas are
used to scan the beam of an antenna system which increases the directivity and
performs various other functions which would be difficult with only one element [4].
Hence, array structures are used. But, as the patch antenna suffers from a number of
drawbacks, it is of utmost importance to improve these parameters while using it in
an array.

Designing of patch antennas using nanomaterials is a new trend because using
nanomaterials the size of the antenna as well the return loss can be reduced [5].
The use of conductive carbon nanotubes (CNT) in radiating elements has led to
the development of low-cost and lightweight patch antennas. However, the biggest
challenges involved in working with nanomaterial like CNTs is the ability to make
reliable electrical contacts with other conductive parts of the antenna such as feed
line, matching transformer, stub, etc. This unreliability contact makes it difficult to
determine the RF properties of the designed antenna [5].

In this paper, the performance of nanomaterial-based patch antenna array is inves-
tigated and compared with Cu-based patch antenna array for operation in the X band.
A 1 x 2 antenna array with Cu-based patch using corporate feeding is first simu-
lated in High Frequency Structure Simulator (HFSS) software in the X band and
then the same structure is fabricated and the results are obtained. The proposed
nanomaterial-based antenna array consisted of ZnO nanorods formed over FR4
substrate by hydrothermal process and gold depositions over the nanorods. These
metallic nanorods serve as the radiating element or patch of the antenna. The results
of the proposed antenna array and the Cu-based antenna array are compared to
investigate the feasibility and effectiveness of nanomaterial-based antenna arrays for
operation in the X band.

The rest of the paper is organized as follows: Sect. 2 discusses about the struc-
ture of the proposed antenna array, Sect. 3 includes the fabrication technique and
methodology. Simulation and fabrication results are discussed in Sect. 4. A small
acknowledgement to the organizations is provided without whose helping hands this
work would not have been possible. Section 5 concludes the work.

2 Proposed Antenna Design

The geometry of the proposed 1 x 2 antenna array is shown in Fig. 1. In this work, a
two-element antenna array is designed with copper as well as gold as metal nanoparti-
cles deposited over semiconductor ZnO nanorods which are grown on patch with two
different concentration, i.e., 5 mM and 10 mM. Initially, simulation of two-element
antenna array is done. Table 1 shows all the physical dimensions of the two-element
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Fig.1 Geometry of the 1 x W,
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Operating frequency,f; 10 GHz
Length of the individual patch,L;, 6.4 mm
Width of the individual patch,W,, 9 mm
Length of the ground plane,Ly 26 mm
Width of the ground plane, W 40 mm
Height of the FR4 substrate, h 1.5 mm
Inter-element distance, d 15 mm
Width of the 50 €2 impedance line, w ¢ 2.86 mm
Width of the 100 € impedance line, w ¢ 0.664 mm

array. The most critical aspect in designing antenna array is the spacing between the
individual elements of the array, which can be between 0.2% and \. The proposed

array is designed using corporate feeding technique.

3 Fabrication of the Nanomaterial-Based Antenna

The various steps during the fabrication of the nanomaterial-based antenna are

discussed in the subsections below:

3.1 Synthesis of ZnO Nanomaterial

20 ml of 4 mM zinc acetate dihydrate (Zn(CH3COO),.2H,0) was stirred rigorously at
50 °C for 45 min and then it is diluted with 20 ml fresh ethanol. At room temperature,
20 ml of 4 mM NaOH is added drop-wise under mild stirring which is continued for
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about 15 min. The mixture is then put in a water bath at 50° to 60 °C for 2-3 h [6].
The solution is then cooled to room temperature. The chemical reaction taking place
is:

Zn[(CH;CO0)], - 2H,0 + 2NaOH — ZnO + 2NaCH;COO + H,0 [7] (1)

3.2 Direct Seeding in FR4 Epoxy Substrate

At first, the copper layer on the substrate is etched out using Iron Chloride. After
etching the substrate is rinsed with deionized water. After that masking is done on
whole part of the substrate except the size of the patch. Then 2 ml of ZnO nanoparticle
is added with 2 ml of deionized water and then it was dropped on the substrates which
is marked as patch for 5 times at 100 °C.

3.3 Synthesis of ZnO Nanorods

Nanorods are grown in a sealed chemical bath containing equimolar solution of zinc
nitrate hexahydrate (Zn(NO3),.6H,0) and hexamethylenetetramine (C¢H;,Ny) [6].

Solvent: Deionized water.

Stock solution of 100 ml of 5 mM (Zn(NO3)2.6H,0) and 100 ml of 5 mM hexam-
ethylenetetramine (C¢H,N4) and 100 ml of 10 mM (Zn(NO3)2.6H,0) and 100 ml
of 10 mM hexamethylenetetramine (C¢H,N4) are prepared by taking two conical
flasks or beaker. 100 ml of distilled water is taken in both of them and 0.297 g of
(Zn(NO3),.6H,0) and 0.140186 g of (C¢H2Ny) is put in the conical flask, respec-
tively. The seeded substrates are arranged in such a way that the seeded side is kept
upside down inside the petri dish with a slight elevation. Pour 30 ml each of solu-
tion of (Zn(NO3)2.6H,0) and (C¢H,Ny) in a petri dish. The substrate should be
completely inside the solution. The hot air oven is set at 90° C and the petri dish is
kept inside it. The solutions are changed after 5 h. The growth is continued up to
15 to 20 h. The substrate is heated at 100 °C temperature for annealing to remove
organic deposits. After hydrothermal growth of ZnO nanorods on FR-4 substrate, a
metallic Au layer is deposited on the ZnO nanorods grown on the substrate.
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Fig. 2 Return loss of 1 x 2 antenna array

4 Results and Discussions

4.1 Simulation of Cu-Based Antenna Array

As mentioned, a 1 x 2 Cu-based antenna array is first simulated in HFSS software.
The simulated return loss is shown in Fig. 2.

It can be seen that the return loss is about —16.86 dB at 9.8 GHz which is quite
good for a microstrip patch array antenna. The bandwidth obtained is 0.4 GHz.
Figure 3 shows the radiation pattern of the array. It can be seen that the pattern is
directive with some about of losses in the form of sidelobes.

Figures 4 and 5 shows the gain and directivity of the simulated antenna array
respectively. The gain is found to be 7.952 dB and the directivity is 9.337 dB, which is
quite obvious as the gain and directivity are enhanced in an array structure compared
to single antennas.

4.2 Measured Results of Cu-Based Antenna Array

The fabricated Cu-based 1 x 2 antenna array with corporate feed is shown in Fig. 6.
Return loss of the fabricated Cu-based 1 x 2 antenna array is shown in Fig. 7. The
return loss is found to be —15.79 dB at 11.18 GHz which is found to be quite similar
with the simulation result. The shift in frequency is due to change in electrical length
of the patch during the fabrication process. The bandwidth is found to be 0.47 GHz.
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Fig. 6 Fabricated Cu-based
1 x 2 antenna array
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Fig. 7 Return Loss of Cu-based 1 x 2 antenna array

Figure 8 shows the radiation pattern of the array which is also similar to the one
found in simulation.
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4.3 Measured Results of Proposed Nanomaterial-Based
Antenna Array

The fabricated 1 x 2 antenna array with 5 mM and 10 mM concentration Au deposited
over ZnO nanorods grown on patch is shown in Figs. 9 and 10, respectively.

The return loss of the fabricated arrays with 5 mM and 10 mM concentrations
respectively, are shown in Figs. 11 and 12. It can be seen that the array with 5 mM
concentration has a return loss of —17.02 dB at 12.12 GHz and a bandwidth of
1.16 GHz. The array with 10 mM concentration has a return loss of —21.10 dB at
9.05 GHz and a bandwidth of 0.805 GHz. In both cases, it is observed that the return
loss and especially the bandwidth of the nanomaterial-based arrays are improved
compared to the conventional Cu-based patch antenna array. The radiation pattern
of both 5 mM and 10 mM concentrations arrays are also shown in Figs. 13 and

Fig. 9 Fabricated 1 x 2
antenna array with 5 mM Au
deposited ZnO nanorods on
patch
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Fig. 10 Fabricated 1 x 2
antenna array with 10 mM
Au deposited ZnO nanorods
on patch
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Fig. 11 Return Loss 1 x 2 antenna array with 5 mM Au-deposited ZnO nanorods on patch

14, respectively and in this too, an improvement in directivity is seen compared to
conventional Cu-based array.

Table 2 provides a comparison of the measured parameters like return loss, band-
width, and beamwidth of all the fabricated antennas. From the table, it is observed
that the resonant frequency of fabricated patch antennas is different with different
material. This is due to the electric length of that material. Again, it can be observed
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Fig. 12 Return Loss 1 x 2 antenna array with 10 mM Au-deposited ZnO nanorods on patch

Fig. 13 Radiation Pattern of
1 x 2 antenna array with

5 mM Au deposited ZnO
nanorods on patch
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Fig. 14 Radiation Pattern 1
X 2 antenna array with

10 mM Au deposited
nanorods on patch
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Table 2 Comparison of measured performance parameters for different patch material

Patch with Operating Return Loss (dB) | Bandwidth (GHz) | Beamwidth
different frequency (GHz) (degree)
materials

Copper 11.181 —15.79 0.47 45

5 mM ZnO 12.12 —17.02 1.16 40
nanorods with

gold

10 mM ZnO 9.05 —-21.10 0.805 50
nanorods with

gold

that the antenna arrays with nanomaterials have narrow beamwidth. With narrow
beamwidth, the antenna arrays provide high directivity.

5 Conclusion

The use of nanomaterials on patch antennas can provide a low return loss and
wider bandwidth. So, in this paper a 1 x 2 patch antenna array with individual
radiating elements using gold as metal nanoparticles deposited over semiconductor
ZnO nanorods have been fabricated to study the effects of nanomaterials on patch
antenna array. The measured results of metal-semiconductor patch antenna arrays
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show an improvement of —1.23 dB for 5 mM and —5.31 dB in the return loss and an
improvement of 0.69 GHz for 5 mM and 0.335 GHz for 10 mM in operating band-
width compared to conventional Cu-based patch antenna array. The bandwidth of
nanomaterial-based array is high due to the presence of the resistive part. Due to the
resistive element Q value of the system decreases. As Q value decreases bandwidth
of the patch array increases. The beamwidth of fabricated patch antenna arrays is also
calculated. As compared to Cu-based patch array, the array with 5 mM concentration
nanomaterial have narrow beamwidth which proves that the directivity is enhanced.
Hence, the array with 5 mM concentration provides a better result compared to the
10 mM concentration array.
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of Nanotechnology-Based Solar Cells

Karen Das, Akib Khan, Arnab Sarkar, Pronoy Baishya, Priyanka Kakoty,
and Sunandan Baruah

Abstract Rapid dwindling in reserves of conventional energy sources has created
urgency among scientists to explore efficient techniques for tapping alternate renew-
able energy sources. Solar energy is the most promising among renewable energy
sources which can address the ever-increasing demand for energy. Various dyes and
quantum dots are experimented as photosensitizers for the design of low-cost solar
cells for solar energy harvesting. Various wide bandgap semiconducting materials are
also studied as transportation layer for the design of solar cell. A comparative study
of TiO, mesoporous film and ZnO nanorods as transportation layer with various
natural dyes and CdS quantum dot is presented in this paper.

Keywords Renewable energy - Solar cell - Photoanode + Nanorods + Quantum
dots * Dyes

1 Introduction

Energy generation is of utmost importance in the modern era to keep the pace with
the increased demand due to technological shift as well as ever-increasing consumers
due to growing population. New methods of energy generation are, therefore, been
researched one after another to reduce the dependence on dwindling resources.
Renewable energy-based methods are the most sought out ones to keep the pace of
energy demand. The amount of energy, we get from the sun, in an hour is adequate
to satisfy the yearly global need [1]. Moreover, considerable sunlight is showered
in most parts of the earth and solar energy being clean, free, and unlimited, it can
be most vital in fulfilling all the energy demand in inexpensive and safest possible
ways. Therefore, innovation to provide electricity by tapping the freely available
solar energy at minimal expenses is the need of the hour.
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Fig. 1 Schematic of a
QDSSC
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Performance of solar cell (SC)s mainly depends upon light absorption as well
as exposure of photon-sensitive material to light. Higher light absorption can be
achieved using quantum dot (QD)s or different dye molecules adsorbed on nanos-
tructured materials as nanostructures offer large surface to volume ratio. Bandgap
engineering through size variations of the QDs can also be done to achieve absorp-
tion of various wavelengths of the visible spectrum of light. In SCs, electrons excited
through photon absorption in the QDs/dyes, which are also called sensitizers, are
transported to a wide semiconductor on which they are attached. Coupling the sensi-
tizers with ZnO/TiO, nanostructures can result in transportation of a large number
of electrons because of higher surface-to-volume ratios.

Typical construction schematic of such a SC is shown in Fig. 1. The structure of
the SC is made of a photoanode and a counter electrode (CE) with a redox couple
in between them [2-4]. A wide mesoporous semiconducting layer is attached to
a conducting glass and sensitizers are adsorbed onto it to prepare the photoanode.
The iodide/triiodide electrolyte is used in our work as redox couple which scav-
enges the holes generated by photon excitation at the junction of electrolyte and the
photoanode and provides electrical equilibrium in the semiconducting layer. CdS
QDs [5, 6] is one of the highly experimented sensitizers and the most popularly used
wide bandgap semiconductor in QDSSCs is TiO; [7]. ZnOis also reported to be used
as amesoporous semiconducting layer in QDSSCs [8, 9]1.QDSSCs have evolved from
dye-sensitized solar cells (DSSC) with only nominal difference between the-two. As
the names suggest, the difference is only in the kind of sensitizers used. In this work,
we present a comparative study of TiO, and ZnO as wideband gap semiconductor
for the transportation of the photogenerated electrons for both QDSSCs and DSSCs.
For DSSCs, we experimented with four natural dyes extracted from breadfruit (Arzo-
carpus Artilis) bark, turmeric (Curcuma Longa) root, blackberry (Rubus Fruticosus)
fruit and royal Poinciana (Delonix Regia) flower and CdS QDs are used for the design
of QDSSC.
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2 Experimental

2.1 Extraction of Dyes

A simple dye extraction process was used. 3—-5 gm of the plant was crushed using
mortar and pestle to form a paste. The paste was then dissolved in 50 ml of deionized
water by continuous stirring at 60-70°C for one hour. The solution was then kept in
dark condition for five hours. In the end, the solid residue was filtered out and a clear
dye solution was obtained.

2.2 Preparation of Photoanode

Two types of photoanode were prepared using TiO, and ZnO for the experiments.

2.3 TiO;.Based Photoanode

Fluorine doped tinoxide (FTO)-coated glass substrate was thoroughly cleaned with
deionized water and acetone and a mesoporous TiO, thin film was deposited on the
conducting side. 0.5 gm rutile TiO, nanopowder was then mixed with 5 to 6 drops of
white vinegar to make a paste. Few drops of liquid detergent are added so that TiO,
paste sticks to the conductive glass. Using duct tape, a rectangular area of 1 cm x
1 cm of the conducting side of the FTO glass is made available for deposition of TiO,
mesoporous film. Few drops of the paste were deposited onto the exposed area of
the FTO glass through doctor blading. After some time, the duct tape is removed and
the paste-coated glass is heated at 400°C for half an hour. A brownish mesoporous
film of TiO, was thus deposited on the FTO. TiO, coated glass was then dipped into
the dye or the CdS QD solution for one hour so that the mesoporous film absorbs
the dye QDs. After that, the substrate is taken out from the solution and washed with
deionized water to remove additional material. The photoanode was then dried at
room temperature in a desiccator.

2.4 ZnO-Based Photoanode

ZnO nanorods are grown on a rectangular area of 1 cm x 1 cm of the conducting
side of the FTO glass using the method described in [10]. Then the electrodes are
dipped in the dyes for one hour and then dried.
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2.5 Preparation of Redox Couple

Iodide/Triiodide electrolyte is selected as redox couple as it has good solubility and
suitable redox potential. It also provides rapid dye regeneration and absorbs small
amount of light [ 11]. To prepare the redox couple, 127 mg of crystal iodine was mixed
with 830 mg of potassium iodide (include formula) in a beaker. Almost instantly,
Potassium Iodide reacts with Iodine to form Potassium Triiodide as depicted by
changing color of the mixture to yellowish brown. 10 ml Ethylene Glycol solution
was then added to the mixture under continuous stirring. The entire solution turns
yellowish brown.

2.6 Preparation of CE and Fabrication of the SC

FTO coated glass was used as CE on to which silver NPs were deposited to achieve
plasmonic effect. For the synthesis of silver, NPs deionized water was used as solvent.
A Silver Nitrate (AgNOj3) solution was reduced using stoichiometric amount of
trisodium citrate (Na3;C¢HsO7) resulting in nucleation and successive formation of
Ag NPs through Ostwald Ripening. Then a film of silver NPs was grown over the
conductive side of the FTO glass by dip and dry method to get the desired CE. After
preparation of the photoanode, redox couple and the CE, the SC was assembled as
shown in Fig. 1.

3 Results and Discussion

Optical absorbance of the sensitizer is a very important parameter for SCs. This
is because higher is the absorption; better is the possibility of electron generation
which in turn gives chance of better efficiency. UV-Vis spectroscopy was carried out
to observe the optical absorption of the extracted dyes and CdS QDs and is shown
in Fig. 2. Significant absorption of photons in the visible range by the sensitizers to
be used can be interpreted from Fig. 2.

To understand the physical characteristics of the mesoporous film, a few physical
characterizations were done as shown in Fig. 2. The SEM image, shown in Fig. 3(a),
confirms deposition of a mesoporous film on the substrate. Figure 3(b) shows the
TEM image of the TiO, nanoparticles and Fig. 3c shows the SEM image of the ZnO
mesoporous film deposited on the substrate. Formation of ZnO nanorods is seen
in Fig. 3¢ which is very much desirable for the transportation of photosensitized
electrons. Figure 4 shows a comparative analysis of V-I characteristics between ZnO
and TiO, SCs. From Fig. 4, it can be concluded that TiO,-based SCs produced higher
voltage and current as compared to ZnO-based ones.
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Fig. 2 UV-Vis spectra of CdS QD and the extracted dyes
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Fig. 3 physical characterization: a SEM image of the TiO, mesoporous film, b TEM image of the
TiO nanoparticles, ¢ SEM image of ZnO nanorod mesoporous film

Figure 5a shows the fill factors of various SCs and nominal variation was observed
in fill factors with varying mesoporous films of TiO, or ZnO. However, it is seen that
SC with Blackberry and Breadfruit dyes and CdS Qds on TiO,displayed improved
fill factors, and for the rest, ZnO showed better fill factor. Figure 5b shows efficiency
comparison of the various SCs. It is observed that in all cases, efficiency is found to
be better with TiO, as compared to ZnO. We found highest efficiency of 1.92 with
Blackberry dyes using TiO, mesoporous film while maximum efficiency of 0.9 is
obtained with Blackberry dyes using ZnO mesoporous films.
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4 Conclusion

Design of low-cost and environmentally benign solar cell has been studied exten-
sively in the recent era. Various dyes and QDs are studied for possible use as sensi-
tizers. Selection of wide bandgap semiconductor is also crucial for performance of
the solar cell as it is the layer responsible for the transportation of photogenerated
electrons. A comparative study of TiO, mesoporous films and ZnO nanorods as wide
transportation layer is presented here. It is found that, in case of fill factor, both TiO,
mesoporous films and ZnO nanorods produced quite similar performance with TiO,
films slightly ahead of ZnO nanorods. However, it is found that TiO; is better as far
as efficiency is concerned as compared to ZnO nanorods.
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AGC of Hybrid Solar-Hydro-Thermal )
System with GWO-based Conventional Gzt
Secondary Controllers

Asadur Rahman, Lalit Chandra Saikia, and Yatin Sharma

Abstract Automatic generation control is exhibited for an unequal three-area hybrid
solar-hydro-thermal power system. The hybrid power system comprises of conven-
tional thermal and solar thermal system in areal. Conventional thermal system and
hydro system with electric governor are positioned in area2 and area3, respectively.
The conventional thermal systems are provided with single reheat turbine. Suit-
able generation rate constraint is provided in both hydro and thermal systems. The
system dynamics with and without solar thermal are evaluated separately, considering
conventional secondary controllers. The evolutionary computational technique called
grey wolf optimizer algorithm is applied for simultaneous optimization of controller
gains. Analyses reveal that system responses, with and without solar thermal, for PID
controller are improved in comparison to other controllers. Investigation infers that
the responses with reference to the hybrid system are enhanced with faster settling
time and lesser deviation as compared to the system in absence of solar thermal.

Keywords Automatic generation control (AGC) + Grey wolf optimizer (GWO) -
Solar-thermal (ST) system

1 Introduction

Efficient power system operation requires maintained frequency with limited tie-line
power exchange. Deviations in these parameters occur due to change in load, other
factors and are expected to make zero. “Automatic generation control (AGC)” holds
the “frequency and tie line power exchange” stable to their respective nominal values.
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Several researches on AGC are reported in literature [1, 2]. Two-area AGC studies are
presented by R.K. Sahu et al. [1]. Saikia et al. [2] reported studies on several other
multi-area systems. The reported studies are demonstrated with the conventional
sources of thermal, hydro, etc. According to recent studies, alternate energy sources
such as solar and wind have the potential to become future energy sources. Modeling
of integrated renewable energy sources for AGC studies is reported in literature
[3-8]. The integration of solar photovoltaic system in AGC is presented in [3] by
H. Asano et al. B. S Kumar in his paper [4] presented the AGC with respect to a
distributed system. Rahman et al. [5] has incorporated the dish-Stirling solar thermal
system for AGC of thermal system. This is been carried out with “biogeography
based optimized” higher “degree of freedom PID controller”. Bevrani et al. [6, 7]
proposed modified area control error (ACE) concept for AGC incorporating solar
photovoltaic (PV) system. However, the concept of solar-thermal (ST) system in
comparison to solar PV system is growing rapidly. Further, the integration of these
ST systems for AGC studies has been conceptualized from [5, 8, 9]. Sharma et al.
incorporated “solar thermal power plant” [9] for grid-connected AGC studies but
limiting to thermal system only. Thus, further studies on multi-area AGC system
incorporating ST and other energy sources are important.

The governor has two controls with faster “primary control” and comparatively
slower secondary control. In the present scenario, all research pertaining to AGC
studies are done for the design and introduction of secondary control [1, 2, 9,
10]. Generally, conventional secondary controllers comprise of “I, PI and PID
controllers”. A performance of such controllers is studied in multi-area AGC with
ST system [9], but is limited to thermal system only. Thus the current research needs
to investigate the performance of conventional controllers for system with ST and
other energy sources.

Techniques such as Bacterial foraging (BF) technique [2], etc. are available in
literature for “AGC studies”. Moreover, “fuzzy logic controller (FLC) [10] and super-
vised artificial neural network (ANN) controller” [11] requires higher computational
time. Classical technique sometimes gives suboptimal result and is a trial and error
technique [2]. To overcome local optimum, BF algorithm is implemented in AGC
[2]. A “meta-heuristic algorithm” called “Grey Wolf Optimizer (GWQO)” based on
grey wolves’ behavior [10] is established by Seyedali Mirjalili et al. [11]. The advan-
tages of GWO over many other algorithms are presented in [11]. Its effectiveness is
functional in solving AGC of thermal systems [9]. This can be checked for hybrid
system as well. Thus, following are the main objectives of the present work:

(a) Integration of ST in a three-area hydro-thermal AGC system.

(b) Controller gains optimization with GWO algorithm.

(c) Comparison of system dynamic responses with and without solar thermal
having conventional controllers, to find the optimal one in each case.
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2 System Considered

An unequal three-area hydro-thermal system having conventional “thermal system”
in areal and area2, with hydropower plant in area3 is considered for investigation.
For further investigation, the solar-thermal (ST) is included in areal in addition to
the “thermal system” and this combined system is termed as hybrid system. The
area capacity ratio is 1:2:4. Conventional thermal system in areal-area2 is reflected
with “generation rate constraint (GRC) of 3%/minute”. GRC for hydro system is
considered in area3 with “270%/minute for raising and 360%/minute for lowering
generation”. The base values for “hydro and thermal systems” are taken from [2]
and for ST, from [5, 8, 9]. Areal is provided with “1% step load perturbation (SLP)”
for obtaining the system dynamics. Conventional controllers such as “I, PI and PID”
are considered separately as secondary controllers for the investigation. The transfer
function Simulink model of the hybrid system with ST in areal is shown in Fig. 1.
“Integral of squared error (ISE)” is used as “performance index (J)” and is given by
(1). Here, 1, j is the area number, fori =1,2,3and j=2,3 (j # 1).
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Fig.1 Simulink model of the hybrid power system with ST in areal
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3 Solar-Thermal (ST) System

The huge solar energy potential can be harnessed in producing the electrical power
using the available technology, such as “solar photovoltaic (PV) and concentrated
solar power (CSP)”. Solar-thermal (ST) system falls under CSP technology and is
appropriate for utility-based applications. The technology works on the principle
of storing thermal energy from direct normal solar irradiance. This stored thermal
energy can be retrieved instantly or at a later stage to produce electrical power. CSP
is getting global importance due to its bulk energy storage facility and it comprises
of alarge collector area. Figure 2 demonstrates the block diagram representation of a
solar-thermal (ST) system. It comprises of a solar collector area with heat exchanger,
where thermal energy is stored. The other portion of the ST system includes the
governor and a steam-turbine. A comparative study is reported in [12] for ST system
with different types of collectors. The collectors concentrate the solar radiation to a
central line/point to produce thermal energy and hence steam. Some modified steam
generation process is developed and reported in [13]. A hybrid solar-fossil fuel power
plant is proposed in [14]. J.B et al. [15] have suggested the modeling of the solar
field. The output temperature of ST system changes at a rate as provided by Eq. (2)
and the Laplace transform is as shown in Eq. (3).

dTo(®) _ Ano, . UL _ LIOR R
= C 1(1) C [T.(t) — T.()] + v [T:(¢) — To(1)] 2
. Tv- @ Ts 1 _ ULA ) Ts ULA
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(3)

The changes in “inlet and environment temperature” are trivial and the transfer
function of solar field w.r.t solar irradiance is applied as shown in Eq. (4), where Kj
is the solar field gain. The steam produced in the heat exchanger drives the turbine.
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Fig. 2 Block diagram representation of solar thermal (ST) system
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4 Grey Wolf Optimizer (GWO) Algorithm

This algorithm is based on the behavior of grey wolves [10], proposed by Mirjalili
et al. [11]. Algorithm imitates grey wolves’ behavior in pointing and chasing their
target. “Grey wolves” have firm social prominent hierarchy. They live in group and
are termed as “pack”. The pack has four different levels namely, “alpha (a), beta
(B), delta (8) and omega (w)”. Decision-making is the responsibility of alpha and is
the first level of pack. Beta helps in decision-making and is the second level. Delta
is the next level having “scouts, sentinels, hunters, and caretakers”. Scouts watch
the boundary of the territory and issue warning at the time of danger. Pack’s safety
is the sentinel’s responsibility. Alpha and beta get help from the hunters. Omega
is the lowest level in the pack and has to submit to all acting as scapegoat. Muro
et al. explain the hunting process of grey wolves in their paper [10]. The technique
is explicitly explained in [9, 11]. The number of search agent (n) in GWO is tuned
and considered as 5. The flowchart for GWO algorithm is as given below.

Begin
Initialize population of ‘n’ grey wolf
Evaluate fitness of every search agent for an objective function
Xg XB X are the best, second, and third search agent

While loop (Limit or Stop criterion);
For every search agent
Current search agent’s position update
End for
Update the parameters ‘a, A and C’
Calculate search agent’s fitness;

Update the search agents X, Xg Xy

Increase the count t;
End while loop

Return the best search agent X, ;
End

5 Result Analysis and Discussion

5.1 Optimization of Classical Secondary Controller Gains
for Conventional System

Conventional power system is the basic hydro-thermal system as mentioned in Sect. 2.
Classical secondary controllers such as I, PI, and PID are considered separately for
investigation. The controller gains, in each controller case, are optimized simultane-
ously using GWO algorithm. Following are the optimum values of controller gains for
the conventional system (without considering ST). The optimal gains with I controller
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are, Ky * = 0.62913, Kp* = 0.37382, Ki3* = 0.0041584. The PI controller gains
for the same system are computed and are Kp;* = 0.007853, Kp,* = 0.0063624,
Kp3* = 0.006127, Ky * = 0.32858, Kp* = 0.019018, Ki3* = 0.00095993. Simi-
larly, optimal PID controller gains are Kp;* = 0.05373354, Kp,* = 0.00647322,
Kp3* = 0.05531121, K1 * = 0.9091905, Kpp* = 0.3177515, Ki3* = 0.000093765,
Kpi* = 0.1355624, Kp,* = 0.0002108743, Kpz* = 0.100752. The comparison of
the responses pertaining to different controllers is demonstrated in Fig. 3. Itis evident
that PID controller is outperforming the other controllers. The responses depict better
dynamics for settling time, peak overshoot, and oscillations. The deviation in areal
frequency and tie-line power exchange is reported in Fig. 3 for statement validation.
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(b) Deviation in Tie-line power exchange for areal to area2

Fig. 3 Comparison of the responses for the conventional system with I, PI, and PID as secondary
controllers
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5.2 Optimization of Classical Secondary Controller Gains
Jor Hybrid System

Hybrid system resembles the power system mentioned in Sect. 5.1 with additional
solar-thermal integrated in areal. Classical controllers such as “I, PI, and PID”
are considered individually as secondary controllers. GWO algorithm is applied
to simultaneously optimize the controller gains. The optimal gains with I controller
are, Kigt* = 0.030436, K3 * = 0.07912, Kp* = 0.029027, Ki3* = 0.00002. Simi-
larly, the controller gains for PI are, Kpst* = 0.062878, Kp;* = 0.0018044, Kp,*
= 0.0011514, Kp3* = 0.065708, Kisr* = 0.032429, K;;* = 0.093458, Kp* =
0.0000726, Ky3* = 0.000654 and for PID controller the optimal gains are Kpgp* =
0.7968192, Kp;* = 0.4892932, Kpr* = 0.71400958, Kps3* = 0.288658, Kisr* =
0.09114182, K3 * = 0.5114575, Kp* = 0.1311596, Ki3* = 0.008815331, Kpst* =
1.0, Kp;* = 0.42462, Kpy* = 0.01272677, and Kp3* = 0.1169604. The comparison
of the responses pertaining to different controllers for hybrid system is demonstrated
in Fig. 4. It is evident that PID controller is outperforming the other controllers.
The responses depict better dynamics with negligible oscillations and much lesser
settling time, peak overshoot respectively. The deviation in areal frequency and
tie-line power exchange is reported in Fig. 4 for statement validation.

5.3 Comparison of Dynamic Responses for Conventional
and Hybrid Power System

Figure 5 compares the system dynamic responses with PID controller for the conven-
tional and hybrid system as depicted in Fig. 5 and Fig. 4, respectively. Figure 5
highlights the improvement in settling time and overshoots for hybrid system with
respect to the conventional system. It also attracts the reduced oscillations for hybrid
system. The observed values are reported in Table 1 for consideration. The incre-
mental power generation in areal with individual contribution from conventional
thermal system and solar-thermal system is presented in Fig. 6. This reflects the
power-sharing among the available energy sources to meet the area load demand (1

p-w.

6 Conclusion

Successful implementation of an unequal three area hybrid solar-hydro-thermal AGC
system is presented. Investigation is carried out for three-area AGC system, conven-
tional hydrothermal and hybrid system incorporating solar-thermal (ST) in areal,
respectively. Meta-heuristic optimization technique, grey wolf optimizer (GWO), is



92 A. Rahman et al.
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Fig. 4 Comparison of the responses for the hybrid system with I, PI, and PID as secondary
controllers

successfully applied in AGC of both the considered system for concurrent optimiza-
tion of controller gains. Investigation reveals that PID controller, optimized with
GWO algorithm, for the hybrid system gives improved responses. The responses are
enhanced with reduced settling time, overshoots, and minor oscillations. Inclusion
of solar-thermal for the hybrid system makes significant development in the system
performance.
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Fig. 5 Comparison of system performances, Conventional vs. Hybrid system, with PID controller

Table 1 Observed values from Fig. 5

Fig. Settling time(s) Peak overshoot Undershoot

No. Conventional Hybrid | Conventional | Hybrid Conventional | Hybrid
system system | system system system system

Figure 5(a) 42.28 2495 ]0.01789 0.009315 | 0.02852 0.02566

Figure 5(b) 5272 |40.51 | 0.0006507 0.0003904 | 0.0079 0.007948
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Fig. 6 Incremental power generation in areal for hybrid system

Appendix

See Appendix Table.

Nominal parameters of the system are:

Frequency, | Tgs: 1.0s; | Tgr, Tgo: | Tis: 3.0's5

f: 60 Hz; 0.08 s;
Tu, Te: Ti:10s; |Tw:1.0s; Kii: 0.5; | Kpi: Tip =Ty |Hj:5s;
0.3s; 120 Hz/pu | =Tj3:

MW; Tpi: | 0.086 pu

20s; MW/rad;

Di: 833x | Bj=28i:
1073 pu 0.425 pu
MW/Hz; MW/Hz;

R;: loading: | K: 1.8; | Ts: 1.8s;
2.4 Hz/pu | 50%;
MW,
SLP: 1% in
areal.
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and Sunandan Baruah

Abstract Graphene is a thin sheet of carbon atoms in which carbon atoms are
arranged in a hexagonal honeycomb lattice structure. It has very high electrical
conductivity. Properties like high electron mobility and ability to support Surface
Plasmon Polariton (SPP) waves make graphene suitable for THz communication. In
this paper, antennas are designed and investigated with graphene patch at different
substrates employing finite element method-based High Frequency Simulation Soft-
ware (HFSS). Performance of the antennas are investigated for five different substrate
materials such as FR-4, Bakelite, Rogers R04003, RT Duroid 6010 and Taconic TLC.
Further, the performances are examined on the basis of return loss, voltage standing
wave ratio (VSWR), gain, directivity and bandwidth of the graphene-based patch
antennas at Gigahertz (GHz) and Terahertz (THz) range. Finally, it is proved that
effect of substrate material is retained while linear scaling graphene-based patch
antenna from GHz frequency range to THz frequency range.

Keywords HFSS - Microstrip patch antenna - Terahertz + Graphene + Substrate
material + Return loss

D. Khanam - K. K. Sarma
Department of Electronics and Communication Engineering, Gauhati University, Gauhati, India
e-mail: ruba.onair@gmail.com

K. K. Sarma
e-mail: kandarpaks @gmail.com

K. Bhattacharyya () - S. Baruah

Department of Electronics and Communication Engineering, Assam Don Bosco University,
Assam, India

e-mail: kaustubh.bhattacharyya@dbuniversity.ac.in

S. Baruah
e-mail: sunandan.baruah @dbuniversity.ac.in

© Springer Nature Singapore Pte Ltd. 2021 97
P. K. Bora et al. (eds.), Emerging Technologies for Smart Cities, Lecture Notes
in Electrical Engineering 765, https://doi.org/10.1007/978-981-16-1550-4_11


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-1550-4_11&domain=pdf
mailto:ruba.onair@gmail.com
mailto:kandarpaks@gmail.com
mailto:kaustubh.bhattacharyya@dbuniversity.ac.in
mailto:sunandan.baruah@dbuniversity.ac.in
https://doi.org/10.1007/978-981-16-1550-4_11

98 D. Khanam et al.

1 Introduction

Microstrip patch antennas are low profile, easy to fabricate, easy to feed and easy
to incorporate with other microstrip circuit elements and integrate into systems.
With the advancement of technology, the demand for higher wireless communica-
tion has increased day by day. The need for high-speed wireless communication has
encouraged the researchers to study Terahertz (THz) waves [1]. THz wave occupies
the electromagnetic wave with frequencies lying between 0.1THz and 10 THz [2,
3]. Prior to 1980, electromagnetic properties of THz wave are completely unknown.
With the emersion of new technologies, THz wave is researched and found to be suit-
able for different applications. Properties like wave-particle duality, penetrability, and
resolving power of spectrum make it suitable for applications in security, Medical,
Military, etc. [4, 5]. THz band can be applied for local area networks and broadband
mobile communications as it has high frequency and wide bandwidth. Spectrum at
THz frequency band is not yet licensed and hence, there is huge scope of applica-
tions in this band [6]. Graphene-based nanoantennas will enable wireless communi-
cation at the nanoscale. The behavior of electron in graphene is being researched and
graphene appears to be a feasible basis for antennas [7]. Graphene has some unique
properties, which make it appropriate for use in miniaturized antennas. Properties
like high electron mobility and ability to support SPP waves make it an appropriate
choice for THz communication [8]. For Graphene patch antenna substrate materials
act as a performance regulator [9]. It is reported that substrate material controls the
properties of graphene patch and choice of good dielectric material can improve the
quality. Transport properties of graphene and resonant properties of antenna are also
influenced by substrate material [10]. A lot of research is undergoing to find suitable
new materials that can be placed as substrates for the graphene patch antenna [11,
12]. Microstrip antennas normally have dimensions in mm. When similar structures
of dimension in micrometers are designed, the antennas operating in THz frequencies
[13]. A linear scaling technique is used to design THz antenna from a GHz antenna by
reducing all dimension of the GHz antenna by a factor of 1000. In antenna designing,
the primary step is to choose an appropriate substrate as it is needed for the mechan-
ical support of the antenna. The resonance frequency of a nanoantenna is a function
of length and width of substrate and patch. Resonance frequency of a graphene patch
antenna further depends on location of patch [8, 14].

This paper presents a graphene-based patch antenna and comparative study for
different substrate material. The performance of the antenna is evaluated on the basis
of return loss, voltage standing wave ratio (VSWR), gain, bandwidth, and radiation
efficiency.
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2 Microstrip Patch Antenna at GHz Frequency

Microstrip patch antennas consist of a metallic patch which is mounted on a grounded
substrate. Out of the variety of shapes of patch, square and rectangular shapes are
mostly preferred because of the ease of analysis and fabrication, Here, antennas
are designed and simulated using graphene as patch material. Simulation is carried
out by using the software Ansoft HFSS. Further study was carried out by changing
the substrate material for proposed antenna. Figure 1 shows the geometry of the
proposed antenna. In this work, FR-4 epoxy substrate with dielectric constant = 4.4
and a thickness of 1.5 mm are used.

At first, antennas are designed with graphene as patch material and performances
such as return loss, VSWR, gain, directivity and bandwidth are calculated. The design
equations used for calculation are shown below:

The length of the patch,

c

L, =
Y

where, f, is the operating frequency, c is the velocity of light in free space, ¢, is
dielectric constant and the difference in length, AL which can be further defined as

—2x AL (1)

(gerr +1) (% +0.264)

AL =0412 x h x
(gerr — 0.258) (% +0.8)

@)

where £ is the height of the substrate and &, is the effective dielectric constant.
The width of the patch is given by

1 2
W, = / 3
! 2fr\/ oMo \ & t+ 1 ( )

Fig. 1 Geometry of the L
proposed Antenna

“r' \‘.I
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Table 1 1 Physical dimension of patch Antenna at GHz

D. Khanam et al.

Parameters Symbol Value

Operating frequency fy (5-15) GHz

Patch length and width L, W, 6.4899 mm, 9.1287 mm
Dielectric substrate length, width, and thickness | Ls W, h | 15.48 mm, 18.12 mm, 1.5 mm
Microstrip line length Ly, Ly 3 mm, 2.5 mm

Microstrip line width Wi W, 0.5 mm, 1 mm

The length of the substrate

Ls:LP+6Xh

The width of the substrate

W, = Wp +6xh

“4)

(&)

The detail dimensions taken into consideration are shown in Table 1.

The designed antennas with FR-4 substrate are first simulated and then analyzed
for return loss, gain, directivity, radiation pattern, bandwidth, and VSWR. For further
improvement in performance, the patch was investigated with five different substrate
materials like FR-4, Bakelite, Rogers R04003, RT Duroid, and Taconic TLC.

3 Linear Scaling Technique

A linear scaling technique is used to design a THz antenna from GHz antenna [15]. In
this technique, every dimension of GHz antenna are scaled down by a factor of 1000,
and investigated whether the reduced sized antenna works at almost same magnitude
at THz or not. Dimensions for simulation at THz range are taken in micrometres.

Detailed dimensions are shown in Table 2.

Table 2 Physical dimension of patch Antenna at THz

Parameters Symbol Value

Operating frequency fr (5-15) THz

Patch length and width Ly, Wp 6.4899 um, 9.1287 wm
Dielectric substrate length, width and thickness | Ls,Ws h 15.48 pm, 18.12 wm, 1.5 pm
Microstrip line length Ly L, 3 pm, 2.5 pm

Microstrip line width Wi, W2 0.5 um, 1 pum
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For further improvement in performance, the patch was investigated with five
different substrate materials like FR-4, Bakelite, Rogers R04003, RT Duroid, and
Taconic TLC.

4 Results and Discussion

The designed microstrip patch antenna with graphene as a patch material at GHz
frequency range was investigated with different substrate materials. Figure 2 shows
the return loss graph for five different substrates of graphene-based patch antenna at
GHz.

From the figure, it is seen that return loss is minimum for Rogers R04003 and
maximum for Bakelite.

Table 3 shows the measured results of graphene-based patch Antenna for different
substrate material.

Graphene-based patch antenna attained a return loss of —41.70 dB with Rogers
R04003 substrate which is a tremendous return loss in comparison to return loss
obtained with other substrate material. Again considering the performance param-
eters—gain, bandwidth, and directivity, it is observed that RT Duroid 6010 exhibit
good result with a huge bandwidth of 880.5 MHz at 12.4 GHz, although return loss
is greater but below —10 dB which is quite acceptable. As Rogers RO4003 shows
best result, return loss, VSWR, gain, and radiation pattern are also shown in Fig. 3.

Dimensions of the proposed GHz antenna is scaled down by a factor of 1000
to design an antenna operating in the THz frequency range and its radiation char-
acteristics are investigated at 10 THz, utilizing the HFSS simulation tool. Again
antenna parameters are investigated for different substrate material and the results
are tabulated in Table 4.

Fig. 2 Return Loss for —[FR-Zepoxy |
different substrate of . —— Bakelite
graphene-based antenna at 5} — Rogers R04003
10 GH ] —— RT Duroid

z o] i —— [=—Taconic TLC

-2 4
-4
64
-5
_'.-3:
41z ]
14 4
18 4
-18 4

s(1 1) (dB)

22 -

24
=28 o
<28 o
KL

Freq (THz)
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Table 3 Results of the graphene-based patch antenna at GHz for different substrate material

Substrate Dielectric constant | Parameter Graphene-based Antenna

FR-4 44 S11 (dB) —33.87
VSWR 1.04
Gain (dB) 5.784
Directivity (dB) 6.71
Bandwidth (MHz) 6.71
Resonating frequency | 9.6
(GHz)

Bakelite 4.78 S11 (dB) —14
VSWR 1.49
Gain (dB) 6.68
Directivity (dB) 6.57
Bandwidth (MHz) 416
Resonating frequency | 9.4
(GHz)

Rogers RO4003 | 3.4 S11 (dB) —41.70
VSWR 1.01
Gain (dB) 7.03
Directivity (dB) 6.94
Bandwidth (MHz) 451.6
Resonating frequency | 9.4
(GHz)

RT Duroid 22 S11 (dB) —17.73

6010 VSWR 1.63
Gain (dB) 8.43
Directivity (dB) 8.07
Bandwidth (MHz) 880.5
Resonating frequency | 12.4
(GHz)

Taconic TLC 32 S11 (dB) —25.62
VSWR 0.99
Gain (dB) 7.38
Directivity (dB) 7.22
Bandwidth (MHz) 482.4
Resonating frequency | 9.6

(GHz)
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Table 4 Results of the graphene-based patch antenna at THz for different substrate material

Substrate Dielectric constant | Parameter Graphene-based Antenna
FR-4 44 S11 (dB) —24
VSWR 0.98
Gain (dB) 6.07
Directivity (dB) 6.63
Bandwidth (GHz) 576.6
Resonating frequency (THz) | 9.8
Bakelite 4.78 S11 (dB) —18
VSWR 2.15
Gain (dB) 5.94
Directivity (dB) 6.52
Bandwidth (GHz) 530
Resonating frequency (THz) | 9.4
Rogers RO4003 | 3.4 S11(dB) —-23.29
VSWR 1.19
Gain(dB) 6.47
Directivity (dB) 7.01
Bandwidth (GHz) 476.7
Resonating frequency (THz) | 9.4
RT Duroid 22 S11(dB) —24.75
6010 VSWR 1.005
Gain (dB) 8.04
Directivity (dB) 8.12
Bandwidth (GHz) 952.9
Resonating frequency (THz) | 12.4
Taconic TLC 32 S11 (dB) —-22.97
VSWR 1.23
Gain (dB) 6.56
Directivity (dB) 7.07
Bandwidth (GHz) 500
Resonating frequency (THz) | 9.6

Figure 4 shows the return loss graph for five different substrates of graphene-
based patch antenna at THz range. It can be seen that return loss is minimum of —
24.75 dB for RT Duroid substrate and maximum of —18 dB for Bakelite substrate.

From Table 4, it is seen that all the substrate materials attained gain more than
5 dB and return loss less than —10 dB at THz frequency range. Considering the
performance parameters—return loss, VSWR, gain, bandwidth, and directivity, it
is observed that RT Duroid 6010 exhibit good result with a huge bandwidth of
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952.9 GHz at 12.4 THz. Also, the effect of Rogers RO4003 material is retained at
THz frequency range. It has been observed that the linear scaling technique performs
well to design a THz antenna from its equivalent GHz antenna and experimental
results validate its effectiveness. VSWR, gain, and radiation pattern of the proposed
antenna with Rogers RO4003 are shown in Fig. 5.

5 Conclusion

In this paper, graphene-based patch antennas with different substrates are designed
and simulated in the GHz and THz frequency range. Performance of the antennas was
compared on the basis of return loss, gain, VSWR, directivity, radiation pattern, and
bandwidth. Graphene-based Antenna achieved minimum return loss of —41.70 dB
with a bandwidth of 451 MHz at 9.4 GHz with substrate Rogers RO4003, and after
linear scaling, it shows a return loss of —23.29 dB with bandwidth 476 GHz at 9.
4 THz. All the substrate materials attained gain more than 5 dB and return loss
less than —10 dB and can be used as a substrate material for graphene-based patch
antennas. But for a higher frequency, RT Duroid would be the best substrate as
its resonating frequency gets shifted toward higher frequency. Effect of substrate
material is retained after scaling down by a factor of 1000 as graphene-based patch
antenna attained good result with Rogers RO4003 at both GHz and THz without a
shift in frequency.
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Fire Alarms Through Multivariate L
Characterization of Fire

Pranjal Kumar, Subham Naskar, and Arpit Raj

Abstract Fire in residential or office premises can be a serious threat to life and
property. There are many existing technologies for detecting fire and thereby raising
alarms to alert the residents and appropriate authorities to take the required action.
But, a false alarm is a major issue in these technologies. It can cause unwanted
panic injuries and even stampede during the evacuation. With public budget cuts,
some fire services have seen themselves forced to redefine response procedures.
The new measures may not necessarily be in the best interest of society. E.g., Fire
departments of certain countries prefer eye witness verification of fire before alerting
the authorities. Delay in alerting fire extinguishing services might cost life and could
lead to extensive damage to property. This motivated the authors to develop an
approach to reduce the percentage of false alarms. The main focus of this study
is to detect fire effectively and reduce the rate of false alarms by parameter-based
distinction of any type of combustion occurring in a room.
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1 Introduction

False fire alarms are a major problem as it is associated with a high cost in terms
of finance, time and manpower deployment. One study highlights that the “Fire
and Rescue Service Authorities” of the United Kingdom claims the false alarms
associated costs can rise to 1 billion pounds per year [1]. To substantiate, in 2011—
2012 about 53 percent of alarms were, in fact, false positives [1]. Some studies
conducted in the 90 s in Europe and the U.S., state even higher percentage. In some
reports, the percentage of real alarms is as low as 11 percent [2]. Due to this pressing
problem, in some countries visual verification is required before preventive and
rescue forces are deployed. Studies conducted in Sweden and England have shown
that verification of an alarm delays necessary resource allocation thereby increasing
the overall cost for society [3].

Generally, it is observed that the large number of fire alarms is because of smoke
detectors being incapable to distinguish between smoke particles released in a fire-
related scenario and other events like cooking food, smoking cigarette, etc. Other
factors responsible for false alarms are deceptive phenomena, equipment failure,
human error, malice, good intent, etc. [3].

Fire detection using gas sensors has been recognized as a promising approach since
the 1990s. As this approach can provide faster recognition of fire because during a
fire, chemicals are released first then the visible smoke gets released, also additional
security can be provided by monitoring chemical levels in the environment.

Autonomous fire monitoring and alert system performing with high precision can
ensure extensive protection of life and property indoors. In this paper, the authors
propose an approach to detect fire by monitoring the changes that occur in the envi-
ronment in an event of a fire. Due to the variation of multiple factors caused in the
environment during a fire, its detection becomes quite cumbersome [3]. Therefore,
it would not be prudent enough to design a system based on one or two parameters
only, as are many contemporary fire detection alarms.

Our proposed system takes into account multiple environmental factors such
as gases released, temperature change, and humidity. Additionally, an algorithmic
approach has been adopted which includes common materials found in a residential
or official setting.

2  Concept Blocks

Authors have experimentally observed and analyzed the combustion behavior of
various materials (especially found at home or office setting), which is explained
in this section. This approach enabled the right selection of sensors for the system.
Thereafter, the nature of the sensor readings during the combustion is examined, in
an attempt to understand the relative significance of every sensor involved in the
system.
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2.1 Polyethylene

Polyethylene, a polymer comprising of carbon and hydrogen. When polyethylene
undergoes combustion in abundant oxygen supply, it yields carbon dioxide and water.
Whereas, carbon particles and carbon monoxide is produced when oxygen supply is
constrained [4, 5].

2.2 Wood and Cellulose

When wood goes through combustion it produces gases like CH,O [5, 6]. Thereafter,
CH,O reacts with surrounding oxygen produces CO,, CO, H; as per the chemical
equation:

6C10H;507 + Heat — Cs5oH10O + 10CH,O
CH,O0+ 0, > H,O+CO,+CO+C+ H,

Carbon monoxide (CO), even in low concentration could adversely affect the
human respiration system and various vital organs, leading to premature death [6].

2.3 Acrylic Fibers (Fibers, Rubbers, Adhesives, and Clothes)

Some synthetic fibers have about 80 to 85 percent content of acrylonitrile substance.
These materials are made up of carbon, hydrogen, and nitrogen particles, and during
their combustion, they produce hydrogen cyanide (HCN), an exceptionally harmful
gas, in addition to CO [7-9].

Considering the gases released (covered in Sects. 1-3), MQ2 and MQ135 sensors
have been selected as they are capable of detecting a wide range of NH3, NOx,
alcohol, benzene, smoke, and CO,.

2.4 Analysis of Temperature Variation

The temperature of the room rises significantly and can even reach greater than 500
degrees centigrade during fire, as the temperature increases the humidity present in
the atmosphere varies sharply (depending upon the combustible materials) indicating
a probable fire in the vicinity [10].



112 P. Kumar et al.

With a capability of detecting temperature over a wide range (-40 to 80 degrees
centigrade) and measuring humidity from O to 100% with almost £ 1% accuracy,
the DHT22 module proves to be appropriate for this purpose. Additionally, a flame
sensor is also used because it is sensitive to various lightning conditions for its IR
sensitive capabilities and it also enables better decision making by the system.

3 Experimental Setup

A setup was created to perform controlled combustion of materials and record the
signals from various sensors of the system. The setup consisted of a rectangular
enclosure of dimensions 8.5 x 7.5 cm?. It had an opening of diameter 4 cm, which
acted as ventilation. The distance between the edge of the enclosure and the measure-
ment system is 4 cm. It was ensured that the materials were ignited for 10 s, and
the time between the two readings was kept 2 s. 60 sets of readings were collected
for each material. The measurement system and its constituent blocks are shown in
Figs. 1 and 2.

The materials used for the experimental observation (along with their dimensions)
were: cloth (8 x 8 cm?), paper (10 x 10 cm?), plastic (10 x 10 cm?), rubber (2 x
2 cm?), and wood (6 x 2 cm?).

Fig. 1 Measurement system
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Fig. 2 Block diagram of the proposed system

3.1 Hardware and Software Specifications

e The Arduino UNO microcontroller R-3 board had been used for taking inputs
from the sensors and for processing the output.

e MQ?2 is a flammable gas and smoke sensor to detect and measure concentrations
of flammable gas between 300 to 10,000 ppm [11].

e MAQI135 is an air quality sensor for sensing a wide range of gases, including NH3,
NOx, alcohol, benzene, smoke, and CO2. It has a high sensitivity to ammonia,
sulfide, benzene steam, and smoke [11, 12].

e Flame sensor contains YG1006 sensor which is NPN silicon phototransistor which
can detect a wide range of wavelength between 760 nm and 1100 nm [13]. It is
sensitive to variation in lighting conditions, and because of its infrared-sensitive
capabilities, it is beneficial under smoky conditions.

e DHT?22 is humidity and temperature sensor which can measure temperature from
—40 °C to 80 °C and humidity from 0% to 100% with an accuracy of &= 1 °C and
+ 1% [14].

e Arduino IDE was used to develop and upload the program that would Arduino
board.

e Python was used for recording the data from the Arduino microcontroller-based
board into CSV (comma-separated value) file. It was also used for the analysis of
data and plotting the graphs.

e VS Code was used as a text editor for writing python code.
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4 Algorithm

Initialize

Data collected for individual sensors in
normal conditions and by burning
different materials.
Now every sensor will have two sets of data:
Fire
NonFire
Ml = Mean (Fire)
N1 = Mean (NonFire)
CHNG1 = abs (M1 - N1)/((M1l + N1)/2)
Similarly, we have, CHNG2, CHNG3,

CHNG4, CHNG5 for all the sensors

Start Loop
Cl = Reading_Sensorl()
c2 Reading_Sensor2 ()
Cc3 Reading_Sensor3 ()
Reading_Sensor4 ()
Reading_Sensor5 ()
> M1
M2
M3
M4
DS C5 M5
Decision = (D1*CHNGl + D2*CHNG2 + D3*CHNG3 +
D4*CHNG4 + D5*CHNGS)
If (Decision > 0)
There is Fire

o
=

L T T T I
a
[y

>
>
>
>

Else
There is no fire

Here, CHNGJi] (where i = {1, 2, 3, 4, 5}) represents the change in the readings
that have occurred in the individual sensors. By calculating it we get to know which
sensor is the most sensitive one. Higher the CHNG/i] value, the more sensitive the
sensor is and hence it has more priority in decision making. The CHNG/i] value is
multiplied by D/i] which has a value of either 1 or O based on whether the sensor
determines it is a situation of fire or not respectively.

5 Experimental Results and Discussion

Different materials have their unique combustion chemical signature and hence the
sensors produce distinctive readings for each material. Figures 3, 4, 5, 6 and 7 shows
the plot of various sensors for different materials under experimentation.

For performing the experiments for each test case (materials), the enclosure was
kept in an optimal temperature condition with proper ventilation. The materials were
ignited and kept in the enclosure for a fixed amount of time of two minutes. After
obtaining the data for each test case the enclosure lid was opened to restore the
internal environment to normal conditions. The above process was repeated for each
test case, multiple times to ensure the consistency of the data collected.

The objective of collecting data from a diverse set of materials is to have a less
biased dataset and thereby enhancing the actual fire prediction capability of the
system. From Fig. 3 it is observed that paper shows the highest temperature increase,
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Fig. 3 Data from DHT22
sensor (Temperature)

Fig. 4 Data from DHT22
sensor (Humidity)

Fig. 5 Data from Flame
sensor
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Fig. 6 Data from MQ135 &b
gas sensor
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because of complete combustion. Whereas, for a piece of cloth, wood, rubber and,
plastic, change is not significant due to partial combustion.

From Fig. 4 it is seen wood initially take time to burn due to the moisture content.
But, once ignited it burns steadily, which is evident from Fig. 5 As water vapor is
one of the by-products of combustion for many materials, if there is no sufficient
ventilation, humidity increases observed in Fig. 4 Wood and piece of cloth show
the highest variations in relative humidity reading because they possess comparably
higher moisture content among the others. Plastic and piece of cloth undergo slow
combustion generating various gases and smoke as evident from Figs. 6 and 7.

Thus from the nature of graphs, and detecting the fire based on commonly available
materials at home or office space, the proposed system can provide better and precise
detection capability.
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6 Conclusion

The main focus of this paper is to distinguish between a fire and non-fire scenario
with high precision thereby decreasing the rate of false alarms. To fulfill this motive,
parameter-based decision-making abilities of the various sensor is used for moni-
toring purpose. From the proposed methodology, combustion profile of commonly
available materials at home or office space, such as wood, paper, cloth, rubber, and
plastic are recorded. This is fed into the algorithm which enables fire detection with
greater accuracy. The experimental setup system was built using low-cost sensors
which are widely popular in the embedded system design, thereby keeping the setup
cost-effective.

Authors are presently working to bring in more functionality and reliability by
displaying warnings to users when the sensors get dirty due to the deposition of soot.
To further improve the accuracy of the system an approach to classify the results
using statistical techniques is currently under development.
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A Graph-Based Band Selection Method )
for Hyperspectral Images Using i
Correlation Matrix

Jintu Kumar Das, Christopher D. Tholou, Alok Anand Minz,
and Sonia Sarmah

Abstract Images are classified by analyzing the numerical properties of image
features and then are organized into categories. Classification algorithms are typically
performed in two phases i.e., training and testing. The number of training samples
needed to design a classifier increases with the dimension of feature vector and it is
challenging to determine if all features are necessary for the classifier. Therefore, we
need a way to reduce the dimension of the feature vector without losing any impor-
tant information. Remotely sensed hyperspectral images contain hundreds of spec-
tral bands which provide detailed information about the objects. But this increased
dimension at the same time also increases the computational complexity of classi-
fication. In this paper, we present a graph-based approach for band selection using
correlation matrix and mutual information for dimension reduction of hyperspectral
images so as to decrease the computational complexity during classification.

Keywords Band selection - Hyperspectral dataset - Correlation matrix - Mutual
information - Feature reduction

1 Introduction

Hyperspectral remote sensing is an emerging and multidisciplinary field with many
applications such as geology, ecology, atmospheric science, and forensic science. It
provides spatial and spectral information simultaneously. The hyperspectral images
are represented in a three-dimensional data cube (X, y, \) for processing and analysis,
where x and y represent two spatial dimensions of the scene, and A represents the
spectral dimension [2]. The hyperspectral imaging covers an extensive spectral range
providing high potential for discrimination of subtle differences in ground covers.
However, due to this high dimensionality, the classification performance for hyper-
spectral images decreases and may suffer from the curse of dimensionality [9]. As a
result, we need to reduce the dimensionality of the such images without losing the
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original information. Feature reduction is the transformation that maps the data from
a high order dimension to a low order dimension [4]. Feature reduction can be imple-
mented with feature selection or feature extraction. Different techniques are already
introduced in the past for band selection [3, 4, 6, 7, 11] to find crucial and significant
bands present in a hyperspectral image. One of the techniques introduced a supervised
feature extraction method based on the discriminant analysis (DA) [4] which uses
the first principal component (PC1) to weight the scatter matrices. A graph-based
feature reduction method was proposed in [11] which uses super-pixels as input to
the proposed method and Simple Linear Iterative Clustering (SLIC) is performed
followed by Laplacian Eigenmaps (LE). In [6] authors proposed a feature extraction
method where the input hyperspectral images were segregated into multiple subsets
containing adjacent bands. Later the bands were merged together by averaging. In
subsequent steps, these merged bands were further processed with recursive filtering
giving the resulting feature for classification. Local binary pattern (LBF) [6] of the
extracted features are formed thereby increasing classification accuracy.

In this paper, we have discussed a graph-based feature reduction method based on
the concept of mutual information and a correlation matrix. In the proposed method,
band correlation is calculated considering each band as a vertex. Edges are created
between bands having equal or greater correlation values than a predefined threshold
value. In the next phase, connected components of the graph have been extracted and
from each component, the band having the highest mutual information with respect
to the ground truth is selected. The process eventually results in a reduced dataset
comprising of only significant bands.

2 Background

2.1 Correlation

Correlation is the measure of similarity between two signals [8]. Correlation between
two variables X and Y can be found using the formula,

 Sm-Doi— )
rxy = = =
S - X -7y

(D

where, 1y is the correlation coefficient of the variables X and Y. x; and y; represent
the ith value of X and Y respectively in corresponding samples. X~ and ~Y are the
mean of the values of X and Y respectively.
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2.2 Mutual Information

Mutual Information is the measure of how much a random variable is related to
another [10]. The formal definition of mutual information of two random variables
X and Y is given by,

p(x,y)
I(X;Y) = § : § ,v)log ——=2 2
(X;Y) nyfop(x y) log )P0 (2)

where, p(x,y) is the joint distribution of X and Y.

3 Graph and Connected Components

Graph—A graph can be defined as G = (V, E) where V represents the set of vertices
V1, Vo, ... etc and E represents the set of edges el, e2, ... etc. Each edge is a pair
between two vertices (vj, vj).

Connected Components—In graph theory, connected components of an undi
rected graph is a subgraph where any two pair of vertices are connected by at least
one path [5] (Fig. 1).

Fig. 1 A graph with 3 connected components
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4 Proposed Methodology

In this proposed method, we have introduced a simple graph-based feature selec-
tion method using mutual information and a correlation matrix to select the signifi-
cant bands from a hyperspectral image. The algorithm consists of two phases-graph
construction and band selection. The overall time complexity is O(X *Y *Z) + O(V
+ E) where x, y, z are the height, width, the number of bands present in the image
cube and V, E represents the vertices (the bands) and E represents the edges present
in the graph. The two phases are discussed in detail in the following sub sections.

4.1 Construction of the Graph

Initially for the construction of the graph the hyperspectral dataset of dimension (X,
y, \), corresponding ground truth and a predefined threshold value of correlation
coefficient are taken as input. Then a graph G is constructed considering each band
of the input hyperspectral dataset as a vertex. Thus the number of vertices in G is
equal to the number of bands in the hyperspectral i.e. \.. An edge is added between a
pair of vertices(bands) in G if the correlation coefficient between those two vertices
is greater than the input threshold.

4.2 Finding the Connected Components and Band Selection

In this phase, from graph G (constructed in Sect. 1), the connected components
are extracted. From each connected component, we select the vertex(band) having
the highest mutual information score with ground truth. So, if there are k(k < )
connected components in the graph then the total number of selected bands is also
0kO. Finally, a reduced dataset is constructed considering only the selected bands
(Fig. 2).

5 Experimental Setup

5.1 Dataset Description

For carrying out the experiment, we have taken 3 datasets acquired by various
sensors namely- Indian pines(corrected), Pavia University and Salinas-A. The Indian
Pines(corrected) scene was gathered by AVIRIS (Airborne Visible/Infrared Imaging
Spectrometer) sensor and consists of 145 x 145 pixels, 200 spectral bands and 16
identified classes. Salinas-A dataset consists of 86*83 pixels and 204 spectral bands
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Fig. 2 Proposed method block diagram

and includes 6 classes. Pavia University Scene contains 103 spectral bands, 610%340
pixels and 9 classes [1]. For each dataset a series of experiments with three different
threshold values of correlation coefficient—0.95, 0.97, 0.98.

6 Classifier Used

For classification purpose, two classifiers namely Support Vector Machine and
Convolutional Neural Network were used separately.

In case of SVM, multiclass SVM with one against all strategy and linear kernel
was used for training and testing purpose. The C parameter was set to 1.0 and gamma
was set to auto.

A hybrid CNN classifier was also used for the classification. There were 10 hidden
layers, 1 input and 1 output layer. The kernel size was taken as (3,3) and number of
epoch chosen was 10. For the fully connected layers, the number of neurons were
256 and 128.

7 Evaluation Metrics

For training and testing the SVM classifier tenfold cross-validation method was used.
Cross-validation is used to estimate the skill of machine learning model4.2. For
CNN the training and testing data was divided into 70% and 30%, respectively. The
following evaluation metrics were used to evaluate the performance of the classifiers:

R TP + TN .
ccuracy =
Y= TP+ TN+ FP + FN
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with TP, FP, TN, FN being number of true positives, false positives, true negatives
and false negatives, respectively.

K=p0_17e (4)
l_pe

where k represents the Cohen Kappa Score, py is the empirical probability of agree-
ment on the label assigned to any sample (the observed agreement ratio), and pe is
the expected agreement when both annotators assign labels randomly. p, is estimated
using a per-annotator empirical prior over the class labels.

8 Results and Discussion

From the series of experiments on the aforementioned datasets, we may observe that
using only a small number of bands selected by the proposed methodology, adequate
accuracy could be achieved using the SVM and CNN classifer. Table 1 presents the
accuracy achieved by using all the bands of the datasets while Tables 2, 3 and 4
present the detailed classification result achieved by using only the selected bands
for Indian Pines, Salinas-A and Pavia University dataset. The classification results
which are improvement over using all the bands are shown in bold in the respective
tables.

For the Indian Pines dataset the number of bands selected for the thresholds were
53, 67 and 96, respectively. From Table 1 it can be seen that using all the 200 bands of
Indian Pines the obtained accuracies were 84.39% and 99.40% for SVM and CNN
respectively. Table 2 shows that using 96 selected bands SVM gave classification
accuracy of 74.92%. But with CNN classifier accuracy increased significantly to
95.32% with the same set of selected bands.

Table 1 Classification results considering all the bands

Dataset SVM CNN
Indian Pines 84.39 99.40
Salinas-A 99.92 98.33
Pavia University 91.64 98.81

Table 2 Classification results of Indian Pines on reduced dataset

T Bands Retained SVM CNN

Accuracy Kappa Accuracy Kappa
0.95 53 71.23 73.24 89.48 90.23
0.97 67 73.33 75.13 91.10 91.85
0.98 96 74.92 76.97 95.32 96.32
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Table 3 Classification results of Salinas-A on reduced dataset

T Bands retained SVM CNN

Accuracy Kappa Accuracy Kappa
0.95 16 98.95 98.88 98.65 98.10
0.97 20 99.23 98.96 98.83 98.95
0.98 32 99.29 99.15 98.85 98.99

Table 4 Classification results of Pavia University on reduced dataset

T Bands retained SVM CNN

Accuracy Kappa Accuracy Kappa
0.95 3 68.58 56.09 98.78 98.53
0.97 4 69.20 58.04 98.36 98.10
0.98 8 76.58 70.43 98.92 99.23

For Salinas-A dataset both SVM and CNN gave outstanding results with only
limited number of selected bands. The obtained accuracy with all the 204 bands of
Salinas-A were 99.92 and 98.33%, respectively for SVM and CNN. From Table 3, it
may be observed that with only 16 selected bands(which is only .08% of the original
number of bands) SVM gave an accuracy of 98.95% and CNN gave an accuracy of
98.65%. Similarly for the Pavia University with all the bands accuracies of 91.64%
and 98.81% were achieved by using SVM and CNN respectively. However, for Pavia
University dataset, as we can observe from Table 4, SVM performed moderately.
But with CNN and using relatively very small number of bands, 8 in our case, high
accuracy of 98.92% could be achieved, which was an improvement compared to the
same using all the bands.

From the experimental results, it may be observed that using only a small number
of bands selected by the proposed methodology, adequate accuracy could be achieved
using SVM and CNN classifier. For Indian pines dataset using all the bands and SVM,
the obtained accuracy is 84.39%. Using 96 selected bands accuracy of upto 74.92%
could be achieved. But using CNN classifier the accuracy of upto 95.32% could be
achieved. For Pavia University dataset, as we can observe from Table 4, SVM gives
moderate results but with CNN and using relatively very small number of bands, 8
in our case, high accuracy could be achieved. For Salinas-A dataset both SVM and
CNN gives outstanding results with only 16 number of bands.

9 Conclusion

In this work, We have proposed an algorithm for graph-based feature reduction, which
tackles the challenges posed due to the high computational complexity involvement
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while processing the hyperspectral dataset having hundreds or even thousands of
bands. We have experimented the proposed method over three different hyperspectral
datasets using two classifiers and found that using hybrid CNN classifier the selected
bands give close or higher accuracy than using all bands. Our future work will
concentrate on the tuning of the hyper-parameters and testing the proposed method
on various other large datasets.
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A Study on Using Deep Learning )
for Segmentation of Medical Image L

Lal Omega Boro and Gypsy Nandi

Abstract Segmentation of medical images using deep learning has provided state-
of-the-art performances in this area of work. With the availability of large digital
datasets and access to powerful GPUs, deep learning has transformed our world. We
are now able to make computers mimic and replicate the functions of the human mind
simply by providing enough data and computing the problem. Deep learning has a
huge potential for medical image analysis and now it has been firmly established as
a robust tool in image segmentation. This paper addresses the six popular methods
that have employed deep-learning techniques for the segmentation of medical images
which play a massive impact in the medical healthcare industry and in turn make a
contributing role towards the concept of smart cities. A comparative study on these
deep learning-based segmentation techniques will provide a researcher working in
the field of medical imaging to explore further in this area for higher accuracy and
better results.

Keywords Segmentation - Medical images + Deep learning - U-Net - V-Net *
Mask R-CNN

1 Introduction

Artificial Intelligence plays a huge role in medical health care industries especially
when it comes to medical imaging. It has great potential to address various challenges
caused by excessive urbanization. Soon the future of smart healthcare in smart cities
will be driven by Al doctors which can outperform human physicians in diagnosing
diseases that need quick judgemental calls. There are numerous papers regarding
medical image analysis ranging from segmentation, classification, detection, etc.
that have proved the efficiency and effectiveness of deep learning which is a subset
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of machine learning and in turn, a subset of Artificial Intelligence [1, 2]. Organ and
substructure segmentation is considered as one of the most challenging tasks for
analyzing clinical parameters like volume and shape as well as to identify the region
of interest to locate a tumor, lesion, and other abnormalities due to high variability
in medical images. A lot of research has been carried out in an attempt to develop
an architecture for automated segmentation. The most popular architecture is U-
Net proposed by Ronneger et al. [3] discussed in Sect. 3. It is built upon the fully
convolutional network architecture and it is modified in such a way that it works
with very few images and yet yields more precise segmentation. Furthermore, some
researchers contributed to improving the architecture that can be seen from the work
of Cicek et al. [4] and Military et al. [5] discussed in Sect. 3.

Segmentation is a process of partitioning images into a set of segments with similar
properties to locate objects or boundaries. Segmentation is the first and most essential
step in medical image analysis. There are many applications of segmentation. For
example, during the medical diagnosis of cancer, the severity can be determined from
the shape of the cancerous cell. For this, segmenting the image into multiple regions
is required to filter out those regions that represent the characteristic of cancer cells.
In this type of application areas the quality of the final output largely depends on the
quality of segmented output [6]. The importance of segmentation in medical images
are varied such as for:

Locating the region of interest.
Learning the anatomical structure of the human body.
Measuring tissue volume to determine the size of the tumor and other abnormal-
ities.

e Helping in treatment planning like differentiating cancerous cells from non-
cancerous cells before undergoing radiation therapy.

This paper consists of three main sections which are structured as followed.
Section 2 gives a brief overview of deep learning. Section 3 discusses the different
state-of-the-art architectures of deep learning for the segmentation of medical images.
Section 4 describes some of the challenges of deep learning in the medical healthcare
industry. Section 5 concludes the chapter.

2 Deep Learning Overview

Deep learning is a subfield of machine learning which in turn is a subfield of artificial
intelligence. Artificial intelligence is a technique to mimic human behavior, machine
learning is a technique to achieve Al through an algorithm that is trained with data
and deep learning is a type of machine learning inspired by the structure of the human
brain. In terms of deep learning, this structure is called an Artificial Neural Network
(ANN). Deep learning is powered by a huge amount of data. The “Big Data Era” will
open up a lot of opportunities and innovations in deep learning. It has remarkably
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improved the results for many problems like speech to text conversion, object recog-
nition, self-driving cars, robotics, and medical healthcare. Deep learning has a huge
potential for medical image analysis. The breakthrough came in the year 2012 [7] in
an event where a deep convolutional neural network gave better accuracy of results
and outperformed other established models and also won an overwhelming victory
in the worldwide computer vision competition called the ImageNet Classification.

Traditional machine learning techniques for pattern recognition relied heavily
on the human-engineered features extraction process. The process required careful
engineering and domain expertise about a given problem to reduce the complexity
of the data and to improve the model accuracy. Moreover, if erroneous features
are extracted, the model is inherently limited in performance. Deep learning, on the
other hand, execute feature engineering on its own and enable faster learning without
explicitly told to do so. This eliminates the need for domain expertise and hardcore
feature extraction.

The existence of deep learning can be traced back to 1943 [8] when Warren McCul-
loch and Walter Pitts proposes the first mathematical model for a neural network
in their seminar paper titled “A Logical Calculus of Ideas Immanent in Nervous
Activity”. Warren McCulloch and Walter Pitts created a computational model called
threshold logic to mimic the human thought process. Deep learning architectures are
based on the framework of Artificial Neural Network (ANN) which is inspired by
the biological neural network. ANN consists of multiple nodes (neurons) that are
interconnected with each other from one layer to another as shown in Fig. 1. These
artificial neurons are connected by synapses that contain weighted values and like
synapses in the biological brain, they can transmit a signal to other neurons. Each
artificial neuron outputs a decision signal based on the weighted sum. The weighted
values of the neurons are optimized with loss function by matching the actual value
and the predicted value. The optimized weights are then updated using gradient
descent.

Hidden Layers

Fig. 1 Artificial Neural Network with 1 input layer, 1 output layer, and 2 hidden layers



130 L. O. Boro and G. Nandi

There are two types of ANN, FeedForward and Feed-Back ANN. In FeedForward,
the flow of information is uni-directional. Its main goal is to approximate some
functions. For example a regression function y = f *(x) maps an input X to a value
y. A feedforward network defines a mapping y = f (x; 6) and learns the value of the
parameters 0 that result in the best function approximation. Here x is used to evaluate
the intermediate computation in the hidden layer which defines f which in turn is
used to calculate y. In FeedBack ANN, there is a feedback loop in which the output
of the model is fed back to itself. The combination of FeedForward and FeedBack
ANN is called Recurrent Neural Network.

3 Basic Principles of Segmentation Approaches/Network
Structures

There are many segmentation techniques that are applicable for medical imaging.
However, the algorithm developed for one class of images may not always be appli-
cable to other classes of images. This section briefly describes some of the most
popular and successful deep learning-based segmentation architectures.

3.1 2D U-Net

One of the most well-known CNN architecture for medical image segmentation is U-
Net which was initially proposed by Ronneberger et al. [3]. The U-Net architecture
was built upon a more elegant architecture, the Fully Convolutional Network and
it was modified in such a way that it yields precise segmentation with very fewer
training images. The architecture looks like “U” and it basically consists of two
parts a “contracting path” and an “expansive path”. The contracting path follows the
structure of a convolutional network which consists of two 3 x 3 convolutions and
each followed by ReLU (rectified linear unit) and a 2 x 2 max pool with stride 2 for
downsampling. The expansive path is similar to the contracting path however each
upsample is appended with high-resolution features from the opposite side of the
“U”, the contracting path. The whole thing ends with a 1 x 1 convolution mapped
all the component feature vector to the desired number of classes.

Figure 2 illustrates the 2D U-Net architecture for 32 x 32 pixels resolution where
the blue boxes correspond to a multi-channel feature map and white boxes correspond
to the copied feature map. The arrows indicate the different operations. The number
of channels is given on top of the boxes.

The U-Net architecture is tested on three different segmentation tasks. It achieves
a warping error of 0.0003529 and a rand-error of 0.0382 on the segmentation of
neuronal structures in electron microscopic recordings. The architecture is further
tested on two data set for cell segmentation tasks in light microscopic images. It
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Fig. 2 The structure of 2D U-Net architecture [3]

achieves an average IOU of 92 percent on the first data set “PhC-U373” which
is provided by DR. Sanjay Kumar, Department of Bioengineering University of
California at Berkeley CA (USA), and an average IOU of 77.5 percent on the second
dataset “DIC — HeLa” which s provided by Dr. Gert van Cappellen Erasmus Medical
Center, Rotterdam, Netherland.

3.2 3D U-Net

In an attempt to improve the U-Net architecture with richer spatial information, Cicek
et al. [4] present a 3D U-Net architecture for volumetric segmentation that requires
some annotated 2D slices for training. The proposed architecture is quite similar to
the early work of Ronnebeger [3]. They redesign the architecture to perform a 3D
operation. The proposed network was able to generate dense volumetric segmentation
from some 2D annotated slices. Key to their model is weighted loss function and
special data augmentation which enable them to train the network with only a few
manually annotated slices, i.e., from sparsely annotated training data.

Figure 3 illustrates the 3D U-Net architecture. The structure is similar to the
standard 2D U-Net structure. It has an analysis path and a synthesis path. The analysis
path contains two 3 x 3x3 convolutions in each layer and a max-pooling 2 x 2x2 in
each dimension with strides two. The synthesis path contains 3 x 3x3 convolutions
and 2 x 2 x 2 up-convolution in each layer with strides of two in each dimension.
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Fig. 3 The structure of 3D U-Net architecture [4]

The architecture experimented into two setups. In semi-automated setup, the user
annotates few slices in the volume to be segmented and the network generates a dense
3D segmentation. The average IOU achieve in this setup is 0.863 experimented in
threefold cross-validation. In a fully-automated setup, the performance gain of the
3D architecture is demonstrated to an equivalent 2D implementation.

3.3 V-Net

Furthermore, the most popular derivations of U-Net is the V-Net proposed by Millitari
et al. [5]. Figure 4 illustrates the structure of V-Net architecture. The left part of the
network consists of a compression path and the right part decompresses the signal
until its original size is reached. They applied convolution at each stage both for
extracting features from the data and reducing its resolution with 2x2x2 voxels wide
kernel applied with stride 2. In their approach, pooling operations have been replaced
with convolutional which helps to have smaller memory footprints during training.
PReLU was used as a non-linearity activation function throughout the network.

The right part of the network extracts features and expands the spatial support
of the lower resolution maps to output two-channel volumetric segmentation. These
two output feature maps are the probabilistic segmentation of the foreground and
background regions by applying soft-max voxelwise.

The architecture is trained on 50 MRI volumes and the relative manual ground truth
annotation which is obtained from the “PROMISE2012” [9] challenge dataset. The
performance is evaluated in terms of Dice overlap and Hausdorff distance between
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Fig. 4 Schematic representation of V-Net architecture [5]

the predicted delineation and the ground truth annotation and the obtained challenge
score from “PROMISE2012”.

3.4 Fully Convolutional Network (FCNs)

Long et al. [10] proposed fully convolutional networks that take input of the arbitrary
size and produce an output of the corresponding(resample) spatial dimensions. They
cast ILSVRC classifiers into FCN and augmented for dense prediction using in-
network upsampling and a pixel-wise loss. Training for segmentation is carried out
by fine-tuning which is done by back-propagation on the entire network. Skips are
added between layers to fuse coarse and to refine the semantics and spatial precisions
of the output.

The architecture is evaluated on the test set of NYUDv2 [11], PASCAL VOC
[12], and SIFT Flow which gives 20 percent relative improvement to 62.2 percent
mean IU in 2012 and reduces inference time in less than one-fifth of a second for a
typical image.
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3.5 DeepLab

It was first proposed by Liang-Chieh et al. [13] with a motive to perform semantic
segmentation with deep learning. They make three main contributions that experi-
mentally shown to have substantial practical merits. First, they introduced convolu-
tions with upsampled filters for dense prediction tasks. Second, they propose atrous
spatial pyramid pooling (ASPP) for segmenting objects at multiple scales. Third,
they improved the localization of object boundaries by using DCNNs. They tackle
the main challenges faced in [14] such as the repeated combination of max-pooling
and downsampling which significantly reduces the spatial resolution of the resulting
features map.

The proposed architecture achieves the new state-of-the-art at the PASCAL VOC-
2012 [15] semantic image segmentation reaching 79.7 mIOU in the test set. During
the experimental phase, the model weights of the Imagenet pre-trained VGG-16 or
ResNet-101 were finetuned and the 1000-way Imagenet classifier in the last layer is
replace with a classifier having the same targets number as that of semantic classes.
DCNN and CRF training stages were decoupled and the proposed architecture is
evaluated on four datasets PASCAL VOC 2012, PASCAL-Context [16], Pascal-
Person-Part [17], and Cityscapes [18].

3.6 Mask R-CNN

Kaiming He et al. [19] propose a Mask R-CNN, a framework for instance segmen-
tation of an object. The framework extends Faster R-CNN by adding a branch for
predicting segmentation masks on each of Region of Interest (ROI). Segmentation
is determined in parallel with predicting the class and box offset. The framework
consists of two stages, the first one is Region Proposals and the second one is clas-
sifying the proposal and generating mask and bounding boxes. The authors indicate
the convolutional backbone architecture using the term network-depth-features for
feature extraction over the entire image. The additional branch for segmentation adds
only small overheads and the entire network processes at 5 fps.

Some of the use cases of Mask R-CNN in medical image segmentation can be
seen from [20] where they developed a technique for lesion detection and classifica-
tion between benign and malignant. They achieve 0.75 mean average precision for
detection and segmentation and 85 percent for differentiation between benign and
malignant. Another recent application of Mask R-CNN can be seen from [21] where
they achieve a weighted score of 0.906 for classifying MR images for automatic knee
meniscus tear detection and meniscal tear orientation.

Table 1 shows a comparative analysis of the basic principles of segmentation
network structures. The table contains a brief summary of the different architectures
that have been discussed here to give an idea of how one architecture differs from
another. This may help future researchers to explore the best-suited architectures for
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Table 1 Comparative analysis of the basic principles of segmentation network structures

Architectures Remarks

2D U-Net It consists of a contracting path to capture context and
expanding path that allows precise localization. The
network has 23 convolutional layers in total. It is fast and
required a few training images to give better results

3D U-Net It comprises of two paths, the analysis path, and the
synthesis path. Each path consists of specific layers
followed by ReLLU. Batch normalization (“BN”) is used
before each ReLU. It has 19069955 parameters in total

V-Net It is a 3D image segmentation based on a volumetric
convolutional neural network. A novel objective function
based on the Dice Coefficient is introduced. PReLU is
used as the non-linearity activation function

Fully Convolutional Network (FCN) | Classification networks such as AlexNet, the VGG net,
and GoogLeNET are contemporary adapted into FCN
and transfer their learned features by fine-tuning to
segmentation task

DeepLab It is a state-of-the-art semantic segmentation that uses
atrous convolution and atrous spatial pyramid pooling. It
also combines methods from DCNN and fully-connected
conditional random fields to improve the localization of
object boundaries

Mask R-CNN It is a state-of-the-art instance segmentation which is an
extension of Faster R-CNN. It uses ResNet 101
architecture to extract features from the images. It uses a
pixel-to-pixel alignment

their problems. Table 2 review some of the application of the state-of-the-art model
in medical image segmentation.

Other than the deep learning techniques mentioned in this section, several tech-
niques such as the Convolutional Residual Networks (CRNs), Recurrent Neural
Networks (RNNs), Ensemble learning, SegNet Neural Network has also been used
in segmenting medical images.

4 Challenges of Deep Learning in Medical Healthcare

No doubt deep learning has a huge impact in medical healthcare industries. Its appli-
cation is widely spread across several domains ranging from drug discovery, medical
imaging, natural language processing, to understanding genomics. However, despite
the advancement, it also has its limitations and challenges.
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Table 2 Application of the state-of-the-art model for medical image segmentation

Paper Title Method References

Automatic Breast and Fibroglandular U-Net [22]
Tissue segmentation in Breast MRI using
Deep Learning by a Fully Convolutional
Residual Neural Network U-Net

Organs at risk segmentation in Head and 3D U-Net [23]
Neck CT Image Using a Two-Stage
segmentation Framework Based on 3D
U-Net

Learning-based automatic segmentation of | V-Net [24]
arteriovenous malformations on contrast
CT images in brain stereotactic
radiosurgery

Fully Convolutional Multi-scale Residual | DenseNet based FCN architecture | [25]
DenseNets for Cardiac Segmentation and
Automated Cardiac Diagnosis Using
Ensemble of Classifiers

A two-stage approach for automatic liver | Faster R-CNN [26]
segmentation with Faster R-CNN and DeepLab

DeepLab

Automatic knee meniscus tear detection Mask R-CNN [21]
and orientation classification with Mask

R-CNN

e The entire deep learning model is often considered as “black box” because it is not
easily interpretable. Consequently, in most situations, it is impossible to explain
the technical and logical base to explain why and how it gives an excellent result.

e The high dependency on the quality and amount of training data as well as the
tendency of overfitting should be considered [27]. To train a reliable deep learning
model effectively, a large set of training data is required. This may not seem the
problem in today’s world especially with the explosion of medical healthcare data
recently but specific disease data is limited. A common problem of training the
model with limited data is overfitting. In this case, the model will not be able to
generalize to new samples that it has not observed. Therefore, a particularly rare
disease is not well suited with deep learning [28].

e There could be legal, ethical, and privacy issues on the basis of data usage.
Since the data used consisted of human medical imaging and their corresponding
meta-information, therefore its use may subject to specific regulations for the
commercial development of a deep learning-based system.

e Adopting a deep learning system in medical image analysis would raise questions
of ethics, responsibility, and oversight. As we know any system cannot be a
hundred percent perfect. Therefore, it is difficult to assign responsibility to an
individual researcher in case of life-threatening mistakes that may cause harm to
patients.
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5 Conclusion

This paper began with a brief overview of deep learning and highlighted its advan-
tages over traditional machine learning. Six deep learning-based architectures have
been discussed in this paper which is mostly built upon the convolutional neural
networks. Some of the challenges of deep learning when applying to medical health-
care have also been discussed. From this review paper, one can see and learn the
different architectures for the segmentation of medical images. This paper may help
researchers to get a brief introduction of the recent state-of-the-art architectures
relating to segmentation and also be concerned and well informed of the possible
challenges in the medical healthcare industry.
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Abstract The current scenario of education has been transformed from paper to
paperless world. With the advancement in technology, smart education concept, and
internet access, an adaptive learning environment has been created due to which
participation of online learners across the smaller cities has been increased. In the
online learning platform, there is a need to identify students’ mental state so as
to motivate them and to help them deepen their learning performance. The current
stage of the online education system does not focus on providing immediate feedback
and thus results in a lower performance of the user. The immediate feedback from
student-to-teacher and teacher-to-student is not possible in online learning environ-
ments, unlike traditional classroom environments. To help online course teachers to
effectively observe students’ state of attention in online learning environments. This
paper proposes a solution based on the EEG feedback approach. While watching
online course video, a single electrode EEG device is worn by the user will keep
on analyzing the brain activity to measure the attention level of the student. The
interesting results for student learning assessments produced by the analysis of the
raw data from the EEG device. This will ensure that the online user is able to receive
constant feedback in real time while watching online course videos, thus improving
the user’s overall learning experience.
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1 Introduction

The development of ICT (Information and Communication Technology) [1, 2] has
had a global and profound influence on educational activities in a new era. ICT has
enabled the learner to learn anytime, anywhere, and anyplace and has changed the
concept of space and time. The primitive man’s hominoid was known as Ape and now
we are in the generation of the App, where change is speeding. The use of laptops,
mobile devices, etc. has generated the idea that the context and place of learning are
not very important. Stepping forward into the online learning world which is paper-
less, today’s education technology is making yesterday’s heavy textbook academic
institutions redundant.

A teacher can help students to learn more from their learning by using advanced
learning methods i.e. virtual learning environment, smartphones, online virtual class-
rooms, cloud servers, etc. In the digital age, the term Smart Education is used to
describe modern age learning [3]. Smart education’s aim is to meet the demands of
life and work in the twenty-first century. In order to create which is known as “smart
learning”, attempts are being made to merge technology and pedagogy. Now, MOOC
[4] is considered as the buzzword especially for higher education and some regarded
it as the tsunami in the ocean of education. Over the last few decades, e-learning
has taken many forms and shapes. From PowerPoint presentations to virtual reality,
it has come a long way. By using modern technology, the aim of smart learning is
to provide students with holistic learning so that they adapt and prepare themselves
well for a fast-changing world.

In a traditional classroom environment, by observing student’s movements or
body signals, a teacher can pass judgment on the learning aspect of the learner and
can alter the content of the corresponding subject according to the learning pace of
an online student [5]. However, in web-based courses, the teacher is unable to assess
whether or not a student actually understands the content in web-based courses.
Moreover, there is a lack of teacher and student interaction in an online education
environment. In this way, considering the intelligent tutoring system is becoming
important, where it can evaluate how deeply students are learning while watching
the online video content. To confirm that the learner is on the right track, the correct
feedback is very necessary. As most of the time when learner faces some challenges
and difficulties, they prefer not to complete their course. Such easily distracted and
attention-deficient behavior is of high concern for the future of online education. To
resolve the Attention and Feedback issue in an online learning environment, cognitive
load assessment using EEG-based devices is the solution. Cognitive load assessment
acts to improve student learning and it is based on cognitive load theory (CLT) [6].
The current research in the field of low power and portable EEG devices is still in
its nascent stage. There has been very little development in the field of providing
accurate EEG data using low-power devices. At present, there is no way to provide
real-time feedback to the learner who is learning through online video courses. A lot
of research has been done in the field of collecting brainwave data but much of it has
been done by bulky non-portable BCI devices.
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To monitor and improve the attention levels of users, a single channel electrode
Headset named Neurosky, Mindwave, compatible with Android, Windows, and MAC
has been used in our proposed work. In the field of measuring the attention of people
[5, 7, 8], an enormous amount of work has been done. Therefore, there is scope for
incorporating new techniques to improve the attention levels of an online student.

2 Electroencephalography (EEG)-Based BCI and Its
Brainwaves

The brain is an electrochemical organ and generates limited electrical power but very
useful. Electroencephalogram (EEG) is a method to record or detect the electrical
activity generated within the brain by using electrodes (small, metal disc), which
are placed on the surface of the scalp. The cluster of neurons gives enough signal to
measure an electrical signal from the scalp by using an EEG device. The cells of the
brain remain active all the time whether sleeping, relaxing, or doing any activity and
it communicates by sending electrical impulses. The collection of EEG signals that is
generated by the brain is amplified and digitized. The digitized signals are then sent
to a mobile device or computer system for data processing and storage purpose. The
EEG data are analyzed, which is an exceptional way to cognitive processes study.

The electrical activity arises from the brain that has shown in the form of brain-
waves. Brainwaves are generated through synchronized electrical pulses from neuron
masses that communicate with each other. These brainwaves are displayed in the
form of frequencies, which is divided into different bandwidth to represent different
functions. The changes in the brainwaves are according to what action the brain is
performing. The slower frequency brainwaves describe the feeling of slow, sluggish,
tired, or dreamy. The higher frequencies describe the feeling of hyperactive or weird.
The speed of brainwave is measured in the form of Hertz and is dived into different
bands defining fast, moderate, and slow waves. The four categories of brainwaves
ranging from least activity to most activity are shown in Fig. 1:

1. Delta waves (frequency range up to 4 Hz)

Fig. 1 Brainwave Normal Adult Brain Waves
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2. Theta waves (frequency range from 4 Hz to 7 Hz)
3. Alpha waves (frequency range from 7 Hz to 13 Hz)
4. Beta waves (frequency range from 14 Hz to about 30 Hz)

2.1 Cognitive Load Theory (CLT)

The concept of cognitive load theory (CLT) is based on how the human information
system deals with information storing, handling, and processing. Figure 2 shows
three main building blocks for the human information processing system. The three
memories are sensory memory, working memory, and long-term memory. First, infor-
mation is captured by sensory memory. This memory grabs the relevant information
and forwards it to the next working memory.

The working memory processes the information received from sensory memory.
The working memory buffers five to nine chunks of information at a time. This
is central to CLT. Later, the brain receives this information and starts processing
it. During processing, the brain categorizes information and passes to long-term
memory. In long-term memory, the information is stored in a knowledge structure
denoted as schemas. Based on schemas, human habits develop.

3 Related Work

Different works have investigated the effectiveness of EEG in predicting cognitive
load in various real-world tasks. The concept of EEG is used in predicting the cogni-
tive load in solving complex real-world problems. EEG signals are recorded and then
after various predictive approaches are used to modularize and solving the problem.
Kohlmorgen et al. [1] focused on the automobile simulation problem. In this problem,
the information is recorded during driving to solve the automatic driving simulation

Rehearsal

Incoming Working Long-Term
Information Memory m Memory

Retrieval

Forgotten Forgotten

Fig. 2 Cognitive Load Theory (CLT)
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system. The information is considered as a lower load related to active responsive-
ness. Deviations in cognitive load can be observed in monitoring and memorizing
activities as well as in solving arithmetic issues, which have been shown in other
studies [9, 10].

Cognitive load has also performed well in handwritten or pattern recognition
problems [2, 11]. CLT deals with the cognitive load that examined a vital impact
on educational problems and gives an acceptable solution to it. Traditionally, EEG
equipment has major problems such as scalability, cost, nature of electrodes, etc.
Nowadays, advancement in the EEG technology provides: lower-cost equipment,
fewer number electrodes, nature of electrodes is dry [3, 12], which makes it is easy
to handle and make it a well-calibrated form of equipment. Using EEG-based study
in learning concepts gives impeccable results [4, 7]. For instance, EEG signals infor-
mation in the form of alpha, beta, gamma, and theta waves that show correlated
during playing a serious game [4] as well as solving true—false questions [8].

In other fields such as student’s responses during study or reading [5], EEG-based
information is recorded and tried to process with various machine learning tech-
niques. As there are no cross-validation results present, thus it becomes difficult to
get an actual solution. The overall study is overfitting to this problem. To overcome
this problem, recent studies detect some close evidence that EEG signals with cogni-
tive load are related to the difficulty of an instrument as well as complexity in signal
information [6].

EEG signals with CLT help in solving student response problem, the regression
analysis gives notable results. Another study deals with EEG-based data on reading
easy and difficult passages with an Intelligent Tutoring System. Each passage has 61—
83 words. EEG data with cognitive load process and provide feedback of the reader
based on signals and categorized into a good candidate or average candidate or bad
candidate. This type of problem can be solved using machine learning approaches
that can deal with this complex type of arithmetic operations and provides accurate
results [1, 13]. Vanitha and Krishnan [14] used Electroencephalography as a non-
invasive procedure for the identification of stress in the students. As EEG is based
on the feedback as received from the stress hormones, it is a reliable and effective
method for the identification of stress level with the help of brain waves, Soman
[15] used EEG signals for capturing and identification of the neural responses for
a known and unknown language learning task. The experimental results revealed
that the time-based frequency features obtained by the EEG signals have significant
language discriminatory information.

In recent studies of brain—computer interface (BCI) studies, it collects the learner’s
brain signal information and process to identify the brain’s attention level, anxiety
level, and relaxation level [16, 17]. Further, the researcher used non-embedded EEG
detectors to record EEG brain waves to analyze the learner’s various attention and
behavior levels [16-21].



144 S. Gupta and P. Kumar

4 Motivation

In the field of education, the rise of the Internet has opened new horizons over the
years. Now the information is not only limited to classrooms but also by surfing the
internet one can get quick and easy access to information. Maintaining optimum
attention levels has adversely been affected due to the availability of information
from many sources. To perform a cognitive task with a high degree of accuracy, it
is important to maintain an optimum level of attention. Hence, when the attention
level drops too low, there is a need for a real-time attention-based neurofeedback
mechanism. The attention system can be used by the online learner to improve and
monitor their attention level while watching the online course video

We consider an experiment on online learners while watching video content.
A group of 80 students participated in the experiment. The preparation involves
watching various course videos with a certain degree of attentiveness. The online
learner can check their attentiveness from their attentive level values. But they can
not keep track of their attentiveness throughout the whole course video. They also can
not identify in which section of the video their performance and attentiveness fell and
thus it leads to the hindrance of their preparation and performance. So, it becomes
important to have a mechanism that can continuously monitor the performance of an
online learner by keeping track of their attention throughout the learning process.

5 Our Contribution

The attention-based real-time neurofeedback is used in our experiment to tackle
with the problem of varying attention. A novel approach is proposed in which an
online learner can monitor and analyze their attention level on an individual basis.
The participants are made to watch online course video [5], with and without the
attention-based neurofeedback. In this paper, we focus on using the attention-based
neurofeedback for the online learner that provides instant feedback to both online
users and instructors and can be applied to various online courses. Our feedback-
based model solves the problem of unavailability of a real-time feedback system for
online courses. The experiment requires students to wear wireless portable Neurosky
headset. The Neurosky headset records and monitors the attention level of the students
while watching the online educational course. The difference between the previous
approaches and the proposed approach is that it provides real-time instant feedback
regarding the attentiveness. The online learner can see when their attention is falling.
The values that are received from the EEG headset can further be analyzed in different
subsections to see student’s performance.
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6 Proposed System

The EEG-based BCI system is proposed to monitor the attention level of the online
learner while watching the online course video. The BCI-based non-invasion device
is used to access the brain activity of the online learner [22, 23]. The wireless EEG
device is used, which is worn by the learner. The EEG device gives the raw EEG
data, which is in the form of brainwave frequency. The brainwave frequency helps to
determine the attention level of the online learner watching the course video, which
gives the feedback based on the attention level of the online learner [24, 25]. In this
proposed system, the experiment is performed on the selected subjects consisting of
males and females. They watched the online course video with EEG headset taking
the readings of each subject. Based on the outcomes of the EEG device, the EEG-
based attention system gives feedback when the attention level falls. In this way, the
learning performance of the online learner increases and learner’s real-time data of
mental efforts are captured for analyzing purpose.

7 Experiment Design

In this study, a real-time feedback and attention recognition method is proposed,
which is shown in Fig. 3 for the online learning platform that uses EEG brainwave
frequencies to access the attention state of the learner.

7.1 Block Diagram of the System

The design of the system shown in Fig. 3 is categorized into four parts: Initiating,
Planning, Executing, and Closing, which is given below:

Fig. 3 A framework of the proposed system
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1. Initiating (First Step)

In the first step, the research team decides its aims. After discussion among the
research team, teachers, and educational experts, based on the requirement of the
real-time feedback system, the ideas of the team are accepted formally.

2. Planning (Second Step)

The development of the project management plan is done after the identification
of the system requirements. The plan summarizes the necessary development steps
required to complete the project schedule, theory support of the scope document.

3. Executing (Third Step)

Based on the visual sensor and brainwaves monitoring, the attention state of the user
is identified while watching the online course video.

4. Closing (Fourth Step)

At last, to accomplish the objectives as mentioned above, usability testing, stability
testing, and expert evaluation have been carried out.

7.2 Feedback System/Attention Recognition

Neurosky brainwave Mobile2 sensor is used in this study. The EEG device consists
of three main parts, including the data processing chip, the earlobe sensor, and the
frontal lobe sensor. The device detected the electrical signals before translated into
meditation and attention values. The attention and meditation values can be seen
using visualizer and through different emoji for both the values. Meanwhile, it also
provides an interface to illustrate the brainwave attention of the online student.

8 Experiment

Neurosky brainwave Mobile2 sensor is used in this study. The EEG device consists
of three main parts, including the data processing chip, the earlobe sensor, and the
frontal lobe sensor. The device detected the electrical signals before translated into
meditation and attention values. The attention and meditation values can be seen
using visualizer and through different emoji for both the values. Meanwhile, it also
provides an interface to illustrate the brainwave attention of the online student.
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Fig. 4 Student using our
EEG headset

8.1 Subjects

A group of 80 students participated in the attention recognition experiment consisting
of 40 males and 40 females aged 21-26 in the training phase. Each subject takes six
sessions consisting of mental tasks and watched the education-related video with a
length of 10 min can be seen in Fig. 4.

8.2 Experimental Procedure

The subjects are seated in a quiet room and made them watch a video for a duration of
10 min. When the student wore the EEG device, the start button is clicked after 1 min
of watching the video. The 1-minute delay is taken so that the student’s mind gets
relaxed and chances of errors reduce. On the click of the start button, the device starts
recording the EEG signals from the subject. When the subject starts learning through
online courses, the human brain emits some brainwaves, thus system activates the
function for the detection of attention signals by clicking the button. The system
collects the brainwave signals during learning through an online course. Figure 4
shows an example of how this experimentation was conducted.

8.3 Experimental Analysis

In this section, we discuss the performance evaluation of the user, which is as follows:
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8.3.1 Data

The EEG brainwaves data recorded by the application are shown in Figs. 5 and
6. The raw data are retrieved from the device, which is in the form of different
frequency ranges and that raw data are preprocessed to remove the artifacts. The
important features are extracted from it by using the feature extraction algorithm and
classification is performed on it. The classification algorithm classifies the different
attention levels of the online learner by analyzing the alpha, theta, beta, and gamma
frequency that represents the different mental state of the learner. These data are
first converted into required numerical form and then processed and manipulated by
application for further conversion into visualization format.

Attention Meditation
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*

)

Fig. 5 Display of attention and meditation values in mobile application
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8.3.2 Performance Parameters

Following are the main performance parameters of the proposed system:

e Time Delay. The time difference in notification alerts. Lower the value of the time
delays better the performance of the system.

e Accuracy. This is one of the important parameters that specify the evaluation
of the performance of user data recorded if only validated data are taken under
consideration.

e FEase of use. The system is benefitted directly to the end-user. It is a simple click-
based application easy to handle and modify.

8.4 Experimental Results

In this section, we will present our experimental results. The application performed
as per targeted results. Figures 7 and 8 represent the actual application view and
readings.

Fig. 7 Visual display of attention and meditation values in signal form

Fig. 8 Real-time interface
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As illustrated in Fig. 8, the attention index falls below 40 and persists for more
than 10 s when the learner cannot maintain his/her focus. The higher value defines
higher attention, which is provided by beta frequency range as higher attention means
higher beta value. The lower value defines lower attention value, which means the
alpha frequency is dominant in this case. The program will automatically provide
voice input for the student at this moment. For this participant, we can find out that
when the system gives feedback, the attention value of the subject has improved
significantly. This helps in improving the learning performance of online learners.
This system will also help the content creator by sharing with them the analysis of
their created content if there are changes required to improve their content or not.

9 Conclusion and Future Directions

The proposed system aims to use EEG technology to determine the mental states
of online leaner while watching the online course video. The mental state’s data are
captured to make dynamic adjustment of video contents within e-learning contexts
just like in the traditional classroom environment. This helps to make the online
learning process efficient and effective with immediate real-time feedback. However,
there are numerous gaps between online learning platforms and in-class teaching
environments. Dis-similar to in-class teaching, where an educator can pass judgment
if the students are understanding the materials through verbal requests or their non-
verbal communication but in long-distance education, this is not possible. While
watching MOOC, it is really important that students get his/her attention recognition
on his/her performance and also get a prompt if she or he is not concentrating or
understanding the concepts which are being taught. We try to solve this problem
by using EEG input to analyze students’ mental states. In this paper, we developed
an EEG-based system to detect the attention level of the student within an online
learning environment. This study’s main focus is to increase the learning performance
of online students by enhancing the concentration and attention level. The immediate
feedback to the online students is provided by the values extracted from the raw data
of the wireless EEG device. The parametric value was obtained after the analysis of
the raw data. In the way, the system helps to enhance the student’s attention while
learning in an online environment. The future work will be including the function
having dynamic adjustments of the attention feedback. The EEG-based smart system
will be developed using machine learning algorithms for more efficient results.
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Comparative Study of Jute Fiber m
and PET Fiber-Reinforced Concrete Gedida

Rony Kutum, Piyush Singh, and Anirban Saha

Abstract The reinforcement of fibers into the concrete is gaining more popularity
due to its application of waste as a fiber. Out of several industrial waste products
such as polyethylene terephthalate (PET) bottles can be used for the production of
fiber-reinforced concrete. This study investigates the effect of PET and jute fibers
on concrete through a compressive strength test. The PET bottle-reinforced concrete
shows better compressive results in a short duration of curing time (7 days) compared
with both the jute fiber-reinforced concrete and concrete without reinforcement.

Keywords Fiber-reinforced concrete (FRC) - PET - Plastic waste - Jute - Reuse

1 Introduction

Concrete is composed of materials like coarse aggregate and fine aggregate that are
bonded together with water and cement [1]. It is one of the most widely used materials
on earth after water. They are brittle material and have a very low tensile strength.
Plain concrete has a limited ductility and little resistance to cracking. The addition
of uniformly dispersed and closely spaced fibers into concrete could act as a crack
arrester and it also improves the properties of concrete [2]. PET and natural fibers
like jute can be an effective material to reinforce concrete. Fiber-reinforced concrete
(FRC) contains fibrous material. PET is one of the most used plastics in the world
especially for the manufacturing of bottles, containers, etc. [3]. As per the estimate,
about 12,342 tonnes of plastic waste is generated in India [4] and some 485 billion
PET bottles were produced worldwide [3]. These PET and natural fibers can be used
as a reinforcement in the concrete blocks to increased fracture toughness after the
concrete hardening process. The recycled PET fibers improve the compressive and
tensile strength and ductility of the concrete [5]. Pelisser et al. [6] studied recycled
PET fibers in concrete measuring 10, 15, and 20 mm in length with 0.18% and 0.3%
of fiber content.
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2 Materials and Methods

2.1 Portland Pozzolana Cement (PPC)

Portland Pozzolana Cement (IS 1489-1) is used for the preparation of specimens that
is most known and available everywhere, the pozzolanic materials commonly used
are

Volcanic Ash
Calcined Clay
Fly Ash
Silica Fumes.

2.2 Aggregate

The fine aggregate of size less than or equal to 0.5 mm and coarse aggregate of size
10-12.5 mm was used for preparing the specimen.

2.3 Water

The water plays an important role in the hardened concrete. The impurities in the
water may affect the setting of the cement and can affect the strength of the concrete.
Fresh clean water without any impurities and oil has to be used for casting and curing
of the specimen. The water—cement ratio of 0.5 is taken.

2.4 Fiber Reinforcement

Plastic and natural fibers were used as reinforcement. PET fiber is a waste material
that is obtained from industries. The PET bottles are collected from houses and
restaurants. The bottles were cut after removing the top and bottom parts. The length
of the PET fiber was kept 100 mm and a width of 50 mm. Jute fibers are obtained
from bags, the length of the fibers was kept 100 mm.
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3 Methodology

3.1 Mixed Design

Mix design carried out for M20 grade, having mix proportion of 1:1.5:3 with water—
cement ratio of 50%.

3.2 Compressive Strength Test

Concrete blocks are prepared with different percentages of fibers and cured under
normal conditions for 7 days. A compressive strength test was done for different
concrete specimens. The following is the formula for compressive strength test:

Compressiveload

Compressive strength = - -
Cross — sectional area of the specimen

In this research, an experimental investigation was conducted to improve the
strength of fiber-reinforced concrete provided with PET and jute fibers. PET fibers
and jute fibers are extracted from the wasted bottles and bags collected from the
household wastes and industries. The PET bottles and jute fibers are cut into a uniform
length of 100 mm (Fig. 1).

A total of three types of concrete specimens of size 150 mm x 150 mm x 120 mm
were used for the experiment (no-fiber, PET bottles, and jute fiber). Concrete blocks
were cast with a design mix ratio of 1:1.5:3 with a water—cement ratio of 50%. A
slump test was done to check the workability of the concrete mix as shown in Fig. 2.
The mix was distributed and filled into the mold. The fibers are then placed over it
in three layers as shown in Fig. 3. A total of three concrete samples are prepared for
each fiber and non-fiber type.

(a) PET-fibers (b) Jute-fibers

Fig. 1 Reinforced materials used in concrete
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Fig. 2 Slump test to check
the workability of concrete

(a) PET layer

Fig. 3 Layering of fibers on mix

After curing for 7 days, the concrete blocks were tested as shown in Fig. 4, Table 1
shows different parameters for the concrete.

4 Results and Discussion

The concrete block with PET fiber mesh shows higher compressive strength as
compared with the jute-reinforced and control concrete block. The jute fiber block
shows lower compressive strength as it required more time to get higher compressive
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(a) PET-bottle reinforced concrete blocks (b) Jute fiber reinforced blocks

Fig. 4 Fiber-reinforced blocks after curing

strength. The crack propagation rate was very less in PET fiber-reinforced concrete.
The failure mode of control concrete blocks and fiber (jute and PET) concrete blocks
is shown in Fig. 5 below. Table 2 shows the compressive strength test for cubes after
7 days (Fig. 6).

5 Conclusion

In this paper, the behavior of concretes reinforced with PET bottle fiber, jute fiber,
and zero fiber has been investigated using compressive strength tests. A series of
compressive tests with and without fiber concrete have been performed. Obtaining
the following conclusions:

1. Higher compressive strength was achieved on PET fiber concrete 26.66 N/mm?
as compared with the jute fiber 12.59 N/mm? and without fiber concrete blocks
16.73 N/mm?.

2. PET fiber-reinforced concrete shows 59.35% increase in compressive strength
as compared with no-fiber concrete blocks.

3. The PET fiber-reinforced concrete shows the better compressive result in short
duration of time (7 days).

4. Using waste PET bottles and jute fiber as reinforcing material contributes to
generating a benefit to environmental preservation.
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Fig. 5 Compressive test of fiber-reinforced concrete
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Table 2 Compressive test for cube after 7 days
Slno | % of |Technical |Load | Average |Compressive | Average Fiber types
fiber |replicates | KN load strength compression
KN (N/mm?) (N/mm?)

1 0 T1 360 376.66 16 16.73 Without
) 300 13.33 fiber
T3 470 20.88

2 10 T1 610 600 27.11 26.66 PET bottle
™ 590 26.22 fiber
T3 600 26.66

3 10 T1 250 283.33 11.11 12.59 Jute fiber
T2 300 13.33
T3 300 13.33
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Fig. 6 Bubble heat map
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Reused-Based Replacement Policy )
for Last-Level Cache with Minimum Gedida
Hardware Cost

Purnendu Das and Bishwa Ranjan Roy

Abstract In multicore processor, the demand for cache memory is higher to bring
frequently accessed data close to processor. Off-chip miss reduces the performance
of the processor. Nowadays, multilevel cache architecture is used to increase the
capacity of the cache memory. Upper level caches are dedicated to particular core
act as private cache, whereas the Last-Level Cache is shared by the multiple core
of the processor. The size of Last-Level Cache is bigger than the upper level of
cache. So, the chance of large number of dead block in Last-Level Caches is higher.
Efficient replacement policy is required to handle Shared Last-level Cache with
minimum hardware cost. Traditional LRU replacement policy fails to remove dead
block early in the large-sized cache. Many dead block detection algorithms have been
proposed with higher hardware cost. In this paper, we have proposed a replacement
policy that utilizes the reused locality instead of temporal locality. Also, the proposed
technique reduces the hardware cost significantly. The proposed technique has been
experimentally compared with two different baseline systems. It is observed that the
proposed technique is capable of detecting dead block early and reduces the memory
access time of the system.

Keywords Cache architecture + Last-Level cache - Replacement policies « Dead
block + Hardware overhead

1 Introduction

Cache memory plays an important role in the performance of computer. In modern
data-intensive applications, it is very challenging to reduce off-chip memory access.
Multilevel cache memory is used to increase the size of on-chip memory. Last-Level
Cache (LLC) is usually shared by multiple core of the Processing Unit. The capacity
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of LLC is required to be increased to avoid the off-chip memory access. Hardware
cost is also a critical component in On-Chip Multicore Processor. So, effective cache
architecture is required to increase the capacity of cache memory. Many architectures
have been proposed to replace SRAM by DRAM to reduce the space as DRAM is 8§
times denser than SRAM [1].

The purpose of cache memory is to hold frequently accessed data by the processor.
So, efficient cache replacement policy is required to identify and replace a block that
is no longer required, by a block which is likely to access near future. Belady [2]
proposed a replacement algorithm with the assumption that the future sequence
of reference is known to the system, which is purely theoretical. Many practical
algorithms [3, 4] have been proposed to detect and replace the dead block [5, 6]
(which will not be accessed before eviction) at the earliest. But still there is a huge
performance gap between Belady’s optimal replacement policy and other practically
implemented replacement policies.

In this paper, we have discussed the need and challenges of large cache memory in
the first section. In the next section, we have discussed different approaches related
to our works. Then, we have proposed a hardware cost-effective replacement algo-
rithm based on re-used distance. Finally, performance evaluation has been done by
comparing the experimental results of the proposed technique with two different
baselines.

2 Background

In set-associative cache, the size of working set may become larger than the size
of individual set during the execution of data-intensive applications, which causes
conflict misses. So, it is required to increase the associativity of the cache to improve
the cache hit. Increase in the cache associativity results into two different issues:
1) hardware cost to represent the sets and 2) increased number of dead blocks. The
structure of typical set-associative cache is shown in Fig. 1. The most popular LRU
replacement policy requires n x log, n bits to represent each set, where n is the size

Fig. 1 Structure of m-ways +—— m-ways ——»
set-associative cache
1 2 3 4 5 6 --- ml m
1 | o | e e | | - -- |
2 (| e [ e [ | --- [
3 - | |
- | |
n-sets
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of the set. Many other algorithms like MRU, DIP, LRR required the same additional
storage cost [7, 8]. Many effective dead block predictors [9—11] have been proposed
to remove the never re-accessed block at the earliest but compromises the hardware
cost. Purnendu et al. have proposed a hardware cost-effective cache architecture that
reduces storage cost significantly [12]. They have used a hybrid replacement policy
to select victim line. Basically, replacement policy takes the advantages of temporal
locality to decide whether a cache line is to be retained or replaced. In hierarchical
cache architecture, the upper level private cache consumes the effect of temporal
locality. For example, if a line is frequently accessed by the processor after being
loaded into the cache, the line will reside in the MRU (most recently used) position
of private cache. But in shared Last-Level Cache, the line will not be accessed again
until it is reloaded into the private cache. So, it is observed that the Shared LLC is
influenced by reuse locality instead of temporal locality [3, 13, 14]. The principle
of reuse locality is that if a line is reused at least once, likely to be reused more in
future. LRR algorithm exploits the reuse locality to manage the SLLC with the same
cost of LRU (log, n).

2.1 SplitWays

This technique reduces the hardware cost significantly by splitting the set-associative
cache vertically into multiple wayGroups [12]. If n is the size of set and m is the
number of wayGroups, the size of wayGroup is n/m as shown in Fig. 2. Let the
set-associative cache is C and wayGroups are Gy, Gs,..., Gy.1, G- Then

C=G UGyU...Gp_1UGy. (D
- m-ways .
wayGroupl wayGroup2 wayGroup3 wayGroup4
(m/4 ways) (m/4 ways) (m/4 ways) (m/4 ways)

n-sets'

Fig. 2 Representation of m-ways set-associative cache in splitWays technique
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To select a victim line, following steps are used: 1) LRU line is selected from each
wayGroups to form a set of LRU lines, S. 2) Then victim line is selected from the
set § randomly.

In this technique, the bits required to implement LRU algorithm in each set is
(n/m) x (m x log, m), whereas without splitWays, it is n x log, n. SplitWays reduces
hardware cost by 17-66% over LRU depending on different combination of associa-
tivity and number of wayGroups. In case of dead block detection, splitWays performs
better than LRU. By splitting the large cache into multiple wayGroups, the chances
of early dead block detection become higher.

2.2 Least Recently Re-Used (LRR)

This technique uses the re-used locality to obtain the cache line replacement order
[13]. The technique is based on the assumption that a line present in the private cache
is important as it is being used and a line with reuse locality has a chance to access
again. The victim line is selected in the following order: 1) randomly selects a line
neither in private cache nor reused. 2) select the line with longest reused distance if
not present in private cache. 3) LRU line in private cache. This technique is capable
of detecting dead block quickly in SLLC. The hardware cost of this algorithm is
n x log, n same as LRU.

3 Motivation

The main challenges of cache replacement algorithm are to detect dead block as
early as possible with minimizing hardware cost. The base algorithms discussed
in background section are splitWays and LRR. The splitWays is really effective
approach in terms of hardware cost. These techniques perform better compared with
traditional LRU algorithm, but it suffers a large performance gap with OPT [2]
algorithm. SplitWays performs poor in case of applications where the cache lines
show longer reuse interval. On the other hand, LRR reduces cache miss by removing
dead block quickly, but the hardware cost is same as the traditional LRU algorithm.
So, we have proposed an efficient dead-block predictor with reduced hardware cost.

4 Proposed Technique

In this technique, set-associative cache is equally partitioned into multiple subsets
of ways called wayGroups. An additional set of LRR lines selected from different
wayGroups is maintained. The proposed replacement policy works in two phases. In
the first phase, LRR line of individual wayGroups is determined. In the second
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Selection of victim line in a set

wayGroupl ” wayGroup2 H wayGroup3 wayGroup m

Select Select Select  |....... Select
Lovel L e IS LR D e LRR line LRR line LRR line

(L1) (L2) (L3) (Lm)

y y A y
Level 2 —» Replace the line with maximum reuse-distance among
L1,L2,L3,..Lm
L J
END

Fig. 3 Flow diagram of the proposed replacement policy

Phase, LRU wayGroup is identified and the LRR line belongs to that wayGroup
is selected as victim. The flow diagram of this algorithm is shown in Fig. 3. The steps
followed by the proposed are given below:

Phase I: selection of LRR line in each wayGroups

Cache hit on line, say P

Set maximum value to the counter of line P

Set being-used bit of line P to 1.

Decrement the counter values of lines other than P and line with counter value
=0

(b) Cache miss

Set being-used bit of line that is not present in private cache to 0.

2. Pass the LRR line to phase 11

S SN
N

—

Phase II: Replacement of victim block

(a) Cache hits on wayGroup G

1. Move the wayGroup G in the most recently used position

(b) On miss

Replace the LRR line of the waygroup in the LRU position

2. Initialize the counter value of new line in that wayGroup with 0 and being used
bit with 1.

—

[Note: line with counter value O signifies the recently loaded line and line with
maximum counter value signifies the most recently reused line. Being-used bit is
used to specify if the block is present in the private cache]
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4.1 Hardware Cost Analysis

SplitWays approach requires (n/m) x (m x log, m) bits to implement LRU replace-
ment policy in n-way set associative cache with m wayGroups. In the proposed
technique, an additional set of LRR line of different wayGroups is used to find the
recency order of waygroups. So a total of (n/m) x (m xlog, m) + (n/m) xlog,(n/m)
bits required to select victim line. These additional bits are negligible compared with
the hardware cost n log, n of traditional LRU. Table 1 shows the reduction of bit in
splitWays and the proposed technique with respect to traditional LRU replacement
policy. Figure 4 shows that the proposed technique is considerably cost-effective
compared with different reused-based dead block prediction algorithms.

Table 1 Comparison of hardware cost among LRU, splitWays and proposed technique

Associativity | WayGroups | LRU SplitWays | Proposed | SplitWays Proposed
(bits (bits (bits (bit reduction | (bit
required) | required) required) |in %) reduction

in %)

16 2 64 48 50 25 21

16 4 64 32 40 50 37

32 2 160 128 130 20 18

32 4 160 96 104 40 35

32 8 160 64 88 60 45

64 2 384 320 322 17 16

64 4 384 256 264 33 31

64 8 384 192 216 50 43

64 16 384 128 192 66 50

70

g 60

E

5 50

4

- 40

2

30 H

g ~@— SplitWays

.§ 20 ==~ Proposed

? 10

2 0

(16. 2) (16.4) (32, 2) (32, 4) (32.8) (64,2) (64.4) (64,8) (64, 16)
SplitWays Combination (associativity, wayGroups)

Fig. 4 Comparison of bit reduction by splitWays and proposed techniques over LRU
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5 Performance Evaluation

The proposed technique is implemented in system emulation mode (SE) mode of
gem5 [15, 16]. We have developed target machine using ALPHA architecture with
MESI CMP protocol. The system consists of four core processor with private cache
(L1 & L2) and shared cache (LLC). The proposed cache architecture and replace-
ment algorithm are developed using special module of gem5 simulator called RUBY.
The specification of the target machine is given in Table 2. We have executed seven
parsec benchmark [17] applications in the target machine to observe the performance
of the system in terms of Miss-Per-Kilo-Instruction (MKPI) and Cycle Per Instruc-
tion(CPI). All the seven benchmarks viz. dedup, body, swaption, vips, fluid, ferret
and x 264 are executed for 200 million cycles for the analysis. The performance
of the proposed technique is compared with the performance of LRU and splitWays
replace replacement policy separately.

5.1 Results of Baseline Systems

It is observed from the results that the parameter MKPI for the proposed technique
is reduced by 7% compared with baseline 1 while 12.5% in case of baseline 2,
shown in Fig. 5. MKPI depends on the number of dead blocks present in the cache.
The baseline-1 fails to evict dead block at the earliest in the lower level cache.
The performance of splitWays is better compared with LRU because the chances
of early detection of dead block increase due to splitting of ways in cache. The
dynamic behavior of splitWays to detect the victim from any wayGropus increases the
performance of the cache memory. The proposed technique utilizes the advantages of
splitWays as well as the reuse-locality to make dead block prediction effective. The
reduction in the cache miss reduces the memory access time. So, number of cycle per
instruction (CPI) decreases with the decrease in the MKPI parameter. Figure 6 shows

Table 2 Specification of

; Specification Values
simulated system

No. of cores 4

Levels of hierarchical cache |3

memory
Private Cache Ll and L2

Shared Last-Level Cache L3

L3 cache 8 MB, 32-way set-associative
L2 cache 256 KB, 4-way set-associative
L1 cache 64 KB, 2-way set-associative
Cache block size 64B

No. of wayGroups 4
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Fig. 5 Normalized comparison of the proposed technique with the baseline systems over MPKI
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Fig. 6 Normalized comparison of the proposed technique with the baseline systems over CPI

the significant improvement of CPI in the proposed technique over the splitWays
replacement technique. The increase in the hardware cost in the proposed technique

is negligible compared with the improvement achieved on the overall performance
of the system.

6 Conclusions

The presence of dead block increases with the increase in the size of cache. So, early
dead block detection in the large Last-Level Cache is the challenging task of the
replacement of policy. Hardware cost increases to make replacement policy efficient
to detect the dead block quickly. We have proposed a hardware cost-effective replace-
ment policy capable of detecting dead block in the large-sized cache. The proposed
policy reduces the hardware cost by splitting the cache into multiple wayGroups and
increases the chance of dead block detection by considering the reused locality.
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Abstract Electronic and optical analysis of a ternary chalcopyrite compound,
CuGaS,, with Bi doping has been performed using the first principle investiga-
tion based on the density functional theory calculations. These properties have been
computed using Trans-Blaha modified Becke Johnson (TB-mBJ) as the exchange
and correlation potential as embedded in Wien2k code. The basis of full potential
linear augmented wave (FP-LAPW) has been followed in order to attain accurate
and efficient results. The band gap reported through the calculation is 0.7 eV with
3% doping of Bi in CuGaS,. The platform of optical and electronic analysis is
decided on the basis of band structure, density of states (DOS), refractivity, dielectric
tensor’s components, reflectivity and integrated absorption coefficient. The parallel
and perpendicular component of the optical spectra depicts an isotropic/anisotropic
nature explained through their approximate coincidence.
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1 Introduction

The density functional theory (DFT) methods are applied to the system that explains
the Kohn and Sham (KS) demonstration of the many electron system and exact ground
state density [1-3]. The calculations follow the methodology stated as the most apt
and standard method, i.e. FP-LAPW, which provides computational efficiency and
result accuracy [4]. These approaches are centered on a set of basis expansion of KS
orbitals [5]. The substitution of two atoms in the place of one metal atom of Zinc
Blende yields a chalcopyrite compound. The yielded structure is in the form of tetrag-
onal super-structure [6] exhibiting quasi cubic nature, i.e. c/a & 2. The categorical
division of the chalcopyrite family has been done into two subclasses of compounds
formed by the elements like I, III, and VI or II, IV and V [7]. Chalcopyrite semicon-
ductors have direct energy gaps that offer large value of absorption coefficients above
the given band gap [8]. These materials can then be quoted in the form of absorber
materials of thin-film solar cells. Thermal, optical, structural, magnetic, etc. are the
properties exhibited by these compounds in order to state their usage in different
application fields. Copper-based chalcopyrite compounds are suitable for optoelec-
tronic device applications. Some of the copper series chalcopyrite compounds are
known for their wide band gaps. The variety offered in terms of optical energy gaps
and mobilities of carrier atoms provided by such ternary compounds gave its signif-
icant contribution to the formation of technological devices [9]. Theoretical and
experimental investigation of the different properties for CuGaS, ternary chalcopy-
rites have been shown in the works carried out by many researchers [10-12]. The
mixing of impurity atoms like 3d transition metals and other elements has led to the
improvisation of the energy gap of CuGaS; as quoted in ref [13—15]. Role of addition
of some impurity in CuGaS, has also depicted its use as an intermediate band solar
cell [16-18]. The Bi-based doping of CuGaS; is synthesized through experimental
method, i.e. solvothermal method [15].

2 Models and Methods

First, the unit cell structure of CuGaS; and its supercell have been presented in Fig. 1
(a) and 1 (b). In this work, the Ga atoms belonging to the CuGaS, compound are
replaced with Bi atoms. The total atoms modeled in the 2 x 2x2 supercell are 31
for Bi-doped CuGaS, semiconductor with 3% of doping. The structure belongs to
the tetragonal 122-14-2d space group that gets transformed into 81-P4 tetragonal
primitive symmetry. The structure is framed in a manner in which lattice parameters
and atomic coordinates with the use of DFT are incorporated in WIEN2K code. The
FP-LAPW program implements the PBE-GGA and TB-mBJ exchange correlation
explaining the calculation of the compound’s properties with doping of Bi. The
cutoff energy input is —6 Ry. The sphere’s atomic radius termed as muffin tin radius
is reported as 2.38 a.u, 2.22 a.u and 1.95 a.u for Cu, Ga and S, respectively. The
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(b) G

Fig. 1 A Crystal Structure of a CuGaS; and b CuGag 97Bi ¢03S2 and Brillouin zone along high
symmetry direction of ¢ CuGaS; and d CuGag 97Bi 0,03S2

following values of RMT Kmax, Imax, Gmax are 7, 10 and 12, respectively, depicting
the brillouin zone’s directions of high symmetry. These are expressed along the k
points that are taken to be 20. The lattice parameters used to define the structure are
a=b=15.263 A and c = 10.378 A. The atomic positions assigned to each element,
i.e. Cu (0, 0, 0), Ga (0, 0, 0.5) and S (0.25, 0.25, 0.125) [19].

2.1 Electronic Structure Analysis

The pure CuGaS, crystal’s high symmetrical and directional representation of Bril-
louin zone along with the state density plots around the energy gap is demonstrated
in Fig. 2 (a) and (c), respectively. The value of optical energy gap present between
the minima of valence band and maxima of conduction band is reported as 1.12 eV
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and 0.71 eV for pure and doped CuGaS,, respectively, exhibiting direct band gap at
I-T point. This stands out to be in accordance with the experimental data. The band
structure representation of Bi-doped CuGaS; is given in Fig. 2(b) along with density
of states diagram given in Fig. 2 (d). Through these DFT calculations, we can observe
the underestimation of band gap in case of doping with Bi. Due to this reason, the
earlier reported experimental band gap turns out to be higher than the calculated one
[15]. The interband transitions are given in Table 1. Through the analytical study,
the DOS spectra reveal the upper-most valence band s, p, and d states of Cu, Ga
and S, respectively. Most of the contribution is due to the 3d, 4 s and 3p of Cu, Ga
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Table 1 Interband transition of CuGaS, and CuGag 97Bi ¢.03S2

Samples Peaks Peak Position (eV) Dominant Transitions
CuGaS$; A 2.57 Ty — Tys

B 4.51 P37 — Pus

C 5.62 Naj — Nag
CuGag 97Bio.0352 D 2.74 Xe64 — X684

and S atoms, respectively. CuGag97Big03S, shows transition in three phases with
direct band gap as 0.7 eV with two energy sub-bands of 0.389 and 0.007 eV. Thus,
CuGay 97Big 035, possesses intermediate band gap that arises due to the Bi doping in
CuGaS,. The DOS spectra showed that this happens due to main contribution of the
6 s-state of Bi.sub-bands of 0.389 and 0.007 eV. Thus, CuGay 97Big03S, possesses
intermediate band gap that arises due to the Bi doping in CuGaS,. The DOS spectra
showed that this happens due to main contribution of the 6 s-state of Bi.

3 Optical Property Analysis

The transitions seen in electronic structure of solid lead to the study of optical
properties using WIEN2k program. The optical absorption value is obtained by the
study of band structure of energy. Based on the electronic structural calculation, real
component of the dielectric function, integrated absorption coefficient for the parallel
component, the absolute value of refractive index of CuGaS, and CuGay ¢7Big3S,,
respectively, have been performed and calculated in Table 2, also the description of
all these optical parameters is given in Fig. 3. Figure 3 (b) explains the transition
peaks in the imaginary component curve which in turn explains the electronic tran-
sitions that take places from jumping of electrons from valence to conduction band.
Figure 3 (c) explains the absorption coefficient of the pure and Bi-doped CuGaS, by
the analysis of the area under the curve process.

Absorption coefficient is an important parameter as it defines the optical band
gap of a sample given by the Tauc law and is studied by the interband transi-
tions near band gap. The value of IAC is decreased by insertion of impurity atom.
Figure 3 (d) and 3 (e) explains the reflectivity and refractivity of the pure and Bi-
doped CuGaS,. The knowledge of optical constant like refractive index can also

Table 2 Value of optical constants: dielectric constant €1 (0), refractive index n (0), Integrated
Absorption Coefficient (IAC) and reflectivity of CuGaS; and CuGag 97Bi 09,0352

Samples £1(0) n (0) IAC (x10* eV/cm)
CuGa$,; 6.830 2.601 84.828
CuGag 97Bip03S2 6.149 2.484 81.964
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be calculated explaining the system response in respect to system propagation of
electromagnetic wave through it.

4 Conclusion

Analysis of the structural, electronic and optical properties of Bi-doped CuGaS; has
been done using the WIEN2k package. The exchange correlation method followed
is TB-mBJ providing accuracy in results with band gap as 0.7 eV at 3% of doping.
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The calculated result depicts that when we increase the doping of Bi, the band gap
is found to be reducing, further carrying forward the conclusive results of one of the
experimental works.
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Designing Lightweight S-Box Using )
Simplified Finite Field Inversion L
Mapping

Mebanjop Kharjana, Fabiola Hazel Pohrmen, and Goutam Saha

Abstract Emerging areas like the IoT, etc., have computing environments that
consist of numerous resource-constraint devices that are interconnected and commu-
nicated to each other. These devices need to operate in a secured environment;
however, conventional cryptography is not suitable as they have low computational
and memory resources. Security for such devices can be ensured by using lightweight
cryptography instead. In this paper, a technique was proposed to design smaller S-
boxes that can be used in lightweight block ciphers, hash functions, etc. The design
technique used in the AES S-box was adopted and simplified in order to make
these smaller S-boxes. The proposed S-boxes were compared with those used in the
PRESENT cipher and the LUFFA hash function in terms of the different crypto-
graphic properties and parameters. In addition, a change in the nonlinearity value of
the proposed S-box was also calculated with reference to that of an AES S-box.

Keywords AES - Lightweight S-box - Inversion mapping - Internet of things

1 Introduction

Lightweight cryptographies are algorithms or protocols that aim to provide security
solutions to resource-constraint environments like the Internet of Things (IoT) by
using minimal computing and memory resources. These algorithms and protocols
use simpler cryptographic components, which make them faster to execute than those
of conventional cryptography.

A substitution-box (S-box) is one such cryptographic element, whose main func-
tion is to perform substitution. An m x n S-box provides a nonlinear mapping for
input of m bits into output of n bits.

One way to describe such S-box is to view it as a vectorial Boolean function that
is mapping from F7" to F;. Since a single Boolean function is a mapping from F}"
to F», an S-box can be visualized as a collection of n Boolean functions [1]. These
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collections of n Boolean functions of m variables are called the coordinates of the
S-box [2].

Though resistance to linear and differential cryptanalysis is the main design
criteria for a cryptographic S-box, there are other properties [3] that they should
also exhibit. These properties are: (i) Balanced, (ii) Bijective, (iii) Strict avalanche
criterion (SAC) and (iv) Bit independence criterion (BIC).

2 AES S-Box

An AES S-box is a nonlinear transformation that substitutes an input byte with
another byte. It is an 8 x 8 S-box that involves calculating the multiplicative inverse
of the input over GF (2%). It is designed to resist linear and differential cryptanalysis
and also prevent algebraic attacks such as interpolation attacks [4].

It is implemented as a function SubBytes and consists of the following two
important steps:

e Multiplicative Inverse The AES S-box was constructed based on the concept of
inversion mapping under modulus of an irreducible polynomial. An irreducible
polynomial is used so that all the elements will have a corresponding multiplicative
inverse. The modular reduction also ensures that the result can be easily repre-
sented by a byte, whose binary polynomial representation has a degree lower than
that of the irreducible polynomial. There are 30 irreducible polynomials under
GF(28) that can be used as the modulus and the designers selected (a® + a* + o
+ a4+ 1).

e Affine Transformation Inverse mapping has a very simple algebraic expres-
sion, which makes it susceptible to algebraic manipulations. Therefore, an addi-
tional invertible step is added by performing an affine transformation in order
to strengthen the existing inverse mapping. The affine transformation on the
multiplicative inverse i~! is given by the following expression:

@ +a®+a*+a)+i! x (¢ +a® + o +at + )mod(c® +1) (1)

Polynomial (a® + 1) is selected since it is the simplest modulus possible with a
degree 8. The multiplication polynomial (o’ + a® 4+ o® + a* + 1) belongs to the set
of polynomials that are co-prime to the modulus and is chosen as it has the simplest
description. The constant polynomial (o + a® 4+ o> 4 a) is selected such that there
are no fixed point, i.e., SBOX(x) # x, and no opposite fixed point, i.e., SBOX(x) #x.

The paper is organized into sections as follows. In Sect. 2, a brief description
of the related works is given. Section 3 gives an insight into the methodology and
design criteria for the proposed lightweight S-boxes. Their security analysis is also
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given in this section. In Sect. 4, the results are discussed. The conclusion of the paper
is given in Sect. 5.

3 Related Works

Lightweight S-boxes are simpler S-boxes compared with those used in conventional
cryptography. They have a simple description with minimal memory requirements.
PRESENT [5], a lightweight block cipher and LUFFA [6], which is a family of hash
functions, are examples of cryptographic algorithms that use lightweight S-boxes.

In both cases, the S-boxes are of the size 4 x 4 and perform mapping from F24 to
F24 . These S-boxes are given in hexadecimal notation in Table 1.

The S-box proposed in [7] is another lightweight S-box that is designed using the
same technique as that of AES by performing multiplicative inversion combined with
an affine transformation. It is a 4 x 4 S-box that transforms between the finite field
GF(2*) and composite field GF((2%)%). The multiplicative inverse uses Euclidean
algorithm in the composite field GF((2%)?), whereas the affine transformation is
done in the finite field GF(2%). The transformation between the finite field GF(2*)
and composite field GF((2?)?) is isomorphic in nature.

The cipher described in ref [8] is a simplified version of the Rijndael encryption
algorithm. This version uses a lightweight S-box and defines its algebraic finite field
as GF(16) = GF(2)[a]/(e* + o + 1). No particular reason was cited for the selection
of (a* + a + 1) as the modulus.

3.1 Proposed Lightweight S-Box

3.1.1 Design Criteria

The proposed S-box is of the size 4 x 4 that performs multiplicative inverse and
affine transformation in the finite algebraic field of GF(2*). GF(2*) consists of only
16 polynomials, whose degree is less than 4 and hence can be represented by a
nibble. Addition of coefficients is done under modulo-2, whereas multiplication is
more complicated and is performed under modulo of a polynomial of degree 4, so
that the result lies in GF(2*). The proposed S-box will be substituting nibble with
another nibble and consists of the following two steps:

Table 1 Sample 4 x 4 S-boxes

Input 0 1 2 |3 |4 |5 6 |7 8 |19 |[A /B |C |[D |E
Present |C |5 |6 |[B |9 |0 |[A D (3 |E |F |8 |4 |7 1
LUFFA |D |E |0 |1 |5 |A |7 |6 |B |3 |9 |C |F |8 |2
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Multiplicative inverse: The multiplicative inverse of an input nibble is calculated
in the finite field GF(2*). The following are the only available irreducible polynomials
under GF(2%):

at+ o +1
ot + a1
dtr ot o+l

Affine transformation: Affine transformation is a linear mapping in the finite
field GF(2*) that is applied on a multiplicative inverse i~'. The following expression
is the representation of this transformation:

[i™" x g(a)]modr(a) + p(e) 2)

where p(a), q(o) and r(a) are polynomial expressions, whose descriptions are given
as follows:

e Modular polynomial r(c): The simplest polynomial possible with a degree equal
to 4 is selected as the reduction polynomial r(a). It need not necessarily be an
irreducible polynomial, i.e.,

ra) =a*+1 (3)

e Multiplication polynomial q(ca): The multiplication polynomial q(a) is selected
depending on the modulus r(a), since q(a) should be co-prime to r(a). It is known
that multiplication by o can be implemented at the byte level, as a left shift and a
subsequent conditional bitwise XOR with 1B [4]. Multiplication by higher powers
of o can be implemented by repeat application of the above steps. Therefore, to
simplify the multiplication process at the hardware level, q(o) is selected with a
simple polynomial as follows:

q(@) =a “4)

e Translation polynomial p(c): The constant polynomial p(a) performs linear
translation. Since the result of the linear translation is a polynomial that belongs
to the finite algebraic field GF(2*), translation is analyzed by starting with the
smallest value possible from this finite field and choose the one that causes no
fixed point and no opposite fixed point. As shown in Table 2, the required result
is given by (a* 4+ o® 4+ o + o + 1) when p(a) = 1 and by (a* 4+ o + 1) when
plow) = o2 + a. However, (o* + o + 1) will always cause a fixed point and (or)
opposite fixed point problem for all possible translation values.
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Table 2 Analyzing translation polynomial p(«

012 /3|4 |56 |7 1(8]9 |A|B|C |DI|E|F
a*+od+o0* 4o+l |1 |3 |E (4|0 |D|B |2 |9 |F |7 |[C A |8 |6 |5
ot + o+ 1 6 |4 |F |7 /A9 |E[B|0 /D |1 |3 |25 |8]cC
at+a+1 - === 1= 1= |=- |- |=-|- |- |- |- |- |- |-

For each irreducible polynomial, the multiplicative inverse and translation for a
given input nibble have an equivalent expression of [i~! x o] mod (a* + 1) + p(a)
and are calculated using SageMath [9], which is a free and open-source mathematics
software system.

Note that though same-size finite fields are isomorphic, whereby the choice of the
irreducible polynomial is irrelevant [10], it does make a difference when an affine
transformation is involved.

Consequently, only two S-boxes are chosen and are expressed in polynomial form
as shown in Egs. 5 and 6.

Sl@) = [i™" x a]mod(a* + 1) + 1 (5)

S2(x) = [i_] X a]mod(a4 + 1) + (a2 + a) (6)

3.2 Security Analysis

The proposed S-boxes S1 and S2 are evaluated and compared with the 4 x 4 S-
boxes of PRESENT and LUFFA, in terms of different cryptographic properties and
parameters as shown in Tables 3 and 4.

Similarly, the proposed S-boxes are also compared with the 8 x 8 AES S-box to
get an idea about their differences in terms of the different cryptographic properties
and parameters.

Table 3 Comparing cryptographic properties
S1 S2 PRESENT LUFFA AES

Is balanced?

Is bent?

Have linear structures?

Is a permutation?

Is almost bent?
Is APN function?

Is monomial?

X | x| x| |el | X [

X | x| x |2 |el | x |

X | X | x 2| x | x|
X | X | xR x| X |&l
X | x| x 2 | x | x |2
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Table 4 Comparing cryptographic parameters

S1 S2 PRESENT LUFFA AES
Linear Branch Number 2 2 2 2 2
Relative Maximal Linear Bias 0.25 0.25 0.25 0.25 0.0625
Differential Branch Number 2 2 3 2 2
Differential Uniformity 4 4 4 4 4
Maximal Difference Probability 0.25 0.25 0.25 0.25 0.015625
Nonlinearity 4 4 4 4 112

4 Results and Discussion

On comparing, the proposed S-boxes, S1 and S2, with other 4 x 4 S-boxes of
PRESENT and LUFFA, it is observed that they have cryptographic properties and
parameter values that are similar to each other as shown in Tables 3 and 4. The
only exception is that the PRESENT S-box has a higher differential branch number
value of 3 compared with other S-boxes with value 2. This implies that the proposed
S-boxes have lower diffusion power than that of the PRESENT S-box.

On comparing the proposed 4 x 4 S-boxes with the 8 x 8 AES S-box, it is
interesting to note they have similar cryptographic properties and even have the same
value for a differential branch number. However, there is a significant reduction in
their nonlinearity value, which is a 96.42% drop from that of the AES S-box as shown
in Table 4.

Consequently, there is an increase in the values of the relative maximal linear
bias and maximal difference probability of S1 and S2 from that of the AES S-box.
The resistance of S1 and S2 to linear and differential cryptanalysis is, therefore,
considerably lowered compare with that of the AES S-box.

Resource-constraint environments like the IoT can improve their efficiency by
using simplified cryptographic S-boxes. The memory footprint of lightweight ciphers
and hash functions can be minimized by using such components. The simplified S-
boxes have lower resistance to linear and differential cryptanalysis as compared with
that of the conventional S-boxes. However, it is a compromise that has to be made
when they are used in a resource-constraint and real-time environments in order to
achieve better computing efficiency.

5 Conclusion

Based on the comparison among the 4 x 4 S-boxes, the proposed S-boxes are as
secured as the PRESENT and LUFFA S-boxes. This is validated by the different
cryptographic properties and parameters, with the only exception being a minor
difference in the differential branch number value.
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Based on the comparison of the proposed 4 x 4 S-boxes with that of the 8 x

8 AES S-box, it is observed that they all exhibit cryptographic properties that are
similar to each other. However, the decrease in their nonlinearity value by 96.42% is
expected considering the huge difference in their sizes.

Therefore, inversion mapping technique can be simplified for designing

lightweight S-boxes that are simple, practical and that can be used in resource-
constraint environments like IoT.
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Review of Performance of a Single Basin )
Passive Solar Still L

Ranbir Kalita @, Parimal Bakul Barua®, and Deva Kanta Rabha

Abstract Solar stills are simple devices that can convert impure or brackish water
into pure potable water through the process of distillation. It utilizes the thermal
energy received in the form of radiation from the sun for carrying out the distillation
process. Hence, it is a device that entirely works on the solar energy and as such,
solar stills are simple and environment-friendly devices. In this paper, the effects
of different parameters on the performance of a single basin passive solar still are
discussed along with the ways of improving its efficiency.

Keywords Solar still - Water distillation + Water purification

1 Introduction

The term salinity of water indicates the amount of dissolved salts, like chlorine,
fluorine, sodium, potassium, arsenic, etc. in a definite volume of water. Salinity is
expressed either in the units of parts per thousand (ppt) or parts per million (ppm).
As per IS 10500—2012 (Second revision), the salinity of potable water should not
be more than 500 ppm.

The conventional ceramic filters can remove solid impurities from water. But they
are actually not capable of decreasing the salinity of water fully. The only possible
way of decreasing the salinity of water effectively is by reverse osmosis (RO). As
the name indicates it is a reverse of the natural osmosis process, where the solvent
moves through a selectively permeable membrane from a higher solute concentration
region to a lower one till the concentration of solute on both sides becomes equal.

The osmosis process proceeds spontaneously and does not require any external
work input. But in the RO process, the solvent is forcefully moved through the
selectively permeable membrane and as such the process of RO requires external
work input. In the commercially available RO filters, this external work input is
provided by work-consuming devices that work on electrical energy.
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Non-RO filters available in the market though can decrease the salinity of water to
an appreciable limit, yet they cannot make the water germ free. To kill the microor-
ganisms present in the water, the output water from these filters is passed through
another device in which ultraviolet rays are made to fall on the water running through
the device. This ultraviolet radiation actually kills the microorganisms present in the
water. This process is commercially called as e-boiling.

But there is an alternate way of desalinating water and killing the microorganisms
atthe same time. It is called the distillation process, in which the water is heated above
the saturation temperature to change its phase from liquid to vapour. The generated
water vapour is then condensed to get the purified liquid water.

The heat energy required for distillation can be provided to the water mass by
burning fossil fuel. But this can also be accomplished by utilizing the thermal energy
of the sun received in the form of radiation, i.e. the solar thermal energy.

Though water is abundantly available on the earth, yet approximately 3 percent
is available as the usable water. Remaining 97 to 98 percent are either present in the
oceans as saline water or as ice burgs in the arctic regions. The groundwater that is
available in the Sea Islands or coastal regions is also saline in nature and it may be a
bit less saline than the seawater. In these regions, desalinating the water is a must to
make it potable. Also for non-coastal regions, if the groundwater is polluted, it may
be due to various reasons, its purification is utmost necessary to make it potable and
reduce health risks.

2 Working Principle of a Simple Solar Still

A simple solar still works just similar to the natural rain-water cycle. As displayed
in Fig. 1, raw water is placed in the still basin. The solar radiation incident on the
transparent glass cover passes through it and falls on the water contained in the
basin, heating it up to the evaporation point. The vapour molecules leaving the water

Vapour releases heat to
A J surrounding through
Condenser Transparent Glass
Cover (Condenser)

Water
Droplets

]

Vapour rising
to Condenser

Collected
Distillate

Eia, i F

Insulation
Base painted
Black

Raw Water
in Basin

Distillate
collecting
Trough

Fig.1 A typical single basin passive solar still in operation
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surface leave all the impurities behind in the basin, rise upward and touches the glass
cover on its inner surface. As the outer surface of the glass cover is exposed to the
ambient air, vapour molecules release their latent heat to the outside air, and tiny
water droplets are formed that adheres to the glass surface. Due to the inclination
of the glass cover at a certain angle, these tiny water droplets trickles down to the
lowest end, and gets collected on a distillate collection trough, which is connected
to an outlet pipe.

During the process of distillation, the water level in the basin depletes continu-
ously. To compensate this, raw water can be fed into the basin, either manually at a
definite interval of time or continuously by attaching water feed mechanism.

3 History of Solar Stills

As per the documental evidence, solar stills have been in use since sixteenth century.
The first large size solar still plant was constructed for supplying drinking water to
a mining community at Las Salinas in the Northern Chile in the year 1872 [14]. The
basins of the stills were made of woods, having a total area of 51,000 sq. feet, and
was found to work with an efficiency of 30% [23].

Until World War II, the solar distillation did not receive much attention from
researchers. But during the WW-II, a handsome amount of research was done on the
solar stills, to make them more efficient and portable in size, so that the sailors who
live in the sea continuously for many days can make use of it and produce drinking
water from the saline seawater. Approximately 2,00,000 inflatable solar stills were
manufactured for US Navy and were kept in the life rafts for being used by the sailors
at the time of emergency. The efficiency of these portable devices was found to be
50-60% [23].

4 Types of Solar Stills

Solar stills can be broadly classified as passive solar stills and active solar stills. If no
external mean is used to accelerate the heat transfer processes taking place in the still,
then the still is called as a passive solar still. On the other hand, to accelerate the heat
transfer processes and as such to increase the rate of output, additional components
can be attached to a solar still. In such a case, the still is called as active solar still
[5]..

As shown in Fig. 2, a Flat Plate Collector (FPC) has been attached to a single
basin solar still to increase the heat receiving area of the still. Until an electric water
pump is attached to the system, the solar still is called as passive solar still because
the flow of water throughout the whole system is taking place solely because of the
convection current. But as soon as the electric pump is attached to the system to
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accelerate the water flow within the system, as shown in Fig. 3, the solar still is now
called as an active solar still.

Solar stills can also be classified as single-effect solar stills and multi-effect solar
stills. In single-effect solar stills, the water vapour during condensation releases the
latent heat directly to the ambient air. But in multi-effect solar stills, also called as
multi-stage solar stills, the released heat during condensation in one stage is utilized
to increase the heat content of water in the next stage, and this process continues
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till the last stage. This reutilization of the released heat during condensation makes
the multi-effect solar stills more efficient than single-effect solar stills [17].

Hogan et al. [7] tried a technique called the Membrane Distillation (MD). MD

plants are different than the conventional solar distillation plants because of their
capacity to recover large portions of the latent heat of vaporization using conventional
heat-exchange devices.

5 Constructional Elements of a Solar Still

Considering a single basin passive solar still, the main components of the still are:

(a)
(b)
(©)

(a)

(b)

(©)

The Basin of the still
Transparent Condensing cover
Condensate collection trough

The Basin of the Still

The basin of the still can be constructed by wood, ceramic material or sheet
metal. Though woods are cheaper construction materials, yet the problem of
using woods for constructing the basin is that it requires frequent maintenance
and has a short life span. Besides that, water sipping through the joints is
another main problem with the basins made of woods.

Sheet metal can also be used for constructing the basin. If the joints are properly
welded, water will never percolate through the basin. Sheet metal requires less
maintenance than the wooden constructions; just the inner and outer surfaces
of the basin have to be painted to prevent corrosion. Sheet metal construction
is a bit expensive mean than the woods. But this increase in cost is justified by
an increase in the life span of the basin and less requirement of maintenance
efforts.

Using ceramic materials is an alternate mean to construct the basin. An advan-
tage with the ceramic materials is that it can be moulded to the required shape
of the basin making it a continuous piece of construction. Also the ceramic
materials are not prone to corrosion; hence require least maintenance efforts
as compared to sheet metal and wooden constructions.

Condensing Cover

The transparent condensing cover can be made either using glass or plastic.
The refraction properties of the condensing cover should be good enough, so
that maximum amount of solar radiation can pass through it with minimum
loss of incident radiation due to reflection [13].

Condensate Collection Trough

This trough is fitted below the lowest end of the condensing cover and collects
the trickling condensed water droplets. As this trough is fitted within the still,
it remains in continuous contact with water and exposed to high temperature
during the period of operation. As such the material of the trough should be
corrosion resistant and must be able to withstand high temperatures.
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6 Factors Affecting the Performance of a Solar Still

The main factors that affect the performance of solar stills include:

Inside area of the basin.

Solar radiation absorption properties of the inner basin lining.

Loss of heat through the side walls and bottom of the basin.

Depth or height of water in the basin.

Area of the condensing cover.

Adhesion properties of the condensing cover

Inclination of the condensing cover.

Thickness of the condensing cover.

Reflection losses of incident solar radiation due to reflection at the surface of
the condensing cover.

10.  Gap between the free surface of water in the basin and condensing cover.
11.  Loss of heat due to leakage of water vapour from the still.

12.  Facing direction of the solar still.

R Gl

It is an obvious fact that more the heat collection area of the basin more is the
amount heat received. As such, the inner area of the basin has to be large enough to
collect more incident solar radiation. But the selection of the basin area is limited by
the size of the still and other economic considerations. To increase the heat absorption,
the inner lining of the basin is always painted in black. The selection of the paint
should be made keeping in mind that the paint should not react chemically with the
water or the salts present in the water. Earlier researches reveal that even a complete
black basin lining cannot prevent 4% loss of the total incident energy [23]. Rajvanshi
[18] has tried to increase absorptivity of solar radiation of the basin water by adding
water-soluble dies of black, green and red colour whose boiling points are higher than
the water in the basin. An increase in output has been observed and maximum output
is obtained when black dye is added to the water in the basin. Okeke et al. [14] have
studied the effects of adding charcoal and coal into the basin water of a solar still.
Charcoal and coal both increases the solar energy absorption in the basin water and
thus minimizes the reflection losses. As such the output and efficiency of the still
are found to increase. Besides reducing the reflection losses, addition of coal and
charcoal also increases the surface area for evaporation.

As most of the heat is absorbed by the inner basin lining, heat loss through the
bottom of the basin is obviously maximum as compared to that through the side
walls of the basin. For this reason, the critical thickness of insulation at the bottom
of the basin should be more than that of the side walls. Tenthani et al. [24] have
experimented by painting the inner surface of the side walls with white paint, so
that the amount of solar radiation falling on the inner surface of the side walls gets
reflected back to the water in the basin. They have observed an increase in the amount
of distillate output and confirmed the results through statistical analysis.

One of the main parameters that controls the rate of condensation of the vapour
molecules is the surface area of the condensing cover. Obviously, larger the area
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available for condensation more will be the amount of condensate produced per unit
time. Various shapes of the condensing cover have been tested by many researchers
like semi-circular or oval, elliptical, etc. But the most effective one is found to be a
flat area inclined at some angle, also called the angle of tilt of the condensing cover
[9]. Some researchers have tried to minimize the cost of construction of the still
by using cheap plastic materials as condensing cover. But, the problem with plastic
materials is that, plastic deforms when exposed to high temperature for a period
of long duration. Also the phenomenon of fogging occurring at the inner surface
of the plastic cover prevents the solar radiation to pass through it due to increased
reflection and scattering losses [23] and as such the performance of the still decreases.

Glass is less susceptible to deformation and can withstand higher temperature
than cheap plastic materials [9]. Even the window grade glass materials show good
adhesion properties than the plastic materials of the same price range. The amount
of condensed water droplets falling back to the basin is also less in case of glass than
in the case of plastic materials.

Earlier researches have revealed that lower depth of water in the basin shows more
rate of evaporation during the peak sun shine hours but decreases rapidly till the end
of the day. But higher depth of water in the basin, though initially shows less rate of
evaporation, yet the phenomenon of evaporation continues to take place till the end
of the day due to heat storage effect in the water mass [8, 10, 16].

The inclination of the flat condensing cover is also important in increasing the
efficiency of the still. As found by some researchers, the angle of tilt equal to the lati-
tude of the geographic location increases the performance of the still. Others believe
that tilt angle approximately equal to 10 degrees gives an appreciable performance
irrespective of the geographic location [3, 9]. It is also found in the literature that the
tilt angle should always be less than 50° [23]. Some authors also believe that decrease
in tilt angle increases the performance of the still, whereas others have found that the
angle of inclination of the glass plate has no effect on the output [22]. The optimum
tilt angle (3) with respect to a geographic location can also be given by the following
relation [19]:

§ = latitude + 15°

where 15° is to be added to the latitude if the still design is intended for use during the
winter months and subtracted from the latitude if the still is intended for use during
the summer months.

Since a large amount of heat transfer is taking place through the condensing
cover during the process of condensation, its thickness should be selected carefully.
Thinner is better, but thinner glass covers are more susceptible to form cracks at higher
operating temperatures. To avoid such damage to the condensing cover, toughened
glass could be a better option when high operating temperatures are expected. Also
the glass material selected for the condensing cover should have good refraction
properties; otherwise some of the incident radiation may be lost due to the reflection
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effect at the cover surface. This kind of reflection loss is less in thin glass covers as
compared to the thicker ones.

Some researchers have also found that more is the gap between the free water
surface in the basin and the inner surface of the glass cover, more will be the rate of
evaporation due to higher temperature gradient between the glass cover and water
surface as compared to a lesser gap between the two [5, 8, 16, 22]. Some authors
have also tried to increase the output of the still by blowing ambient air inside the
still. Kianifar et al. [10] have observed an increase of 15%—-20% in the daily output
from the still when the still is fitted with a fan to blow ambient air within the still [8,
10]. Deniz [4] has advised to use Shade Black Cloth Wick spread over the entire area
of the basin to increase the distillate output and achieve higher thermal efficiency in
case of an inclined system for water distillation.

One of the main factors that decreases the efficiency of a solar still is the loss
of heat with the leaking water vapour through the gaps between the glass cover and
basin. Hence, the entire still should be made airtight as far as possible using gaskets
capable of withstanding high temperatures.

Unlike solar parabolic trough collectors, solar stills do not always require contin-
uous tracking of the sun. For appreciable results, the still should be placed facing the
North-South direction during the whole day of operation [25].

Mahdi and Smith [12] have noticed that the distillate production rate is higher
in Winter than that in Summer. They thought the reason to be lower proportion of
diffuse radiation on clear winter days than on clear summer days.

7 Means to Improve the Performance of a Single Basin
Passive Solar Still

The efficiency of a simple passive solar still can be improved by:

1. Increasing the heat collection area

2. Increasing the heat transfer rate during condensation

3. Decreasing the loss of heat through side walls and bottom of the basin, pipings
and minimizing vapour leakage.

The constructed size of the still imposes a constraint on the available basin area
for heat collection. This area for heat collection can be increased by attaching an
external solar FPC to the still through proper piping arrangement [25]. The water
from the lower end of basin enters the FPC and after receiving the thermal energy, the
water leaves the collector and enters the still basin again. The flow of water between
the FPC and the still takes place spontaneously due to convection current when the
still is placed at a higher level from the ground than that of the FPC. In case of active
solar stills, an electric pump is attached to the system to accelerate the water flow
within the system.

To enhance the heat transfer during condensation, either air or water can be made
to flow over the condensing cover on its outer surface [1, 15] using an air blower,
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fan or an electric pump [1]. Some researchers claim that when air is blown over
the condensing cover, the amount of output increases [1, 18], whereas others have
found that this process has a negative effect on the output. Some other researchers
even claim that wind velocity does not have any prominent effect on the output of
the still [22]. Arunkumar et al. [1] have observed an increase in the output from the
still when the condensing cover is cooled by flowing water over its outer surface.
But as passive stills are concerned, work-consuming devices cannot be attached to it.
Instead, the outer surface can be cleaned manually at definite interval of time to keep
it dust free, so that the incident radiation can pass through it easily [2]. The ratio of
the evaporating surface area to the solar energy collection area is also an important
parameter. With an increase in this ratio, the output of distilled water also increases
[11].

To reduce the negative effects of heat loss from the solar still, sufficient amount of
insulation should be provided to the side walls and bottom of the basin and also to the
piping arrangements. The joints in the still should be made airtight by using proper
gaskets. But even with perfect insulation, it was earlier found that the efficiency of
a single basin still working in passive mode cannot be more than 74% [23] and also
that the efficiency of a solar still lies between 50% to 60% [22]. It is also found in
the literature that the maximum efficiency of a simple basin type solar still equals
nearly to 30% only [21].

Shashikanth et al. [20] have commented that PCM (Phase Change Materials) can
be used as heat storage medium and it is a promising mean to increase the efficiency
of the desalination process and is economically feasible too. Such increase in the
yield from a solar still has also been observed by Gugulothu et al. [6].

8 Conclusion

A solar still could be a very effective mean to produce potable water if the factors
affecting its performance are minimized and the parameters that determine its effi-
ciency are set at the optimum levels with respect to the geographic location where
the still is in operation. The initial installation cost of a solar still may seem to be high
as compared to the daily output it gives, but it is justified by the fact that, once the
still is designed and installed properly, it does not require any further investment for
its operation, apart from occasional maintenance and cleaning. Besides the factors
already mentioned, the number of total sunny days in a year and the intensity of solar
radiation on a geographical region are obviously the main factors that determine the
performance of a solar still in that region. But despite this fact, the performance
of a solar still can be evaluated under local environmental conditions and design
parameters can be changed to increase its performance further.
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Abstract Solar thermal flat plate collectors (STFPC) are the mainstay in modern
household solar thermal applications and in industrial sectors requiring low-
temperature applications. They are easy to design and manufacture and are available
in many forms. STFPCs are used in water heating, crops drying, timber seasoning,
space heating and solar absorption/adsorption refrigeration systems. It is one of the
most widely used and studied solar collectors. In this paper, an attempt has been
made to review research works on improving the thermal performance of the solar
flat plate collector. Detailed discussions have been presented on the various losses
of the STFPC and methodologies suggested by the researchers to reduce the losses
as well as improving the thermal performance.

Keywords Solar thermal flat plate collectors - Front heat loss - Collector efficiency

1 Introduction

The sun is an unlimited and environmentally friendly source of energy. As per the
World Radiation Centre (WRC), the solar energy incident on, outside the earth’s
atmosphere is 1367 W/m? with 1% uncertainty. Most of this radiation energy comes
in the wavelength range of 0.3 to 3 micrometre [1]. A part of this radiation get
scattered in the earth’s atmosphere (diffused solar radiation) and the remaining part
directly falls on the earth’s surface as direct solar radiation. This abundant energy
through periodic in nature can be trapped using solar collectors and is converted into
usable forms of energy such as heat or electricity [2]. Solar collectors are noiseless,
reliable and low maintenance systems that do not produce any toxic or radioactive
waste [3].

The earliest examples of solar thermal energy harvesters are solar water heater,
which was black colour-painted box filled with water. A major drawback was that it
had inherently high thermal mass. Apart from heating water, solar thermal energy is
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also employed in space heating, water desalination, crops drying, power generation
etc. However, in high-temperature applications such as solar thermal power genera-
tion, the application of solar thermal flat plate collector (STFPC) is limited because
of its low output temperature. Gaur and Tiwari [4] developed two different types of
solar distillation systems: passive solar still and active solar still. In the former, solar
radiation heats the water directly and in the later one, additional thermal energy is
used to heat the water in the basin. Ramani, et al. [5] designed a counter flow solar
air collector with double-pass having porous material in the second air passage and
observed that the thermal performance is 25% higher than that of without porous
material and 35% higher than that of a single-pass collector. Michaelides and Eleft-
heriou [6] presented the performance characteristics of a solar water heating system
of 3 m? flat plate collector area with a 68 L capacity tank and observations were done
over a duration of 2 years under real weather conditions. It was also observed that
the maximum exergy efficiency is 6.27% in a double-pass corrugated plate solar air
collector having optimum values at 12.2 mm corrugation height, 1.79 m? heater area
and 0.005 kg/s air flow [7].

To convert solar radiation directly into electricity, photovoltaic (PV) cell collectors
are used. Change in ambient temperature affects the efficiency of PV collectors. As
temperature increases, the performance of PV collectors decreases [8]. Huang et al.
[9] reported that 80% of the absorbed energy is discarded to the environment after
the electric energy conversion in PV collectors and suggested that a better thermal
efficiency is obtainable by using PVT (photovoltaic—thermal) collectors made from
corrugated polycarbonate panel. It is also found that the performance of PV increases
as with the working fluid mass flow [10]. Thus, to improve the overall thermal
efficiency using the unused solar radiation, hybrid solar collectors have been designed
by merging the photovoltaic (PV) cell and thermal collector, which is also termed
as PVT (photovoltaic—thermal) collector. This arrangement has an added benefit of
providing a cooling effect to the PV cells, further improving its efficiency. Chauhan
etal. [11] designed a hybrid solar air collector having an absorber plate, a transparent
glass glazing cover, PV module, air duct and DC fan. Omrany and Marsono [12]
demonstrated the use of passive strategies especially in the building sector enhancing
sustainability measures by reducing building’s negative impacts besides optimizing
its energy performance. It is shown that applying laminate glazing with a spectrally
selective coating reduces radiative heat loss and improves the thermal output of
glazed PVT collectors. However, due to the lower solar radiation for PV, electricity
generation slightly get reduced [13]. Moreover, the efficiency of liquid-based PV
collectors is found to be in the range of 5 to 15% more than traditional ones [14].
Balaji et al. [15] designed a solar linear Fresnel reflector of an area of 154 m? and
analyzed it using two different profiles of secondary concentrator. Kraemer et al. [16]
developed a new type of thermal collector called solar thermal electric generators
with the efficiency of 4.6% under 1 kW/m? solar radiation. It is also reported that,
non-imaging solar collectors, with efficiencies ranging between 9 and 40%, can be
used for low and medium heat applications [17].

Solar thermal systems generally consist of two subsystems: Solar collectors and
thermal energy storage components [18]. In low-temperature solar thermal systems,
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the STFPC are most commonly used for its low cost and easy operability. Ayompe
and Duffy [19] designed a 4 m? flat plate collector and the investigators monitored
the collector for 1 year under various temperate climatic conditions. The researchers
reported 32.2% average solar fraction, 45.6% collector efficiency and 37.8% system
efficiency. However, certain factors including dust and bird droppings hinder solar
insulation [20]. Yang, et al. [21] experimentally determined that decreasing thermal
resistance in the air flow channel is the most effective method to enhance thermal
efficiency. Juanico et al. [22] found that the STFPC can be improved using thick
plastic hoses with large diameters because of higher thermal inertia for more storage
capacity. It was suggested to keep the storage tank at an elevation of around 30-60 cm
higher than the collector top, to prevent reverse circulation in absence of sunshine
[23]. The evacuated tube solar collector is also shown to have improved performance
over the STFPC [24]. Leon and Kumar [25] found that solar absorptivity, collector
pitch and air flow rate have the strongest effect on the collector thermal effectiveness
and efficiency. Addition of passes also improves the performance of collectors in
solar air heating systems. Prajapati et al. [26] found that the efficiency of double-
pass solar air heaters is 34-45% higher than that of the single-pass solar heaters.
In case of the building mounted collectors, Pacheco et al. [27] found that certain
parameters such as tilt and building orientation affect energy efficiency. In addition
to that, gap between absorber collectors, number of passes, area of the collector
covered and solar cells also influences the collector efficiency [3].

2 Components of the Solar Thermal Flat Plate Collector

STFPC is made up of the following components: top glazing cover, the
absorber/collector plate, fluid circulating tubes and back and side insulation. The
components of a typical solar water heater STFPC and its various heat losses are
shown in Fig. 1.
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Heat Radiation emitted b\ absorber
/ //,Heat Radiation reflected by the glazing
g Side Heat Loss

Glazing Cover
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Fig. 1 Components of a typical solar water heater STFPC and its various heat losses
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2.1 Top Glazing Cover

The function of the top gazing cover is to allow solar radiation to come in but to
serve as an opaque medium for the heat radiated by the hot absorber plate. It also
reduces the heat loss by convection from the absorber acting as a barrier between
the cold atmospheric air and the hot air above the absorber. The most widely used
glazing material is translucent low iron glass [28]. The distance between the glazing
cover and absorber plate is termed as air gap that is found to be optimum around
20-30 mm [13].

2.2 Absorber Plate

The function of the absorber plate is to absorb the incoming solar radiation and convert
it into heat. In general, flat plate collectors have 2m?of collector area and thickness
of absorber plate is around 8 mm [29, 30]. The material used for the collector plate
is aluminium or copper [31]. Generally the absorber plate is painted black to enable
it to absorb incoming solar radiation.

2.3 Fluid Circulating Tubes

These tubes are attached longitudinally to the backside of the absorber that transfers
heat to the fluid flowing through it. These tubes are also referred as riser tubes in
solar water heating systems. The tubes have an outer diameter of 18 mm and inner
diameter of 16 mm and the distance between the consecutive tubes is 100 mm [32].
The ends of these tubes are connected to header pipe at both ends. The header pipe
diameter varies from 20 mm to 25 mm [33]. The tubes are mostly made of copper
due to its high conductivity [28].

2.4 Back and Side Insulation

Insulation is important for minimizing heat losses. STFPCs are insulated to minimize
the heat loss by conduction and convection through the back and side of the box.
The insulation must be stable in all respects within the working temperature of the
collector. Glass wool and mineral wool are the most commonly used insulation
materials [19, 34, 35]. The thickness of back and the side insulation are kept around
80 mm and 40 mm, respectively [36].
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3 Heat Losses in a Solar Thermal Flat Plate Collector

Heat loss from an STFPC can be divided into three groups as described below:

3.1 Top Heat Loss

Heat loss through the top or front side of an STFPC is the largest among the other
two heat losses. It constitutes around 75% of the total heat loss of a single-glazed
STFPC [37]. So it has a very significant effect on STFPC performance. The top heat
loss occurs partly due to the convection in the air gap between the absorber plate
and the glazing, and partly due to the heat transfer by conduction through the air
inside the air gaps. The conduction heat transfer also occurs at the glazing and its
frame. For a single glazing cover, the heat loss is in the range of 5 to 10 W/m? K,
which can be reduced further to about 4 W/m? K using two glazing covers [38].
Honeycomb materials also play a role in reducing the convective heat loss in the
air gap. The optimum bottom gap thickness of Honeycomb material is found to be
3 mm [39]. Chan et al. [35] suggested the use of antireflective glass covers. It was
found that TiO,, SiO; and Al,O3 allowed good control and improvement in the
optical properties of a thin film combined with a high rate of deposition [40]. Dudita
et al. [41] also suggested coloured TiO; thin films, which increases architectural
acceptance. It is also found that the convective heat transfer through the air gap can
be minimized by evacuating and optimizing the air gap between the absorber and the
glazing cover. In case of double-diffusive natural convection in a triangular-shaped
solar collector, with an increase in Buoyancy ratio and Rayleigh number, the heat
and mass transfer increase [42].

Another important contributor to this heat loss is the radiation heat loss by the
absorber. It can be reduced by applying selective coating having high absorbance to
emittance ratio. Thermal losses were found to be reduced with the use of spectrally
selective and transparent low emissivity coatings [43]. The solar absorber material
may be a transition metal oxide such as aluminium coated with eta plus with 95%
absorbance and 5% emittance [19]. Chan et al. [35] suggested transition metal Cu and
Al as absorber, with selective Tinox coating. However, when copolymer absorbers
were tested, it was found to have good UV light protection, physical strength and
chemical stability [44]. Low emittance-coatings based on silver (¢ = 0.13 and t =
0.79) is also used for flat type, liquid PV/T collectors [43].

3.2 Bottom Heat Loss

The heat leakage through the backside of the STFPC is termed as the bottom heat
loss, which is mostly conduction heat transfer through the insulating materials. There
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is no air gap between the absorber plate and back insulation in a well-constructed
STFPC; therefore, the convection heat transfer is negligible. The Bottom Heat Loss
increases with an increase in the temperature difference between the absorber and
atmosphere. For a well-insulated STFPC the bottom heat loss coefficient is around
0.69 W/m? K [38].

3.3 Side Heat Loss

The heat lost by the side of the STFPC also is due to the conduction heat transfer by
the insulation materials. The side heat loss coefficient is also around 0.69 W/m? K.
As the side area of a STFPC is much less than the bottom area, the total side heat
loss is not very significant.

All these heat losses are also governed by the absorber temperature. The higher
the difference between the absorber and atmospheric temperature, the higher are
the heat losses and consequently the lower is the system efficiency. The absorber
temperature depends largely on the efficiency of the fluid flow system that carries
out heat from the absorber to the storage. Thus, the circulating fluid in the tubes
plays an upmost important role in the heat transfer. The back wall temperature can
be reduced by increasing the mass flow rate [45]. Cardinale et al. [46] recommended
the use of water and 30% mono-propylenic glycol for better heat transfer. Nanofluids
are also found to be helpful in enhancement of the thermal and optical properties [47].
Al,O3 water nanofluid is found to have better performance than the pure water [48].
Similar improvements are also found by using CuO-based nanofluid [49]. Nasrin
and Alim [50] studied the behaviour of water-based nanofluid on free convective
boundary layer inside a solar collector and found that the heat and mass transfer
rates are best enhanced by Ag/CuO nanoparticles with highest Nr (buoyancy ratio)
and Sc (Schmidt number). The investigators reported that, when the water is replaced
with Single-Walled Carbon Nanotube Technology (SWCNT)-based nanofluid, the
heat transfer coefficient improves by15.33% and the entropy generation reduces by
4.34% [51].

In summary, all the three types of heat losses as described above are shown with
their contributing factors in the accompanied Ishikawa cause—effect diagram (Fig. 2).

A comprehensive comparison of the efficiency obtained by various researchers
and their test setup is presented in Table 1. Table 2 shows comprehensive comparison
of the improvement in reduction of heat loss and other factors by various researchers.

4 Performance Equations Related to STFPC

The following equations are used for performance evaluation of a STFPC:
The amount of solar radiation received by the collector is calculated using Eq. (1)
(611,
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Fig. 2 Ishikawa cause—effect diagram showing the types of heat loss from STFPC with their
contributing factors

Q;=1A (D

where Qg is the amount of solar radiation received by the collector (W), I is the
intensity of solar radiation (W/m?) and A is the collector area (m?)

The amount of the useful energy gained by the collector after considering absorp-
tion and transmittance by the glazing cover and the heat lost to the surroundings is
calculated using Eq. (2) [61],

0.=0i— 0, 2
Qi =1(tw)A 3)
Qo = ULA(TL‘ - Tu) (4)

where Q; is the amount of solar radiation received by the collector after considering
absorption and transmittance by the glazing cover (W), Q, is the rate of heat loss by
the collector to its surroundings (W), a is the absorption coefficient of the absorber
plate, t is the transmission coefficient of the glazing material, Uy is the collector
overall heat loss coefficient (W/m?), T, and T, are the collector average temperature
and ambient temperature (°C), respectively.

The rate of extraction of heat (Q,) from the collector by the fluid passing through
it is calculated employing Eq. (5) [36, 61, 62],

Qu = mcp(Tout - Tm) (5)
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Table 1 A comprehensive comparison of the efficiency and test setup

S/No.

Authors

Test Setup and Improvement in Efficiency

1

Bhowmik and Amin [52]

Using reflector with the collector, the overall
efficiency increases by 10%

Hedayatizadeh, et al. [7]

Glazed double pass v-corrugated plate solar air

heater with 12.2 mm corrugation height,

1.79 m? heater area and 0.005 kg/s air flow rate,
the maximum exergy efficiency obtained 6.27%

Said et al. [53]

With TiO,-H, 0O (0.1vol.% and flow rate

0.5 kg/min) nanofluid was used as the working
fluid, the energy efficiency increases by 76.6%
and the exergy efficiency was 16.9%

Shojaeizadeh, et al. [54]

Using Al,Oz-water nanofluid as base fluid, the
maximum collector exergy efficiency increases
by 0.72% with corresponding decrease in the
mass flow rate by 67.8% and the collector inlet
fluid temperature by 1.9%

Abad et al. [55]

By using Cu-water nanofluid over water, the
collector efficiency increases by 24%

Jafarkazemi and Ahmadifard [56]

With 40 °C inlet water temperature and low
mass flow rate, the maximum energy efficiency
and exergy efficiencies were 80% and 8%,
respectively

Chen, et al. [35]

The efficiency of the collector with ETFE foil is
2-3% higher than without ETFE foil

El-Sawi, et al. [57]

The thermal efficiency of chevron pattern is
10% higher than v-grooved and 20% higher than
that of the flat absorbers

Ramani, et al. [5]

The thermal performance of the porous
absorbing material-based double pass solar air
collector is 25% higher than the double pass
solar air collector without porous absorbing
material and 35% higher than the single-pass
collector

10

Charalambous, et al. [58]

The thermal efficiency was 42% using air as the
working fluid

11

Tiwari and Sodha [59]

In IPVTS system, an overall thermal efficiency
increases from 24% to 58% due to the additional
thermal energy collection by the water flow

where m is the mass flow rate of cooling fluid (Kg/s), Cp is the heat capacity of
cooling fluid at constant pressure (J/K), Tqy and Tj, are the collector outlet and inlet
temperature (°C), respectively.

The collector efficiency (1) is defined as the ratio of the useful energy gained by
the collector to the solar energy incident on it over a particular time period and can
be calculated using Eq. (6) [61],
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Table 2 A comprehensive comparison of the Improvement in reduction of Heat loss and other
factors by various researchers

S/No | Authors Improvement in reduction of Heat loss and other factors

1

Hedayatizadeh, et al. [7] | Variation in the temperature between sun and absorber
accounted 63.57% of the whole exergy loss at the point
corresponding to the maximum exergy efficiency

2 Said, et al. [51] Use of SWCNT nanofluids over water as the absorbing fluid
reduce entropy generation and enhance the heat transfer
coefficient by 4.34% and 15.33%, respectively

3 Singh, et al. [60] Using selective coating on absorbers over the ordinary black
paint reduced the overall heat transfer loss coefficient by
20-30% whereas the use of double glass reduced the overall
heat transfer loss coefficient by 10-15%

4 Agbo and Okoroigwe [23] | The use of double glazing cover minimizes the overall heat
loss coefficient by 44%. For an absorber emissivity varying
from 0.86 to 0.10, the collector loss coefficient is reduced by
47% and the overall collector heat loss coefficient increases
by 0.1 with 10 K rise in ambient temperature

5 Leon and Kumar [25] Unglazed transpired solar collector shows good performance
in the temperature range 45-55 °C

[ Q.di ©
C T ASIdt
The collector efficiency () also can be calculated by Eq. (7) [63],
0. = mcp(Tout — Tin) 7
‘ 1A '
The thermal efficiency (ng,) can be calculated by Eq. (8) [61],
Qu
- = 8
Nth IA (3
5 Conclusions

Due to the low cost, easy operability and less maintenance requirements, solar thermal
flat plate collectors (FPC) are still in use, especially in households or as a passive
preheater where the output temperature requirement is low. The modern FPCs have a
good thermal efficiency yet retaining their simplicity and ruggedness in comparison
to other solar collector designs. The following points can be summarized regarding
the current status of research in this field:
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e Advent of evacuated tube collectors certainly is a lip forward in the field of solar
collector, but it is very prone to thermal shock that is not much seen in general
FPC design.

e Hybrid solar collectors or PVT collectors show improved overall efficiency over

non-hybrid FPC designs.
In solar thermal Flat Plate Collectors, a major heat loss occurs from the front side.
The front heat loss problem is being solved in three ways. First, the heat loss
can be reduced by reducing the convection and conduction losses through the
glazing cover by optimizing the type of glazing material, number of glazing,
using honeycomb structures and sometimes, by evacuating the air gap. Second,
some researchers are working to reduce radiation heat loss from the absorber by
applying selective absorber coating, special spectral coatings on the underside of
the glazing cover that reflects back the thermal radiation more efficiently. Third,
the heat loss is reduced by lowering the absorber temperature using nanofluids in
the riser tubes.

All these researches are certainly improving the performance characteristics of
the overall FPC design, but the performance of any collector system is also largely
dependent upon the local environmental variables. Thus, the design of FPC should
be optimized keeping in view the local environmental variables.
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