
Lecture Notes in Electrical Engineering 766

Ramesh C. Bansal
Anshul Agarwal
Vinay Kumar Jadoun   Editors

Advances 
in Energy 
Technology
Select Proceedings of EMSME 2020



Lecture Notes in Electrical Engineering

Volume 766

Series Editors

Leopoldo Angrisani, Department of Electrical and Information Technologies Engineering, University of Napoli
Federico II, Naples, Italy
Marco Arteaga, Departament de Control y Robótica, Universidad Nacional Autónoma de México, Coyoacán,
Mexico
Bijaya Ketan Panigrahi, Electrical Engineering, Indian Institute of Technology Delhi, New Delhi, Delhi, India
Samarjit Chakraborty, Fakultät für Elektrotechnik und Informationstechnik, TU München, Munich, Germany
Jiming Chen, Zhejiang University, Hangzhou, Zhejiang, China
Shanben Chen, Materials Science and Engineering, Shanghai Jiao Tong University, Shanghai, China
Tan Kay Chen, Department of Electrical and Computer Engineering, National University of Singapore,
Singapore, Singapore
Rüdiger Dillmann, Humanoids and Intelligent Systems Laboratory, Karlsruhe Institute for Technology,
Karlsruhe, Germany
Haibin Duan, Beijing University of Aeronautics and Astronautics, Beijing, China
Gianluigi Ferrari, Università di Parma, Parma, Italy
Manuel Ferre, Centre for Automation and Robotics CAR (UPM-CSIC), Universidad Politécnica de Madrid,
Madrid, Spain
Sandra Hirche, Department of Electrical Engineering and Information Science, Technische Universität
München, Munich, Germany
Faryar Jabbari, Department of Mechanical and Aerospace Engineering, University of California, Irvine, CA,
USA
Limin Jia, State Key Laboratory of Rail Traffic Control and Safety, Beijing Jiaotong University, Beijing, China
Janusz Kacprzyk, Systems Research Institute, Polish Academy of Sciences, Warsaw, Poland
Alaa Khamis, German University in Egypt El Tagamoa El Khames, New Cairo City, Egypt
Torsten Kroeger, Stanford University, Stanford, CA, USA
Yong Li, Hunan University, Changsha, Hunan, China
Qilian Liang, Department of Electrical Engineering, University of Texas at Arlington, Arlington, TX, USA
Ferran Martín, Departament d’Enginyeria Electrònica, Universitat Autònoma de Barcelona, Bellaterra,
Barcelona, Spain
Tan Cher Ming, College of Engineering, Nanyang Technological University, Singapore, Singapore
Wolfgang Minker, Institute of Information Technology, University of Ulm, Ulm, Germany
Pradeep Misra, Department of Electrical Engineering, Wright State University, Dayton, OH, USA
Sebastian Möller, Quality and Usability Laboratory, TU Berlin, Berlin, Germany
Subhas Mukhopadhyay, School of Engineering & Advanced Technology, Massey University,
Palmerston North, Manawatu-Wanganui, New Zealand
Cun-Zheng Ning, Electrical Engineering, Arizona State University, Tempe, AZ, USA
Toyoaki Nishida, Graduate School of Informatics, Kyoto University, Kyoto, Japan
Federica Pascucci, Dipartimento di Ingegneria, Università degli Studi “Roma Tre”, Rome, Italy
Yong Qin, State Key Laboratory of Rail Traffic Control and Safety, Beijing Jiaotong University, Beijing, China
Gan Woon Seng, School of Electrical & Electronic Engineering, Nanyang Technological University,
Singapore, Singapore
Joachim Speidel, Institute of Telecommunications, Universität Stuttgart, Stuttgart, Germany
Germano Veiga, Campus da FEUP, INESC Porto, Porto, Portugal
Haitao Wu, Academy of Opto-electronics, Chinese Academy of Sciences, Beijing, China
Junjie James Zhang, Charlotte, NC, USA



The book series Lecture Notes in Electrical Engineering (LNEE) publishes the
latest developments in Electrical Engineering - quickly, informally and in high
quality. While original research reported in proceedings and monographs has
traditionally formed the core of LNEE, we also encourage authors to submit books
devoted to supporting student education and professional training in the various
fields and applications areas of electrical engineering. The series cover classical and
emerging topics concerning:

• Communication Engineering, Information Theory and Networks
• Electronics Engineering and Microelectronics
• Signal, Image and Speech Processing
• Wireless and Mobile Communication
• Circuits and Systems
• Energy Systems, Power Electronics and Electrical Machines
• Electro-optical Engineering
• Instrumentation Engineering
• Avionics Engineering
• Control Systems
• Internet-of-Things and Cybersecurity
• Biomedical Devices, MEMS and NEMS

For general information about this book series, comments or suggestions, please
contact leontina.dicecco@springer.com.

To submit a proposal or request further information, please contact the
Publishing Editor in your country:

China

Jasmine Dou, Editor (jasmine.dou@springer.com)

India, Japan, Rest of Asia

Swati Meherishi, Editorial Director (Swati.Meherishi@springer.com)

Southeast Asia, Australia, New Zealand

Ramesh Nath Premnath, Editor (ramesh.premnath@springernature.com)

USA, Canada:

Michael Luby, Senior Editor (michael.luby@springer.com)

All other Countries:

Leontina Di Cecco, Senior Editor (leontina.dicecco@springer.com)

** This series is indexed by EI Compendex and Scopus databases. **

More information about this series at http://www.springer.com/series/7818

mailto:leontina.dicecco@springer.com
mailto:jasmine.dou@springer.com
mailto:Swati.Meherishi@springer.com
mailto:ramesh.premnath@springernature.com
mailto:michael.luby@springer.com
mailto:leontina.dicecco@springer.com
http://www.springer.com/series/7818


Ramesh C. Bansal · Anshul Agarwal ·
Vinay Kumar Jadoun
Editors

Advances in Energy
Technology
Select Proceedings of EMSME 2020



Editors
Ramesh C. Bansal
Department of Electrical Engineering
University of Sharjah
Sharjah, United Arab Emirates

Vinay Kumar Jadoun
Department of Electrical and Electronics
Engineering
Manipal Institute of Technology
Manipal Academy of Higher Education
Manipal, Karnataka, India

Anshul Agarwal
Department of Electrical and Electronics
Engineering
National Institute of Technology Delhi
New Delhi, India

ISSN 1876-1100 ISSN 1876-1119 (electronic)
Lecture Notes in Electrical Engineering
ISBN 978-981-16-1475-0 ISBN 978-981-16-1476-7 (eBook)
https://doi.org/10.1007/978-981-16-1476-7

© The Editor(s) (if applicable) and The Author(s), under exclusive license to Springer Nature
Singapore Pte Ltd. 2022
This work is subject to copyright. All rights are solely and exclusively licensed by the Publisher, whether
the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse
of illustrations, recitation, broadcasting, reproduction on microfilms or in any other physical way, and
transmission or information storage and retrieval, electronic adaptation, computer software, or by similar
or dissimilar methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or
the editors give a warranty, expressed or implied, with respect to the material contained herein or for any
errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional
claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Singapore Pte Ltd.
The registered company address is: 152 Beach Road, #21-01/04 Gateway East, Singapore 189721,
Singapore

https://doi.org/10.1007/978-981-16-1476-7


Preface

This book presents the select proceedings of the 1st International Conference on
Energy, Material Sciences and Mechanical Engineering 2020 (EMSME-2020), held
at National Institute of TechnologyDelhi, India. Themotive of this conferencewas of
great importance. It was considered as a forum to bring together scientists, university
professors, graduate students, and engineers, presenting new science, technology, and
engineering ideas and achievements.

More than 160 papers were presented at EMSME-2020. Various topics covered
in this book include clean materials, solar energy systems, wind energy systems,
power optimization, grid integration of renewable energy, smart energy storage tech-
nologies, artificial intelligence in solar and wind system, analysis of clean energy
material in environment, converter topology, modeling and simulation. However,
for this book, only 70 peer-reviewed papers, authored by research groups repre-
senting various universities and institutes, were selected for inclusion. This book
will be useful for researchers and professionals working in the areas of solar mate-
rial science, electrical engineering, and energy technologies. Research papers (with
starting page number in Table of contents) are broadly classified as follows:

• Solar Energy Systems
• Wind and Hybrid Energy Systems
• Microgrid, Distributed Generation, Smart Grid
• Electrical Vehicles
• Renewable Energy
• Power System
• Power Electronics and Power Quality
• Electronics & Communication Systems
• Optimization Techniques
• Miscellaneous Topics

Furthermore, we thank Padamshri Dr. Satish Kumar, Hon. Director, National
Institute of Technology Delhi and all members of the program committee and the
organizing committee for their work in preparing and organizing the conference. We
also thank the staff andmanagement of the institute for their cooperation and support.
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vi Preface

Last but not least, we thank Springer for its professional assistance and particularly
Swati Meherishi and Priya Vyas who supported this publication.

Sharjah, United Arab Emirates
New Delhi, India
Manipal, India

Ramesh C. Bansal
Anshul Agarwal

Vinay Kumar Jadoun
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A New High Output Resistance Accurate
CMOS Current Mirror

Bhawna Aggarwal, Maneesha Gupta, Himani Malik, Mahak Garg,
and Gaurav Taneja

1 Introduction

Currentmirror (CM) is awidely usedbasic buildingblockused for the development of
analog and/or mixed mode integrated circuits (ICs). The performance of these ICs is
very much affected by the characteristics of these CMs. Majorly, the characteristics
determining the performance parameters of a CM are its input resistance, output
resistance, and current matching accuracy. High output resistance and low input
resistance help in avoiding loading effect at output and input sides, respectively, and
thereby help in providing consistent and accurate output. Several crucial applications
like biomedical circuits, low-power bioamplifiers, etc., demand ideally infinite output
resistance and zero input resistance [1, 2]. Moreover, the use of accurate CM in
differential amplifier improves its common mode and power supply rejection ratios
[3, 4]. Furthermore, charge pump of phase-locked loops (PLLs) which are very
extensively used as low-voltage clock generators is also in need of high-performance
CMs [5, 6]. As CMplays vital role in designing high-performance circuits, consistent
effort has been made for improving its various characteristics. The current trend is
to use short-channel MOS devices as they provide compact circuits with low power
consumption and higher bandwidth.However, these devices have inherent problemof
low current transfer accuracy because of increased channel length modulation effect
and low output resistance. Thereby, various configurations like Wilson, improved
Wilson and cascode CMswere designed to increase accuracy and output resistance of
a CM [7]. However, improvement in these configuartions is achieved at the expense
of increase in minimum required output voltage (output compliance voltage) and
hence requires a higher supply voltage.

In the literature, various techniques like self-biased high-swing cascode CM [8,
9], regulated cascode CM [10], and active-input regulated cascode CM [10] have
been reported that improve output resistance and accuracy without compromising
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with the required supply voltage of original circuit. Conventionally, input resistance
can be improved by increasing DC bias voltage or width of the input MOSFETS,
however at the price of enhancement in power consumed and required silicon area.
Several procedures like FVF and active CM based on negative series feedback have
been reported in the literature that help in achieving lower input resistance for CM
[7].

The objective of this paper has been to design a near-ideal CM that can be used
for the development of integrated circuits having higher performance. Here, a high-
performance Ramirez CM having FVF configuration at input and negative series
feedback at output [11] is combinedwith super-cascode configuration [12] to improve
accuracy and resistance offered at output terminal of CM.This proposedCMoperates
at a higher bandwidth and consumes less power. Presentation of this paper is as
follows: Sect. 2 offers an insight into the previously reported high-performance CMs.
Section 3 explains the proposed accurate CM having very high output resistance
and provides its small-signal analysis for deriving output resistance. The simulation
results obtained using standard SPICE 0.18 µm CMOS technology are presented in
Sect. 4. Finally, the last section comprises of conclusion and future scope.

2 Current Mirrors with Enhanced Characteristics
Reported in the Literature

In the literature, various topologies involving negative feedback with shunt-series
configuration have been implemented to improve input and output resistances of a
CM [13, 14]. These feedback schemes improve the resistances by feedback factor
that is dependent on the gain of the amplifiers used. A few important architectures
employing these techniques are discussed here. The self-biased high-swing cascode
CM shown in Fig. 1a includes a CM and a cascode bias generator [8, 9]. This bias
generator consists of a resistor ‘R’ whose value is chosen to obtain a voltage drop of
VDS,sat across it, where VDS,sat denotes the minimum saturation voltage required by
a MOSFET. The compliance voltages obtained at input and output sides are VT +
2VDS,sat and 2VDS,sat, respectively. This reduces the required supply voltage by VT

as compared to cascode CM. This CM provides high voltage swing and high output
resistance and consumes less power. However, its input resistance gets increased by
‘R.’

Regulated cascode CM (Fig. 1b) provides high output resistance [10]. In this
configuration, negative series feedback at the output side is provided byMOSFETM3
and amplifier A. The amplifier helps in stabilizing the output current when the output
voltage is varied by providing an equivalent change in the gate voltage of MOSFET
M3. Approximate output resistance (rout) of this CM is given as A(gm3r03)r02, where
A represents voltage gain of supplementary amplifier, r0 is small-signal output resis-
tance, and gm is transconductance of the corresponding MOSFET. In this circuit,
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Fig. 1 Current mirrors with enhanced characteristics

output resistance of CM increases without affecting its input compliance voltage
(which is same as that of a simple CM).

In active-input regulated cascode CM, Fig. 1c, two amplifiers having differential
configuration are used. One of these amplifiers is used at input side and other one at
output side [10]. Positive input terminals of the differential amplifiers are maintained
at a reference voltage, VD. This circuit has very high output resistance and very low
input resistance. As this CM uses two amplifiers, its power consumption and chip
area requirement aremore.Moreover, the accuracy of the CM to some extent depends
on the mismatch of the two amplifiers used.
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Some high-performance CM topologies based on bulk-driven MOSFET, floating
gate MOSFET (FGMOS), and quasi-floating gate MOSFET (QFGMOS) have been
proposed time to time [15–18]. However, these CMs demand special type of
MOSFETs and cannot be designed using standard CMOS technology.

3 Proposed Accurate Current Mirror with Very High
Output Resistance

Negative feedback is a technique that has been used extensively by the circuit
designers to improve the performance characteristics of an amplifier [4]. It has been
observed that this technique can be used to improve the characteristics of a CM
significantly [7]. Thereby, motivation for this work has been to design a CM that can
be used as a basic building block in the development of high-performance circuits.
For this, an existing high-performance CM topology has been chosen and combined
with a negative feedback configuration to achieve a near-ideal CM.

Ramirez CM, Fig. 1d, proves to be a promising CM having very low input resis-
tance (few k�s) and very high output resistance (100s of M�). However, in this
CM, the output current contains a DC offset current component equivalent to biasing
current IB.This offset termshouldbe removed if accurate currentmatching is required
at the output side. It can be eliminated by the help of super-cascode configuration
[12]. Complete circuit of this high-performance proposed CM is shown in Fig. 2a.
Here, amplifier Ad has been implemented by the circuit as shown in Fig. 1d.1. The
super-cascode configuration is formed at the output side by MOSFETs M4, M5, and
M6 and biasing currents IB and IB1. Here, M5 is controlled by drain terminal of M4.
In this circuit, MOSFET M6 drives MOSFET M5 by controlling its gate voltage as

Fig. 2 a Proposed very high output resistance accurate CM. b Small-signal equivalent model for
deriving output resistance of a
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it acts as an inverting stage to reverse the polarity of the drain terminal of M4. This
super-cascode configuration helps in eliminating the offset component appearing in
output current by segregating biasing current IB from the output current.

The inverting stage used in super-cascode configuration provides further enhance-
ment in gain, thus increasing the output resistance significantly. Here, output resis-
tance increases due to two nested feedback loops present at output side: differential
amplifier ‘Ad’ and super-cascode configuration. Thus, in the proposed CM, super-
cascode configuration employed at the output side not only helps in eliminating
the offset term present at the output terminal, but also helps in enhancing output
resistance of current mirror as well.

The use of nested feedback loops at output side further nullifies the channel length
modulation effect and improves its accuracy with high load significantly. All these
are achievedwhilemaintaining similar supply voltage requirement as that of Ramirez
CM (Fig. 1d). As the proposed CM uses negative series feedback at the output side,
thus it operates at a higher bandwidth.

3.1 Small-Signal Analysis

Equivalent small-signal model of the proposed CM to derive output resistance is
shown in Fig. 2b. Output resistance (rout) is given by Eq. (1):

rout = vout
/
iout

∣
∣
iIN=0 (1)

The equations obtained after routine analysis of this model are as follows:

iout = gm5(vG5 − vS4) + (vout − v2)
/
r05 (2)

v2 = vS4 = ioutr02 (3)

vG5 = −r06gm6vG6 (4)

vS4 − vG6 = −Adr04gm4vS4 (5)

vG5 − vS4 = −r06gm6vG6 − ioutr02 (6)

Simplifying Eqs. (1)–(6), we get:

iout
[
1+ r02

/
r05 + gm6r02r06(1+ Adr04gm4) + r02gm5

] = vout
/
r05 (7)

Now, since gmr0 >> 1 [19], Eq. (7) can be expressed in simplified form as:
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rout = vout
/
iout = Adgm5r05gm6r06gm4r04r02 (8)

From Eq. (8), it is observed that rout of the proposed CM gets increased by a
factor of r05gm5r06gm6. The proposed circuit has the same input resistance as that of
Ramirez CM (Fig. 1d) as input configuration of the two circuits is similar.

4 Simulation Results and Discussions

The simulations of the CMs discussed in this paper have been performed in standard
SPICEwith 0.18µmCMOS technology. A supply voltage of 1.5 V and input current
of 0–100 µA has been used for simulations. To obtain a fair comparison, the circuits
have been simulated on same platform under similar conditions. The component
values used for simulation have been shown in Table 1.

Transfer characteristic showing variations of output current with input current of
Ramirez and proposed CMs for a current range of 0–100µA is shown in Fig. 3. From
these results, Ramirez CMoperating range is observed from 0 to 10µAwith an offset
current of 1µA that is equivalent to the biasing current, while proposedCMoperating
range is found to be 0–100 µA with almost negligible offset current. Figure 3 shows

Table 1 Component values used for simulation of CM configurations discussed in the paper

Component name Values Component name Values Component name Values

M1–M4 150µ/20µ Amplifier MOSFETs 100µ/2µ VDD 1.5 V

M5 2µ/2µ IB 1 µA VC 0.95 V

M6 10µ/0.3µ IB1 10 µA

Fig. 3 Characteristics showing variations of output current with input current of Ramirez CM and
proposed CM
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that accuracy of the proposed CM is much higher than that of Ramirez structure.
This is due to negative feedback used for implementing super-cascode configuration,
which not only eliminates the offset biasing component but also increases output
resistance and reduces channel length modulation effect as discussed in Sect. 3.

Frequency response in Fig. 4 shows that Ramirez CM has a BW of 1.9 MHz,
whereas the proposed CM has 7.20 MHz BW. This shows an improvement of
5.3 MHz in BW, which is due to additional negative feedback loop at the output
side as discussed in Sect. 3.

The variations in output resistance with frequency for Ramirez and proposed
CMs are shown in Fig. 5 and Fig. 6, respectively. Output resistance of Ramirez CM
is 385 M� till 1 kHz and reduces to approximately 100 M� after that. The expected
value of output resistance (rout) was in G� range but is obtained in M� range due
to the presence of leakage current at drain terminal of output MOSFET. rout for the
proposedCM is 5.11T� till 1 kHz and reduces to around 90G� from1 to 100 kHz. In
Sect. 3, it has been mathematically derived that the proposed CM’s output resistance
increases by a factor of ‘r05gm5r06gm6.’ Figures 5 and 6 validate this result and show

Fig. 4 Frequency plots for Ramirez CM and proposed CM

Fig. 5 Output resistance plot for Ramirez CM
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Fig. 6 Output resistance plot for proposed CM

Fig. 7 Input resistance plots for Ramirez and proposed CMs

a significant improvement in the proposed CM’s output resistance compared to that
of Ramirez structure.

Figure 7 gives comparison for input resistance of Ramirez CM and proposed CM.
Input resistance decreases from 13.93 K� in Ramirez CM to 4.16 K� in proposed
CM. As discussed in Sect. 3, the input resistances of these circuits must be in same
range. However, introduction of another negative feedback in proposedCM improves
input resistance to a certain extent. The error in the current transfer characteristics of
the proposed CM is shown in Fig. 8. The error in the plot has been shown for 0–10
µA range only, as error has been maximum in this range, being very high till 0.5
µA. This is due to the fact that expression for error is given as:

%Error = (iout − iin)
/
iin × 100 (9)

Equation (9) clearly depicts that when iin is very small the error has to be very
high. It has been observed that the maximum error for iin ranging from 0.5 to 100
µA is approximately 5%.

Simulation results showing minimum input voltage requirement of the proposed
CM have been plotted by observing the variations in voltage at the input terminal,
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Fig. 8 Percentage error in the current matching accuracy for proposed CM

while current is swept for the complete operating range. The magnitude of this input
compliance voltage is observed to be 0.5 V for input current range of 0–100 µA.
Similarly, output compliance voltage has also been observed for the proposed CM
and has been found to be 0.9 V for the complete range of operation.

All these values and comparative results of the proposed CM with Ramirez CM
(simulated on same platform under similar conditions by authors) have been shown in
Table 2. Along with these simulated results, comparative results for self-biased high-
swing cascode CM and FVF CM (as given in [7]) have also been summarized in this
table. All these results illustrate that proposed CM offers very high output resistance
while maintaining low supply voltage requirement and hence is a good choice for
circuit designersworking in strict conditions for designinghigh-performance circuits.

Table 2 Comparative results

Characteristics Self-biased
high-swing cascode
CM [8]

FVF CM [7] Ramirez CM [11] Proposed CM

Technology (µm
CMOS)

0.18 0.18 0.18 0.18

Supply voltage (V) 1.8 1.8 1.5 1.5

Valid current
Range (µA)

500 150 10 100

Output resistance
(till 1kHZ)

800 k 8.6 M� 385 M� 5.11 T�

Output resistance
(1–100kHz)

– – 100 M� 90 G�

Input resistance
(till 100 kHz)

5 k 930� 13.93 k� 4.36 k�

Bandwidth – – 1.9 MHz 7.20 MHz

Power consumed
(µW)

26.86 99.86 5.53 30.7
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5 Conclusion and Future Scope

An accurate very high output resistance CMOS CM has been proposed and veri-
fied in the paper. In the proposed CM, accuracy and resistance seen at the output
terminal of Ramirez CM have been improved by using super-cascode configuration
at this terminal. This configuration helps in nullifying the offset current component
present in the output current.Moreover, gain of negative feedback helps in improving
output resistance of the proposed CM significantly (in T� range). Furthermore, the
negative feedback increases the operating range and bandwidth. The results have
been validated with the help of standard SPICE 0.18 µm CMOS technology with
1.5 V supply voltage. The proposed CM operates for 0–100 µA with 7.2 MHz
bandwidth. Due to the near-ideal features of proposed CM, it can be used as a
basic building block for devising a large number of high-performance integrated
circuits like operational transconductance amplifiers, operational amplifiers, current
differencing transconductance amplifiers, etc.
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Designing and Comparison of Geometric
Mean Circuits Based on MOS
Translinear Principle Using Different
FVF Structures

Aakansha and Bhawna Aggarwal

1 Introduction

In today’s time, as size of the devices is reducing, the circuits are forced to operate at
low supply voltages. Portable devices require low power dissipation and low supply
voltages. Due to downscaling of MOS and increased demand of portable devices,
analog designer are forced to develop new circuits or techniques that can operate
with continuously reducing supply voltage requirements [1–4].

Various methods have been proposed in the literature that help in reducing the
supply voltage requirement in analog and mixed signal circuits. A few of them are—
currentmode processing, floating gate technique, quasi-floating gate technique, bulk-
driven technique, subthreshold operation of MOS, etc. [1]. Circuits based on current
mode processing have gained importance in recent years as it provides improved
linearity,more accuracy,wider bandwidth, lowsupplyvoltage, lowcircuit complexity
and reduces power consumption [1]. So, the analog designers are focusing more on
current mode processing.

Flipped voltage follower (FVF) offers the advantages of current mode circuits.
It is an improved version of voltage follower that provides low-voltage and low
-power operations. FVF is extensively used in designing of analog circuits like
current mirror, operational transconductance amplifier (OTA), current conveyors,
multipliers, etc. [1].

Geometric mean circuit is a fundamental cell that is used to realize various analog
processes. Geometric mean circuit has been implemented using various configura-
tion: (i) stackedMTL topology (ii) up-downMTL topology, (iii) electronically simu-
lated topology [3, 4]. Up-downMOS translinear loop topology offers several advan-
tages over other configurations as it minimizes body effect and power dissipation
and ensures low-voltage operation [4].
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An up-down topology-based geometric mean circuit using different FVF struc-
tures is presented in the paper. The paper is classified as: Various FVF cells and
their properties are explained in Sect. 2. MOS translinear loop (MTL) and proposed
geometric mean circuit is presented in Sect. 3. Simulation results for the circuits are
presented in Sect. 4. The conclusions drawn are presented in Sect. 5.

2 FVF and Its Important Characteristics

2.1 Flipped Voltage Follower

Flipped voltage follower (FVF) is a voltage follower with enhanced characteristics
[5]. It is a cascode amplifier with shunt feedback. Circuit of NMOS-based FVF is
shown in Fig. 1. Here, MOSFET M1 operates in common drain configuration and
negative feedback is provided by MOSM2. The input is applied at the gate terminal
of M1, and output is taken from its source terminal. The output voltage (V out) is
given as [5]:

Vout = Vin − VGS(M1) (1)

where V in is the input voltage and VGS(M1) is the gate–source voltage of MOSFET
M1.

Fig. 1 NMOS-based flipped
voltage follower
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In FVF, the bias current (Ib) is constant which makes the current through M1
constant. Also, M2 absorbs any variation in the output current that occurs due to
loading. This leads to constant gate–source voltage of M1 (VGS(M1)) [5]. Thus, V out

follows V in leading to unity gain in FVF. Moreover, it can sink large currents and
provide high bandwidth.

If V in changes, V out changes by the same amount which changes the current
through MOSFET M2 thus varying VGS(M2). As the gate of M2 is connected to
the drain of M1, the drain voltage of M1 also varies. Thus, the negative feedback
present in FVF is in series-shunt configuration [5]. Due to this, in FVF, input resis-
tance is increased and output resistance is decreased. The output resistance can be
given as [5]:

rout = 1

gM1gM2r0i
(2)

where gMi is transconductance of MOSFET Mi and r0i is output resistance of Mi
MOSFET. The supply voltage requirement of FVF is close to transistors threshold
voltage.

The limitations of FVF are: (i) Its operating range is restricted and does not
increase even by increasing the supply voltage. (ii) Sourcing capacity is limited.
(iii) FVF allows very low input/output swing. This is because the swing of M1 is
suppressed by the VGS(M2) of MOSFET M2 [5, 6].

2.2 Level Shifted and Cascaded Flipped Voltage Follower

The level shifted FVF (LSFVF) is shown in Fig. 2a. It is amodified version of conven-
tional FVF. Here, a third MOSFETM3 is introduced between the drain terminal and
gate terminal of MOSM1 and M2, respectively. M3 is a voltage follower which acts
as DC level shifter. Due to this, input/output swing and operating range of LSFVF
increase [6]. In LSFVF, factor by which operating range gets increased is given as
[5]:

VT3 +
√

2Ib
KN(W/L)M3

(3)

Here, KN is transconductance parameter, VT represents threshold voltage, and
(W/L)M3 is aspect ratio of respective MOSFET M3. However, due to additional
MOSFET M3, bandwidth degrades and quiescent power consumption increases.

Circuit of cascoded flipped voltage follower is shown in Fig. 2b. In CASFVF, a
PMOS M3 is introduced in the drain of M1 and gate of M2 of FVF configuration.
MOSFET M3 provides additional loop gain in the feedback path [6]. This leads to
very small variations in voltage at node A. Also, the output resistance gets reduced.
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Fig. 2 a Level shifted flipped voltage follower b Cascoded flipped voltage follower

The output impedance of CASFVF is given as [6]:

rout = 1

gm(gmr01)
2 (4)

The voltage at drain terminal of M1 (VD1) is close to VDD and can be given as [6]:

VD1 = VG3 + VSG3 (5)

where VSG3 is gate-to-source voltage of M3.

3 Geometric Mean Circuits

Geometric mean circuit is the basic building block of various analog circuits such as
multiplier/divider circuits, RMS–DC converter, phase synchronizer, fuzzy controller,
defuzzification, and fuzzy neural network [5]. In analog domain, geometric mean
circuit can bedesignedusingmethods like quadratic translinear principle, bulk-driven
techniques, and/or MOS translinear loop principle.
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3.1 MOS Translinear Loop

MOS translinear loop principle [7] is analogous to bipolar translinear principle given
by Gilbert. As per MTL principle, it is applicable in loops that satisfy the following
statement: “even the number ofMOSFETs operating in strong inversion or saturation
mode is present in closed loop such that gate–source voltage of half of theseMOSFET
appears in clockwise direction and for rest half it appears in anticlockwise direction.”

In [8], up-down topology, geometric mean circuit is presented. It uses alternate
biasing of MTL loop instead of diode-connected MOS of the current mirror as used
in [8–11]. Due to stacking, diode connected MOS prevents low-voltage operation
of the geometric mean circuit. The biasing of the MTL loop is based on application
of FVF. FVF sets adequate DC reference voltage at the loop nodes, thus reducing
the supply voltage requirement of the geometric mean circuit [8]. The geometric
mean circuit using conventional FVF is shown in Fig. 3. The MTL loop comprises
of transistor M1, M2, M3, and M4. Using the translinear principle and MOS square
law current equation and assuming all the transistors are matched, loop current can
be represented as [8]:

√
I1 + √

I2 = √
I3 + √

I4 (6)

The current in M3 and M4 is forced to be:

I3 = I4 = I1 + I2 + 2Iout
4

(7)

Fig. 3 Geometric mean circuit using conventional FVF [8]
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On solving the above equations, Iout is obtained as:

Iout = √
I1 I2 (8)

3.2 Proposed Geometric Mean Circuit Using Level Shifted
FVF and Cascoded FVF

The proposed geometric mean circuit using level shifted FVF is given in Fig. 4. It
uses level shifted FVF to bias the MOS translinear loop. MOSFETM5, M6, and M7
comprises of the level shifted FVF. A NMOS is inserted in the feedback path which
sets proper reference voltage at the nodes of MTL loop.

Figure 5 shows the proposed geometric mean circuit using cascoded FVF. In the
figure, MOSFET M5, M6, and M7 comprises of the cascoded FVF. In order to bias
MTL loop, a PMOS is inserted in the feedback path of conventional FVF. MOSFETs
M1–M4 forms the translinear loop. MOSFETsM8–M18 constitute of simple current
mirror that are used to inject appropriate current in MTL loop. The input current of
geometric mean circuits is Ix and Iy, where Ix is analogous to current across M1

Fig. 4 Proposed geometric mean circuit using level shifted FVF
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Fig. 5 Proposed geometric mean circuit using cascoded FVF

and Iy is analogous to current across M2. The output current (Iout) of the circuit is
observed through MOSFET M17 and can be derived as follows:

Applying MTL principle in translinear loop,

Vgs1 + Vgs2 = Vgs3 + Vgs4 (9)

The current of MOSFET in saturation region is given as:

I = K
(
Vgs − Vth

)2
(10)

where K is:

K = 1

2
µnCox

W

L
(11)

On rearranging Eq. (10),

Vgs =
√

I

K
+ Vth (12)

Substituting the above equation in Eq. (9):
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√
I1
K1

+ Vth1 +
√

I2
K2

+ Vth2 =
√

I3
K3

+ Vth3 +
√

I4
K4

+ Vth4 (13)

Since all the MOSFETs are matched, Eq. (13) reduces to:

√
I1 + √

I2 = √
I3 + √

I4 (14)

Squaring Eq. (14) and assuming I3 and I4 to be equal,

I3 = I4 = I1 + I2 + 2
√
I1 I2

4
(15)

On comparing Eq. (15) with (7), it is observed that

Iout = √
I1 I2 (16)

The above equation can also be written as,

Iout = √
Ix Iy (17)

Equation (17) shows that output current is geometric mean of input currents (Ix
and Iy).

4 Simulation Results

The circuit is simulated by 180 nm CMOS technology with threshold voltage 0.37 V
for NMOS and −0.38 V for PMOS. LTSpice XVII has been used for simulation of
designed circuits. For biasing of LSFVF and CASFVF configuration bias current
Ib = 2 µA, V x = 1 V and V y = 0 V have been used. The aspect ratio of all the
MOSFETs except M11 and M12 is 6/0.36 µm. The aspect ratio of MOSFETs M11
and M12 is 3/0.36 µm. The current Ix is varied from 0 to 10 µA, and the current
Iy is stepped for 2–10 µA with a step size of 2 µA. Figure 6a and b shows DC
output of the proposed geometric mean (GM) circuits using level shifted FVF and
cascaded FVF, respectively. The output of the circuits follows more closely to the
mathematical value, thus reducing the error.

Percentage error in the output current has been plotted in Fig. 7. It shows
percentage error, construed as {100*(Iout − I ideal)/I ideal}. This figure shows that
for high current values the percentage error is approximately same, but for small
values of input current, significant reduction in error is obtained. In comparison to
the conventional FVF-based geometricmean circuit, the error reduces by 35 and 20%
in the proposed LSFVF- and CASFVF-based geometric mean circuit, respectively
(Table 1).
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Fig. 6 a Output of LSFVF-based proposed geometric mean circuit. b Output of CASFVF-based
proposed geometric mean circuit

Fig. 7 Percentage error in output current corresponding to Iy = 8 µA. (i) FVF GM circuit. (ii)
Proposed LSFVF GM circuit. (iii) Proposed CASFVF GM circuit

Table 1 Comparison table showing simulation results of different GM circuits

Parameter Geometric mean
circuit in [8]

Proposed geometric
mean circuit using
LSFVF

Proposed geometric
mean circuit using
CASFVF

Technology 2.4 µm DPDM
CMOS technology

TSM 0.18 µm
CMOS technology

TSM 0.18 µm
CMOS technology

Supply voltage (Vdd)
(V)

1.5 1.5 1.5

Bias voltage of FVF
(Vx) (V)

1.5 1 1

Bias current (Ib) (µA) 2 2 2

W/L ratio (µ/µ) 80/4.8 6/0.36 6/0.36
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5 Conclusions

In this paper, two new geometric mean circuits—one based on LSFVF and the other
based on CASFVF—have been designed and proposed. These circuits have been
designed by replacing conventional FVF by LSFVF and CASFVF, respectively. The
simulations of all the circuits have been carried out in LTSpice XVII using 180 nm
technology. The proposed circuits function with much lower error as compared to
conventional FVF-based geometric mean circuit. For smaller values of current, the
error reduces by approximately 35% in proposed LSFVF-based geometric mean
circuit and by approximately 20% in proposed CASFVF-based geometric mean
circuit. For larger values of current, this improvement in error is very small. Thereby,
it can be inferred that the proposed LSFVF- and CASFVF-based circuits are a
good choice for circuit designers working on low-voltage analog-based mixed signal
processing circuits.
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A New Linear CMOS CDTA
with Improved Characteristics

Bhawna Aggarwal and Saurabh Kumar Sharma

1 Introduction

Current differencing transconductance amplifier (CDTA) circuit had been designed
by Biolek in 2003 [1]. It behaves as a current mode device and amplifies the differ-
ence of the currents supplied at its input terminals. It offers large bandwidth and can
be used efficiently as a basic building block in various applications like filters, current
limiters,multipliers, oscillators, Schmitt trigger and rectifiers. [2–8].Different papers
with distinct advantages have been published in the literature proposing various
structures of CDTA [9]. In this paper, a linear CDTA has been proposed, which
has been designed using linear CMOS transconductance amplifier [10, 11]. This
proposed CDTA offers higher linearity for a wide operating current range. Distri-
bution of the paper is as follows: Sect. 2 consists of detailed discussion about the
basic CDTA circuit and its characteristics. Linear OTA circuit has been presented
in Sect. 3. Proposed improved CDTA circuit along with its elaborate analysis has
been discussed in Sect. 4. Simulations of the circuits have been carried out using
Mentor Graphics Eldo Spice in TSMC 180 nm technology and presented in Sect. 5.
Finally, the advantages and further scope of work have been given in Sect. 6 under
conclusion.

2 Current Differencing Transconductance Amplifier

CDTA is a differential current amplifier. It consists of two parts, one is current
differencing unit (CDU), and second one is transconductance amplifier (TA). CDU
provides the difference of input currents IP (current at positive input terminal) and
IN (current at negative input terminal). The differential voltage developed at output
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Fig. 1 Schematic symbol of
CDTA

terminal of CDU (Z) is applied as input to transconductance unit. This unit amplifies
the voltage at Z terminal (Vz), and proportional positive and negative currents are
provided at terminals X+ and X-. The symbolic structure of CDTA is shown in Fig. 1.

The port equations of CDTA are summarized as follows:

VP = VN = 0

IZ = IP − IN
IX+ = gm · VZ

IX− = −gm · VZ

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

(1)

where IP and IN are the input currents at terminals P, N, respectively, and Iz, IX+
and IX- are the output currents at output ports Z, X+ and X-, respectively, and gm is
transconductance of CDTA.

3 Linear Operational Transconductance Amplifier

Linear operational transconductance amplifier (LOTA) is an analog integrated circuit
in which gain can be tuned linearly by a biasing voltage. In the circuit of LOTA,
there are two cross-coupled differential amplifier pairs that operate in saturation
mode. It offers offset-free operation with single-ended as well as differential input
and provides a perfect linear transfer characteristic. The complete circuit diagram of
LOTA is given in Fig. 2.

The equations involved are given as:

gm = 2 · k · Vb (2)

Iout = 2 · k · Vb · (V1 − V2) (3)

where k is a drain current constant, and V b is biasing voltage that can be used to
electronically tune the transconductance of LOTA. V 1 and V 2 are the input voltages
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Fig. 2 Circuit diagram of CMOS linear operational transconductance amplifier (LOTA)

applied at differential inputs, Iout is the output current, and gm is the transconductance
of LOTA.

4 Proposed Linear CMOS CDTA

In this paper, a linear CMOSCDTAhas been proposed. The circuit has been designed
by replacing the TA unit of conventional CDTA circuit by a linear CMOS transcon-
ductance amplifier. The block layout of proposed linear CMOSCDTAcircuit is given
in Fig. 3, and its complete circuit diagram is presented in Fig. 4.

Fig. 3 Block layout of
proposed linear
CMOS CDTA



26 B. Aggarwal and S. K. Sharma

Fig. 4 Circuit diagram of proposed linear CDTA

Equations of the proposed improved linear CMOS CDTA are similar to that of
conventional CDTA.However, in the proposed circuit, gm varies linearlywith biasing
voltage, and modified equations are given as:

VP = VN = 0

IZ = IP − IN
Iout = 2 · k · VB · VZ

gm = 2 · k · VB

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

(4)

where k is a drain current constant, and VB is biasing voltage that can be used to
electronically tune the transconductance of proposed amplifier.

ConventionalCDTAcircuits proposed in the literature behave linearly for a narrow
range of input current. However, the linear transconductance amplifier used in Fig. 2
does not assume any approximation [10] and thereby offer much wider operating
current range. Hence, the overall operating range of CDTA gets increased.Moreover,
the transconductance parameter (gm) of proposed CDTA is higher than conventional
CDTA.

5 Simulation Results

The simulations of the proposed linear CDTA are carried out in Mentor Graphics
Eldo Spice tool using 180 nm CMOS technology. The design parameters for the
proposed circuit (Fig. 4) are summarized in Table 1.

DC response showing variation of output current with change in input differential
current (Ip–In) is shown in Fig. 5.
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Table 1 Design parameters Parameter Value

Technology 180 nm CMOS

Supply voltage ± 2 V

Power consumed 2.5656 mW

Aspect ratio
(W/L in µm)

M1-M4 6/1

M5, M6, M9, M10 2/1

M7, M8 4/1

M11-M14, M19, M20 8/1

M15-M18 5/1

M21, M22 20/2

Biasing current (Iss) 125 µA

Fig. 5 DC response of the linear CDTA circuit

It depicts the linear relation of output current with variations in input current in
the range of –50 to +50 µA. However, the response shows that the output current
has an offset component; this offset component can be changed by varying biasing
current Iss. The corresponding DC response curves obtained by varying Iss are
shown in Fig. 6. Frequency response showing transconductance and current gain of
linear CDTA is shown in Figs. 7 and 8, respectively. Bandwidth of proposed linear
CDTA circuit is observed to be 139.9626 MHz (Fig. 8). All these results validate the
functioning of the proposed circuit.
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Fig. 6 DC response of linear CDTA circuit with different values of Iss

Fig. 7 Transconductance curve of proposed CDTA

6 Conclusion

In this paper, a new linear CDTA structure based on linear CMOS OTA has been
designed and proposed. This circuit combines the linear behavior of linear CMOS
OTA (LOTA) with conventional current differencing unit to realize the proposed
structure. The functional behavior of the proposed structure has been validated in
Eldo Spice using level 53 TSMCbased 180 nmCMOS technology. The results depict
the linear behavior of the proposed structure for a wide range of input differential
current, and bandwidth of the proposed circuit is observed in hundreds ofMHz range.
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Fig. 8 Current gain of proposed CDTA
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Design of Wind Energy Conversion
System Utilizing Induction Generator
with Pitch Angle Control

Subash Chandra Parida, V. K. Tayal, and S. K. Sinha

1 Introduction

Energy is primary concern to enhance economic development, industrial develop-
ment and to meet day-to-day human need. TheWorld Energy Council in cooperation
with theUN Intergovernmental Panel onClimateChange (IPCC) is continuallymoni-
toring world energy consequences to make energy endowment for network of global
members. To meet the complexity and global energy transition, lots of opportunities
are being introduced into the energy sectorwhich is creating investment opportunities
for global industry leaders. Developed countries mostly use fossil fuel-based nuclear
power to meet the energy need. With respect to this, there is approximately 60% of
worlds energy is from nuclear source [1]. Nuclear power plants have fallen its impor-
tance due to various serious concerns like waste management, nuclear radiation and
other maintenance and operational complexity. Various conventional power plants
based on gas, coal and fuel oil, etc. generate harmful toxic gases like nitric monoxide
(NOx), sulphuric dioxide (SO2), ammonia (NH3) and ozone (O3) in their exhaust
during combustion process. Global warming and ozone layer depletion are the major
concerns for the humanity because of these toxic gasses [1]. To meet the day-to-day
energy demand, researchers in the world are searching various alternative sources of
renewable energy. The technological development of recent years is bringing more
efficient and reliable sources of renewable energy.

The motivation of present-day WECS is to optimize operational efficiency for its
most reliable operation. Comparing various available options, SCIG-based (Type-
1) is best suited. With respect to DC motor, the performance of induction motor
is better in prospect of fast torque response, simplified speed control and desired
accuracy level. Application of PMSG motors into WECS is not abundant due to
various constraints such as less availability of permanent magnet materials, initial
cost involvement and complexities involved in control scheme. The manufacturing
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of PMSG machines requires special skill and equipment. Application of DFIG into
WECS is comparatively less than SCIG-based systems due to various constraints
such as complexity in power electronics involved, highmaintenance involvement and
complexity in control action.AlsoDFIGmachines have high sensitivity to grid faults.
Hence, regardless of various types of wind turbines are used to convert aerodynamic
power to electrical power, fixed speed wind turbines are commonly used in appli-
cation because of various reasons such as system economics, simplicity in control
scheme, less maintenance involvement at generator side, its robustness and proven
track record. The advancement of variable-speed induction motor and power elec-
tronics sector has encouraged research communities to enhance their desire because
of simplicity attended with induction motors.

In WECS, various aerodynamic control strategies are implemented to extract
maximum power fromwind through its blade. These are pitch control (i.e. fixed pitch
and variable pitch type) and yaw control. In fixed pitchwind turbine systems (suitable
for small-size wind turbines), design of air foil is carried out taking considerations
of various parameters like tip-speed ratio, angle of attack for aerodynamic blades,
maximum and minimum wind speed of the area and rotor blade diameter. Inside
variable pitch WECS, the air foil is of straight shape.

In the proposed scheme, wind turbine model has been simulated at different wind
speeds. Power extraction at cut-in, rated and cut-out wind speed has been verified.
Pitch angle control with the help of PID controller has been implemented in the
WECS. Active power, reactive power, rotor angular velocity and mechanical torque
requirement have been verified. The performance comparison between output of
PI and PID controllers for pitch angle control has been carried out. PID control
manages the pitch angle of blades with better operational flexibility, robustness of
design, better stability and speed of operation than existing PI control scheme.

2 Literature Review

Active power control is oneof the bestmethods to control aerodynamicpower through
pitch angle controller. They have used servo system, integrating rotor speed with
power feedback signals. They have verified fatigue, turbulence and aerodynamics.
Thismethod has effectiveness on frequent action of pitch actuatorwhile commanding
to adequate dispatch of required amount of active power [2].

There are huge variation in wind speed when ambient parameter changes. Pitch
angle controller has to synchronize with these variations. The results of PI controller,
fuzzy logic controller and fractional-order PI controller have been compared. FLC-
based controller has provided better result in comparison to the other methods [3].

To meet the key challenges of wind speed variation, fuzzy receding horizon pitch
control has been implemented to verify the performance of variable-speed wind
turbine. This controller has better effectiveness to control simple online quadratic
optimization problem with minimum computational time [4]. To meet the dynamics
of pitch angle controller and to optimize the controller set values, PI controllers
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are generally used in the wind energy conversion system. It has been suggested to
implement PI controller with grey wolf optimizer for tuning purpose. They have also
implemented various AI techniques in combination with PI controller to optimize
and compare the performance criteria. Result suggests that grey wolf optimizer has
better influence for the particular application of pitch angle control [5].

To increase the efficiency of controller and enhance the stability criteria, it has been
suggested to implementNonlinearAutoregressiveMovingAverage (NLARMA-L2)-
based PI controller. NLARMA-L2 furnishes better result than other methods in terms
of steady-state error, ripple minimization and speed of response. This controller is
more effective with load variation [6].

3 Different Energy Conversion System

Basically, there are two types of wind turbine with respect to installation point of
view. These are mentioned below [7].

(1) Horizontal axis wind turbine,
(2) Vertical axis wind turbine.

With respect to type generators used, the wind turbines are segregated into
following types [1, 7]:

Type-1: squirrel cage induction generator (SCIG) based, Type-2: wound rotor
induction generator (WRIG) based, Type-3: doubly fed induction generator (DFIG)
based, Type-4: permanent magnet induction generator (PMIG) based.

In this paper [1, 8], we purpose squirrel cage induction generator (SCIG)-based
wind turbine with fixed speed rotor (Type-1) with pitch angle controller to control
aerodynamic power of wind energy conversion system using PID controller.

The pitch angle control provides better control of mechanical power which is
used mostly for fixed-speed wind turbine (Type-1) and limited variable-speed wind
turbine (Type-2). As stall control uses mostly constant pitch angle of turbine rotor
blades, pitch control and stall control combination provides operator the better control
access whenever required. The wind as a source of energy has no consistency on the
flow because of various technical criteria like change of temperature, pressure, air
density, humidity, etc., which leads for third dynamics of energy conversion with first
dynamics as input source variation and second dynamics as load demand variation.

By application of pitch angle control, optimization in power generation scheme
is accomplished during low wind velocity—Case-1 [9]. Pitch angle controller helps
wind turbine to speed up at faster speed when wind velocity is below rated value by
changing pitch angle to maximum value. Hence, optimum pitch setting is required
to extract rated aerodynamic power from wind—Case-2 [9]. At approximately fixed
wind speed, turbine rotor rotates at constant value if pitch angle and other ambient
predefined criteria held constant. At this duration, small change in pitch angle creates
appreciable effect in power output—Case-3 [9]. WECS attains its maximum aerody-
namic power extraction limit when wind velocity exceeds the rated limits and within
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Fig. 1 Schematic of SCIG-based WECS (Type-1)

its dead zone. When wind velocity crosses the rated value, pitch angle control helps
wind turbine to generate rated power by reducing pitch angle of blade—Case-4 [9].
When wind velocity crosses the maximum limit of designed data, turbine and gener-
ator decouple themselves from gear box mechanism by minimizing fatigue loads of
various mechanical components (Fig. 1).

This pitch angle control is accomplished by coupling a servo motor at turbine
blade. The pitch angle controller is designed with the help of various control mech-
anisms like PI, PID, etc. In this scheme, we have used PID-based controller taking
various quality parameters into considerations such as complexity, speed of opera-
tion, stability limit and offset values. The control action of pitch angle controller has
major influence on various so-changed ambient criteria discussed previously. Pitch
angle controller provides better regulation for the management of power system
stability by controlling aerodynamic power. Hence, pitch angle controller design
plays vital importance to operate theWECS. The discussedmodel has been presented
for reference [1, 10].

4 Modelling of Proposed System

Wind energy conversion system basically consists of wind turbine, gear box unit,
generator unit and reactive power source and distribution power grid. In the process
of energy conversion, WECS converts aerodynamic energy to mechanical energy
in the turbine and through gear box mechanism. Mechanical energy is converted
into electrical energy which is supplied to power grid by generator for distribution
purpose. The power contained in the wind velocity is mathematically represented by
Eq. (1) [11–14].

Pwind = 1

2
ρAv3 (1)

where ρ is the density of air (kg/m3) and v is the wind velocity (m/s) and A is swept
area of rotor, (m2). The air density is proportional to the air temperature and the air
pressure, both of which are variable criteria and depend on height above sea level.
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Hence, the converted power from aerodynamic to mechanical power is diminished
by power coefficient (Cp) [10]. The power coefficient is mathematically represented
by Eq. (2).

Cp = Pt
Pwind

(2)

The power coefficient Cp can be mathematically achieved by using power
extracted Eq. (3).

Pt = (Pin − Pout) (3)

where Pt is defined as power available at turbine. The power attained by the wind
turbine is mathematically represented by Eq. (4) [13].

Pt = Cp ×
(
0.5ρAv3

)
(4)

Maximum value of Cp detects max efficiency of wind turbine with reference to
Betz limit. A maximum value of Cp is of 59.3%, and normal range is from 25–45%
for HAWT system. The tip-speed ratio λ of the wind turbine is defined as the ratio
of turbine blade speed to that of the wind. The tip-speed ratio, (λ) and the power
coefficient, Cp, are dimensionless. Wind turbine performance is measured using
tip-speed ratio (λ), which is mathematically represented by Eq. (5) [13].

λ = ωR

v
(5)

Tip-speed ratio is dependent on various technical parameters such as blade
mechanical design (airfoil shape and size), no. of blades available, etc.

Cut-in wind speed [9]—the lowest wind velocity which can be exploited to extract
useful power (general range between 3.5 and 4 m/s for HAWT). Also varies with
manufacturer to manufacturer depending on various criteria like length of blade, area
of blade, blade construction material and shape of blade.

Rated wind speed [9]—the wind velocity which can be exploited to extract rated
power (in this case, rated power is manufacturer’s defined data on name plate that the
generator can able to deliver) and general range between 12 and 14 m/s for HAWT).

Cut-out wind speed [9]—the wind velocity which can be exploited to extract
maximum power, this velocity is the design limitation for turbine and generator unit
(general range above 25m/s for HAWT). This criterion is fixed bymanufacturer with
respect to statutory and regulatory recommendation given by consultants.

The following approximate model has been used to mathematically define the
relation of Cp with TSR and pitch angle [6, 11, 14].

Cp(λ, β) =
(
C2

λi
− C3β − C4

)
e
C5

λi
+ C6λ (6)
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Table 1 Variable
identifications

Abbreviation Description

1/S Transfer function

y(s) Output function

U(s) Input function

E(S) Error function

Kp Proportional gain

K i Integral gain

KD Derivative gain

Pe Active power generated

W e Angular velocity

Pm Mechanical power extracted

Vw Free wind velocity

λ Tip-speed ratio

Cp Power coefficient

1

λi
= 1

λi + 0.08β
− 0.035

β3+ 1
(7)

The coefficients of given equations are mentioned as C1 = 0.5176, C2 = 116, C3

= 0.4, C4 = 5, C5 = 21, and C6 = 0.0068 [13].
The mechanical power produced by the WECS is mathematically given by [11,

14, 15].

Pmech = CP(λ, β)
ρA

2
+ V 3 (8)

Aerodynamic model of WECS [3] defines the magnitude and distribution of
drag force. The direction of the drag force is parallel to the relative wind.
The referred model defines conversion scheme with various unit controls like
turbine control, generator control and protection. Inside wind turbine, aerodynamic
power is controlled through pitch control and active stall control which delivers
power to the shaft of turbine. Generator dynamics is controlled through converter
control and protection scheme. The various variables used with abbreviations in the
aerodynamic modelling and PID controller design are mentioned in Table 1 (Fig. 2;
Tables 2 and 3).

5 Simulation Results

The above-mentioned WECS scheme has been used for simulation, results have
obtained, and detailed analysis has been made. With respect to analysis, comparison
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Turbine Controls

Aerodynamic 
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Shaft          
Dynamics

Generator Sw.
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Pm

Vw OUTPUT

We
Protection

Fig. 2 Schematic of aerodynamic model of WECS

Table 2 Wind turbine specifications

Generator specifications

Power rating 1.5 MW

Voltage rating 575 V

Frequency rating 60 Hz

Speed 3600 RPM

Wind turbine specifications

Mechanical power 1.5 MW

No. of blades 3

Rotational speed 0–20 RPM

Gear box ratio 100:1

Pitch angle 0–90°

Table 3 Performance comparison

Criteria Existing scheme Purposed scheme

Complexity (operational) Higher Lower

Control action Large disturbance and noise in
the response

Comparatively low
disturbance and noise in the
response

Speed (operational) Slower due to transportation
delay

Better than previous

Rise time Higher Comparatively better

Max peak Higher Comparatively better

Stability time Higher Comparatively lower

Output variation w.r.t. wind
speed variation

Higher Better
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PID 
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Fig. 3 PID control schematic for pitch angle control

has been established. Through PID controller during simulation, excellent perfor-
mance has been attended by varying control gains such as proportional control gain,
integral control gain and derivative control gain (Kp, K i & Kd). During simulation
in MATLAB, closed-loop step response of t = 1 s has been simulated. Fine tuning
has yielded better response by changing gain variables Kp, K i & Kd (Figs. 3 and 4).

Figure 5 depicts relation of active power with time when WECS was simulated
with respect to rated wind speed. Figure 6 depicts relation of reactive power with

G(S)

U(S) E(S) Y(S)

Fig. 4 PID controller block diagram
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Fig. 6 Reactive power variation with time
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Fig. 7 Rotor angular velocity variation with time
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Fig. 8 Rotor mechanical torque variation with time

time under rated wind speed. Figure 7 depicts relation of rotor angular velocity with
time, and Fig. 8 depicts rotor mechanical torque with time under rated wind speed.

6 Conclusion

As statutory and regulatory interventions are being implemented to reduce global
warming effect, modern-day power industry is shifting towards renewable energy
market. Technological modification and application of superior control scheme in
wind turbine aerodynamics can convert it into low cost and optimal, reliable and
outstanding supplementary energy source. In thiswork, various control schemes have
been attempted to stabilize theWECS aerodynamic system andminimize noises. The
study acknowledged the problem in existing aerodynamic control and implemented
as guideline for purposed scheme. To overcome the limitations of low stability, noise
and low efficiency, purposed scheme has established an advanced solution. This
paper refers to validated MATLAB/Simulink mathematical model of WECS based
on aerodynamic structure of the wind turbine. In proposed control scheme, the drift
values and errors in rotational speed have been reduced in comparison with existing
PI control scheme. The time for control action has also been improved to appreciable
limit to maintain stability. Through the modified scheme, extraction of wind power
limit has also been enhanced.
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Analysis of SPA Scheme for Massive
MIMO

Manisha Bharti and Tanvika Garg

1 Introduction

Recently, the mobile traffic has increased exponentially in wireless systems. In order
to satisfy this condition, massive MIMO is brought into the picture [1, 2]. In massive
MIMO, there aremany antennas in BSwhich provides service tomany user terminals
at the same time. The assignment of pilot sequences is done to the users of a cell.
These sequences are limited hence in other cells too same sequences are assigned
to the user terminals. Due to similar sequences, there is a possibility of inter-cell
interference among adjacent cells. There is a conventional method in which the pilot
sequences are assigned to user terminals randomly. This method is not efficient and
does not reduce the inter-cell interference among adjacent cells. So, a smart pilot
assignment (SPA) scheme has been given in this paper. In this proposed scheme, the
assignment of pilot sequences is done in such a way that the minimum uplink SINR
of every user is maximised in the target cell.

The proposed smart pilot assignment sequence does the assignment of pilot
sequences in such a way that the user having the worst channel quality gets the
smallest inter-cell interference. The simulation has been done, so that the SPA
scheme’s performance gain can be estimated in massive MIMO systems.
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2 System Model

Here is the scenario with multiple users and multiple cells. It consists of L hexagonal
cells. Every cell consist a BS which hasM number of antennas. There are K number
of users with one antenna (here K <<M) [1, 2]. hi jk ∈ CM×1 is the vector of channel
from the j-th cell ‘s k-th user to the i-th cell’s base station which is given as:

hi jk = gi jk
√

βi jk (1)

Here, βi jk is a large-scale fading coefficient which does not vary rapidly. These
coefficients are not very difficult to track. gi jk ∼ CN (0, IM) are the small-scale
fading vectors [3–5] (Fig. 1).

The pilot sequences have been assumed as F = [∅1,∅2, . . . .,∅K
]T ∈ CK×τ .

These pilot sequences have lengthτ . They are orthogonal (FφH =IK ). These pilot
sequences are utilised in the cells other than the target cell as well because of the
limitation [1]. In the conventional method, the kth user is assigned the pilot sequence
∅K . In this method the user terminals’ channel qualities are not considered [1, 2]. In
the i th cell, Y p

i ∈ CM×τ is the pilot sequence received at the BS which are given as:

Y p
i = √

ρp

L∑

j=1

K∑

k=1

hi jk∅T
k + N p

i (2)

Here, the power of the transmitted pilot is given by ρp, and N p
i ∈ CM×τ is the

AWGN matrix. Entries in this matrix are independent and identically distributed.
Similar to this, the user receives data yui ∈ CM×1 at the i th cell’s base station which
can be given as:

yui = √
ρu

L∑

j=1

K∑

k=1

hi jk x
u
jk + nui (3)

Fig. 1 Block diagram for
massive MIMO

Transmitter Receiver
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Here, xujk is the jth cell’s kth user,ρu is the transmission power of uplink data, and
nui is the AWGN vector. The channel estimate can be given as:

hi jk
∧

= 1√
ρp

Y p
i ∅H

k =
L∑

j=1

hi jk + vik (4)

Here, vik is the equivalent noise which is equal to 1√
ρp
N p
i ∅H

k . The uplink SINR

of the i-th cell’s k-th user can be given as:

SINRu
ik =

∣∣hH
iikhiik

∣∣

∑
j �=i

∣∣∣hH
i jkhi jk

∣∣∣
2 + |εuik|2

ρu

M→∞−→ β2
i ik∑

j �=i β
2
i jk

(5)

The average capacity can be given as:

Cu
ik = E{log2

(
1 + SI N Ru

ik

)} (6)

The limitation of average uplink capacity is that there is no improvement if either
of ρuor ρp is increased.

3 Proposed Scheme

The assignment of pilot sequences for a target cell is first done by using optimisation
technique. After this, the SPA scheme is used to do the same in this section.

3.1 Problem Formulation

The assignment of pilots for a particular cell is considered. This cell is the target cell.
The other base stationsmanage their corresponding pilot assignments independently.
The assignment of pilots for this particular cell is huge that is p (K, K) = K!

The user terminals, which suffer from severe contamination of pilots, are the
drawback in massive MIMO systems. The aim is to maximise the minimum uplink
signal to SINR of K number of users. This is formulated in the optimisation problem
as:

P : max
{Fs} · min

∀k ·
∣∣hH

iikhiik
∣∣2

∑
j �=i

∣∣∣hH
i jkhi jk

∣∣∣
2 + |εuik|2

ρu

(7)
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Here, {Fs : s = 1, . . . ., K !} gives all the possibilities, i.e. K! These are the
different pilot assignments, for example,Fs = [ f 1s , f 2s … f Ks ] is the s-th assignment.
The large-scale fading coefficients βi jk have slow variation [3–5]. The base stations
can track them easily. Hence, the optimisation problem approaches to

P
M→∞−→ P ′ : max

{Fs} · min
∀k ·

β2
i i f ks∑

j �=i β
2
i jk

(8)

By using proposed SPA scheme, optimisation problem P ′ can be solved in greedy
way. This will be illustrated later:

3.2 Pilot Assignment

The exhaustive search is themost directmethod for solving the optimisation problem.
In exhaustive search, all possible assignments are tried, and later, the best assignment
is chosen. The assignments are huge in number, i.e.K! This huge number results into
a computational complexity which is high. In this paper, proposed scheme is used
which has lower complexity.

A parameter series has been defined for the target cell {αk}Kk=1. This is for the
quantification of the K users’ channel quality which is given as:

αk = β2
i jk, k = 1, 2, · · · , K (9)

The definition of other parameter series {γk}Kk=1(for K pilots) is given for the
quantification of the inter-cell interference of pilot sequences as:

γk =
∑

j �=i

β2
i jk, k = 1, 2, . . . .., K (10)

The decision of the uplink SINR that is SINRu
ik → α f ks

/
γk

is made by two factors:

(1) The channel qualityα f ks
(2) The inter-cell interference γk .

To maximise the minimum uplink SINR, the assignment of pilots with high inter-
cell interference is avoided for the user which has the worst channel quality which
could lead to lower uplink SINR.

This has been used as a motivation for the proposal of the SPA scheme. The SPA
assigns the pilot sequence with the lowest inter-cell interference to the user terminal
having the worst channel quality. The K number of pilot sequences is arranged in
descending order of their severity of inter-cell interference, i.e.

Fp :
[
∅ f 1p ,∅ f 2p , . . . ..,∅ f Kp

]
, (11)
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The permutation Fp satisfies γ f 1p ≥ γ f 2p ≥ . . . . ≥ γ f Kp > 0. In the similar
fashion, the sorting of K users is done in descending order with respect to their
channel qualities, i.e.

Fq : [U f 1q ,U f 2q , · · ·U f Kq ], (12)

The permutation Fq satisfies α f 1q ≥ α f 2q ≥ . . . ≥ α f Kq > 0.
For the sorting process of pilots, merge sort is used, so the computational

complexity of the proposed SPA scheme isO(KlogK); whereas for exhaustive search,
it is O(K!).

4 Numerical Results

In simulation, the number of base stations used is 100, 200, 300 and 400. The graphs
are plotted for capacity versus base stations using this number of antennas. The
exhaustive search scheme is the ideal solution for assignment of pilots. Here, the
attempt has been made to make the plot of proposed scheme as close as possible to
that of exhaustive search. As the antenna number increases, the system capacity will
increase (Fig. 2; Table 1).

In simulation, the number of base stations used is 100, 200, 300 and 400. The
graphs are plotted for SINR versus base stations using this number of antennas. The
exhaustive search scheme is the ideal solution for assignment of pilots. Here, the
attempt has been made to make the plot of proposed scheme as close as possible to
that of exhaustive search. As the number of antenna increases, the SINRwill increase
(Fig. 3; Table 2).

A pattern has been selected for the channel coefficients for every case.

Fig. 2 Capacity versus
number of base stations
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Table 1 Comparison of
capacity for different pilot
assignment strategies

Number of base
station antennas

Capacity

Exhaustive search
strategy

Proposed strategy

100 3.8286 3.7753

200 3.9382 3.9106

300 3.9759 3.9573

400 3.9950 3.9809

Fig. 3 SINR versus number
of base stations

Table 2 Comparison of
SINR for different pilot
assignment strategies

Number of base
station antennas

SINR

Exhaustive search
strategy

Proposed strategy

100 13.2181 12.7126

200 14.3321 14.0441

300 14.7366 14.5359

400 14.9456 14.7917

5 Conclusion

In this paper, SPA scheme has been proposed for the improvement of the minimum
uplink SINR of every user in massive MIMO systems. Here, the SPA scheme is
proposed such that the user with the worst channel quality gets the pilot sequence
with the smallest inter-cell interference. It has been proved theoretically that the SPA
scheme generates the pilot assignment which solves the optimisation problem and
hence approaches to original optimisation problem asM approaches towards infinity.
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Multiple Frequency Band Planar
Antenna for Different Applications

Sakshi and Manisha Bharti

1 Introduction

Several band antennas are an antenna designed to act on different bands. These
antennas also use structures in which one section of the antenna is working for one
band, and an additional portion for a distinctive band is successful. A multiband
antenna will gain less than the average or be physically greater in compensation
[1]. Multiple band antennas are good for supporting more than one frequency while
retaining ideal antenna characteristics throughout all frequencies such as gain, omni-
directional radiation pattern and return loss. Bluetooth and wireless area network
work at 2.4 GHz in ISM band, i.e., industrial, scientific and medical bandwidth
recurrence extend (2.4–2.5 GHz).

Mobile Worldwide Interoperability for Microwave (WiMAX) which belongs to
the wireless networking protocol based on IEEE802.16 with high data rate and oper-
ating bands have frequency span 2.3–2.4 GHz and frequency span 3.4–3.6 GHz
[2–7]. A multiband antenna for WiMAX, Wi-Fi and WLAN service is necessary for
combined Web access to mobile phones. Numerous design structures of multiband
antennas have been displayed in the most recent couple of years. A compact multi-
band antennawhich can be applied tomultiservicewireless application is proposed in
this paper. The antenna is designed to cover bothWi-Fi andWiMAX.Microstrip line
feeding is to be picked as a result of its effortlessness and simplicity of incorporation
with other microwave segments on the equivalent.
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There are certain advantages of microstrip line over strip line, coaxial line and
waveguides. The fabrication cost of microstrip line is less as compared to the others
due to complete conductor patterns may be deposited and processed on a single layer
dielectric substrate which is supported by a single metal ground plane. The proposed
modified antenna is developed on FR4 substrate.

2 Proposed Antenna Design

The demonstrated antenna is grown with a substrate thickness of 1.5 mm on FR4
(flame-resistant) with relative dielectric constant (εr) and loss tangent of 4.4 and 0.02,
respectively. The overall antenna size (W × L) 50 × 90 mm2. Proposed antenna
design has a limited conducting ground (LG) as shown in Fig. 1 is 34.5 mm which is
rear of the substrate. The suggested antenna contains triple monopole antennas. Each
individual monopole antenna is working at different frequency bands. All printed
monopole antenna is analyzed and simulated for a different antenna. The advanced
patch parameters are as appeared in Table 1.

In the given Fig. 1, the proposed antenna has three monopole antennas. The first
monopole antenna of lengthL1which is the largest antenna, L2 andL3 are second and
third, respectively. Antenna of L1 shaped is functioning at the smallest frequency, i.e.,
800–900 MHz. L-shaped antenna of length L2 and width W2 resonant at frequency
2.4–2.5 GHz. Third monopole antenna of length L3 and width W3 is the smallest
antenna whose resonant frequency 3.4–3.5 GHz. Each antenna is investigated and
optimized each antenna parameters.

Fig. 1 Access proposed multiband antenna geometry, a front, b backside
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Table 1 Optimized antenna
specifications

S. No. Parameters Reference antenna
(mm)

Proposed antenna
(mm)

1 L1 37 30

2 L2 33 25

3 L3 19 14

4 L4 42 20

5 L5 12 5

6 L6 48.5 20

7 L7 70 70

8 W1 2.5 1.55

9 W2 5.7 8

10 W3 5.7 3

3 Simulation Result

All the simulations are done using high frequency structure simulator [8]. It is a
popular commercial finite element method solver from ANSYS Corporation for
electromagnetic structure in frequency domain. Distinct antenna characteristics are
simulated, including 3D gain, return loss, etc. Figure 2 shows the simulation result
of the demonstrated multiband antenna.

In Fig. 2, it can be noticeable that there are four distinct resonant frequency of
the proposed antenna. These frequencies are 0.9, 1.8, 2.49 and 3.5 GHz. In the given

Fig. 2 Proposed antenna return loss at frequency 2.4 GHz
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Fig. 2, lowest resonant frequency at 900 MHz which cover GSM band where the
return loss value. The second resonant frequency at 1.8 GHz which is good for
DCS application and the return loss is −15. 01 dB. The third resonant frequency at
2.49 GHz which cover Bluetooth application. And the fourth resonant frequency is
at 3.5 GHz and return loss at this frequency is−16 dB which covers WiMAX appli-
cations. Figure 3 shows the 3D radiation pattern at dissimilar resonance frequencies
of the proposed antenna is 900 MHz, 1.8, 2.4 and 3.5 GHz.

In Fig. 3, it can be observed that 3D gain of the proposed antenna at distinct
frequencies such as 0.9, 1.8, 2.5 and 3.5 GHz is 3.27 dB, 1.35 dB, 1.5 dB and
5.67 dB, respectively. It can be observed that antenna whose length is more works at
lower frequency and the smallest length antenna resonant at higher frequency.

Fig. 3 3D radiation pattern of the demonstrated antenna a 2.5GHz,b1.8GHz, c 2.5GHz,d 3.5GHz
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Fig. 4 Return loss graph between modified and proposed antenna

Figure 4 clearly shows that proposed antenna has four distinct resonance
frequencies at 0.9, 1.8, 2.4 and 3.5 GHz.

4 Conclusion

In this paper, multiple band PCB antennas are proposed for various application like
GSM, DCS, WLAN, Wi-Fi, and WiMAX application. All the simulation result of
the demonstrated antenna shows that multiple band antenna suits multiple resonance
frequency at 0.9, 1.8, 2.4 and 3.5GHz. In Table 2, it can observe that the demonstrated
antenna has better gain and return loss at different frequency and omni-directional
radiation gain. The proposed antenna has good return loss at 0.9 and 3.5 GHz.

Table 2 Return loss and gain comparison between reference antenna and proposed antenna

1 Frequency (GHz) 0.9 1.8 2.49 3.5

2 Reference antenna gain (dB) [1] 1.73 1.04 2.83 5.01

3 Reference antenna return loss (dB) [1] −13 −17 −21.5 −16

4 Proposed antenna gain (dB) 3.27 1.35 1.51 5.67

5 Proposed antenna return loss (dB) −30.1 −15.01 −15.51 −34.5
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Implementation of Attendance
Management System Based on Text
and Face Recognition

Vaithiyanathan Dhandapani, Swathi Majji, Kishore Udata,
and M. Manigandan

1 Introduction

Attendance management system is nothing but having a count of the number of
students present for the lecture. Nowadays, minimum attendance has become a must
for students to appear for end-semester examinations. It is essential for both faculty
and students. Conventional attendance marking system, i.e. attendance marking in
sheets or books, is used when students are lesser in number. It is a tiresome and time-
consuming task. If a class has a significant number of students, it becomes accessible
to a proxy. This problem led to the use of automated systems such as biometrics.
In the first step, they used fingerprint scanning as the fingerprint of an individual is
unique. This issue is inefficient since students should stand in a queue. This process
consumes precious individual time. Furthermore, in this pandemic situation, it is not
encouraged to use biometrics since this may result in the spread of the virus. This
reason can be stated as an added advantage of facial recognition over biometrics.

In recent days, many researchers reported various attendance managing systems
based on different sensor techniques. Radio frequency identification (RFID)-based
attendance management system was implemented in [1–4]. In paper [5], the author
reviewed the fingerprint-based biometric attendance system. The implementations
of a wireless iris recognition attendance system were discussed in [6, 7]. The authors
in [8] implemented the automated attendance management system using face recog-
nition algorithms. Attendance systemwith Bluetooth low energy beacon and android
devices is presented in [9, 10]. The authors in [11] implemented the IoT-based system
on Raspberry Pi 3B hardware. Feedback and complaint management functions were
used to develop the attendance system in [12]. The author in [13] discussed the cloud-
based system using near-field communication and face recognition. Biometric-based
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systems were presented in paper [14, 15]. In paper [16], authors implemented the
face recognition-based attendance monitoring system using Python and OpenCV.

In this paper, our work comes with implementation of the attendance marking
system using text recognition and face recognition [17]. Text recognition is done
using optical character recognition (OCR). This process is done by scanning indi-
vidual student ID cards. OCR scans the ID card and converts the data into a docu-
mented format. Facial recognition is highly recommended since facial parts of an
individual are unique. These methods reduce the time of both faculty and students.
Using either of the processes for attendance marking consumes more time, it results
in the scanning of massive databases. Using both of the techniques, it reduces time
and ends up with fruitful results.

2 Methodology Used in Implemented System

In this work, the attendance marking system implementation uses the scanner. This
methodology will now be static where the student can verify his/her identity after
the concerned lecturer allows it to do so by entering a passkey, thereby indicating
the system to take attendance for the corresponding lecture/laboratory. In the future,
the camera for face recognition will be the surveillance camera, a high-resolution
one. Text recognition data on the ID card is documented. Facial identification detects
a face on the ID card. Facial recognition identifies the unique patterns on the face.
The results are verified against the database, and attendance is marked. The flow of
the system is shown in Fig. 1. To develop the system, the following software and
hardware components such as Nanonets, OpenCV, AWS recognition, Raspberry Pi
and camera module are used.

Image of ID and 
Person

Image processing for 
blurred/noisy images OCR using Nanonets Attendance

Facial Recognition 
using AWS

Fig. 1 Flow of the attendance marking system
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2.1 Nanonets

It is a Python wrapper that provides an easy way to use the application program
interface (API) to communicate with its servers. It is also used to build machine
learning models for making predictions on image data. The models that can be
built are classification of images, multi-label classification, detection of objects from
images and optical character recognition. Nanonets have a cloud service where based
on the application, training of the models is required. After creating a user account,
the API key is generated and trains our models on respective official websites.

2.2 OpenCV

Open-source computer vision library is an open-source library offering various
computer vision and machine learning algorithms. OpenCV is used to develop
real-time computer vision technologies. It was developed in 1999, has over 47,000
community members and provides 2500 algorithms. The OpenCV is used to identify
the presence of a face in an image.

2.3 AWS Rekognition

It is one of the Amazon web services that are cloud-based software as a service
computer vision platform. It is not open source, and pricing depends on the services
that the customer used. Users can also custom train a face recognition model, where
a user needs to index the pre-labelled faces and to use this model as a service with an
API. Then, the user can upload the new images to the API and receive information
about the faces in the image. The model is trained by sending an image to Rekog-
nition using an index_face API call. It sends us unique values for the image called
image id and face ID. These face ID to recognize faces in later images and called
as indexing. In order to recognize the face from a different image, the Rekognition
using a search_face API call, if the previously indexed faces match, it sends us the
matched face ID. The flow of API calls to AWS Rekognition is presented in Fig. 2.

App Users
App Frontend Amazon API 

Gateway
AWS Lambda Amazon 

Rekogni on

Fig. 2 API Call to AWS Rekognition [Internet source]
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Fig. 3 Raspberry Pi 4 model B [18]

2.4 Raspberry Pi

Figure 3 is Raspberry Pi 4 models B, and it is similar to a micro-computer, compact-
sized and mighty. In our work, the low-end devices such as ESP32 were used. It
was created and developed by Espress if systems, a microcontroller with integrated
wireless connectivity and very cheap compared to the Raspberry Pi. But it has I/O
pins rather than interfacing ports such as USB, HDMI, LAN and somemore features.
The robustness and highflexibility ofRaspberry Pi for high-end performancemake us
choose this hardware. Raspberry Pi 4 model has Broadcom BCM2711 as system-on-
chip (SoC) with four Cortex-A72 processors with 1.5GHz. In our work, it is decided
that the 4GB variant, although other options with 1GB, 2GB is also available. It has
2 USB2.0 ports and 2 USB3.0 ports, 1 LAN port with 1Gbps capability. It also has
Bluetooth with dual-band Wi-Fi connectivity. It has GPIO pins that can be used for
wired communications such as UART, SPI and I2C communications. It has a full
HD 4K resolution capability. It also has a camera and stereo audio ports.

2.5 Camera Module

The camera used is the Raspberry Pi camera module version 2 is shown in Fig. 4,
which is compatible with our chosen hardware. The camera module has a Sony
IMX219 8MP sensor. These can be used for taking the still photographs as well
as high-definition video. It is easy to use for beginners and also has plenty to offer
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Fig. 4 Raspberry Pi camera
module v2 [18]

advanced users. This can also be used for slow motion, time lapse and another video
cleverness.

3 Optical Character Recognition

The flow of optical character recognition (OCR) in Fig. 5 is used to scan the printed
documents or hand-written documents that contain numerals, letters or symbols.
The scanned text is converted into computerized text in the form of word documents.
Then, these converted documents can be formatted or reused in other documents.
Documents therefore can be easily readable and reused. If a page is scanned using
a scanner, it is generally stored as a bit-mapped file in tagged image format file
(TIF/TIFF). Humans can view this image, but the computer stores it in the form of
0 and 1, the information is just a series of black and white dots.

OCR was initially developed to assist visually impaired people. Now, the same
technique can be used to make the computer understand the text in an image. It is
not only useful for visually impaired people but also for several applications, scan-
ning a vast number of documents in search of some information which when done
manually is tedious. Also, this work includes a considerable investment of time,

Fig. 5 Flow diagram of OCR
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payrolls and may lead to several human errors. Recently, OCR finds many appli-
cations such as conversion of all offline documents to online by capturing images,
business documents, number plate recognition for vehicles, translating the text of
unknown language to known one and many other applications.

3.1 Training Nanonets OCR Model for ID Card Data
Extraction

In this work, text recognition is a student ID card. The several labels are present in
the ID card such as roll number, name, date of birth, branch, program, valid up to.
The reason we need to go for another model different from the basic model is that
this new model identifies the text in the image containing student ID cards. This text
is extracted in the form of different labels where the output in the form of JavaScript
object notation (JSON) response, which is then provided to the database. The process
of identifying a student is easy. Thus, it makes sense of the data extracted while the
basicmodel just extracts data from an imagewhere themachine could not understand
what type of information it is. In our experiment, fifty ID images of different students
in our college were trained. In this, some images are uploaded in different angles,
and upright positions so that the model can be trained well and could quickly identify
the ID cards whose images are taken in real-time. The following are some of the ID
images taken from the students that are uploaded on our own while training the data
is shown in Fig. 6.

Fig. 6 Data sets for training the model
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An application ID (model ID) is created after the model is trained, which is
later used to access it during testing and usage. It is observed from our model was
hosted and got an accuracy of 68.22%, which is quite acceptable one. This model
is successful for the ID card images. It is observed for the experimental results, and
it could identify the images which are currently uploaded from local storage due to
lack of hardware components, which are in low lighting conditions and even when
the ID is in an upright position.

4 Facial Recognition

The face of an individual plays a crucial role in the identification and emotion of the
person. Each individual has a unique face that can be used for identification purposes.
The facial recognition system is a part of biometrics. It can identify an individual
from an image by scanning against the trained data. Billboards have been designed
with software that recognizes the ethnicity, gender and estimated age of onlookers to
deliver targeted marketing. The system involves three steps, namely pre-processing,
face detection and face recognition.

4.1 Pre-processing

Before sending the image for face recognition, the images are entered into the initial
process. So that the images with noise, blurred images, were taken in poor lighting
conditions, and many other factors can be identified easily without misleading us to
incorrect data. To achieve this, brightness and contrast of the image are adjusted, and
by use of filters, the image enhancement is performed, edge detection techniques
such as Laplacian of Gaussian, canny edge detector or any other techniques, and
many noise removal techniques can be adopted.

4.2 Face Detection

Face detection is a major step in the facial recognition system. It is mainly locating
the face of an individual in an image. After detecting the face, facial features are
extracted. After identifying the face, facial recognition algorithms are applied. In
general, detecting faces from an image is smooth, but when the image is a group
image, detecting faces becomes difficult.
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4.3 Face Recognition

Face recognition is the process of recognizing the distinctive patterns on an image of
an individual face and stores the data as a trained set. When a face is scanned, then
the system looks for patterns, verifies across the trained set and gives the information
of the individual stored in the database.

5 Experimental Results and Discussion

5.1 Accomplishments

5.1.1 Output of Basic OCR Model

This is the output when a new image is uploaded to the basic OCR (text recognition
model) is shown in Figs. 7 and 8.

Fig. 7 OCR-based text extraction and its JSON response output
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Fig. 8 JSON response output for student database

5.1.2 JSON Response for Image Uploaded from Local Storage
to Nanonets

The response that it can identify the text in the image in the formof different labels that
are predefined forwhich themodel is trained, and its corresponding face identification
using OpenCV is shown in Fig. 9, and OCR-based text extraction from the student ID
card and its corresponding data values are stored in database for verification purpose
as shown in Fig. 10.

5.1.3 Face Identification Using OpenCV

See Fig. 9.

5.1.4 Output for OCR

In the above images, as shown in Fig. 10a–d, it is clear that the model can identify
the images even when given to the camera in inverted or different angles. Therefore,
extracting the text from the images in the form of predefined labels is obtained.
Further, Fig. 11 shows outputs for face recognition usingOpenCV,AWSRekognition
with the help of API requests.

In the future, other applications of OCR/text recognition are invoice recognition to
help visually impaired people, number plate recognition of a vehicle violating traffic
rules, Aadhar/PAN card/other document detail extraction without manual process.
Furthermore, the face recognition accuracy can be improved using several machine
learning algorithms. It can further be extended to find the emotions of a student and
how interested he/she is in a particular course. In the second step, iris recognition is
recommended since individual eyeballs are unique, making this model a multimodal
authentication system in need of highly secure systems.
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Fig. 9 Face identification using OpenCV

6 Conclusions

The use of this systemprovides automated data capture, which can save organizations
considerable time and labour costs. The system thus provides automation, effective
use of time and high adaptability to new data with only a few patterns to calculate.
One has to notice a point that the model’s accuracy depends on the resolution of
the camera, clarity of the image and of course, the network equipment apart from
algorithms. So, the cost estimation increases as quality improves. Thus, this work
achieves text recognition and facial recognition of the input data.
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Fig. 10 aOCR-based text extraction from the student ID card-1, bOCR-based text extraction from
the student ID card-2, c OCR-based text extraction from the student ID card-3 and d OCR-based
text extraction from the student ID card-4
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Fig. 10 (continued)
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Fig. 11 Face recognition using Open CV, AWS Rekognition with the help of API requests
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Performance Analysis of Fuzzy
Logic-Based MPPT Controller for Solar
PV System Using Quadratic Boost
Converter

Servavidya Kumar Manas and Bharat Bhushan

1 Introduction

Solar PV systems can be configured in different ways, depending on the type of load
and control circuit. One of the configurations could be SPV system with DC load
and electronic control circuit which comprises a DC–DC converter and a maximum
power point tracker (MPPT) as shown in Fig. 1. A DC–DC converter transforms
voltages and currents supplied from the PV module to the DC load from one DC
level to another, and hence acts like aDC–DC transformer. TheMPPTcircuit harvests
maximum power from the PV modules under all ambient conditions of irradiation
and temperature [1].

DC–DC boost converter is one of the important components in solar photovoltaic
system. However, it is pertinent to mention that a conventional boost converter
may not meet the demand of high-voltage step-up ratio requirement of the system.
Quadratic boost converter has high-voltage step-up ratio with lower duty cycle and
shows a good converter efficiency. In [2, 3], design of conventional boost converter
(CBC) and quadratic boost converter (QBC) is presented and a comparative analysis
is done based on converter efficiency. In [4], an improved voltage lift technique-
based QBC is presented. In [5], a novel quadratic boost switched capacitor converter
(QBSCC) for PV system is compared with basic QBCwhich provides higher voltage
step-up ratio for the same duty cycle and with the same objective [6] proposed a
fifth-order quadratic following boost converter (QFBC).

In most PV power systems, maximum power point tracking (MPPT) control
algorithm is used to harness the available solar energy. Several studies are going
on to develop control algorithms to derive the maximum power from the solar
panel. Review on widely used MPPT techniques for solar PV applications and their
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Fig. 1 Block diagram of a solar PV system with PVSC

comparative analysis is dealt in detail in [7–9], whereas a chronological sequence
of evolution and modification of the old and new MPPT technique is presented in
[10] where modern MPPT methods for PV system under partial shading conditions
is taken into consideration. In [11], the author explains design approaches of fuzzy
logic controllers (FLCs) inMATLAB/Simulink environment. Further quadratic boost
converter and boost converter were compared for efficiency in [12], with fuzzyMPPT
controller and QBC was found exhibiting high voltage gain.

2 DC–DC Converter

The DC–DC converter is also known as photovoltaic side converter (PVSC) as its
input is coupled to the PV link as shown in Fig. 1. A high value capacitor Cin is used
as DC-link and acts as a filter.

A basic quadratic boost converter is realized by the components of two boost
converters by using single switch as shown in Fig. 2.

When IGBT is turned on, D3 is forward biased, whereas D1 and D2 are reverse
biased, and the currents are supplied toL1 andL2 byV in andC1, respectively.During
this mode of conduction, the inductor current iL1 gradually increases.When IGBT is
turned off, D3 is reverse biased, whereas D1 and D2 are forward biased. The energy
stored in the inductors L1 and L2 reverses its polarity to charge the capacitor C1
and C2 through the diode D1 and D2, respectively. During this mode of conduction,
the inductor current gradually decreases gradually. These operation conditions are
shown in Fig. 3a and Fig. 3b, respectively. Let f be the switching frequency.

+

L1 D2

+

L2

D3

D1

+

C2+

C1

+

R(Load)

g C
E

IGBT

Pulse
GeneratorDC Voltage Source

Fig. 2 A quadratic boost converter
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Fig. 3 a On-state, b Off-state

The duty cycle is given by:

D = 1 −
√
Vin√
Vout

(1)

The output and inductor currents are calculated as follows:

Iout = Vout

R
(2)

IL1 = Iout
(1 − D)2

(3)

IL2 = Iout
(1 − D)

(4)

The inductors values are calculated as:

L1 = DVin

f �i L1
(5)
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L2 = DVin

f �i L2
(6)

The capacitors values are calculated using:

C1,2 = DVin

(1 − D)�vc R f
(7)

The load profile is 120-V, 2000-W, resistive load. The switching frequency, f, is
selected as 50 kHz, the peak-to-peak ripple voltage of the PV module and the peak-
to-peak ripple current of the inductor are specified as 0.2 V and 1 A, respectively
[13].

3 Maximum Power Point Tracking (MPPT)

In steady state, it is desired to operate the solar PV panel at a single point, where the
output voltage and current results in maximum power are called as maximum power
point (MPP) Fig. 4. At this point, the slope of PV characteristics curve is zero, i.e.,
change in power with respect to change in voltage, �P/�V, is equal to zero. Various
control techniques are implemented to assure that solar PV module operates at MPP,
i.e., to keep power (P) at its maximum value and �P/�V equal to zero and is known
as maximum power point tracking (MPPT).

In this paper, two MPPT control techniques have been compared: incremental
conductance (InCond) and fuzzy logic controller (FLC).

Fig. 4 P–V characteristics
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3.1 MPPT Using Incremental Conductance (InCond)
Method

The slope of the P–V curve, �P/�V, can be written as,

�P

�V
= �(V I )

�V
= I (�V ) + V (�I )

�V
= I (�V )

�V
+ V (�I )

�V
= I + V

�I

�V
(8)

In InCondmethod, instantaneous conductance (I/V ) is comparedwith incremental
conductance (�I/�V ), at each sampling time to track maximum power point (MPP)
[5]. It is obvious from the curve, that.

(i) �P/�V = 0, zero slope at MPP,
(ii) �P/�V > 0, positive slope at left of MPP,
(iii) �P/�V < 0, negative slope at right of MPP.

Hence,

�I

�V
= − I

V
atMPP

�I

�V
> − I

V
, at left ofMPP

�I

�V
< − I

V
, at left ofMPP

⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

(9)

Thus, an InCond-based controller tracks MPP till �I /�V = −I /V, i.e. �P/�V
= 0.

3.2 MPPT Using Fuzzy Logic Method

In fuzzy logic-basedMPPT controller, the controlling action is determined from a set
of simple linguistic rules. The rule decision tablemay be determined in differentways
like (i) by trial and errormethod for simple fuzzy systems, (ii) by using artificial neural
network (ANN), or (iii) by using genetic algorithms (GA)-based control techniques
for hybrid fuzzy systems making a fuzzy-ANN or a GA-fuzzy system, etc. Hybrid
fuzzy systems need high-level computation algorithm which takes relatively more
computation time than that for a simple fuzzy logic-based controller. Such type
of time-consuming computation algorithm is usually not desired in control system
applications. Most of the time simple fuzzy logic controllers (FLCs) are modeled
for specific applications and not for a general case. In present study, trial and error
method has been adapted [11].

In general, fuzzy logic operation consists of three stages: fuzzification, rule
inference, and defuzzification as shown in Fig. 5a.
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Fig. 5 a Fuzzy logic block diagram rules and b Table for the fuzzy logic controller

3.2.1 Fuzzification

The operation in which crisp numerical values of input variables are converted into
a fuzzy variable is known as fuzzification. The values of Ipv and Vpv are used to
calculate the power, Ppv from PV array. The error signal e(k) and change in error
�e(k) are the input variables and are calculated from (10) and (11), respectively.

e(k) = Ppv(k) − Ppv(k − 1)

Vpv(k) − Vpv(k − 1)
(10)

�e(k) = e(k) − e(k − 1) (11)

3.2.2 Rule Inference

The rule inference is designed and evolved by trial and error method. Rule table for
the fuzzy logic controller is shown in Fig. 5b.

3.2.3 Defuzzification

The operation in which fuzzy output variables are converted into a crisp numerical
value is known as defuzzification and is made explicit to the external environment,
i.e., boost converter. The duty cycle step, �d(k) for the QBC, is the crisp output.

4 Simulations and Results

The simulation model of solar PV-powered quadratic boost converter with MPPT
controller on which analysis is done is shown in Fig. 6. The simulation is performed
in MATLAB 2016b [14].
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Fig. 6 Simulink model of solar PV system using quadratic boost converter with InCond/fuzzy
MPPT controller

Table 1 Characteristics of
1Soltech 1STH-250-WH

Specifications Values

Maximum power (Pmax) 2000-W

Cells per module 60

Open-circuit voltage (VOC) 37.3 V

Short-circuit current (Isc) 8.66 A

Voltage at maximum power point (VMPP) 30.7 V

Current at maximum power point (IMPP) 8.15 A

The main characteristic of the PV module used (1Soltech 1STH-250-WH) is
given in Table 1. The PV array consists of eight parallel strings, i.e., NP = 8 and one
series-connected modules per string, i.e., NS = 1.

Simulation and analysis are done for different combinations of solar irradiance
and temperature. These values are fed to PV panel using signal builder block in
Simulink and the plot is shown in Fig. 7.

4.1 Simulation Results for Solar PV System with InCond
MPPT Controller for Solar Irradiance Values: 400, 600,
800, and 1000 W/m2 @ T = 25 °C and 1000 W/m2 @ T =
35 °C and 45 °C

The output waveforms of solar PV module connected to QBC is shown in Fig. 8.
The corresponding waveform from the output of quadratic boost converter is shown
in Fig. 9.
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Fig. 7 Signal builder input for solar irradiance values: 400, 600, 800, and 1000 W/m2 @ T =
25 °C, and 1000 W/m2 @ T = 35 °C and 45 °C

Fig. 8 Solar PVmodule output waveforms at T= 25 °C and irradiation: 400, 600, 800, and 1000W/
m2 @ T = 25 °C, 35 °C, and 45 °C

Fig. 9 Output waveforms of quadratic boost converter corresponding to Fig. 8
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4.2 Simulation Results for Solar PV system with Fuzzy
MPPT Controller for Solar Irradiance values: 400, 600,
800, and 1000 W/m2 @ T = 25 °C and 1000 W/m2 @ T =
35 °C and 45 °C

The output waveforms of solar PV module connected to QBC are shown in Fig. 10.
The corresponding waveform from the output of quadratic boost converter is shown
in Fig. 11.

Fig. 10 Solar PV module output waveforms at T = 25 °C and irradiation: 400, 600, 800, and
1000 W/ m2 @ T = 25 °C, 35 °C, and 45 °C

Fig. 11 Output waveforms of quadratic boost converter corresponding to Fig. 10
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Table 2 Performance analysis of Solar PV Connected QBC with InCond MPPT Controller

Irradiance/Temp
(watt/m2/oC)

Maximum
Power (PV
Module),
PMPP

PV
Module
Output
Power,
PPV

MPPT
Efficiency,ηMPPT (%)

QBC
Output
Power,
PQBC

QBC
Efficiency,ηQBC (%)

400/25 792 714.3 90.33 667.8 93.49

600/25 1197 1135 94.82 1062 93.59

800/25 1599 1588 97.44 1458 93.57

1000/25 2000 1964 98.19 1837 93.59

1000/35 1914 1890 98.74 1762 93.26

1000/45 1830 1812 99.02 1685 92.98

Table 3 Performance analysis of Solar PV Connected QBC with Fuzzy MPPT Controller

Irradiance/Temp
(W/m2/°C)

Maximum power
(PV module),
PMPP

PV module
Output
power, PPV

MPPT
Efficiency,
ηMPPT (%)

QBC
output
power,
PQBC

QBC
Efficiency,
ηQBC (%)

400/25 792 755.6 95.41 707.2 93.59

600/25 1197 1168 97.58 1095 93.74

800/25 1599 1580 98.84 1482 93.64

1000/25 2000 1980 99.01 1854 93.60

1000/35 1914 1900 99.29 1773 93.31

1000/45 1830 1819 99.39 1691 92.98

5 Analysis and Discussion of the Simulation Results

The performance study of the solar PV system has been evaluated in two aspects as:
(i) evaluation of the MPPT efficiency and (ii) evaluation of the QBC efficiency. The
results are summarized in Tables 2 and 3.

The MPPT efficiency is 99.01% for fuzzy algorithm and 98.19% for InCond
algorithm under standard conditions. The QBC efficiency is about 93.60% in both
cases.

6 Conclusions

The fuzzy MPPT controller shows better MPPT efficiency than InCond MPPT
controller at all conditions of irradiance and temperature. The converter efficiency is
almost same for both controllers. Further, the solar PV system shows faster dynamic
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response for fuzzy controller. The InCond MPPT controller exhibits large oscil-
lations at MPP, whereas fuzzy MPPT controller shows almost zero oscillations.
Overall, fuzzy MPPT controller shows a superior performance (improved efficiency,
fast response time, and negligible oscillation at MPP) in comparison with an InCond
MPPT controller implemented for solar PV system.
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An Analysis on Frequency Control
of Microgrid Including Diverse
Renewable Energy Sources

Ritwik Tripathi and Omveer Singh

1 Introduction

The bulk power generation in India (62.8%) and world (67%) is based on fossil fuels
mainly coal which are used extensively in thermal power plants. Millions of years
before when forests, vegetation, animal remains and other waste got dumped beneath
earth’s surface, then due to anaerobic conditions, high temperature and pressure, it
took thousands of years for formation of coal. The coal which took such long time
for its formation has been used by human beings injudiciously in past 400 years with
the onset of industrial revolution. As coal is basically made of organic matter so with
its usage the carbon content has sharply increased within the atmosphere leading to
serious climatic conditions and eventually resulting in global warming and increased
earth’s temperature.

Being inexhaustible in nature and also overcoming environmental constraints,
renewable energy sources (RESs) are getting much importance nowadays [1]. The
different RESs that have been used in this work include solar farm and a wind farm.
The microgrid thus established can be either of grid-connected or isolated type [2].
Wind farm generates alternating current (AC) which needs to be passed through
suitable filters and the frequency should be synchronized with that of grid. While
in PV farm, voltage is produced in form of direct current (DC) which needs to be
passed through specific rectifiers, then filters in order to reduce harmonic content
and finally its frequency too must be in synchronization with microgrid frequency.
The resilience can be obtained by using the concept of microgrids instead of earlier
power distribution system [3].
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Fig. 1 Proposed microgrid setup

When the microgrid is set up with the above criteria including different loads
too then it operates normally but as we know that the wind and solar generation
are a function of incident sunlight and wind speed so when there is a cloud cover
or shading due to nearby trees, buildings, etc., the solar generation is likely to get
affected. Similarly, when there is a dip in wind speed, the wind generation also
reduces and it becomes uncertain in nature [4].

So when the abovementioned conditions arise, the total generation tends to fall
down for certain duration but during that period, the load in the systems remains the
same. This results in a slight reduction in system frequency from 50 Hz (nominal
value). In order tomeet the demand now, other sources in the system likeDG increase
their generation during this period. Hence, after some perturbations, the frequency
again reaches nominal value of frequency. With the help of frequency control, the
power quality of microgrid improves significantly [5].

The proposed setup includes DG, wind farm, PV farm, residential load and an
ASM load. Moreover, for frequency control of the above microgrid, the frequency
deviation is measured and is applied to specified controllers whose findings are
discussed in later sections Fig. 1.

2 Modelling of Diverse Renewable Energy Sources

In total, two RESs have been used in the proposed microgrid. They are modelled
mathematically in the following sections.
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2.1 Modelling of PV Module/Array

The basic entity that is used to make PV array is a solar cell. PV cells were first time
used in 1950 at Bell Laboratory [6]. PV cell [7] is combined to form PV module,
then these modules are arranged in series or parallel to form the PV array. So firstly
we have modelled PV cell then PV module.

The output of single PV cell is so small that practically it is not feasible to supply
loads through it. So in order to increase the magnitude of generated photocurrent
(Iph), the cells are grouped together to form a module. Hence, now we created
mathematically model the PV module (Fig. 2).

The relationship between module saturation current (Io) and cell temperature is
governed by equation given below [8]:

Io = Irs

[
T

Tr

]3

e
[
q×Eg0

nk

(
1
T − 1

Tr

)]
(1)

where

Irs = Reverse saturation current of module (μA).
Tr = Nominal temperature = 298.15 K.
q = Charge on one electron = 1.6× 10−19 C.
Eg0 = Energy band gap of silicon = 0.7 eV.
n = Ideality factor of diode.
k = Boltzmann’s constant = 1.38× 10−23 J/K.

The current output of PV module is given by:

I = NP × Iph − NP × I0 ×
[
e
(

V/NS+I RS /NP
n×Vt

)
− 1

]
− Ish (2)

Here,

NP = No. of PV modules connected in parallel.

Fig. 2 Equivalent circuit of
PV module [8]
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NS = No. of PV modules connected in series.
V = Operating voltage (V).
RS = Series resistance (m�).
Vt = Diode thermal voltage (V).

2.2 Modelling of Wind Farm

When thenonlinearities in the systemare neglected, the approximate transfer function
of the wind turbine resembling first-order response is given by [9]:

GWT = KWT

1+ sTWT
(3)

The wind turbine model consists of various components like rotor blades, driver
train, gear box, induction generator, etc. The wind farm uses pitch control to increase
or decrease the output power and ensures that frequency is controlled [10]. The power
generated from wind turbine (P0) is directly proportional to the cube of wind speed(
V 3

)
and is generally given by:

P0 = 1

2
AρCPV

3 (4)

where

A = Area covered by wind blades (m2).
ρ = Density of air (kg/m3).
CP = Coefficient of power.

Moreover, the wind turbine generator can also be represented by its equivalent
circuit as shown [11] (Fig. 3).

In the above circuit,

Fig. 3 Equivalent circuit of wind turbine generator [11]
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R = Resistance of microgrid (pu).
X = Reactance of microgrid (pu).
�P = Variation of active power injected into the microgrid.
�Q = Variation of reactive power absorbed from the microgrid.
�S = √

�P2 + �Q2 = Variation in apparent power.

3 Implementation Procedure

Based on the mathematical model developed in the previous section, the desired
microgrid is implemented in theMATLAB/Simulink software. The PV farm is imple-
mented using irradiance and partial shading scenarios whose data are fetched with
the help of look-up table. The wind farm is implemented by creating a suitable wind
profilewhich aids in the study of frequency control ofmicrogrid. Apart from themain
or secondary controller, a primary wind control mechanism is also developed along
with the simulation of wind farm. The diesel generator too is simulated along with its
excitation system and parametric measurement system. Built-in model of residential
load is used which contains asynchronous machine as a prime component. All of the
above components are arranged in a specific way to design the microgrid. After the
microgrid is set up, various parameters such as active power and reactive power of
all the sources and loads are measured.

The dynamics of power system frequency can be easily understood with the help
of basic swing equation given below [12]:

2H

ωs
× d2δ

dt2
= (Pm − Pe)pu (5)

where

H = Inertia constant of the generator system.
ωs = Synchronous angular speed (rad/s).
δ = Rotor angle = Angle between rotor m.m.f. and stator m.m.f.
Pm =Mechanical power input to the rotor.
Pe = Electrical power output from the rotor.

Now, the concept of frequency control of microgrid is to adjust the generation
in such a way that the mechanical power input to the generator matches with the
electrical power output from the generator, i.e. Pm − Pe = 0. Generally for the
stability of the generators in power systems, power angle characteristics are studied.
The system is said to be in stable condition if suppose any small disturbance is
introduced in the system, then the synchronous generator will overcome it and again
come back to normal after first or second swing. If suppose the generators were stable
after first swing but become unstable after second swing, then this situation is neither
stable nor unstable instead it is called as instability after surviving the first swing.



86 R. Tripathi and O. Singh

Fig. 4 Block diagram for model predictive controller [14]

In order to obtain above feature, mainly two levels of controllers are placed:
primary and secondary. The primary controller has already been placed in the micro-
grid at wind farm side as mentioned in the previous section. Now we used MPC
as secondary controller in the microgrid. Recently, MPC has been preferred for
controlling issues in power system that arises due to RES due to its good dynamic
performances, high robustness and ability to handle nonlinearity in the systems [13]
(Fig. 4).

The basic working of MPC can easily be understood by its block diagram. The
predicted outputs from prediction block go as input to both process and model after
passing through two types of calculations: set-point calculation and control calcu-
lation. The process and model blocks both generate their respective output which
is compared and the difference is sent as a residual value to the prediction block
again. So in this way, the process outputs are analysed and improved and then finally
the optimum results are produced. Moreover, in above method we have used MPC
for controlling frequency but the flexibility and economic cost are neglected for
easiness in study [14]. By using the abovementioned methods of working of MPC,
the frequency control of microgrid was implemented. Finally the implementation of
microgrid is depicted using below flowchart in Fig. 5.

4 MATLAB/Simulink Model for the Suggested System

In this section, various models are suggested which were implemented in
MATLAB/Simulink.

The model in Fig. 6 measures total active power of load and source. It also
compares the difference between the two values and checks if demand and supply
are in accordance or not.

In Fig. 7, the model is used to measure total reactive power of load and source.
Their difference then needs to be compensated by using suitable equipments such as
shunt capacitors and SVC.
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Fig. 5 Flowchart for implementation of microgrid-based system

This setup is used for frequency control of microgrid by using traditional PI
controller in Fig. 8. The result obtained is compared with MPC and findings are
noted.

Earlier model which has been used above is also shown in Fig. 9 but instead of
using PI controller, now we are using MPC, i.e. model predictive controller tool.
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Fig. 6 MATLAB/Simulink model for measuring active power in the microgrid

Fig. 7 MATLAB/Simulink model for measuring reactive power in microgrid
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Fig. 8 MATLAB/Simulink model for frequency control of microgrid using PI controller

Fig. 9 MATLAB/Simulink model for frequency control of microgrid using MPC scheme

5 Results and Analysis

In this section, the detailed analysis of the results obtained is done.
In Fig. 10, the curve obtained indicates combined power of all sources. On

observing graph, we get total active power generated = [10.5(DG) + 4.2(PV) +
4.5(Wind)]MW = 19.2 MW.

The curve obtained represents the total active power consumed by the loads.
Specifically, by observation total active power consumed by load= [10(Residential)
+ 7.8(ASM)] MW = 17.8 MW in Fig. 11.

Figure 12 shows difference between total active power generated and total active
power supplied = [19.2 − 17.8] MW = 1.4 MW. Hence, the excess generation is
within the 10% limit which can be used as reserve generation for peak load conditions
or can also be used for compensating line losses.

As evident DG is handling most amounts as compared to other sources. Math-
ematically, total reactive power generated = [6.07(DG) + 0.15(PV) + 0.9(Wind)]
MVar = 7.12 MVar in Fig. 13.
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Fig. 10 Active power curve for all sources

Fig. 11 Active power curve for all loads

In Fig. 14, result shows if sudden increase in load and disturbance occurs then
only reactive power requirement is increased, i.e. total reactive power consumed by
load = [2 (Residential) + 5.79 (ASM)] MVar = 7.79MVar.

The total reactive power imbalance is of |0.67| MVar {[7.12− 7.79]MVar}; which
can be compensated by placing shunt capacitances of suitable value at the load end
as reactive power requirement at load end is more than that being generated at source
end in Fig. 15.
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Fig. 12 Curve showing comparison of total active power demand and supply

Fig. 13 Reactive power curve (all sources)

Figure 16 is showing the frequency deviation that occurred at the instance of
disturbances. Themajor deviation is due to dip in wind farm generation which occurs
because of reduced wind speed.

The Fig. 17 obtained using MPC scheme is shown. Clearly we can see the
reduction in peak overshoot, settling time and number of oscillations.

The results obtained above are summarized in Tables 1 and 2.
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Fig. 14 Reactive power curve for all loads

Fig. 15 Curve showing comparison of total reactive power demand and supply

6 Conclusion

The PV and wind units in microgrid are responsible for normal operation but when
there is disturbance introduced in the system in the form of partial shading and dip
in wind speed, the DGworks as a backup supply. Moreover, the dip in frequency due
to abovementioned disturbances is handled using PI and MPC-based controllers.
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Fig. 16 Frequency deviation curve using PI controller

Fig. 17 Frequency deviation curve using MPC

Table 1 Controller response
to partial shading

Controllers Overshoot Settling time

PI controller 1.02 200

MPC-based controller 0.51 100
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Table 2 Controller response
to abrupt change in wind
speed

Controllers Overshoot Settling time

PID controller 3.55 100

MPC-based controller 1.58 50

The results obtained in previous section suggest that the microgrid is capable of
meeting its own generation and demand in terms of both active power and reactive
power quantities. Based on the tabulated data, it is easy to conclude that MPC not
only reduces overshoot but it also reduces settling time in a significant manner as
compared to PI controller. Hence, MPC can be used for frequency control of an
islanded microgrid having RESs as its prime source.
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Islanding Detection Scheme
for Single-Phase Grid-Connected Solar
Photovoltaic System using Support
Vector Machine

Jyoti Sagar, Omveer Singh, and Shabana Urooj

1 Introduction

The rapidly falling costs of PV production have led to the development of PV energy
production systems in recent decades. ThismakesPVenergyoneof the very favorable
renewable energy options in distribution generation. As the supply of fossil fuels
decreases and greenhouse gases increase, the production of distributed electricity
has become increasingly important over the last few years. Distribution generators
have greatly contributed to improving the efficiency of clean energy through the use
of clean energy, such as solar, wind, and biogas [1]. However, in addition to providing
various benefits, DG systems also present certain related problems, such as frequency
changes, voltage fluctuations, harmonics distortion, natural islands, or unplanned
islands. The DG unit is called voltage control (grid-forming) and current control
(grid-following) in the microgrid network. Generally, DG units are operated as grid-
following in grid-connected operation, while they are operated as grid-forming in
islanded operation [2].

Modern control and security techniques are not enough capable of handling elec-
trical power transfer and controlling multiple parallel operations. By using power
distribution, power generation will effectively minimize the impact on the envi-
ronment, improve power protection, and reduce electrical load during peak hours.
However, when using DG, working on the island is the most serious problem. Island
mode in a DG situation is once the network is disconnected from the local load,
energy will continue to be supplied to the local load [3]. For IEEE 1547, islanding is
a situation in which the components of the service system, including power supplies
and distributed loads, remain energized even if they are disconnected from the service
system.

There are two islandmodes, intentional or unintentional, also known as planned or
unplanned islands. Intentional islands deliberately isolate part of the network during
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Fig. 1 Block diagram of an islanding detection method

failures and interruptions, and continuous power supply can be designed to meet the
load demand [4].

Last decade anti-islanding algorithms and techniques for detection were devel-
oped. Such techniques are classified into two groups, namely local and remote
islanding detection techniques. The local method is based upon measuring certain
parameters or variables (voltage, current, and frequency) on the terminals of the
distributed generator. The remote detection method is suitable for communication
among the utility grid and the service system.

Several advanced machine learning techniques are introduced to detect islands.
Here, we propose a support vector machine pattern recognition approach. The main
objective in this paper is to precisely detect and classify the conditions of the islands
using support vector machine (SVM).

2 Islanding Detection Method

The methods of detecting islands generally divided into two groups [4–6]: (i) local
method and (ii) remote method based on location in the DG system, as shown in
Fig. 1. The local method is mainly a traditional method, while the remote method
is based on new technology involving technology. The communication and a few
additional types of equipment have been implemented.

3 Description of Grid-Connected System

The grid-connected PV systems are a familiar and most prominent component of
renewable solar energy. To successfully introduce this technology, there must be
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sufficient excellence certification and network standards. These standards have been
developed to make PV systems connected to the entire network steady, efficient, and
safe to operate.

The different IEEE and IEC standards of the system linked to the network are
tabulated in Table 1 [7].

The detectionmethods for islanding condition have beenproposed, and the authors
designed a grid-connected distribution network which consists of a PV system using
a MATLAB/Simulink platform as shown in Fig. 2.

The proposed system contains PV strings, boost converter inverter, filter trans-
former, and the grid. The PV energy generation grid interconnection method has the
benefit of making extra efficient use of generated power. The PV network grid inter-
connections are achieved via the inverter, which converted the PVmodule, generated
direct current (DC) into alternating current (AC) by the utilization of ordinary elec-
trical equipment. The technology of inverter is very essential for stable and safe grid
interconnection.

Table 1 Standard description for grid-connected system

Standard description Standard codes

Environmental testing IEC 60068–2 (1,2,14,30)

Product safety standards IEC-62109–1 (2010)
IEC-62109–2 (2011)

Efficiency measurement IEC 61683:1999

Grid-connected standards/utility interface IEC 61727:2004

Test procedures for islanding prevention measures for
utility-interconnected PV inverter

IEC 62116:2008
OR
IEEE 1547 and IEEE 1547.1

Ingress protection IP 65(or outdoor)/IP 21(for indoor)
As per IEC 529

Fig. 2 Grid-connected PV system
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To decrease the harmonics of the output current, a filter is necessary between
the voltage source inverter (VSI) and the network. Simple inductors in series can be
used, but the harmonic attenuation is not very obvious. Similarly, to implement a high
voltage drop, the inductance required in the design is very voluminous. Typically, a
high-order LCL filter is used in place of the traditional L filter to smooth the output
of the VSI. The reduction in the all-inclusive mass and size of the components, LCL
filters can be used to achieve greater attenuation and cost savings. LCL filters are
used in grid-connected inverters and active pulse width modulation rectifiers, as they
can reduce the quantity of current distortion pumped into the distribution network.
The higher harmonic attenuation of the LCL filter makes it possible to use lower
switching frequencies to fulfill the harmonic limits established by the IEEE-1547
standard.

The PV system faults can be classified into the AC side and the DC side of the
network.ACfailures include complete power failures, networkoutages, and inverters,
while PV and maximum power point tracking (MPPT) panel failures are DC side
failures. The frequency changes, voltage changes, harmonics, and power mismatch
are few of the variations that cause the islanding situation in a grid-connected PV
system. These changes can be detected using advanced machine learning technology
in this paper which is SVM.

4 Islanding Detection in the Microgrid

The current and voltage are measured from different microgrids locations to make
sure that the grid was functioning in a protecting situation in Fig. 3.

In this paper, in the incident of a fault that happens on the grid side, the voltage
variation will be seen at the common coupling point (PCC) which is the interface

Fig. 3 Basic diagram of the proposed system [8]
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among the power supply and the load. The normal operation of systems connected
to the grid, fault impedance, frequency variance, grid synchronization, harmonics,
power mismatch, and grid-side voltage drop are various types of classes used for
the algorithm development. The discrete wavelet transform is utilized to extracting
the different features corresponding to the decomposition voltage output of the
seven operating conditions and faults. Based on these extracted features, the feature
SVM classifier can detect the island conditions and not the island conditions in the
microgrid.

4.1 Wavelet Transform

Wavelet-based transformation technology (WT) is used for island detection. By
dividing the wavelet into several components, it can be designed to define signals
in various frequency bands in a localized time and frequency layout. The WT is an
effective and fast way for analyzing transient voltage and current signals. The WT
has been used in many power system applications, such as fault detection, feature
extraction, noise cancelation, and compression of waveform data. The voltage of the
negative signal and the current signal is processed into wavelet transforms. Find out
the standard deviation of wavelet coefficients and energy changes to detect island
events from non-island events. Generally, for island events, the standard deviation of
the negative sequence impedance is observed. The calculated distributed generator
power output is applied to the WT and the decomposed signals are used to identify
the islands [9].

4.2 Discrete Wavelet Transform

By following the high-pass and low-pass filters, the discrete wavelet transform is
utilized to extract features of decomposed signals. Discretewavelet transform (DWT)
analyzes the signal by breaking it down into rough approximations and a detailed
coefficient. The approximation coefficient is further subdivided to obtain the specifi-
cations for the next step and so on [10]. Figure 4 shows the three-level decomposition
of the input signal, resulting in the wavelet coefficients of every level of the input
signal. The mathematical expression for the DWT is as follows:

X [∅, v] = 1√
v

=
∞∑

t=−∞
x[t]w[ t − ∅

v
] (1)



102 J. Sagar et al.

Fig. 4 Decomposition of
signals

where x[t] = the signal to be analyzed, w[t] = chosen wavelet, and v = velocity and
t and are scale and shift parameters, respectively.

Feature Extraction
The output signal is preprocessed by transforming into discrete wavelets. Displays
usable characteristics of the decomposed signal, such as energy, entropy, peaks,
power, signal-to-noise ratio, harmonic, skewness, and kurtosis that change quickly
when disconnection of the DG from the utility grid happens. And, all the listed
features support test classifier to detect islands. The transient voltage signal is used
to extract the feature vectors necessary for classification. The mentioned features are
extracted with the help of mathematical equation which is given below:

The energy of the decomposed signal:

E =
∞∫

−∞

∣∣S(t)2
∣∣dt (2)

where S(t) = reconstructed signal.
Entropy: it is used to determine thewavelet typewhich is suitable for decomposing

and reconstruction of a given signal.

H(s) = −
N∑

i=1

p(S) lim
i=10

p(S) (3)

where p(s) = probability of the voltage signal samples, N = the number of samples,
S = reconstructed sample signal.

The peak-to-peak value of the reconstructed signal is given by,

SPP=2
√
2σ (4)

where σ is the standard deviation.
The Power of the reconstructed signal is given by,
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P = lim
N→∞

1

2T

T∫

−T

∣∣S(t)2
∣∣dt (5)

Signal-to-noise ratio (SNR) is defined as a ratio of signal level to the noise level
and is given by,

SNR = Reconstructed Signal

Original Signal
(6)

Total harmonic distortion: The equation is given by,

y(t) = a0 + a2
2

+ 3a4
8

+
(
a1 + 3a3

4
+ 10a5

16

)
sinw0t −

(a2
2

+ a4
2

)
cos 2w0t

−
(
a3
4

+ 5a5
16

)
sin 3w0t + a4

8
cos 4w0t + a5

16
sin 5w0t (7)

where ai = coefficient of the Taylor’s series.
Skewness: It refers to a lack of symmetry, allowing one to define the shape of the

distribution data with the help of this function,

S =
1
N

∑N
i=0(Si − μ)3

(√
1
N

∑N
i=0(Si − μ)2

)3 (8)

Kurtosis: It refers to the pointedness of a peak in the distribution curve.

K =
1
N

∑N
i=0(Si − μ)4

(√
1
N

∑N
i=0(Si − μ)2

)4 (9)

4.3 Support Vector Machine

SVM is a popular classification method that can be used to analyze signals and
systems by building conclusion restrictions to separate the data required for training
purposes [11]. The SVMclassification technique is utilized to extract themain feature
from the calculated point of common coupling voltage and current signals with the
help of a DWT [12].

In this case, the hyperplane is called the optimal hyperplane. The SVM classifier
is used for the reason of generating a data model during the training process. The
model will predict class labels during the testing phase and will only use entity
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Fig. 5 Optimal hyperplane
of support vectors

attributes as input. The optimal hyperplane is described as a linear decision function
and the maxi. The gap between the two types of vectors of different categories is
shown in Fig. 5 [8]. It has been found that only a tiny quantity of training data (called
support vectors) needs to be taken into account to create these optimal hyperplanes.
In general, the higher the margin and lower the general error of the classifier.

4.3.1 SVM Classification Process

The support vector classifier is executed in two phases: the training phase and the
test phase.

Figure 6 shows the feature extraction, normalization, and process of classification
is performed in our presented SVM technique and parameters are in Table 2.

Everyprobable feature linked to the faulty circumstances of the simulatedmodel of
the PV systems connected to the grid is extracted from the equations. After extracting
all the attributes, tab them with their relevant fault categories to generate the trained
datasets. First, the SVM classifiers are trained offline to have features related to
a variety of island cases and non-island cases. The SVM classifiers distinguish the
categories by developing the hyperplane limits between the two categories according
to the extracted entities.Contribution toSVMis amatrix of predicators and responses.
The response corresponds to the class array specified with labels, and the predicators
correspond to the feature extracted from the different conditions of fault. The trained
dataset is used to predict or classify the data. At last, trained data is available with a
98% training and validation rate.
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Fig. 6 Process for extracting features and SVM method execution [5]

Table 2 SVM parameters Model type Parameters

Preset Support vector machine

Kernel function Quadratic

Kernal scale Automatic

Box constraints level 1

Multiclass method One-vs-One

Standardized data True

5 Results and Analysis

A power supply of 432 V, 50 Hz is DG and then attached to the full-bridge insulated
gate bipolar transistor (IGBT)-H-based inverter. The inverted voltage is associated
with the network and supplied to the load linked to the network. The examination
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Fig. 7 Scatter plot among several predicator set

of the grid-connected system of the connection line Table 1 is used to produce
simulations related to island detection. SVM detection method is proposed by the
use of MATLAB/Simulink software.

The quadratic SVM appeared to be the much more appropriate method to trained
the table samples of data. Figures 7, 8 and 9 portrayed different plots relating to the
training cycle.

A scatter plot utilizes points to symbolize the values of two dissimilar numeric
variables. The location of every point on the horizontal and vertical axes denotes the
value of a single data point. Scatter plots are used to analyze variable relations. A
scatter plot shows to what extent a variable is affected by other variables. Figure 7
shows several interconnections with a confidence period between variable 1 (energy)
and variable 2 (peak).

The confusion matrix displays the total number of samples across every cell.
Diagonal cells relate to correctly and remaining cells relate to incorrectly classified
samples. It helps in determining the classifier’s output in each case. It supports the
idea that, whether the classifier is incorrectly performed in the identification of a
class or all classes are correctly classified. The confusion matrix is an outline of the
estimated result on a dilemma of classification. This graph of the confusion matrix
shows the prediction efficiency of various islanding issues.
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Fig. 8 Confusion matrix for trained classifier and validation procedure

The receiver operating characteristic (ROC) curve is a graphical diagram showing
the diagnostic capacity of the binary classifier. The ROC curve is utilized to graph-
ically display the link/compromise between experimental sensitivity and specificity
for every achievable wound off value for one test or several tests. It can be seen in
Fig. 9 that all categories are closed near the left and upper boundaries of the ROC
space, giving the procedure of train and test is the most correct. In a given ROC
hardening, a certain category is the fault impedance. In this work, the unknown data
is tested for the categorization effectiveness of the proposed scheme. The training
speed, predicate velocity, training and test time are listed in Table 3.

6 Conclusion

The major problem of the DG, namely the islanding, is concentrated in this paper
and a new efficient detection technique is projected. The identification of the island
in the DG is identified by identifying the pattern recognition for the voltage signal
calculated in the PCC. WT is used to extract voltage features in various network
issues, and then that extracted features are given to the SVM classifier as input to
determine if the system is an islanded or not. Since the calculated voltage value is used
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Fig. 9 ROC of the trained classifier

Table 3 Training and testing
results of SVM

Parametric status of the system

No. of samples 4526

Training samples 80% of the total samples

Validation type Cross-validation

Validation sample 5-fold grid explore from
trained samples

Testing samples 20% of the test samples

Overall accuracy 98.6%

Prediction speed Nearly 25,000 obs/s

Training time 4.5 ms

Testing time 5 ms

to extract the characteristics of the wavelets, it will not affect the quality of the power
supply to the inverter. The results of the simulation show that our suggested method
successfully detects and classifies the current island state with great robustness and
is sensitive to interference from the exterior network, from component switching
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malfunction to network malfunction. From the results, it can be determined that the
overall accuracy of island detection is 98.6% with is 4.5 ms.

Simulation parameters: PV array: Pmax = 3500 W, 1 string, 14 series-connected
module, V oc = 37.6 V, Isc = 8.55 A (per module).

Normal grid amplitude: V grid = 239.1 (RMS), Igrid = 14.34 (RMS).
Normal grid frequency: f = 50 Hz.
LCL filter: L1 = 4.366 mH, L2 = 4.366 mH, C = 29.42 µF.
Sample times: Control system = 26.45 µs, PWM generator = 1.322 µs.
DC voltage: V dc = 432 V.
Parasitic capacitance: Cp = 4 nF.
Filter damping resistor: Rd = 32.92 m�.
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Thermal Imaging-Based Fault Diagnosis
of Electronics Circuit Boards

Laxmi and Rajesh Mehra

1 Introduction

Due to the significant increase in complexity of electronic circuits as the core of
modern digital circuits, has substantially improved the semiconductor integration
level production by generation. With technology scaling, the very large-scale inte-
grated circuits density has grown exponentially [1, 2]. This leads to increase the
manufacturing defects in circuits and as resulted several reliability problems such
as instance manufacturing defects, power dissipation limits and parametric varia-
tions. These threats can effect correct program execution which is the most signifi-
cant aspect of any computer system. Therefore, testing of a digital circuit becomes
imperative, particularly in integrated circuit technologies [3, 4]. Traditionally, testing
approaches for these electronic circuits includes visual inspection, characteristics
test, signal analyzer which consume a lot of time-handling issues. Due to voltage
drop, the defected components like transistor, diode, and integrated circuits that
create a hot spot will stay invisible [5]. To overcome these issues and enhance the
quality of circuits, the non-invasive methods like TI come into picture. TI is widely
accepted non-destructive testing and evaluation (NDT&E) approach for evaluation
and testing of component in the field of integrated circuits technology. Consequently,
the overheated components can lead to subsequent failure of electronics boards that
create fire hazard and unplanned outages. Moreover, thermal anomalies have been
created due to poor component installation poor or loss connections, unbalanced
current distribution, short circuits, etc.

Laxmi (B) · R. Mehra
Department of Electronics and Communication Engineering, National Institute of Technical
Teachers Training and Research, Chandigarh 160019, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
R. C. Bansal et al. (eds.), Advances in Energy Technology, Lecture Notes in Electrical
Engineering 766, https://doi.org/10.1007/978-981-16-1476-7_11

111

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-1476-7_11&domain=pdf
https://doi.org/10.1007/978-981-16-1476-7_11


112 Laxmi and R. Mehra

2 Thermal Imaging as a Diagnosis Tool

Thermal imaging is very common, and due to its remarkable properties viz. has
received significant attention from NDT&E community. It is the method of region
inspection which is non-destructive, non-contact, quick, and comprehensive. TI
measures the emission of radiant heat across the sample element and monitors fluc-
tuations in temperature and relative humidity using thermal imaging camera TI has a
wide range of applications including electrical [6], mechanical [7], agricultural [8],
defense [9], aviation [10], geological [11], automotive [12], and medical [13]. IRT
is roughly divided into two categories: the passive and active approaches to ther-
mography, taking the measuring methods into account. The passive thermal imaging
approach requires no external heating elements, whereas the active thermal imaging
includes an external heating element such as physical, hydraulic, gravitational, or
other means of excitation to improve the thermal contrast. With the integration of
image processing and artificial intelligence techniques, TI is more efficient and can
be used to build an autonomous framework for industrial use as discussed in [14]. In
[15], a fault detection approach has been implemented for electronics circuit board
using vector quantization and Hopfield neural network based on thermal images.
Finite element model (FEM) has been applied for analysis of the thermal behavior
of circuit boards with variation width of copper and amount of current [16]. ANSYS
software is used to enhance the reliability of thermal behavior analysis based on
thermal images of circuit boards. Furthermore, thermal images were captured and
region of interest was extracted using segmentation, and finally, comparative anal-
ysis was done between adaptive neuron-fuzzy inference systems (ANFIS) and SVM
[17]. Temperature is the most common parameter used as a parametric test that can
be observed for ICs in various scenarios, while thermal imaging is a temperature
measurement process that detects invisible infrared radiation and converts energy
from visible light into an electrical signal. The thermal imaging technique is a tech-
nique which is completely non-contact. Since component images are difficult to
access physically, they can be scanned with thermal technique. Thermal test methods
may be characterized as a measuring temperature for detecting structural defects in
an IC.

3 Experimental Setup and Data Acquisition

The very first task starts at the image acquisition process. The FLIR P-640 thermal
imaging camera has been used to capture thermal images of different circuit boards of
electronic components. The experimental setup has been shown in Fig. 1, a thermal
image of resolution of 640× 512 pixels, operating in 8–14µm range in standalone or
PC-controlled mode which can detect temperature differences down to 0.05 °C with
an uncooled microbolometer (amorphous silicon, a-Si) features 17-µm pixel pitch
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Fig. 1 a Experimental setup with two electrical table fans b thermal image without power supply
and c thermal image with power supply

with >99% pixel operability have been used for capturing the thermal response of the
electronics components of the fan circuit board. The maximum-rated current of the
electronic component was determined in both healthy and faulty conditions. In order
to faulty boards, which is overload condition of circuit boards; it was imposed on
switch board by increase the input current until it exceed the rated current value.
By doing so, the current value reaches at maximum. The experiment has been
performed with two circuit boards of DC table fans and Arduino Uno boards in
both the conditions, i.e., healthy and faulty.

4 Experimental Setup and Data Acquisition

The failure of any electronics circuit board equipment, such as circuit of DC table
fans, Arduino Uno, could be caused by insulation or short-circuit faults or any other
component damages. Initially, electronic components damages are by far the highest
possibility cause of component failures. Consequently, this study focuses on the
detection of electronics components of circuit faults in the circuit boards of fans
and Arduino Uno. In both the cases, two electronic circuits of each equipment or
boards are used; one is in working (healthy) condition, and another one is non-
working (faulty) condition. Experimental setup for proposed methodology is shown
in Fig. 1. The proposed methodology has five parts (i) thermal image collection, (ii)
preprocessing of raw thermal image, (iii) extracting the RoI, (iv) feature extraction
and feature selection, and (v) finally, the optimal features are given to SVM to classify
the faulty and healthy condition of circuit board. The flow diagram of proposed
methodology is illustrated in Fig. 2.
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Start 

Acquire the thermal Images of different Circuit boards of dc fan and Arduino Uno  

Perform Image Processing

Statistical Feature Extraction

Feature Selection using PCA

Training Thermal 
Images  

Trained SVM with 
Selection Features  

Testing Thermal 
Images  

Classification Output

Fault Detection in Arduino Uno and dc table fan 

Fig. 2 Flowchart of proposed methodology

4.1 Discrete Wavelet Transform

DWT is a few of the best decomposing processes approach and gives outstanding
output [18]. It is able to undertake frequency as well as time domain multi-resolution
evaluation. DWT separates information into different frequency bands and analyzes
each portionwith a comparable resolution of its size. At each step, a two-dimensional
DWT decomposes an image and provides four sub-band images consisting of one
approximation and three detailed coefficients, as seen in Fig. 4. This procedure
explores in both ways, i.e., row and column wise, independently. Next, a high-pass
and low-pass filter is implemented for either row information to get the low- and high-
frequency information throughout the row and column and instead downsampled by
2. Both the filterings are first added to the column, instead downsampled by 2. Four
sub-band images are then replicated: three sub-images of the coefficient (HL, LH,
and HH) as well as low-resolution sub-images (LL) (Fig. 3).

Through sub-band picture does have its own feature, because as components of
high frequency occur throughout the detailed coefficients, i.e. Bands from HH, HL,
and LH. In the LL band, that further decomposed in the same manner during the next
step of sub-band image decomposition, that low frequency portion is located. The
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Fig. 3 Two-level 2D DWT a sub-bands functional diagram, b wavelet sub-bands block diagram

scale of the raw image (Io) at k = 0 can be specified by 2k = 20 = 1. Moreover, the
sub-images in the result at n = 1 can be computed as

w01(p, q) = [
Lx ∗ [

Ly ∗ Io
] ↓2

] ↓2 (p, q) (1)

w11(p, q) = [
Lx ∗ [

Hy ∗ Io
] ↓2

] ↓2 (p, q) (2)

w21(p, q) = [
Hx ∗ [

Ly ∗ Io
] ↓2

] ↓2 (p, q) (3)

w31(p, q) = [
Hx ∗ [

Hy ∗ Io
] ↓2

] ↓2 (p, q) (4)

where even the sampling of the convolution instead down is represented by * and
↓, respectively. Here, (Hx , Hy

)
and

(
Lx , Ly

)
are high- and low-pass filters, and the

downsampling and filtering process for w01 can be written as

Ylow(p, q) = [
Ly ∗ Io

] ↓2 (p, q)

=
1∑

k=−2

Io(p, k)Ly(p, 2q − k), (5)

w01(p, q) = [
Lx ∗ [

Ly ∗ Io
] ↓2

] ↓2 (p, q)

=
1∑

k=−2

Ylow(k, q)Lx (2p − k, q). (6)

Similar steps are taken to get w11,w21 and w31.
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feature extraction 

(c) (d)

(a) (b)

Fig. 4 Area highlighted with red colored rectangular bar is represents the region of in-terest
a Healthy fan circuit, b faulty fan circuit, c healthy Arduino Uno, d faulty Arduino Uno

4.2 Feature Extraction

A variety of different approaches can decide and extract the image function. These
features might include information about pixels, region, boundaries, and texture.
Nonetheless, before receiving features, different images are applied to the sampled
thermal image by preprocessing techniques such as thresholding, resizing, normal-
ization, binarization, etc. Furthermore, the feature extraction was applied in order
to obtain the features that will aid in the classification and diagnosis of thermal
images. The first step of the proposed methodology consists of extracting the region
of interest (RoI) as shown in Fig. 4. It has been done by using cropping tool in
MATLAB; extracting most relevant features is necessary to detect fault using a reli-
able fault-prediction system. Here, the mean, standard deviation, root mean square,
skewness, kurtosis, and variance have been used for the feature extraction. Finally,
the extracted feature vectors are then correctly standardized to have zero mean and
unity standard deviation to minimize the influence of DC offset and amplitude biases
ranged from [0, 1] to the classifier student data.

4.3 Feature Reduction and Selection

The features extracted from the region of interest are suitable features, some may
be unrelated to the fault, some may be related to each other, and redundancy could
occur. PCA carries out the dimension reduction to reduce linear dependency between
features. Because the healthy and faultymachines in the feature space are not linearly
separable, more features need to be kept to improve the results of classification. PCA
can only eliminate the linear relationship between features and is a powerful tool for
extracting features or selecting features by keeping the data at maximum variance.
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(a )

(d)(c)

(b)

0

Fig. 5 Most relevant extracted features vs time plots for table fan a mean, b kurtosis, c skewness,
and d standard deviation

In order to demonstrate the characteristics of the extracted features from circuit
boards of DC table fan with respect to time and plotted the most relevant feature
vectors (i.e., mean, SD, kurtosis, and skewness) vs time plots as illustrated in Fig. 5. It
can be observed among the feature vectors vs time plots that there is an inconsistency
in normal and faulty features and also show the noticeable changes in the amplitude
of features in rising time.

In order to demonstrate the characteristics of the extracted features of Arduino
Uno with respect to time and plotted the most relevant feature vectors (i.e. mean, SD,
kurtosis and skewness) vs time plots as illustrate in Fig. 6, it can be observed among
the feature vectors versus time plots that there are an inconsistency in normal and
faulty features and also shows the noticeable changes in the amplitude of features in
rising time.
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(a )

(d)(c)

(b)

Fig. 6 Most relevant extracted features vs time plots for Arduino Uno a mean, b kurtosis,
c skewness, and d standard deviation

5 Result and Discussion

SVMs are used as classifiers in this study because they provide better properties
than the other models, and with a limited training dataset, they can also offer high
classification performance. Nevertheless, when SVM is used for classification, an
appropriate base kernel feature needs to be chosen for SVM. Here, the feature
vector dataset has been trained and testified for the classification of normal and
faulty components in both the circuits of Arduino Uno and DC table fan by various
SVM classifiers with different basis kernel functions (i.e., linear, quadratic, cubic,
fine Gaussian, medium and coarse Gaussian), and the resultant overall classification
accuracy has been analyzed. For the improvement of the classification accuracy, the
cross-validation training and testing model have been employed to avoid overfit-
ting and underfitting and to obtain optimize critical parameters of SVM. In n-fold
cross-validation system, the whole feature vector dataset is divided into n-groups.
Each category is applied to test the trained model, while other categories are being
used to train the model. The overall average accuracy of the classifier is an output
result, and selected the different base kernel functions of SVMs to the output result
with the supreme accuracy to build the final classification model. The classifier with
the optimum features has been trained with whole normalized feature vector dataset
followed by PCA using different n-fold (fivefold, tenfold, 15-fold, 20-fold, and 25-
fold) cross-validation and aforementioned kernel functions of SVMs for evaluating
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the classification rate. The mentioned accuracy is reflecting the overall accuracy of
the classifier performance and the ability of the classification model to discriminate
among the classes (i.e., healthy and faulty). It has been found that among all basis
kernels of SVM the fine Gaussian SVM offered highest accuracy of 98.8% for DC
table fan, and in the case of Arduino Uno, it is 97.6%, which is improved remarkably.
The overall classification accuracy between the various kernel function SVMs with
n-fold cross-validation system for the classification of normal and faulty components
through the bar chart plotted for the DC table fan and Arduino Uno is illustrated in
Fig. 7.

Fig. 7 Bar chart plot of overall classification accuracy between the various kernel function SVMs
with n-fold cross-validation system for healthy and faulty component classifications a Table fan
b Arduino Uno



120 Laxmi and R. Mehra

6 Conclusion

In this work, a thermal imaging-based intelligent fault diagnosis approach has been
presented. The classification models based on the different SVM kernels have been
tested for electronic components fault diagnosis. Using 2D-DWT, the thermal images
were preprocessed, followed by the removal of irrelevant characteristics using PCA
and the ranking of chosen characteristics was then carried out in order of importance.
In addition, for classification and performance assessment evaluation, the feature
vectors were forwarded to SVM. It has been observed that SVM fine Gaussian
outperformed the other kernel. The result reveals the probable use of SVM-based
approach to establish rigorous proactive development fault detection in electronics
circuit boards and electrical circuits.
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Power-Efficient Bidirectional Shift
Register Using Conditional Bidirectional
Pulsed Latch Circuit

Karan Kumar and Vaithiyanathan Dhandapani

1 Introduction

As technology node is reducing day-by-day designers put more emphasis on circuit
design with low-power consumption and less area. But miniaturizing of transistors
leads to active second-order effect which leads to increase power dissipation. Digital
circuit designers focus on power, performance, area (PPA) and trade-off of these
three parameters will be considered more while designing any digital circuit. Node
power dissipation becomes a crucial parameter with aggressive scaling in CMOS
technology. Especially power dissipation in clock networks contributes almost 30–
45% of overall dynamic power consumption. The reduction of power consumption
in the clock tree circuit is required by reducing dynamic power dissipation. Main
sequencing block which is used in clock tree synthesis (CTS) is master–slave flip-
flop (MSFF) which can be replaced by pulsed latch circuit to gain benefit of both
flip-flop and latch circuit. In pulsed latch circuit, a pulse signal will be given as a
clock pulse to latch circuit. Due to small pulse width, latch circuit will behave as a
master–slave flip-flop [1].

In simple latch circuit due to data transparent nature, verification of static timing
analysis (STA) was difficult, but in pulsed latch circuit, we can apply static timing
analysis. Therefore, rising edge of pulse is used for setup and falling edge of pulse
is used to calculate hold time [3].

The conventional bidirectional shift register uses MSFF and a multiplexer circuit
for shifting the data left or right. Bidirectional shift register clock signal left/right is
used to shift from right to left but due to transparent nature pulsed latch circuit cannot
share same pulse due to which different clock pulse generator is being introduced for
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Fig. 1 a MSFF, b pulsed
latch circuit

(a) MSFF

(b) Pulsed latch circuit

pulse generator in bidirectional shift register so that race condition can be avoided
[2] (Fig. 1).

Outline of this paper is arranged as follows. Section 2 contains description of
bidirectional shift register using bidirectional pulsed latch (BDPL) circuits. Sub-
section contains one-bit pulsed latch circuit, in which detailed analysis of pulsed
latch circuit is described as well as description of BDPL circuit further sub-section
entailsmodified circuitwith blockdiagram.Section 4 contains results and conclusion.

2 Design of 4-Bit Bidirectional Shift Register Using
Bidirectional Pulsed Latch circuit

2.1 One-Bit Conditional Clock Generator

Figure 3 has a feedback path from input and output of a latch into the clock generator.
In clock generator, there will be a comparison in between input signal and output
signal of latch. If both signals are opposite to each other only then a pulse generator;
i.e., clock generator will initiate positive signal which will act as a clock signal for
latch circuit [1] (Fig. 2).



Power-Efficient Bidirectional Shift Register … 125

Fig. 2 Block diagram of conditional pulsed latch circuit

Fig. 3 One-bit conditional clock pulse generator
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Fig. 4 Circuit diagram of
BDPL

2.2 Bidirectional Pulsed Latch Circuit

Bidirectional shift register is conventionally using flip-flops and a multiplexer for
shifting for the power dissipation; we replaced it with BDPL circuit, and the left
latch inputs, i.e. DL and DL_b, is connected with data output, i.e. Q and Qb of next
bidirectional latch. Likewise input of right latch is connected with data output of
right latch, and data is being updated bidirectionally, i.e. left or right [2] (Fig. 4).

2.3 Modified Bidirectional Circuit

This modified bidirectional shift register circuit which uses conditional BDPL with
delayed clock pulses to control signal right or left according to the requirement which
is used for shifting a bit towards the right or left (Figs. 5, 6 and 7).
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Fig. 5 Block diagram of conditional clock generator

3 Simulation Results

The advantage of modified Bidirectional shift register is that it can be use for low-
power applications. The final output of modified bidirectional shift register is using
conditional BDPL with 0.75 V Vdd at the typical process corner. In Fig. 8, initial
signal is the clock pulse which is connected to pulse generator so that it can generate
non-overlapping signal for shifting bit towards right if right is high using BDPL
(Table 1).

4 Conclusion

In this paper, we have modified bidirectional shift register with conditional bidi-
rectional pulsed latch circuit. Bidirectional shift register was designed using 28 nm
CMOS technology. Simulation result of modified bidirectional shift register using
conditional bidirectional pulsed latch circuit shows the power reduction by 38%when
we compare it with bidirectional shift register using flip-flops with multiplexer. This
modified circuit can be utilized for very low-power devices.
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Fig. 6 Bidirectional clock generator
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Fig. 7 Modified bidirectional shift register using conditional BDPL

Fig. 8 Bidirectional shift register using conditional BDPL

Table 1 Comparison between 4-bit shift register using flip-flopwith 4-bit shift register using BDPL

Circuit parameters 4-bit shift register using
flip-flop

4-bit shift register using
feedback BDPL

Area [µm2] 52.24 80.68

Power [µW]@f clk = 0.1 GHz 36.24 22.46 (38%)

Maximum clock frequency
[GHz]

5.18 1.8
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A State-of-the-Art Review on LVRT
Enhancement Techniques
for DFIG-Based Wind Turbines

Priyanka Paliwal

1 Introduction

Environmental impact of electricity generation through conventional resources has
been a major concern for countries across the world. Hence, electric power industry
is shifting towards large-scale deployment of renewable energy-based technologies
owing to their environment friendly nature. Renewable energy sources such as wind
have emerged as a strong alternative to conventional sources [1]. In the recent years,
significant growth has been witnessed in wind energy generation around the globe
from around 7.6 GW in 1997 to over 651 GW at the end of 2019 [2]. Various
factors have contributed to the substantial increase in wind power generation; one of
the significant factors has been the introduction of efficient WTGs like PMSG and
DFIG. Amongst all the WTGs, DFIG offers a variety of advantages [3, 4] over its
other counterparts such as

i. Variable speed operation
ii. Four quadrant active and reactive power control
iii. Reduced ratings of power electronics converters
iv. Better capacity utilization factor

Thus, owing to its superior performance, DFIG is most widely employed wind
turbine generator and is surely dominating the production market.

With all the advantages it has to offer, DFIG also has its own share of concerns.
As the stator of DFIG is directly connected to grid, even a slight fluctuation in grid
affects the performance of DFIG. This characteristic of DFIG has given rise to an
attribute known as low voltage ride through (LVRT) capability. LVRT capability is
defined [5] as the ability of a wind turbine generator to remain connected to the grid,
and in some cases support it, when the grid is experiencing a fault. In other words, it is
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the ability of wind turbine generators to ride through grid faults. Earlier, in the event
of a fault, the WTGs were disconnected from the grid, as the level of penetration of
wind energy in the grid was not significant. However, with substantial wind energy
penetration in power sector [6, 7] today, this operationmay result in large fluctuations
in grid. Hence, to overcome this difficulty, several countries have devised stringent
grid codes which have made it obligatory on the part of generators to stay connected
to the grid during fault conditions and support it. To comply with such grid codes, it
is essential for the generators to have an enhanced LVRT capability. A commendable
amount of work has been reported in the literature for improving LVRT capability
of DFIG. Nevertheless, it is imperative to analyse different enhancement techniques
in detail so as to determine the best fitted solution for a particular situation.

The review papers reported in the literature do not provide adequate categorization
of these techniques. Hence, the objective of this paper is to put forward an exhaus-
tive survey on various techniques employed for enhancement of LVRT capability
of DFIG. The techniques are systematically classified into following categories: (i)
Protection strategies-based techniques (ii) Control strategies-based techniques (iii)
FACTS-based techniques (iv) Hybrid techniques. The techniques are critically anal-
ysed and compared. Relevant conclusions are drawn on the basis of results reported
in various references which can help researchers to identify gaps in this area.

The remainder of the paper is organized as follows: Sect. 2 emphasizes the aspects
of LVRTcapability. Section 3 presents variousLVRTenhancement techniques. These
methods have been classified into four major categories as follows, viz.. protection
strategies-based techniques, control strategies-based techniques, FACTS-based tech-
niques, and hybrid strategies-based techniques. Different methods under each cate-
gory have been extensively analysed, and tabular comparison of these methods has
been provided in this section. In Sect. 4, relevant conclusions have been drawn based
on the literature survey which can help researchers in identifying future research
avenues.

2 Aspects of LVRT Capability

With increasing wind energy penetration, it becomes essential to maintain the oper-
ation of wind turbines during voltage dips. In order to address this issue, efforts
were made to explore the reasons for inability of DFIG to stay connected to a faulty
grid and possible solutions to help it do so. Grid codes have been devised in order to
provide guidelines for regional wind farms’ operation. Figure 1 presents the essential
features of LVRT enhancement techniques in accordance with the grid codes.
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Fig. 1 Aspects of LVRT capability

3 LVRT Capability Enhancement Techniques

In this paper, a systematic classification of LVRT enhancement techniques has been
presented. In [8], various techniques including crowbar method, converter control
strategy, control strategies based on optimization techniques and employment of
FACTS devices have been explained. However, the review does not present adequate
categorization of various techniques. In order to take the categorization presented
in [9–12] to another level, this paper proposes a fourth category, i.e. hybrid topolo-
gies and also allots two sub-categories to the protective circuits. Unlike [9–12],
this paper provides a tabular analysis of the various methods. This paper aims at
providing more distinct categorization and also compares various methods based on
their performance. Figure 2 presents a detailed classification of LVRT enhancement
techniques. Based on the classification, various techniques have been discussed in
the following subsections.

Fig. 2 Classification of LVRT enhancement techniques
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3.1 Protection Strategies Based Techniques

The protection strategies-based techniques utilize additional hardware circuitry to
protect generator from adverse effects of the voltage dip. The installed hardware may
be a crowbar circuit, DC chopper, SFCL, SDBR, etc. These methods incorporate the
provisions for suppression of overcurrent, machine torque oscillations and DCC link
overvoltage. The crowbar is considered as the most popular method [10, 13–16].
In this method, as soon as the fault is sensed rotor circuit is short-circuited through
an arrangement of resistors. Thus, rotor of machine is isolated from converters and
machine operates as an induction generator. This prevents any potential damage to the
converters. However, to function as an induction generator all the required reactive
power is drawn from the grid during fault, which is highly undesirable. Moreover,
the controllers are disconnected from rotor, thus making the system uncontrollable.
These drawbacks of crowbar circuit have compelled the researchers to look for alter-
nate protection methods for enhancing LVRT capability. Over the years, various
topologies have been proposed, and depending on their way of connection, they can
be categorized into rotor side protection circuits and stator side protection circuits.

Rotor side protection techniques. The traditional crowbar circuit is connected on
the rotor side of DFIG. However, upon its activation, the converters along with
controllers are cut off from the machine. This is highly undesirable, as under such
circumstances, the system fails to regulate the active and reactive power flow. Thus,
all the schemes proposed under this category try to inculcate within themselves the
provision for controlled operation of DFIG. Moreover, attention is also given to have
provision for limiting excessive reactive power absorption. Critical analysis of rotor
side protection strategies has been presented in Table 1.

Stator side protection techniques. Initially, almost all the protective circuits were
connected on the rotor side. But this arrangement led to uncontrolled operation of
machine and absorption of excessive reactive power during faults. Thus to overcome
these problems, initiatives were taken to connect protective circuits on stator side
[17–25] and encouraging results have been obtained. A systematic analysis of stator
side protection circuits has been presented in Table 2.

3.2 Control Strategies-Based Techniques

The protective circuits-based schemes involve utilization of external auxiliary
circuits, thereby making system bulkier, which adversely affects the compactness
of system. In order to overcome this problem, control strategies-based methods have
been found to be more useful. In these strategies, different controllers of system
are suitably designed so as to reject the disturbances in various parameters such
as rotor current, DC link voltage and electromagnetic torque during fault condi-
tions. Combined strategy of virtual resistance and demagnetizing control has been
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Table 1 Analysis of rotor side protection strategies

Technique Merits Demerits Results inference Ref.

DC brake chopper
with DC link
capacitor

• Prevents the
effects of stray
inductance

• Increase in rating
of the anti-parallel
diodes in RSC

• Simple delayed
control method was
found to be more
efficient

[13]

Single-phase
crowbar circuits

• Zero current
state possible

• Prevents major
overvoltage

• Bulky circuit
• Costly
• Un-controlled
operation

• Reduction in
duration of
uncontrolled
operation

• Better results than
crowbar circuit

[14]

Modified DC link
based on
polypropylene as
well as
super-capacitor

• Economical
advantage over
methods like
DVR

• Simple, 100%
sag mitigation

• Bulkier RSC • In both the faults,
super-capacitor-
based scheme proved
superior to both DC
chopper and
polypropylene-based
modified DC link

[26]

GCSC in series
with rotor

• RSC inrush
currents
suppressed

• Controlled
operation

• Increased size • Inferior DC link
voltage profile as
compared to
crowbar-based
scheme for
single-phase fault

[27]

Inductor-type
superconducting
coil (SC)

• Damping of
power
fluctuations in
steady state

• Mitigation of
faults near to
DFIG

• Costlier • The use of optimal
SC proved to be
better than other
auxiliary devices
such as battery,
STATCOM and
non-optimal SC

[28]

reported in various references [22, 29–31]. AI methods have also been explored
because of their ability to handle nonlinear complications effectively. The merits
and demerits of control strategies-based techniques and inference drawn from some
notable references have been presented in Table 3.

3.3 FACTS-Based Techniques

FACTS devices possess the ability to control transmission systems’ parameters
therebygoverning its operation. Theparameters include current, voltage, phase angle,
damping of oscillations at various frequencies, and shunt and series impedance.
The static synchronous compensator (STATCOM) and the static synchronous series
compensator (SSSC) are highly versatile and effective FACTS controllers that are
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Table 2 Analysis of stator side protection strategies

Technique Merits Demerits Inference Ref.

Switch mode
operation of DFIG

• Total isolation of
stator from the grid

• Absorption of
reactive power

• Limited power
transfer

• MSDFIG offers
better results than
system with no
protection

[17]

R-type SFCL • Compact
• Simple operation

• Reactive power
requirement

• Successfully limits
quantities to
acceptable levels

[18]

Switch type SFCL • Overvoltage by
pass circuit not
required

• Controllability
improved

• Increased cost
• Size increased

• Switch type SFCL
was found to be
superior in all
aspects

[20]

R-type HTSFCL • Provides better
voltage and angle
stability

• Less complex

• Performance
deteriorates for
100% sag

• HTSFCL provided
fault ride through
but DVR system
offered more
flexibility

[21]

Low-rated SDBR
on stator side

• Cheaper than most
of the other stator
side protection

• Rapid
synchronization

• Cost varies largely
• Parameter
determination is
tedious

• Provided better
results with
different values of
SDBR than SRC
scheme

[22]

Table 3 Comparison of control strategies-based techniques

Technique Merits Demerits Inference Ref.

SRC control • Cheaper solution
• Simplicity

• Relatively poor
performance

• Inferior to SDBR
scheme

[22]

Magnetizing
Current Controller

• Sag detection not
necessary

• Faster response

• Adversely affected
by high turbine
speed

• Successful ride
through

[29]

Modified control
action of RSC and
GSC

• Overvoltage/
Overcurrent
protection not
required
• Cost effective

• Increased
mechanical stress

• Proposed scheme
proved better

[30]

GA tuned fuzzy
controller

• No auxiliary
hardware required

• Cost effective even
for larger dips

• Disturbances may
hinder performance

• Increased
complexity

• Effective
enhancement of
LVRT capability

[31]

fast emerging in power systems. These devices have the ability of four-quadrant
active and reactive power regulation thus can prove to be effective in assisting DFIG
in enhancing its FRT capability. Performance of a dynamic voltage restorer (DVR)
and STATCOM [32] has been investigated in various references. DVRs have been
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Table 4 Analysis of FACTS-based techniques

Technique Merits Demerits Inference Remarks Ref.

Super-capacitor
with
STATCOM

• Damping
enhancement

• Increased
cost

• Ride
through
worst
scenario

• Expensive [32, 39, 40]

DVR • Auxiliary
protection
devices not
needed

• Lowers
complexity

• Higher cost
• Complicated
• System size
increased

• Superior
than
crowbar
circuit

• Expensive [35, 41]

used for compensating deep and shallow symmetric and asymmetric voltage sags to
enhance the LVRT capability [33, 34]. A comparative study of these methods has
been presented in Table 4.

3.4 Hybrid Strategies-Based Techniques

The references discussed in previous sections have suggested methods which solely
rely on a single technique. However, every technique has its own share of difficulties.
Thus, the proposed schemes based on these techniques also have some drawbacks.
For instance, the crowbar-based schemes faces the problem of excessive reactive
power absorption, the DVR-based scheme are uneconomical and the various control
strategies-based scheme exhibits complexity and feasibility issues [10].

However, it is witnessed that the desired feature which cannot be provided by
one method is contributed by another. So it is possible to eliminate the drawbacks
of one method by combining it with another. Thus, the hybrid strategies have come
to the floor. The categories of these hybrid strategies comprise of combination of
conventional methods and are as follows [36–38]:

• Control strategies and FACTS
• FACTS and protective circuits
• Control strategies and protective circuits

Table 5 presents a comparison of hybrid strategies based on their merits and
demerits.
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Table 5 Analysis of hybrid strategies-based techniques

Technique Merits Demerits Ref.

Fuzzy controller with
crowbar

• Mitigation of swell
possible

• Capable of handling
general grid perturbations

• Faster convergence

• Upto 50% sags can be
mitigated

[14, 36]

RSC control with SDR • Simpler
• Cost effective
• Effective damping of
negative sequence
oscillation

• Conduction losses during
normal operation

[38]

Active compensator with
RCL

• Mitigation of deep sags
• Improved performance

• Inclusion of RCL may
induce disturbances

[37]

4 Conclusion

In this paper, a comprehensive reviewof various techniques for enhancement ofLVRT
capability of aDFIG-basedWTGhasbeenpresented. In order to impart clarity to clas-
sification, the techniques have beendistinctly segregated into (i) Protection strategies-
based techniques; (ii) Control strategies-based techniques; (iii) FACTS-based tech-
niques; (iv) Hybrid strategies-based techniques. Merits/demerits and assessment of
effect of various schemes on various performance parameters have been presented,
hence portraying the potential of each method. The enhancement of LVRT capability
has become an important aspect from power system stability point of view. Inefficient
LVRT capability may lead to grid collapse because of increased penetration of wind
power in the grid. Based on extensive review carried out in this paper, following
inferences have been drawn:

i. Reactive power support is demanded from the wind farms as per some grid
codes, but very few methods are able to provide it effectively.

ii. Hybrid methods can prove to be a major contributor in LVRT enhancement as
one method’s shortcoming can be overcome by the other. However, selection
of two strategies to be hybridized must be done judiciously.

iii. Some methods are proposed only for symmetric faults. Although symmetric
faults are mentioned in the grid codes, asymmetric faults are more common.
Therefore, it is desired that these techniques must be able to handle the
asymmetric faults as well.

iv. Almost all the methods have been devised for a stiff grid. However, the wind
farms connected grid is generally weak. Thus, future methodologies must be
designed as per the requirement of weak grid.

The review presented in this work is expected to assist researchers to apprehend
the extent of work achieved in this field and perform future analysis with better
efficiency and efficacy. This review also aims to assist researchers in selecting a
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specific technique based upon their requirements, thus facilitating improved system
performance.
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Design of Traffic Sign Detection Using
Hardware and Software Co-design

V. Muthu Ganesh and N. Janakiraman

1 Introduction

Traffic signal detection mandates a vital role in many applications like intelligent
driver assistance. Many traffic sign detection system detects the stop sign to reduce
the accidents, but other signs like speed limits, no U-turn can also be detected and
indicate it to the driver. At times, it may be very difficult-to-recognize traffic signs
accurately due to some environmental factors, and in such cases, traffic sign iden-
tification system is providing intelligent to the driver. There are various existing
systems for the designing traffic sign recognition that includes neural networks and
its variants, deep neural networks and convolution neural networks and also support
vector machine [1] (SVM). Even, FPGA-based hardware accelerators are designed
and achieved 12 frames/sec and energy consumption of 0.041 J/frame [2].

Though machine learning algorithms like DNNs and CNNs provide high detec-
tion accuracy, it is complex to implement and it works slowly for real-time traffic
sign detection, so we choose cascade classifiers because it is a simple algorithm for
designing. Since this CNN-based systems need a dataset of 43 classes of different
road sign images of size of 50,000 [3]. With 99.46% exact classification rate with
the burden of complex computational complexity. One method of making the detec-
tion accuracy more feasible, improved Libra R-CNN method [4] is used which uses
the difficult-to-distinguish target in training is proposed and got 3% more accuracy
than unimproved Libra R-CNN mean average precision. In pyramidal convolutional
networks [5], the Tsinghua-Tencent challenge was solved with 100 K benchmark by
adopting deep feature pyramidal architecture, and this architecture makes sensitive
semantic features for objects with fewer sizes. In another method, there are various
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hardware platforms available that includes FPGA [2], system-on-chip (SOC) and
graphics processing unit (GPU).

With Cascade classifiers [6] having minimum computation time and high detec-
tion accuracy of 15 frames/s in real-world applications. With similar fast detection
algorithm such as SURF [7], having SVGA video at 60 fps, it includes parallel
architecture and data flow methods to reduce the computational complexity. Other
detectors which depend on Haar features and linear classifiers, like Voila–Jones
framework [8], are used to benchmark different solutions and still the best detection
algorithms are missing. In a novel method [9], it is robust to variations of road signs
and this method results in finding different road signs in a single frame, and this
method uses both Viola–Jones framework along with deep learning.

Some other discusses FPGA-based FREAK [10], implements faster for SVGA
video at 60 fps. Having fast computation and provides high detection accuracy for ten
different traffic signs. In a particular method like speed limiting road sign recognition
and recognition usingMNIST andSVMdatasets [11], these architectures have results
approximately above 98% and are tested with STS, GTSRB and BTSD datasets, with
a processing time of 11ms. In TI OMAP [1], SVM-based classifiers are implemented
with 90% classification and recognition accuracies.

2 Background

Traffic sign detection has three main steps (1) processing, (2) conversion, and (3)
implementation (Fig. 1).

2.1 Processing

Processing is done usingmodel-based design (MATLAB and Simulink). Processing
follows three steps: (a) pre-processing, (b) classification and (c) post-processing
(Fig. 2).

Fig. 1 Flow for detecting
different traffic sign Processing

Conversion

Implementation
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Fig. 2 Flow for traffic sign
detection Pre-Processing 

Classification 

Post-Processing

2.1.1 Pre-processing

The very first step of pre-processing is image scaling which is followed by image
cropping. In this step, the input video is divided into frames and each frames of video
input get scaled to multiple levels. Scaling refers to resizing of the frames. Scaling
factorswhich is referred as resizing factors differs from 100 to 0%. The scaled images
are then cropped to a fixed level. During image cropping, the images are divided into
regions (4 parts or 6 parts). Cropped image block gets evaluated to check whether it
contains different sign or not. If size of the traffic sign is too large, adjustments will
be done by applying different scaling factors. Scaling factor increases the accuracy.

2.1.2 Classification

Classification is done using cascade classifiers. Several week stages are combined
together in order to get a strong classifier. During classification, the image blocks are
passed through each stages of the cascade classifier. Each stage will detect the traffic
sign by sliding window which contains Haar feature; it allows the image block to
the next stage if it contains the traffic sign and eliminates the blocks of image which
does not have the signs of different traffic signals of interest (Fig. 3).

Cascade classifier [6] in this classification few hundred samples of positive and
negative examples are trained and also it depends on Haar-like features. Once the
classifier is trained, it is given to detector. If detector detects traffic sign, bounding
box will bound over the sign. The classifier gives 1 as output if it has a traffic sign

Fig. 3 Flow for detecting
different traffic sign
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Fig. 4 Training flow for classifier

if not it gives 0 as the output. The classifier checks each and every location of the
image (Fig. 4).

The classifiers are built by using basic classifiers and they are at a different stage of
cascade is different and complex and using any one of boosting technique. Currently,
real AdaBoost, LogitBoost, discrete AdaBoost and real AdaBoost are supported. The
features are extracted from each and every stage from a given image block. There are
a variety of features, such as scale invariant feature transform, histogram of oriented
gradients [6], Haar-like feature [8] and so on. Some other discusses the trade-off
between different detectors have been presented [12]. Among that we use Haar-like
feature because it provides high accuracy and low computational cost (Fig. 5).

The Haar transform has a nature of symmetric and separable transform which
uses Haar function as base format. It exists for N = 2n, where n is an integer. It
is the simplest orthonormal wavelet function which can process an odd rectangular
pulse pair formats. The scale of the Haar functions may be varied in both width
and position. Haar transform contains 2N nonzero entries and all other transforms

Fig. 5 Haar features
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have N2 nonzero elements. These features are useful in the calculation of spectral
coefficients which have zero entries before the next retrieval processes.

For any particular classifier, a feature is specified by its position (1a, 2b, etc.) and
shape (1a, 2b, etc.), within the region of interest. For example, for third-line feature
(2c), the response is calculated based on the difference between the sum of image
pixels under the rectangle covering the twowhite stripes and two black stripes, which
is the whole feature and the sum of the image pixels under the black stripe multiplied
by number, 3 to compensate for the differences in the area size. The integral image
is used rapidly to calculate the sum of pixel values over rectangular regions. The
late stage classifier faces more difficulty than early stages. After all through cascade
classifier, the target sign will be contained in surviving image block.

2.1.3 Post-processing

In post-processing step, image block integration is done tomerge all the image blocks
into the superblock. Image block integration is done to acquire high density blocks
of image, using spatial filtering which belongs to the same superblock.

2.2 Conversion

After processing is completed, HDL coder is used to convert it to the portable
and synthesizable Verilog and VHDL code. Conversion is very necessary, so that
we can perform implementation using a hardware ZC706 board. HDL coder auto-
matically converts floating point to fixed point. HDL coder provides traceability
between Simulink model and the generated Verilog and VHDL code. It also used for
verification of high-integrity applications.

2.3 Implementation

The implementation of detection and traffic sign recognition is shown in the below
figures. RTL simulation and synthesis reports are also attached. Then, the bit stream
generated using HDL coder is loaded onto the FPGA board (Figs. 6, 7, 8 and 9).

The performance analysis and synthesis reports are the hardware performance
of the proposed system are evaluated in terms of resource utilization and operating
frequency.

FPGA = Zynq - 7000 XC7Z012S - 2FFG900C SoC

Maximum operating frequency = 722 MHz (14.027 ns)
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Fig. 6 Simulink detection block

Fig. 7 Simulink traffic sign recognition block

Fig. 8 RTL diagram of the traffic sign recognition

Slice logic utilization Used Available Utilization (%)

Number of slice registers 8499 301,440 2

Number of slice LUTs 7451 150,720 4

Number of LUT flip-flop pairs used 10,545

Number of RAMB18E1/FIFO18E1s 93 832 11

Number used as memory 49 58,400 1

Number of bonded IOBs 76 720 10

Number of DSP48E1s 11 768 11
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Fig. 9 RTL diagram of tracking

3 Simulation Results

Simulation results show that the hardware and software co-design system identifies
the traffic signs categories such as stop sign, speed limit and U-turn. The results are
shown as images as a sample for this classification (Fig. 10).

4 Conclusion

In this paper, we proposed a traffic sign detection systemusing hardware and software
co-design. Three types of traffic signs, namely stop sign, speed limit and no U-turn
sign are detected. False alarm rate is reduced to less than 1% by this system. True
positive rate of about 98% is achieved by using Haar features. Processing frame
rate is 120 frames/s. Before HDL conversion floating point to fixed point conversion
is performed in order to utilize the resources of FPGA efficiently. Camera can be
interfaced with FPGA in real-time applications. Apart from traffic sign detection,
other autonomous car technology can be extendedwith this by using computer vision.
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Fig. 10 Simulation results
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Electricity Generation Using Wind Tree

Yogesh Tomar, Ashutosh Kumar, Pradhan Singh Meena,
Sunil Kumar Yadav, Anshul Agarwal, and Vinay Kumar Jadoun

1 Introduction

Due to rapid industrialization and technological development, natural resources have
been exploited. Renewable and non-renewable are the two types of energy present.
As non-renewable energy is limited, it is necessary for us to move toward renewable
energy sources. Sunlight, wind, tides and geothermal are some of the renewable
energy resources. These resources renew naturally in a human time scale. In most
of the places, solar energy is being used as a replacement. But solar power system
requires sunlight throughout which make its less efficient. Solar panels have an
average efficiency of 15–20%. So we can shift toward wind energy which not only
has more efficiency of nearly 50% [1] but also produced less carbon dioxide and can
work 24 h a day. Wind energy is one of the fastest-growing energy sources in the
world. It is described as the process by which wind is used to generate electricity. In
this paper, electrical energy is produced using wind just like windmills but difference
is that a tree is designed in which its leaves rotate by the wind and generate electricity.
These leaves are called as Aeroleaf. Windmills are considered the only device for
wind energy but windmill has its disadvantages as they are very costly and noisy.
They can only be installed on selective locations, and also they affect the wildlife
such as primarily birds and bats. So wind tree comes as a great alternative to the
windmill as it is silent, compact ad can be installed irrespective of location.
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2 Literature Review

Since smart cities are becoming center of attraction for the advancement of devel-
oping countries, it is very important that these smart cites should have renewable
sources of energy. Therefore, large number of projects and research is going on in the
area of renewable energieswhether its solar, wind or hybrid of both, and to implement
such projects, many new technologies are coming up. Gilbert M. Masters, “Renew-
able and Efficient Electric Power Systems” in, John Wiley and Sons discussed wide
range of renewable energy systems [1]. The book mainly focused on wind and solar
energy and discussed various management and maintaining procedure within the
economic constraints. It is very informative resource for energy engineers and tech-
focused individuals. Also, recently, a France’s startup company named “Newwind”
[2] has successfully able to design a special product, which can be described as a fake
tree having small wind turbines as leaves. The company already started production
and has deployed a few units of that trees, which are currently being used for gener-
ating electricity inmany parts of Paris, and it is now expanding its market in the USA.
Similarly, in this paper, production of electrical energy using wind is discussed. This
paper represent the optimize use of wind energy by a artificial tree as whenever the
wind flows through the tree, its leaves rotate which in turn produce electric energy
without any noise or pollution. It can be installed in wide location unlike windmill
and can act as a substitute for non-renewable energy resources.

3 Wind Tree

The wind tree is a structure used as electric energy producing platform which is
shaped like a tree as shown in Fig. 1. This device is capable of capturing all types
of wind in cities or natural environments. Whether the wind flow is turbulent or
laminar, strong or light, it is capable of capturing it in all 360°. A small-sized wind
tree generally contains of 3–5 branches. Each of the branch carries six micro-wind
turbines named as Aeroleaf. Wind tree is proven an interesting alternative to the
windmills. It is much smaller, simpler, capable keeping the same design and silent
[2–4].

4 Wind Turbines

Wind turbines are used for producing electricity by rotation with the natural wind.
Wind energy is considered as renewable energy as it will never run out, and it is also
clean and reliable. Wind turbines can be differentiated in two types: horizontal axis
and vertical axis turbines [5, 6].
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Fig. 1 Wind tree [2]

4.1 Horizontal Axis Turbines

Horizontal turbines aremostly used in windmills.Windmills are installed in the areas
of high winds, and their turbines are very different fromAeroleaves as they can work
in low-speed wind also. These turbines consist of a rotor that has blade attached to it
which deflect with the wind, therefore, creating force on blades which further create
torque in the rotor shaft, and rotor rotates on its axis. In windmills, these turbines are
horizontal is positioned at the top.
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4.2 Vertical Axis Turbines

Vertical axis turbine has advantage as they can catch the wind from all direction so,
even a low-speed wind is able to create required torque and generate electricity. Size
requirement is also less in vertical axis [7]. The generators in this type of turbine
are positioned close to the ground and hence easily accessible. In wind tree, these
turbines are used, and it is known as Aeroleaf.

5 Aeroleaf

Aeroleaf is a vertical wind turbine used in wind tree for the production of electricity.
Each Aeroleaf is designed such that it is connected to a 12 V DC generator also
called dynamo. Aeroleaf is designed in an optimized aerodynamic shape so that it
can gather the smallest wind and air movement. In this paper, the design used for
Aeroleaf is savonius type as shown in Fig. 2. In this design, turbines have aerofoil
standing vertically on a shaft or platform. It is one of the simple design for vertical
turbine. It can contain two or three scoop-like foils which appear S-shaped from top
view. These are basically drag-type devices, and savonius turbines use much less of
the wind’s power than any other type of turbines. Because of its structure, it will
experience less air drag while moving against the wind than moving with the wind.

Fig. 2 Savonius-type wind turbine: a side view, b top view [8]
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6 Component Required for Wind Tree

6.1 Plastic Molded Aeroleaves

EachAeroleaf is made up of plasticmaterial and shaped specifically in savonius type.
These catch the winds and act as a propeller for generation action. It is connected to
one generator each.

6.2 12 V DC Generator

Instead of using AC generator, a 12 V DC generator is used as to avoid rectification
circuit and to make circuit cheap and compact. These generator is connected to a
common panel.

6.3 Auto Buck/Boost Converter

LM2577s module is used as a step up/down DC-DC converter for maintaining the
output voltage constant as if the wind input is low or high constant output voltage can
be delivered to battery. (input voltage: DC 4–35 V; output voltage: DC 1.2–25 V).

6.4 Rechargeable 12 V / 48 V DC Battery

All the output terminals of convertors are connected in series so that voltages from
all the Aeroleaves get added. Output of all four converters adds up to 48 V which is
stored in rechargeable batteries. The load according to the requirement is provided
supplied by batteries. If the load demand is AC, with the help of inverter, stored DC
is converted to AC.

7 Methodology and Working of Wind Tree

Working of this wind tree is like any other electricity generation system using a
turbine. Wind flows through the Aeroleaves and rotates them. The generator action
then takes place and emf is created, which is passed to the converters through wire
via braches of tree. The terminals of the converters have constant DC voltage. Such
converters are connected in series to produce higher output voltage. The resultant
voltage id used to charge the DC batteries. Battery can either be connected with a
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Fig. 3 Flowchart of whole setup of wind tree

DC load or through the inverter with AC load. The flowchart of the whole setup is
shown in Fig. 3.

The flowchart in Fig. 3 shows that the wind flows through the Aeroleaves and
rotates them. The generator action then takes place and emf is created which is
passed to the converters through wire via braches of tree. The terminals of converters
have constant DC voltage which is further connected to charge the DC batteries.
From battery, one can either connect a DC load or through the inverter, AC load can
also be connected.

8 Expected Model of Wind Treeand Its Technical
Description

Estimated model is shown in Fig. 4 having four Aeroleaves connected to trunk
through branches. All the internal connections are inside these branches. Generator is
placed just below theAeroleaves, and the rest of the components are placed separately
in a panel.

Table 1 shows the technical description of wind tree. This table consists of
maximum and average power of wind tree. Total number of Aeroleaf and average
power per Aeroleaf are also mentioned in this table.

9 Advantages/Disadvantages of Wind Tree

9.1 Advantages

• Complex gear system is not necessary unlike windmills.
• Require less space than solar panels and can be installed on rooftops, balconies

or gardens.
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Fig. 4 Expected model of
wind tree

Table 1 Technical
description of wind tree

Maximum power 120 W

Average power 100 W

Total no. of Aeroleaf 4

Average power per Aeroleaf 25 W- 30 W

• Work more silently with noise less than 5 dB and produce less CO2 which help
in pollution control.

• Transmission of power from generation to load is easy and cheaper as these are
present near to the consumer premises

• Threshold wind for working of its turbine is very less and irrespective of direction;
hence, it can produce electricity throughout the year.

9.2 Disadvantages

• Vertical axis turbine are consider less efficient than horizontal axis turbine. Hence,
they are not able to produce more electricity out of wind.

• For larger power generation cost of installing, these trees become high and
complex
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• Wind trees cannot become a complete independent source for a particular
office/house.

• As power generated is DC extra cost of converters, devices along with their
maintenance are required.

10 Application with Respect to Society

• One of the major advantage of wind trees is that they can work silently with noise
level of less than 5 dB, and it has very less wind threshold and irrespective of
wind direction. These some properties make wind trees more efficient, and they
can be installed at any locations.

• Power can be provided for up to 15 street lamps with these wind tress which in
turn reduce the electricity demand.

• As electric vehicles are going to take over, these trees can play a major role in
that as it can provide charging stations for vehicles. Also can be used for mobile
and laptop charging.

• These tree can also be used in commercial shops, parking lots, schools as it not
only provide electricity but also improve the scenic beauty of place due to its
tree-like structure.

11 Conclusion

This paper presents a new technique of generating electricity which is totally eco-
friendly and is reliable. Non-renewable energy is limited, and it is necessary for
us to move toward renewable energy sources. Since the conventional windmills are
criticized for large, noisy and selective location therefore this paper provides an
alternative for energy generation by wind i.e instead of generating electricity by
windmills, artificial trees known as wind trees is discussed in which its leaves will act
as horizontal turbine and generate electricity.Wind tree is a new emerging technology
inwhich leaves of the tree are designed such that it can rotate easily irrespective of the
direction of wind and with very less threshold air speed. All the leaves are connected
to generator and battery through branches. This paper displays the optimize use of
wind energy as when the wind flows through the tree, its rotate which in turn produce
electric energy without any noise or pollution. It can be installed in wide location
unlike windmill and can act as a substitute for non-renewable energy resources.
Whole system setup, material required has been discussed along with advantages
and application with respect to society.
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12 Future Scope

After solar energy, wind energy revolution can also help world to completely shift
to the renewable energy source. Wind tree is affordable, efficient and have many
application. In the future, we all know electric cars/vehicles going to be on roads so,
they will require charging stations. For that, these wind trees can be used. Providing
residents an alternative source of electricity can help them in times of power cuts.
As these wind trees do not create any kind pollution, it will help to lower down the
pollution level especially in cities like Delhi. These trees along with hybrid solar
panel can result in a large energy source which will be very beneficial [9]. In the
coming future, wind energy will play a vital role in shaping India economically and
in sustainable development.
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Reliability-Based Optimal Sizing
for an Isolated Wind–Battery Hybrid
Power System Using Butterfly PSO

Priyanka Paliwal

1 Introduction

Hybrid power systems [1] using inexhaustible sources of energy like solar and wind
have gained a lot of importance in recent years. These are particularly suitable for
secluded location where it is not possible to provide grid extension. Wind energy
presents an unrestrained and environment friendly alternative to fossil fuel-based
generation. As per the statistics presented by World Wind Energy Association, the
capacity of wind has reached 650.8 GW toward the end of 2019. India has shown a
remarkable growth and holds fourth position worldwide in terms of installed wind
capacity [2]. The benefits and shortcomings of wind-based generation are briefly
discussed as follows [3]:

Advantages

• Lower operating costs of wind-based technologies results in reduction of total life
cycle costs.

• A suitable mix of two independent technologies results in increased reliability of
system.

• Reduces environmental impact by decreasing reliance on conventional fossil fuel-
based technologies.

• Encourages utilization of locally available resources.

Disadvantages

• Increased expenditure due to higher capital costs.
• Reliability issues due to variable nature of wind.
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The key issue in utilization of wind power is the effect of intermittency of wind
speed [1, 4]. This becomes further significant if wind power generation is deployed
for autonomous applications [5]. Integration of electric energy storage has been
seen as a powerful solution in order to deal with intermittency associated with these
resources [6, 7]. Thus models for reliability analysis of systems based on wind and
storage have been put forward by researchers.

Optimal sizing problem involving wind-based generators and storage has been
discussed in several references [1,5,8,9] economic evaluation. The sizing problem
has been primarily focused on system reliability, cost, and environmental emissions.
Paliwal et.al. [1] have proposed planning considering techno-socioeconomic criteria.
Akram et al. [8] have put forward a two level optimization for renewable energy-
based generators and storage. Ajlan et al. [10] have conducted a feasibility study for
off grid systems. Optimal resource planning has also been done in [6, 11, 12].

Various optimization techniques have been used for solving optimal component
sizing problem. Yang et al. [13] have used genetic algorithm for determining compo-
nent sizing of hybrid system battery. PSO [14] and simulated annealing-Tabu search
[15] have also been employed for optimal sizing.

This paper proposes a reliability constrained determination of optimal component
sizes for a wind–battery storage-based isolated hybrid power system. Thewind speed
has been modeled using Weibull probability density function. The battery storage
sizing is carried out in conjunction with wind generation to offset the effect of inter-
mittency of wind speed. An efficient metaheuristic called as butterfly particle swarm
optimization (BF-PSO) is used to obtain the optimum component size. The results
have been analyzed to facilitate a deeper understanding into planning problem. A
case study has been carried out for isolated power system sited in Jaisalmer, India.

The organization of paper is as follows: In Sect. 2, the modeling of wind speed
and output power has been explained. Section 3 presents the problem formula-
tion. In Sect. 4, the methodology involving implementation of Butterfly PSO has
been discussed. Section 5 presents case study and discussion on results. In Sect. 6,
conclusion from work has been discussed.

2 Wind Power Modeling

The modeling of wind speed is carried out using Weibull distribution as follows [1]:

fw(v) = k

c

(v

c

)k−1
e−(v/c)k for v > 0, c > 1 and k > 0 (1)

where v=wind speed inm/s, fw(v) = Weibull probability density function for wind
speed, k and c represent the shape and scale parameters, respectively, of Weibull
distribution.
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Fig. 1 Power curve of a
wind generator
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The primary parameters which affect generation of output power are cut-in, rated,
and cut-out speed, respectively. This characteristic is typically depicted in power
curve as shown in Fig. 1.

The power from wind generators is expressed as [8]:

Pw(v) =

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

0 v ≺ vcut_in

Prated × v−vcut_in
vrated−vcut_in

vcut_in ≤ v ≺ vrated

Prated vrated ≤ v ≤ vcut_out

0 v ≥ vcut_out

(2)

where vcut_in, vrated, vcut_out = cut-in, rated and cut-out speed, respectively of wind
generator(m/s), Prated = Rated power of wind generator(kW).

3 Problem Formulation

The optimal component analysis of wind–battery hybrid power system is performed
on the basis of objective function as well as constraints which are explained as
follows.

3.1 Objective Function

The objective function employed in this paper is Levelized cost of energy, LCOE

Minimize LCOE (3)
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The different cost components associated in determination of LCOE have been
calculated as explained in [1].

3.2 Constraints

The various constraints used in optimal sizing problem are as follows:

Constraint on system reliability

EENS ≤ EENSre f (4)

where EENS = Expected energy not served, kWh, EENSref = Reference value of
EENS used for system planning.

Constraint on capacity of units

The wind generator and battery storage units are restricted by maximum and
minimum values

CWmin ≤ CW ≤ CWmax (5)

CBmin ≤ CB ≤ CBmax (6)

CWmin and CWmax is minimum and maximum capacity, respectively, of wind
generators, kW.

CBmin and CBmax is minimum and maximum capacity, respectively, of battery
storage, kWh.

Constraint on battery parameters

State of charge (SOC) of battery is to be restricted within minimum and maximum
values.

SOCmin ≤ SOC ≤ SOCmax (7)

4 Methodology: Implementation of BF-PSO

The problem of determining optimal component size for of wind–battery system is a
constrained discrete combinatorial optimization problem. For solving optimization
problem, a modified version of classic PSO called as Butterfly PSO [16] has been
used. The BF-PSO mimics the natural intelligence and information sharing mech-
anism which the butterflies exhibit during nectar search process. The velocity and
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position of each particle are calculated as follows:

vid(k + 1) = wkvid(k) + Sk(1 − Pk)C1r1[Pbestid(k) − xid(k)]
+ PkgC2r2[gbestd(k) − xid(k)] (8)

xid(k + 1) = xid(k) + αkvid(k + 1) (9)

where xid = Position, vid = velocity, Pbestid = Personal best and gbestd = global
best position of dth dimension of ith particle, wk = inertia weight for kth iteration,
C1 and C2 = acceleration coefficients and r1 and r2 are random variable (0 to 1), Sk
= butterfly sensitivity toward flower and Pk = probability of food for kth iteration,
α = time varying probability coefficient.

The values of sensitivity and probability are considered varying between 0.0 and
1.0 and are expressed as a function of iteration as follows:

Sk = e−(iteration max− iteration k )/ iteration max (10)

where iterationmax = maximum number of iterations and iterationk = kth iteration
count.

Pk = Fitnessgbest,k/
∑

Fitnesspbest,k (11)

where fitnesspbest,k and Fitnessgbest,k = Fitness of pbest and gbest solutions respec-
tively in kth iteration, Pkg = probability of global best (for global solution, Pkg =
1)

αk = rand∗Pk (12)

where, rand = random number in the interval [0, 1].
The flowchart depicting implementation of BF-PSO is presented in Fig. 2.

5 Case Study and Results

The optimal sizing study is conducted for isolated hybrid power system situated in
Jaisalmer, India. The peak load of system is 70 kW, and the load data has been
obtained from [17]. The data for wind speed has been obtained from [18]. As
discussed in Sect. 2, wind speed has been modeled using Weibull pdf. Figure 3
shows the wind speed and respective probabilities for time slot 1:00–2:00 pm for a
day of each season. Such pdfs are obtained for each time segment. This facilitates
the acknowledgment of intermittent nature of wind speed.
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Fig. 2 Implementation of BF-PSO for optimization problem

The technical and economic parameters considered in the analysis have been
obtained from [1]. The reliability criterion used for carrying out optimal sizing
problem is subjected to following constraint:

EENS ≤ 0.5%.

The correlation between intermittent wind generators and battery storage is being
established by using probabilistic battery state model [19]. The optimal solving
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Fig. 3 Wind speed and respective probabilities for time slot 1:00–2:00 pm

problem is solved using Butterfly PSO explained in Sect. 4. The convergence char-
acteristics are presented in Fig. 4. Table 1 presents the result of optimal sizing
study.

As shown in Table 1, the optimal wind and battery capacity required to main-
tain required reliability standard are 250 kW and 712.8 kWh, respectively. This
combination presents the lowest LCOE = 0.3891 $/kWh.

The intermittency associated with wind generators is counteracted effectively
by battery storage. Figure 4 presents the curves for load, power supplied by wind
generators and battery storage for a particular day of every season. The importance
of battery storage in maintaining system reliability is clearly asserted in Fig. 5. This
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Table 1 Results of optimal sizing problem

Capacity of wind
generators (kW)

Capacity of Battery
storage (kWh)

TLCC (k$) LCOE ($/kWh) EENS (kWh)

250 712.8 1433 0.3891 969.66
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is further demonstrated in Fig. 6 which depicts the variation of battery SOC over
24 h.

6 Conclusion

In this paper, optimal sizing of an isolated power systembased onwind generators and
storage has been presented. The focus of system planning is to determine the optimal
component sizes such that system is not only reliable but also cost-effective. The
variability inherent with wind power is counteracted by integrating storage in right
proportion. In order to adequately address the stochastic behavior, the wind speed
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has been modeled using Weibull pdf. Seasonal variations in wind speed have been
adequately accounted for. The optimization has been carried out using a very efficient
metaheuristic, Butterfly PSO. TheEENS has been used as a reliability constraint, and
LCOE has been used for economic evaluation. It has been asserted that storage forms
an integral component of isolated power system using renewable energy sources like
wind. The formulation presented in this paper can serve as a tool for a well-organized
and effective system planning.

References

1. Paliwal P, Patidar NP, Nema RK (2014) Determination of reliability constrained optimal
resource mix for an autonomous hybrid power system using particle swarm optimization.
Renew Energy 63:194–204. https://doi.org/10.1016/j.renene.2013.09.003

2. Chaurasiya PK, Warudkar V, Ahmed S (2019) Wind energy development and policy in India:
a review. Energy Strategy Rev 24:342–357. https://doi.org/10.1016/j.esr.2019.04.010

3. Paliwal P, Patidar NP, Nema RK (2014) Planning of grid integrated distributed generators:
a review of technology, objectives and techniques. Renew Sustain Energy Rev 40:557–570.
1016/j.rser.2014.07.200

4. Bhargava SK, Das SS, Paliwal P (2014) Multi-objective optimization for sizing of solar-wind
based hybrid power system: a review. Int J Innov Res Sci Eng Technol 3(4):195–201

5. Paliwal P (2020)Reliability constrained planning and sensitivity analysis for solar-wind-battery
based isolated power system. Int J Sustain Energy Planning Manage 29:109–126. https://doi.
org/10.5278/ijsepm.4599

6. Paliwal P, Patidar NP, Nema RK (2020) Probabilistic indices for analyzing the impact of DER
penetration on system reliability. IET Renew Power Gener 14(12):2154–2165. https://doi.org/
10.1049/iet-rpg.2019.1214

7. Paliwal P, Patidar NP, Nema RK (2012) Fuzzy logic based model for determination of battery
state of charge applied to hybrid power system. J World Acad Eng Sci Technol 71:1164–1168

8. Akram U, Khalid M, Shafiq S (2018) Optimal sizing of a wind/solar/battery hybrid grid-
connected microgrid system. IET Renew Power Gener 12(1):72–80. https://doi.org/10.1049/
iet-rpg.2017.0010

9. Kumar A, Singh AR, Deng Y, He X, Kumar P, Bansal RC (2018) A novel methodological
framework for the design of sustainable rural microgrid for developing nations. IEEE Access
6:24925–24951. https://doi.org/10.1109/ACCESS.2018.2832460

10. Ajlan A, Tan CW, Mohamed Abdilahi A (2017) Assessment of environmental and economic
perspectives for renewable-based hybrid power system in Yemen. Renew Sustain Energy Rev
75:559–570. https://doi.org/10.1016/j.rser.2016.11.024

11. Huanna N, Lu Y, Jingxiang Z, Yuzhu W, Weizhou W, Fuchao L (2018) Flexible-regulation
resources planning for distribution networks with a high penetration of renewable energy. IET
Gener Transm Distrib 12(18):4099–4107. https://doi.org/10.1049/iet-gtd.2018.5531

12. Wang L, Singh C (2009) Multicriteria design of hybrid power generation systems based on a
modified particle swarm optimization algorithm. IEEE Trans Energy Convers 24(1):163–172.
https://doi.org/10.1109/TEC.2008.2005280

13. Yang H, Lu L, Fang Z (2008) Optimal sizing method for stand-alone hybrid solar–wind system
with LPSP technology by using genetic algorithm. Sol Energy 82(4):354–367

14. Wang L, Singh C (2007) Compromise between cost and reliability in optimum design of an
autonomous hybrid power systemusingmixed-integer PSOalgorithm. International conference
on clean electrical power, pp 682–689

15. Katsigiannis YA, Georgilakis PS, Karapidakis ES (2012) Hybrid Simulated annealing–Tabu
search method for optimal sizing of autonomous power systems with renewables. IEEE Trans
Sustain Energy 3(3):330–338

https://doi.org/10.1016/j.renene.2013.09.003
https://doi.org/10.1016/j.esr.2019.04.010
https://doi.org/10.5278/ijsepm.4599
https://doi.org/10.1049/iet-rpg.2019.1214
https://doi.org/10.1049/iet-rpg.2017.0010
https://doi.org/10.1109/ACCESS.2018.2832460
https://doi.org/10.1016/j.rser.2016.11.024
https://doi.org/10.1049/iet-gtd.2018.5531
https://doi.org/10.1109/TEC.2008.2005280


172 P. Paliwal

16. Kamdar R, Paliwal P, Kumar Y (2019) A hybrid multi-agent based BFPSO algorithm for
optimization of benchmark functions. J Circ Syst Computers. https://doi.org/10.1142/S02181
26620501121.

17. Reliability test system task force of the application of probability methods subcommittee
(1999). The IEEE reliability test system-1996. IEEE Trans Power Syst 14(3):1010-1020

18. Mani A (1992) Wind energy resource survey in India-II. Allied Publishers Limited
19. Paliwal P, Patidar NP, Nema RK (2014) A novel method for reliability assessment of

autonomous PV-wind-storage system using probabilistic storage model. Int J Electr Power
Energy Syst 55:692–703

https://doi.org/10.1142/S0218126620501121


Analyzation of Temperature Rise
in Induction Motor for Electric Vehicles

Sohail Khazi, Anusha Vadde, Krishnan Manickavasagam,
Govind R. Kadambi, Venkat Narayanan, B. M. Lokesh, Swapan Sarkar,
and Jagadeesha

1 Introduction

Induction motors are a common drive for all applications. In the design stage of
induction motor, determination of temperature distribution is the crucial problem.
The temperature distribution in all the part of the machine depends on the electro-
magnetic losses. The losses in an induction motor bring about the temperature rise
which can cause thermal stresses. Direct temperature measurement, parameter-based
temperature estimation and computational approaches are used tomonitor the thermal
stresses continuously in induction machine for thermal analysis. In direct temper-
ature measurement, thermal monitoring performed using sensors requires constant
human interpretation. In parameter-based temperature estimation, stator and rotor
resistance are predicted using DC injection, sensor less rotor speed detection and
Goertzel algorithm. In this method, sensors are not used and hence accuracy is
quite good compared to direct temperature measurement method [1]. Computational
approaches for thermal analysis are further classified as lumped parameter thermal
network model (LPTNM), computational fluid dynamics (CFD) and finite element
analysis (FEA).

LPTNM is an analytical approach which is very fast and low computational time
compared to other approaches. The accuracy of this model is highly depends on
thermal parameters and the heat transfer coefficients [2]. The difficult level increases
with the complexity of the model due to the conversion of network model from the

S. Khazi · A. Vadde (B) · K. Manickavasagam · G. R. Kadambi
Ramaiah University of Applied Sciences, Bangalore, Karnataka, India
e-mail: anushav.ee.et@msruas.ac.in

K. Manickavasagam
e-mail: manickavasagam.ee.et@msruas.ac.in

V. Narayanan · B. M. Lokesh · S. Sarkar · Jagadeesha
ABB India Pvt Ltd, Bangalore, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
R. C. Bansal et al. (eds.), Advances in Energy Technology, Lecture Notes in Electrical
Engineering 766, https://doi.org/10.1007/978-981-16-1476-7_17

173

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-1476-7_17&domain=pdf
mailto:anushav.ee.et@msruas.ac.in
mailto:manickavasagam.ee.et@msruas.ac.in
https://doi.org/10.1007/978-981-16-1476-7_17


174 S. Khazi et al.

complex geometrical models. In this approach, the accuracy is increased when the
complexity of the model is simpler.

CFD is the numerical approach which is used to model any geometry. CFD
is mainly utilized to determine the coolant air flow rate, pressure distribution and
velocity in the cooling areas or locations around the motor. CFD analyzes the levels
of heat transfer on the surface in the active materials and other solid structures. This
method can predict the heat flow in complex regions such as around the motor, end
windings and within rotor bars. Computation of temperature due to convection is
the limitation of FEA [3]. CFD approach is used in 2D and 3D models for anal-
ysis depending on the geometry. 3D models require large model setup and more
computation time which depends on PC configuration and speed.

FEA is a numerical method for solving the systems of governing equations over
a domain of continuous physical system. Thermal analysis is one of the module in
FEA and compatible for solving the 2D and 3D models which are presented in [3–
5]. In complex geometrical models, FEA plays a vital role for computation of heat
transfer, thermal conductivity and power losses accurately. The thermal analysis of
the induction motor in different conditions is given in [6–10]. Since the mode of
heat transfer is involved with conduction and convection in parts of the motor, the
combination of CFD and FEA is accounted for in this work. Effect of loading an
induction motor is investigated in terms of temperature rise and is given in [11].

There are few literatures available to predict the temperature rise of induction
motors. Change in load causes variation in temperature and resistance which leads
to variation in torque. Temperature rise of the SCIM directly affecting the full load
torque. Hence, after certain life span of motor, the SCIMs are not able to utilize to
maximum rating [10]. As a result, the performance of induction motor in electric
vehicle decreases. This leads to make an attempt to predict the temperature in all the
parts of the motor using FEA.

Thermal management is required for induction motors which are prominently
using in electrical vehicles. Hence, the computation of temperature rise is needed at
ambient temperature for the analyzation of performance and reliability of induction
machine [13].

In this research work, A 15 kW tightly enclosed fan cooled (TEFC) three-phase
squirrel cage induction motor (SCIM) is considered for the thermal analysis. The
geometrical model of SCIM is created, and heat distribution is analyzed for rated
load under steady-state conditions at 25 °C ambient temperature. An attempt is made
to find the temperature rise in all parts of the motor. The main scope of the research
is as follows:

• To observe the temperature rise in all parts of the motor without fins and fans
• To observe the temperature rise in all parts of the motor with fins and fans
• To observe the temperature rise reduction in the motor by modification in fins

design
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Fig. 1 Proposed approach

2 Proposed Approach for Thermal Analysis

In general, thermal analysis is carried out under different operating conditions such as
starting, no load, running, rated load and maximum load at steady-state and transient
state [12]. The design aspects of SCIM involve without fins, with fins and modifica-
tion of fins. In this work, rated load is considered at steady state with all the design
aspect. A 15 kW, SCIM of three-phases, TEFC is considered for thermal analysis
using FEA and CFD which gives the temperature as output. The proposed approach
is given in Fig. 1.

3 Model of TEFC-Type Induction Motor

3.1 Specifications of TEFC Induction Motor

TheCFD analysis is initiated by accompanying by the heat sources. This heat sources
are computed by the specifications of the SCIM three-phase, 15 kW, TEFC induction
motor listed in Table 1.
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Table 1 Specifications of
15 kW TEFC-type induction
motor

Type M2BAX160LB4 (IE1)

Voltage 415 V

Rated current 28.18 A

No load current 11.72 A

Power 15 kW

Pole 4 no

Rated speed 1461.8 rpm

No load speed 1498 rpm

Efficiency 90%

Temperature tolerance class and
insulation class

B and F

3.2 Calculation of Heat Sources

Heat sources are computed in terms of the power losses per volume and given as
input to the CFD analysis. The losses for each part of the machine are provided by
ABB India Pvt Ltd. and heat source are given in Table 2.

In meshing, along with the solid domains five fluid domains are created. The fluid
domain is created to capture the air flow inside and around the motor, over the fins
and near the fan using CFD analysis.

• Two fluid domains are created near the fan; one stationary and one rotating fluid
between fan cover and the fan.

• Two fluid domains are created inside the motor; one is stationary fluid domain
between inner surface of the outer frame and stator core. Second one is outer
frame to rotating fluid domain where there is air gap observed near the end bells,
shaft, conductors, rotor core and stator core.

• One fluid domain is the external fluid domain that is rectangular box. The overall
meshed model for the induction motor is represented in Fig. 2.

• The created meshed model is exported to the ANSYS CFD tool for analyzing the
temperature distribution of SCIM inductionmotor. Conservative heat transfer flux
is assigned to the domain interfaces such that heat transfer takes place among the

Table 2 Calculation of heat
sources

Motor components Losses (W) Heat Sources (W/m3)

Stator core 247.14 56,795

Rotor core 204.2 71,148.09

Stator windings 734.2 284,205.77

Rotor bar 5.43 10,053.69

Shaft 83.4 79,061.13

Short circuit ring 203.37 342,431.38
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Fig. 2 Overall model setup

domain-domain interfaces or the coupled boundary conditions such as fluid–solid
interfaces, solid–solid interfaces or fluid–fluid interfaces.

4 Results for Thermal Analysis of Induction Motor

Thermal analysis is carried out at rated load under steady-state condition of 25 °C
ambient temperature.

4.1 Air Flow in Motor

The air flows are captured for two rotating fluid domains inside the motor and one
rotating fluid domain that is external domain. Air flow inside the fan casing, near the
end bells inside the motor and over the fins are captured in the form of vector plot of
ANSYS CFX tool. The air flow velocity and air flow rate of the motor at the rated
speed of 1461.8 rpm are in Table 3. Both air flow velocity and speed value decreases
as the air flow travels in the axial direction from the non-driving end to driving end
of the motor as observed in Table 3. The maximum air flow velocity of 21.45 m/s

Table 3 Details of the air flow inside the motor

Locations Air flow velocity (m/s) Air flow rate (m3/s) Speed (rpm)

Over the fins 8–11 0.59–0.82 496–682

Fan casing 8.30–23.57 0.62–1.75 514.6–1461.8

Near end bells 2.77–19.38 0.15–1.08 198.14–1386.3
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Fig. 3 a Vector plot of air flow over the fins, b air flow near terminal box

at speed of 1461.8 rpm is observed inside the fan casing as shown in Fig. 3a. From
Fig. 3b, it is clearly observed that the air hits the top of the terminal box and flows
in the backward direction in the section ‘aob’.

4.2 Prediction of Temperature Rise in Various Parts
of the Motor

In order to examine and analyze the temperature rise in each part of the motor,
FEM analysis is performed on the developed mesh model for each part of the motor.
Temperature contour plots of rotor core, stator core, shaft, stator windings, rotor bars
and squirrel cage at rated load condition are represented in Fig. 4, which gives the
prediction of the mean temperature values under steady-state condition for the rated
load at 25 °C ambient temperature. From the temperature contour, it can be observed
that the temperature at the center of each parts of motor is high compared to its
driving end and non-driving end. This can be observed from the color of contour.

Discretization of each part of the motor is analyzed by the computational tool for
thermal analysis. In the proposed method, it is possible to observe the temperature
of the motor for any number of fins in outer frame. Fins and fans are the main
components to dissipate the internal heat of the motor to the atmosphere. In this
simulation studies, it is possible to change the number of fins and shape of the fins.
In this work, 100% (with fins) and 0% of fins (without fins) with fans are considered
for study to observe the temperature rise in the presence and absence of fins. The
operating temperature of the motor is influenced by the ambient temperature. The
analysis is performed by considering the 25 and 50 °C ambient temperatures. The
results are produced in Fig. 5 at 25 °C ambient temperature without fins and with
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Fig. 4 Distribution of heat in a rotor core, b stator core, c stator windings, d rotor bars, e squirrel
cage and e shaft

fins. From Fig. 5, for 0% fins with fan, the temperature of stator winding is reached
to 83.55 °C which is maximum and temperature near the fan is 13.66 °C is minimum
among all other parts of the motor. Figure 5 also indicates that for 100% fins with
fan, and the temperature of stator winding is reached to 68.62 °C which is maximum
and temperature near the fan is 10.61 °C is minimum among all other parts of the
motor. The stator winding draws the rated current and act as main heat source due to
copper losses so that the temperature is maximum. The generated heat is dissipated
gradually by conduction and convection across various parts of themotor and reaches
minimum in the outer frame.

To check the feasibility of the proposed method, the fin is modified from width of
5–10 mm and height is modified from 35 to 37 mm as shown in Fig. 6 so that both
width and height increased to a percentage of 2 and 1%.
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Fig. 5 Temperature rise in all parts of the motor under full load at 25 °C ambient temperature

Fig. 6 Modified fins design

The thermal analysis of 0% of fins, 100% of fins and modified fins are performed
using CFD model. The impact of the modified fins on the temperature rise of motor
is indicated in Fig. 7. The temperature rise is high for 0% fins under no load and rated
load compared to 100% fins and modified fins design of motor. The temperature rise
is observed at the 25 °C ambient temperature.
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Fig. 7 Temperature rise in
the motor with fins, without
fins and modified fins

4.3 Validation of Results

Themotor is made to run at rated load and allows to reach thermal equilibrium. Ther-
mocouples are placed inside the various parts of the motor and on the motor surface.
The temperature rise is predicted experimentally under the steady-state condition at
25 °C ambient temperature. The results are depicted in Fig. 8 represents the temper-
ature rise in stator windings, frame driving end (ED), bearing DE and NDE which
are main parts influencing the surrounding environment of motor in electric vehicles.
From Fig. 8, it can be observed that the computational results are near to the experi-
mental results provided by ABB India Pvt. Ltd. Temperature rise is been measuring
experimentally by the resistance temperature detector on the windings is shown in
Fig. 9.

Fig. 8 Validation of experimental and simulation results at 25 °C ambient temperature
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Fig. 9 Mounting the resistance temperature detector (Courtesy by: ABB India Pvt. Ltd.)

5 Conclusion

The thermal analysis of induction motor is beneficial for designing the windings
of stator, stator core, rotor bar, stator frame and insulation level. In this work, 15
kW TEFC-type SCIM model is implemented using FEM. Heat source is given as
input which results the heat distribution across the various parts of the motor. The
proposed method is analyzed for 0% fins, 100% fins and modified design of fins
which gives the temperature rise under no load and rated load conditions at 25 °C
ambient temperature. The simulation results are compared with the experimental
results provided by ABB India Pvt. Ltd. The results show that the temperature can
be observed at any part of the machine and even the distribution of temperature can
be observed at element wise. This result proves that rise in temperature at each part
of machine gradually effect the performance of electric vehicles.
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Technical Review on Optimal Reactive
Power Dispatch with FACTS Devices
and Renewable Energy Sources

S. N. V. S. K. Chaitanya, R. Ashok Bakkiyaraj, and B. Venkateswara Rao

1 Introduction

ORPD, in general, is deliberated as a global optimization problem with a nonlinear
and non-continuous function. It shows a main role in enlightening the economy and
security in the process of the power systems. The ORPD achieves the reactive power
flow within the limits of the system. The problem of reactive power is more difficult
to solve than the optimal power flow problem due to its additional complex associa-
tion among variables. Many techniques are implemented to decipher the problem of
ORPD. In the conservative methodologies to the ORPD problem, search direction is
considered based on the objective function of voltage gradient, with the assumption
of voltage and angle changes does not affect the true power and reactive power. But in
actual practice, true power losses are affected by true power variation, which is influ-
enced by phase angle. So the gradientmethodsmay not search in proper direction and
may not converge if the system is big. This indicates that gradient methods may not
useful to solve ORPD problems. That is why heuristic optimization techniques have
been established to elucidate the ORPD problems like genetic algorithm, PSO, ABC
method, moth flame optimization, whale optimization technique, ant lion optimizer,
HPSO and imperialist competitive algorithms, GSA, improved harmony search algo-
rithm, gray wolf optimizer, PSO in graph theory, chaotic krill herd algorithm, advice
genetic algorithm, chaotic artificial bee colony differential evolution, group search
optimization, directional bat algorithm, hybridization of PSO with firefly algorithm,
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multiobjective differential evolution, moth flame algorithm, water wave optimiza-
tion, etc. ORPD shows a main role in efficient optimal economical operation and
planning of power system. The power system is the key task of ORPD problem for
minimizing the power losses, improving the system stability and voltage deviation.
These ORPD problems are applied to different IEEE9, 14, 30, 39, 57, 59, 118, and
300 bus systems.

FACTS devices have been suggested as an active alternate for monitoring power
flow and adaptable bus voltage in power systems, resulting in an improved transfer
capability, little system losses, and improve stability. In the case of first generation,
FACTS devices are utmost modest devices and fewer complexes and less disparity.
SVC, TCSC, and TCPST are examples of first era FACTS devices. The second era
FACTS device is used in interrelated systems. Interline power flow system which
affords better voltage control under variation of load, series–parallel united devices is
the second era devices. STATCOM, SSSC, UPFC, IPFC are examples of second era
FACTS devices. The deployment of FACTS devices have so many advantages, out
of which some of them are environmental assistance, improved stability, enhance-
ment of quality of supply, flexibility and uptime, minimal maintenance cost, etc.
This boosts the current authors to practice these FACTS devices in this work. The
difficult of reactive power and voltage control by predictable optimization techniques
similar to linear programming, nonlinear PPG, mixed integer method, decomposi-
tion practice, dynamic encoding were deliberate in last 20 years. Additionally, no.
of mathematical optimization procedures such as interior point method, quadratic
programming, and Newton’s techniques were projected to elucidate the traditional
problem of ORPD. However, in preparation, these methods failed to give the solu-
tion of ORPD problem consisting FACTS devices because these devices display
the order nonlinearity in power system. So these days, meta-heuristic techniques
are established to solve ORPD problem consisting FACTS devices. These methods
are oppositional krill herd algorithm, TLBO, symbiotic organisms algorithm, quasi-
oppositional chemical reaction optimizer, harmony algorithm, glowworm swarm
optimization, chaotic krill herd algorithm, etc.

For further enhancing the system performance, incorporate the renewable energy
sources like solar, wind, and small-pumped storage plants in power system by
using minimizing the fuel cost, minimization emission. These are presented in
stochastic multiobjective ORPD, SHADE-EC algorithm, Jaya algorithm, dance bee
colony (DBC), cuckoo search algorithm (CSA), etc. The reaming paper is struc-
tured as follows: primarily, literature review of most collective mathematical inven-
tions of ORPD achievable with single- and multiobjective optimization methods. In
succeeding section, the review related to practices is used to elucidate the ORPDwith
FACTS devices labeled and ordered. Additionally, numerous comparative studies are
obtainable along with non-conventional energy sources. Lastly, particular significant
conclusion is pinched to focus potential opportunities in this area.
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2 Review on ORPD as a Single- and Multiobjective
Optimization Problem

ORPD problem is solved by so many optimization algorithms consisting of different
single-objective functions such as decreasing the true loss of power, decline of voltage
deviation, improving the voltage profile, voltage stability improvement, minimum
operating cost, improvement of voltage stability index, minimization of fuel cost
or L-index or emission or combination of economic and environmental cost, and
combining two or more objectives as a multiobjective function.

Mukherjee and Mukherjee [1] proposed a new algorithm known as chaotic krill
herd algorithm for ORPD employed on IEEE30 and 57 bus systems. For this algo-
rithm, all the three cases like reduction of true power loss and voltage deviation and
improvement of voltage stability are taken as the objectives. Pandya andRoy [2] dealt
with ORPD with the primary objective of declination of real power loss. This was
applied to IEEE—14, 30, 57 and IEEE—39 New England bus test systems by using
particle swarm optimization technique and comparedwith various optimization tech-
niques. Biswas [3] implemented multiobjective function has fuel cost, power losses,
emission, voltage deviation for IEEE30 bus system by using multiobjective bi-level
programming (MOBLP). Mehdinejad et al. [4] proposed a HPSO and imperialist
competitive algorithms applied on IEEE57 and 118 bus systems. This was solved
for main objective functions such as reduction of true power loss and total voltage
deviation. This hybridization improves its convergence capability and efficiency.
Polprasert et al. [5] solve IPG-PSO for solving the ORPD problem for minimizing
the true power loss, voltage deviation, and VSI on the IEEE30 and 118-bus systems.
Basu [6] solved reduction of cost, emission, and enhancement of voltage profile
and voltage stability implemented by group search optimization applied to various
bus systems. Jain et al. [7] reduce the losses, improve the voltage deviation, and
minimize the cost for IEEE30 bus system by using an evolutionary computational
algorithm. Mohseni-Bonab et al. [8] proposed two-point estimate method (TPEM).
The proposed approach is used to solve multiobjective ORPD problem valuable to
IEEE14, IEEE30 bus systems as the objectives of power losses and voltage devia-
tions. TPEM solution is compared with Monte Carlo simulations (MCS). Basu [9]
proposed quasi-oppositional differential evolution for the purpose of ORPD. This
method uses QOBL for initialization of population and implemented on various
systems to reduce losses, voltage deviation, improve the system performance, and
eliminate grid congestion. Basu [10] presents multiobjective differential evolution
to explain multiobjective ORPD for IEEE30, IEEE57, and IEEE118 bus systems.

Pradeep et al. [11] implemented hybrid PSO-MVOmethod for solving the ORPD
problem with cost reduction, enhancement of voltage profile and voltage stability.
Kaur et al. [12] solved ORPD for the primary objective of voltage security imple-
menting PSO in graph theory. In the case of occurrence of a fault and during isolation
graph theory is very useful. To show the efficiency of the projected method, this was
implemented on IEEE14 bus systems. Abaci et al. [13] present differential search
algorithm (DSA)on IEEE30bus and IEEE57 system for various objectives. Shaheena
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et al. [14] use realistic backtracking search algorithm (BSA) to the IEEE standard
30-bus system to solve ORPD. Ng Shin Mei et al. [15] applied a newly surfaced
optimization known as moth flame optimization technique which is addressed to
solve the problem of ORPD. This technique makes use of the moment of moths
which travels during dark time and is applied to IEEE—30, 57, 118 bus systems.
Moth flame optimization technique simulation time is more compared to GWO,
PSO, GSA, and CPVEIHBMO. Heidari et al. [16] proposed and utilized the Gaus-
sian bare-bones WCA (NGBWCA) algorithm to tackle ORPD problem in power
system. Nuaekaew et al. [17] implemented the MGWO algorithm on solving ORPD
with different objectives for different systems. Mouassa et al. [18] implemented ant
lion optimizer to demonstrated through IEEE30, IEEE118, and IEEE300-bus power
systems as the objective ofminimizing the power losses and improvement of L-index.
Li et al. [19] executed hybridization of chaotic artificial bee colony with differential
evolution algorithm to true power loss for IEEE14 and IEEE30 bus system. Ben
Oualid Medani et al. [20] applied whale optimization algorithm (WOA) method
examined and long-established on the IEEE14 bus, IEEE30 bus, and Algerian 114
bus system for minimization of losses in ORPD problem. Shareef and Rao et al. [21]
used ABC-FF algorithms for ORPD, conducted on the IEEE14 and IEEE39 bench-
mark bus systems. Zhou et al. [22] performed WWO which is pragmatic to give
the solution of ORPD problem the objective of minimum losses of active power for
IEEE30 bus system andmatched through BA, FPA, PSO, SCA, and CSA algorithms.
Ravi et al. [23] interface between MATLAB and DigSILENT Power Factory soft-
ware through genetic algorithm that has been tested on standard IEEE30 bus system
to decrease the overall true power losses in transmission lines and the voltage devia-
tion at the load buses. Sravanthi and Karthikaikannan [24] implemented directional
bat algorithm solved to reduce true power transmission loss applied for IEEE—14
and 57 buses. Londoño et al. [25] association mean–variance mapping optimization
(MVMO) algorithm with the IEEE30 bus test system to minimize system power
losses.

Kamel et al. [26] use EGWO to solve the ORPD problem. Pattanaik et al. [27]
launch and advised improved real-coded genetic algorithm (IRCGA) investigated on
various systems with different objectives. Bhattacharyya and Karmakar [28] apply
genetic algorithm (GA) on IEEE30-bus, 57-bus. Nguyen and Vo [29] propose an
improved social spider optimization. The results are related to altered optimiza-
tion algorithms, in IEEE30 bus system. GSA and QOTLBO give better results than
ISSO in voltage deviation, and GSA, ALO, ABC, GWO, BA, QOTLBO, IPG-PSO,
and DE give better results than ISSO in voltage stabilization index. Prasad et al. [30]
crackORPD byminimizing true power loss and total voltage deviationwithmodified
differential evolution (MDE) algorithm for studied IEEE 30 systems. Indu andYadav
[31] present a gravitational search algorithm (GSA) applied to IEEE14 bus system
for minimizing the power loss. Talbi et al. [32] executed trust region-based multi-
plier method (TRMM) algorithm for solving IEEE 30 bus system which has consid-
ered the objective functions for the minimization of cost of the fuel, power losses
minimization, and voltage profile improvement. Zhang and Li [33] proposed multi-
objective evolutionary algorithm (CPSMOEA) to solve ORPD with multiobjective.
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Kunapareddy and Venkateswara Rao [34] suggested and implemented hybridization
of PSO with a firefly algorithm solves the multiobjective function as reduction of
the power losses and voltage deviation applied to IEEE14 and 30 bus system. The
obtained results are compared with PSO and firefly algorithm. From the above litera-
ture, it is witnessed that majority of the authors use minimization of total true power
loss as an objective function, and many authors applied this to IEEE30 bus system.

3 Review on ORPD Problem with FACTS Devices

Some authors incorporate the FACTS devices into ORPD problem, which enhances
the system performance by reducing losses with proper management of reactive
power. In the literature, the authors use the FACTS devices alike SVC, TCSC,
STATCOM, TCPS, and UPFC out of which incorporation of UPFC into ORPD
problem gives better results because of its series and shunt compensation.

Roy et al. [35] advice hybrid biogeography-based optimization (HBBO) for mini-
mization of losses and voltage deviation incorporating FACTS devices like TCSC
and TCPS. This method is functional on IEEE30 bus system to demonstrate the
usefulness of the projected method and compared to ABC, BBO techniques with
diverse mixtures of FACTS devices. Dutta et al. [36] presented the use of chem-
ical reaction optimization (CRO) for optimal distribution of STATCOM to minimize
transmission losses, progress voltage profile and voltage stability in a power system
on IEEE30 and IEEE57 bus test systems. Battacharya and Raj [37] have functional
swarm intelligence-based algorithm for the operative coordination of FACTS devices
with other obtainable var sources presented in the grid. SPSO and other two swarm-
based intelligencemethodologies likeAPSO and EPSO are used for the optimal loca-
tion of var sources and FACTSdevices. IEEE30 and IEEE57 bus systems are engaged
as regular test systems. Mukherjee and Mukherjee [38] proposed oppositional krill
herd algorithm (OKHA) projected for solving the OPF problemwith FACTS devices
on modified IEEE30 bus and modified IEEE57 bus with TCSC and TCPS fitted at
fixed considered locations. Prasad and Mukherjee [39] presented symbiotic organ-
isms search (SOS) algorithm proposed for the explanation of OPF problem of power
system furnished with FACTS devices. The enactment of SOS algorithm is verified
on about the modified IEEE30 and IEEE57 bus test systems integrating with TCSC
and TCPS. Mukherjee and Mukherjee [40] presented a recently established meta-
heuristic CKHA, for the clarification of ORPD problem with FACTS devices. The
suggested CKHA is tested, on IEEE30, IEEE57, and IEEE118 bus systems.

Dutta et al. [41] propose UPFC-based reactive power dispatch oppositional krill
herd algorithm on IEEE57 and IEEE118 bus systems. The working efficiency of
OKHA is better when associated with other algorithms. Praveen and Rao [42]
presented multiobjective flow of optimal power with and without FACTS devices
along with PSO, and it is verified on IEEE30 bus system. Dutta et al. [43] present a
capable QOCROmethod to find achievable optimal solution ofmultiobjectiveORPD
problemwith FACTS device (with SVC and TCSC devices). The projectedmethod is
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tested on IEEE14 and IEEE30 bus systems, and it has outstanding convergence char-
acteristics and is greater to further multiobjective optimization techniques. Nusair
and Alomoush [44] proposed the solution of ORPD problem using a TLBO algo-
rithm with considering FACTS devices STATCOM. The projected method is studied
on IEEE14 and IEEE30 bus power systems for minimization of transmission losses.
Prasad and Mukherjee [45] proposed symbiotic organism search (SOS) algorithm
with FACTS devices to the IEEE30 bus system to solve minimize the power losses
voltage deviation.

Kannan and Ravi [46] exhausting HSA and improved HSA with FACTS devices
minimizes the total active power losses on IEEE14 and 57 bus systems. Shafik et al.
[47] proposed an adaptive seeker optimization algorithm (ASOA) to find an optimal
solution for the selection of lines to be equipped with TCSC devices that optimize the
benefits. That TCSC provided to the transmission system and is tested over IEEE9
bus and IEEE14 bus systems to consider minimization of generation cost, true power
loss, voltage deviation, TCSC cost and reactive power loss as objective functions.
Banerjee and Bhattacharya [48] applied to IEEE5, IEEE30, and IEEE57 bus systems
to minimizing power loss and fuel cost by using differential search algorithm (DSA)
with UPFC.

4 Review on ORPD Considering the Impact of Renewable
Energy Sources

In recent years, some of the authors include the uncertainties of renewable energy
sources inORPDproblem.Some renewable energy sources require the reactive power
for their proper operation, which is achieved by the optimization of reactive power.
The literature as follows: Masond et al. [49] propose the wind integrated stochastic
multiobjectiveORPDproblem inpower systemwhich is studied.Theproposedmodel
is employed to multiobjective function on the IEEE57 bus test system to reduce true
power loss and voltage stability enhancement index. Hadji et al. [50] executed dance
bee colony (DBC) with wind integration for solving IEEE30 bus system to consider
the functions as emission, cost, true power loss, and voltage deviation. The results
were compared with PSO_TVAC. Sarda and Pandya [51] executed cuckoo search
algorithm (CSA) for minimizing the total fuel cost by using two combinations of
renewable generators applied to IEEE57 bus system. The results are related to flower
pollination algorithm (FPA). Biswas et al. [52] studied the SHADE-EC algorithm for
deterministic ORPD by considering IEEE30 bus and 57 bus systems as case studies.
Advantage of this is effectiveness, drives quickly toward optimal region and fast
convergence to global optima. Amrane et al. [53] presented the autonomous group
PSO (AGPSO) optimization employed for solving the ORPF problem to IEEE30
bus system as an objective function of reduction of true power loss, investment
cost of wind turbine and investment cost of FACTS devices. Salkuti [54] resolves a
glowworm swarm optimization (GSO) algorithm in a wind, thermal power system
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is solved on a modified IEEE30 and 300 bus test systems to consider the objective
function as a cost of total generation, losses and voltage stability enhancement index.
Das et al. [55] implement Jaya algorithm with solar energy sources attempt to mini-
mize transmission line power losses which has been examined for IEEE14 bus and
IEEE30 bus test systems. The results are compared with PSO.

For further improving the system performance, FACTS devices are also incor-
porated into renewable energy sources consisting of ORPD problem. Combination
of suitable FACTS device with non-conventional energy sources by using hybrid
optimization technique in ORPD problem provides superior results.

5 Conclusion

This review paper discusses the ORPD problem solved by using various heuristic and
meta-heuristic techniques with single- and multiobjective functions based on year
of publication. In these past 5 years taken for survey, it can be observed that for the
first few years, meta-heuristic techniques were commonly applied for the solution of
ORPDproblem.On the other side, a trendwas observed in the past two years isORPD
with FACTS device with soft computing techniques. The chief benefit of each meta-
heuristic technique lies in its usefulness to solve multiobjective problems. From this
survey, authors conclude that majority of the authors have taken true power losses
minimization as an objective function in transmission system to solve the ORPD
problem. In the analysis, it is observed that losses are reduced and voltage profile
improved by using meta-heuristic optimization methods. Authors finally conclude
that by placing the proper FACTS devices, the system performance further enhanced,
and lastly, it is also suggested that incorporation of non-conventional energy sources
along with FACTS devices in ORPD problem gives better outcome.
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A Deep Learning Approach to Recognize
Faces After Plastic Surgery

Tanupreet Sabharwal and Rashmi Gupta

1 Introduction

Face is the most accessible trait to prove uniqueness of one’s identity, in considera-
tion of which face recognition and identity verification have been gaining attention in
almost all fields in the recent decades. Human face preserves the richest information
about one’s identity such as age, gender, emotion, expression which are unique for
everyone, but nowadays, it is relatively easy to impersonate or steal someone’s iden-
tity using masks or conceal one’s identity by covering or obfuscating it. Spoofing
attacks have already become a common scenario formany theft-based cases and crim-
inal records. Plastic surgeries are used nowadays to forge one’s genuine identity and
commit stern crimes [1–4]. Therefore, human identity is subjected to multiple risks
and needs to be ensured of its safety, and hence, facial authentication-based biometric
techniques are widely employed to authenticate a person and ensure safety as well as
uniqueness of his/her identity. Although a multitude of solutions have been proposed
for identity verification purposes, deep learning is a technique which makes use of
multiple layers of classification and processing to learn from various data representa-
tions. All the existing methods for face recognition and verification can be classified
into two major sub-divisions, the first of which is the handcrafted techniques, which
includes principal component analysis (PCA), local binary patterns (LBP), eigen-
faces andmanymore. In general, all traditional methods aim to recognize faces using
only one to two layers of representations. Also, these methods could target only one
constraint in an unconstrained environment such as light, pose, illumination and
gender. There was no integrated technique for facial recognition until AlexNet won
the ImageNet competition in 2012 [5].
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The other technique which is deep learning for face detection and verification
(commonly known as recognition) consists of innumerable neural networks such
as CNN’s, generative adversarial networks (GANs). A neural network framework
providesmany levels of feature extractionwhich helps the algorithm learn the correct-
ness and authenticity of a face in an image. In recent times in the arena of neural
networks, deep learning is being highly explored. A lot of face recognition algorithms
have been developed using deep learning techniques, and it has been perceived that
they outpaced all other state-of-the-art techniques. Deep models make use of deep
neural nets for instance CNN’s [6, 7]. Neural networks basically consist of a bunch of
“neurons” which are values that start off with input data, and then get multiplied by
weights, are summed up, and then passed through an activation function to produce
new values, and this process then repeats over however many “layers” the neural net
is defined up-to.

Deep models, for example CNN’s, use a cascade of several layers of processing
units for attribute alteration and abstraction. These models learn multiple levels of
demonstrations that relate to diverse abstraction levels. These levels constitute an
order of perceptions, presenting robust invariance to the face posture, illumination
and countenance changes, as shown in Fig. 1.

CNN approach makes use of back-propagation apart from just being a feed-
forward neural network. The concept of back-propagation helps in calculation of
loss after each state and then adjusting the parameters of the model to improve its

Fig. 1 Deep representation of multiple layers in a convolutional neural network [5]
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output using an optimizer. All these steps will be discussed in detail later in Section 3.
The output of a CNN is analysed using loss and accuracy after each step. A good
recognition system is also characterized by having a greater rate of correct positives
and a minor rate of untrue positives. The total number of exact positives is divided
by total recognition rate to obtain the accuracy of the model.

In this paper, we have introduced a CNN that aims to recognize images from a
plastic surgery dataset and predicts the accuracy of the model. The paper is ordered
as follows: after the introduction section, literature survey and associated works
have been discussed in Sect. 2, following which the algorithm applied for has been
discussed in Sect. 3. Later on, in Sect. 4 the results obtained have been presented
and the future scope of the paper has been elaborated in Sect. 5 along with the drawn
conclusions.

2 Literature Survey

Farfade et al. [8] projected a deep model based on CNN for facial detection, which
contained a total of eight layers, the first five layers being the convolutional layers and
the next three layers as fully connected layers. This method resulted into excellent
accuracy; however, detection time was not mentioned as an improved parameter.
Since it is a deep neural network, the time for detection would be unnecessarily long.
Levi et al. [9] also stated that by using the feature extraction method in CNN’s, the
efficacy of the system can be significantly increased in terms of age and gender-based
facial recognition. Taigman et al. [10] performed face alliance by means of explicit
three-dimensional modelling and anticipated a nine-layer deep network for learning
generic face illustrations in unrestrained scenarios. Wen et al. [11] anticipated a
vigorous deep CNN model using softmax loss function with centre loss function to
surge the discriminative power of learned attributes for face acknowledgement. Yet,
in another work, Li et al. [12] adopted the convolutional neural networks technique
in a cascaded pattern. The cascade classifier comprised of six stages, out of which
three were used for classification of a face into face and non-face, the other three for
the calibration on the windows’ scale and position. This approach discards majority
of non-face windows in the early stages and pays more consideration to challenging
samples in the final stages. This process ominously reaches promising performance
and also greatly augments the detection speed, i.e. 14 frames/s on a single CPU and
100 frames/sec with a GPU. A low-power CNN-based recognition system has also
been designed byKyeongryeol et al. [13], which features an always on detector using
image sensor and SRAM cell.
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3 Proposed Algorithm

In this segment, we first explain the assessment methodology and introduce the
deep CNN model that we have built, keeping in mind the necessity to obtain an
algorithm with lesser computational requirements and minimal training time, yet
achieving accurate and efficient results. We then continue by presenting the database
and process used to train the deep models and conclude the section with a detailed
explanation of the covariates considered in this research.

3.1 Overall Framework

Although CNN’s can deal with huge amounts of data, it is first necessary to divide the
data into training/testing sets for training the network and obtaining the validation
loss. The dataset we used consisted of images from the plastic surgery dataset (https://
iab-rubric.org/resources.html), on which the neural network is run and training and
validation losses as well as accuracies are obtained. Each pair of images in the dataset
corresponds to a before and after image of a surgically altered face. Themotivation to
use this network architecture is to reduce the GPU and computational requirements
for the training process, alongwithminimal time usage to train the network overCPU.
Training data is used to train the CNN over the images which are labelled and the
testing set images are used to test the precision of the convolutional neural network
with each iteration. The final plots are then obtained for a comparative analysis of
accuracy as well as loss of testing and training set over the dataset. For each iteration
in the dataset, we grab the features and labels from the current batch, then zero the
gradients to pass the data through a layer. After this, the data is passed through the
network and the loss is calculated for each epoch. Then, for each iteration, we adjust
the weights in the network to minimalize the loss further. That is how we obtain
a final CNN with minimal loss targeting the required application. Figure 2 gives a
pictorial representation of the anticipated scheme.

3.2 Network Architecture

The meekest neural network is fully connected and feed-forward, which means we
go from input to output. In one side and out the other in a “forward” manner. But
a convolutional neural network is made using some complex layers, which we do
by adding convolutional layer. Apart from input and output size, this layer consists
of one more parameter, called the kernel size. Kernel size is basically the size of a
window of pixels the net computes each time in an iteration. A kernel size of 3 would
mean (3× 3) convolutions. After the application of convolutional layers, we need to
flatten the obtained output, this is done using the linear layers. Convolutional layers

https://iab-rubric.org/resources.html
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Fig. 2 Flowchart illustration of the projected methodology

perform convolutions by taking in an image and producing an output of multiple
images obtained by convolutions, which are not flat. But to pass these images to
further layers, we need to first flatten them using linear layers before passing to dense
layers. The outcome of linear layer is given as an input to the first fully connected
layer of the CNN. Before passing the outcome of last fully connected layer to a
regular layer, flattening needs to be done. After applying all the layers to the net,
the activation function needs to be invoked. In this network, we have used a rectified
linear unit activation function (ReLU) and we run it over the convolutional layer.
We use activation functions to keep our data scaled between certain ranges, say, for
example, 0 to 1 in our case. Afterwards, we run all of it over a two-dimensional max-
pool layer. Finally, we apply the loss function and optimizer to completely build our
neural network. The loss function works as the supervision signal to tell about the
separation of features and estimate how far-off the obtained result is from accurate
and actual desired result (Fig. 3).

We have used softmax loss function in the last layer of the network and mean
squared error loss (MSE loss) for the linear layers since they have been used for flat-
tening. The optimizer that we have used is the most commonly used Adam optimizer,
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Fig. 3 Layered architecture of CNN

which is adaptive momentum which helps in altering the adjustable parameters in
the network to get the model closer to fit the architecture. The first convolutional
layer takes 1 as the input and produces 32 channels at the output with a kernel of
size five. The second convolutional layer takes the response-normalized and pooled
outcome of the first convolutional layer as input and filters images of input size 32,
producing 64 output channels after convolution with a kernel size of 5. Then, the
third convolutional layer inputs 64 channels and produces 128 channels with the
same kernel size.

There are three convolutional layers, followed by flattening and normalization and
two fully connected layers. All the three convolutional layers are max pooled over
ReLU activation. Now the data obtained needs to get iterated over the neural network
architecture, and this is done by diving the training and validation sets further into
smaller batches and running the CNN over each batch a specific number of times
to run the network. After this, the loss and accuracy after each epoch (iteration) are
analysed.

4 Results and Discussion

A variety of techniques have been offered till date for reaching promising preci-
sion for recognizing faces ranging from principal component analysis (PCA), linear
binary patterns histogram (LBPH), Fisher vector analysis (FV), eigenfaces, local
feature analysis (LFA), speeded-up robust features (SURF), local binary patterns
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Fig. 4 CNN accuracy plot for training and validation sets

(LBP), geometric features (GF) and neural networks, to lesser used approaches
such as evolutionary-genetic algorithm (GA), particle swarm optimization (PSO)
and structural similarity image maps (SSIM) [14]. We obtained our results on a
convolutional network for facial recognition with a training accuracy of 100% and
validation accuracy of 82% over plastic surgery images (Fig. 4).

These results are basically evaluated by counting the number of true matches over
the total number of matches (including the false positives). The loss function we
have used helps in dropping the number of incorrect positives for each iteration. The
accuracy is calculated using the following formula:

Accuracy = len(True matches)/len (total matches),

where the “len” function records the length of matches.
The loss parameter describes how closer the currentmodel is to the accuratemodel

and helps in adjusting the parameters of the model to further decrease the loss in next
iteration.

A loss of 0.17 was obtained (Fig. 5) for validation test set over approximately
400 epochs. However, the training time is significantly reduced due to the robust
and efficient architecture of the neural network. Also, such a model has reduced the
computational requirements and complexities of the system without compromising
with the precision (i.e. accuracy).

Fig. 5 CNN loss plot for training and validation sets
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5 Conclusion

In this work, we have presented a CNN design to perform facial recognition after
plastic surgery by extracting features. This model can deal with both normally classi-
fied and surgically altered images. Also, the computational complexity of the system
has been reduced to such an extent that it can also outperform existing methods in
future. Thus, we can conclude that a CNN-based facial recognition model can work
over a single CPU with minimal GPU requirement to achieve higher rates of accu-
racy, which makes the model even more efficient. Establishment of a real-time robust
identification system is the need of the day. Such systems can be further implemented
by fusing two deep models together to further reduce the space and time complexi-
ties of the system. In future, we aim to implement a deep model for facial disguise
recognition (camouflaged faces) to recognize samples of faces that are either attacked
or impersonated. Various forms of disguise are a threat to facial identity for which
robust and efficient face verification systems need to be built.

References

1. Liu X, Shan S, Chen X (2012) Face recognition after plastic surgery: a comprehensive study.
In: Asian conference on computer vision, pp 565–576

2. Sabharwal T, Gupta R, Son LH et al (2019) Recognition of surgically altered face images: an
empirical analysis on recent advances. Artif Intell Rev 52(1009–1040):2019. https://doi.org/
10.1007/s10462-018-9660-0

3. Sabharwal T, Gupta R (2019) Human identification after plastic surgery using region based
score level fusion of local facial features. J Inform Secur Appl 48:102373. ISSN 2214-2126.
https://doi.org/10.1016/j.jisa.2019.102373

4. MehtaH (2009)On innovations in plastic surgery. J PlasticReconstrAesthetic Surg 62:437–441
5. MeiW,WeihongD (2019) Deep face recognition: a survey. School of Information andCommu-

nication Engineering, Beijing University of Posts and Telecommunications, Beijing, China.
arXiv: 1804.06655v8 [cs.CV] 12 Feb 2019

6. Krizhevsky A, Sutskever I, Hinton GE (2012) Imagenet classification with deep convolutional
neural networks. In: Pereira F, Burges C, Bottou L, Weinberger K (eds) Advances in neural
information processing systems. Curran Associates, Inc., pp 1097–1105

7. Sabharwal T, Garg T, Singh SV (2019) A Comparative analysis of various deep learning
models for facial recognition. In: 6th international conference on computing for sustainable
global development (INDIACom), New Delhi, India, pp 966–970

8. Farfade SS, Saberian MJ, Li L-J (2015) Multi-view face detection using deep convolutional
neural networks. In: Proceedings of the 5th ACM on international conference on multimedia
retrieval. ACM, pp 643–650 (2015)

9. Levi G, Hassner T (2015) Age and gender classification using convolutional neural networks.
In: Proceedings of the IEEE conference on computer vision and pattern recognition workshops,
pp 34–42

10. Taigman Y, Yang M, Ranzato MA, Wolf L (2014) Deepface: closing the gap to human-level
performance in face verification. In: Proceedings of the IEEE conference on computer vision
and pattern recognition, p 1701

11. Wen Y, Zhang K, Li Z, Qiao Y (2016) A discriminative feature learning approach for deep face
recognition. In: European conference on computer vision, p 499

https://doi.org/10.1007/s10462-018-9660-0
https://doi.org/10.1016/j.jisa.2019.102373


A Deep Learning Approach to Recognize Faces After Plastic Surgery 203

12. Li H, Lin Z, Shen X, Brandt J, Hua G (2015)A convolutional neural network cascade for face
detection. In: Proceedings of the IEEE conference on computer vision and pattern recognition,
pp 5325–5334

13. Kyeongryeol B, Sungpill Choi C, Changhyeon K, Donghyeon H, Hoi-Jun Y (2018) A low-
power convolutional neural network face recognition processor and a CIS integrated with
always-on face detector. IEEE J Solid-State Circ 53(1)

14. Nappi M, Ricciardi S, Tistarelli M (2016) Deceiving faces: when plastic surgery challenges
face recognition. Image and Vision Computing

15. Plastic surgery face database, https://iiitd.edu.in/iab/Image_Analysis_and_Biometrics_Group/
Resources.html, https://iab-rubric.org/resources.html

16. American Society of Plastic Surgeons (ASPS) website: https://www.plasticsurgery.org/about-
asps.html

17. Ricanek K (2013) The next biometric challenge: medical alterations. IEEE Computer Society,
pp 94–96

https://iiitd.edu.in/iab/Image_Analysis_and_Biometrics_Group/Resources.html
https://iab-rubric.org/resources.html
https://www.plasticsurgery.org/about-asps.html


IoT-Based Energy Monitoring
and Controlling System for Home
Automation

C. S. S. Barath and R. Nirmaladevi

1 Introduction

The Indian electricity sector has a national electric grid installed with a capacity of
370.498 GW as of May 2020 [1]. India is the third largest consumer and producer of
electricity in the world after China and the USA with a 5.8% global share [2, 3]. The
gross utility electricity generation was 1384 billion kilowatt-hours in 2019–20, and
the electricity generation target of conventional sources for the year 2020–21 was
fixed at 1,330 billion units [4, 5]. There are significant upgradations in automating
various industrial aspects for the reduction of manual efforts with the expeditious
development in wireless technology for which it has become significant for the utility
companies to devise better, non-intrusive, and user friendly techniques so that proper
bills can be generated [6, 7]. Moreover, it has become a mighty task in controlling
the power as per the growing requirements. One such example is the recent incident
in Chennai where the electricity bills gave the residents a high voltage shock as
numerous customers claim that they have been charged 30–40% more than their
usual consumption, especially in June 2020. This has mainly occurred due to the
COVID-19 pandemic that has restricted the Electricity Board officials (Tamil Nadu
Generation and Distribution Corporation Limited) to note the meter readings for a
bi-monthly cycle. The unheralded and arbitrary hike has impacted many residents.
Therefore, the numerous drawbacks of the conventional electromechanical meters
must be resolved by deploying advanced and innovative technological methods.

Internet of Things (IoT), also referred to as the third wave of information tech-
nology, is the network of physical devices that enables these objects to acquire and
exchange data resulting in minimal human interventions, enhanced accuracy and
thus provides economic benefits to the consumer as well as the service provider [8].
One of the most commonly used protocol, Message Queuing Telemetry Transport
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(MQTT), is a lightweight messaging protocol entirely based on publish/subscribe
operations to exchange data between clients and the server [9]. Damminda et al.
[10] presented a detailed survey on smart metering and electricity smart meter data
analytics. Anitha et al. [11] have proposed an energymonitoring systemwith the pre-
intimation of agenda usingArduinomicrocontroller and aGSMModule. Dileep et al.
[12] uniquely addressed and developed a systematic approach to build an integrated
power consumption monitoring system through IoT. The potential of ‘Full Home
Control’ using GSM modem for controlling the home appliances via SMS is inves-
tigated by Teymourzadeh et al. [13]. A study based on the architecture and elements
of IoT along with its different applications was proposed by Tiwary et al. [14]. An
Information framework for the realization and creation of smart cities through the
Internet of Things (IoT)was provided by Jin et al. [15]. Barsocchi et al. [16] discussed
a concept of non-intrusive real-time load monitoring of domestic appliances using a
cheap and easy to install a device like Arduino. Das and Saikiya [17] developed a
smart energy system and virtual instrumentation for the residential customers to func-
tion as In-HomeDisplay (IHD) for EnergyManagement System (EMS). Zanella et al.
[18] analyzed the possible technical solutions currently available for implementing
and enabling technologies, protocols, and architecture for an urban IoT. Sun et al. [19]
proposed a systematic review of the development and deployment of smart energy
meters by inspecting its various functions and insights. Hao et al. [20] presented the
algorithm for smart meter deployments to track the switching states of the massive
electrical appliances. This algorithm is optimized by using minimal number of smart
meters.

Block diagram and the proposed methodology are explained in Section 2. Exper-
imental results and analysis of the proposed system are discussed in Section 3.
Conclusion of this paper is described in Section 4.

1.1 Existing System

The measurement of the consumed energy is done using the electromechanical
metering system in which its use of the old infrastructure leads to many tech-
nical issues such as electric power shortfall, voltage sags, overload transformer,
electricity theft, and regular load shedding. The traditional manual meter reading
process demands a lot of manpower and material resources as the human operators
need to go to the consumer’s place for computing the units consumed leading to high
labor costs. The conventional metering system is not suitable for longer operating
purposes as it lacks an intelligent mechanism for real-time monitoring and control-
ling of the energy consumption and bill calculation. Besides, the manual calculation
performed by the electricity meter readers has numerous flaws in estimating energy
consumption. Therefore, the existing metering system cannot be considered as safe
and theft-proof from modifications and other tampering methods.
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2 Proposed System

The functional block diagram of the proposed system is given in Fig. 1. In the
proposed system design, a systematic methodology is deployed to optimize the
monitoring and control of real-time information regarding power consumption and
the respective cost value. The system gathers the information utilizing the light-
dependent resistor (LDR) connected to the analog input of the microcontroller,
NodeMCU in order to detect the Calibration (Cal) LED’s blinking of the energy
meter. The system encompasses a 100 W light bulb as a load for testing. A micro-
controller, NodeMCU (Wi-Fi Module), is responsible for processing the input pulses
of the blinking of theCal LED. In the process of computing real-time information, the
systemmonitors and controls the values of the power consumed, in a very short dura-
tion of time and provides vital insights regarding the consumer’s energy consumption
through the Internet ofThings (IoT) platform.The consumer and theElectricityBoard
will acquire the data of the power consumption and the respective amount for the
power consumed using an application namedMessage Queuing Telemetry Transport
(MQTT) Dashboard in a real-time basis.

2.1 System Flow Diagram

See Fig. 2.

Fig. 1 Functional block diagram of the proposed system
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Fig. 2 The four-step process
of the proposed system is
demonstrated in the form of
flow diagram

2.2 Modules and Description

The following four steps outline an effective strategy for determining the real-time
values of power and cost.

Sensing Pulses of Calibration LED
Energy meter or watt-hour meter is an instrument that measures the amount of elec-
trical energy consumed by the consumers for domestic, industrial, and agricultural
purposes in terms of units. A single-phase two-wire static AC electronic energymeter
is used in the proposed system for the calculation of the units consumed. There are
four pins in the energy meter, namely Phase, Earth, Reverse Power, and Calibra-
tion. The consumed units are manipulated with the assistance of the pulses which is
indicated by the Cal LED pin of the energy meter. These pulses are equal to kilowatt-
hour (kwh/unit). Usually, the pulse rate is between the range 800 imp/kwh and 3600
imp/kwh. In this case, an energymeter with 3200 impulse/kwh is used. Generally, the
energy meter has two input terminals and two output terminals. AC Supply (220 V)
is fed to the input terminals of the energy meter. The output terminals are connected
to the load used in the system. The pulse rate is determined by sensing the blinks of
the Calibration (Cal) LED which forms the first step of the computation process.

LDR Sensor Blink Detection
Light-dependent resistor (LDR) sensor, a light-controlled variable resistor that works
on the basic principle of photoconductivity, is mainly used for detecting the presence
of the light from the blinks of the Calibration LED of the energy meter. Therefore,
the LDR sensor is placed upon the Cal LED. The blinking of the Calibration LED
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varies depending on the load used in the system. One significant feature of LDR is
that the resistance is inversely proportional to the incident light intensity. Therefore,
when a light is incident on the LDR sensor, the output of the module goes high and
the resistance value is as low as a few hundred ohms and vice versa when there is
an absence of light. An analog voltage is given as the output from the sensor once
the presence of light is detected for each blink of the Cal LED. LDR sensor acts as
the bridge between the energy meter and the microcontroller as it receives analog
input from the Cal LED and gives out an analog voltage as output to the NodeMCU.
LDR sensor is powered by connecting the 3 V pin of NodeMCU to the VCC of the
LDR sensor. A 100 W light bulb is considered as a load in the proposed system. The
number of pulses for a 100W light bulb is equal to the number of times the Cal LED
blinks in a minute.

Reception and Transmission
NodeMCU (Wi-Fi Module) is a microcontroller development board featuring the
popular ESP8266 Wi-Fi chip which forms the backbone of the proposed system. Its
operating voltage is 3.3 V and has 4 MB of flash memory. It has a total of 11 digital
input/output pins and an analog input pin (ADC) as well. NodeMCU is embedded
with a 10-bit ADC channel to read the analog voltage from the external device.
Hence, every input signal is mapped to a value in a range of 0–1023 as the ADC has
a resolution of 210. Since the LDR sensor gives out an analog voltage, the analog
output pin of the LDR (A0) is fed as an input to the analog input pin (ADC) of the
microcontroller. Initially, the micro-controller serves as a receiver as it receives the
response as an analog voltage from the LDR sensor and then, it converts the analog
voltage from (0–5 V) to a digital value ranging between (0–1023) with its built-in
ADC. The microcontroller then acts as the transmitter by transmitting the essential
information regarding the power consumed and the respective cost to the device
through the Wi-Fi network which is achieved with the help of the ESP8266 Wi-Fi
chip present in the microcontroller. The power is supplied to the NodeMCU via the
on-board MicroB USB connector connected to the laptop. The code written in the
software named Arduino IDE is fed to the NodeMCU through the USB connector,
and the cost value per unit is computed according to the program written.

Real-Time Monitoring and Controlling
The consumer’s device, mobile phone, will receive the real-time information from
the microcontroller only when it is present in the range of the data reception. A
proper connection is established only when the microcontroller and the device are
connected to the sameWi-Fi network. After the connection is established, the details
of the power consumption and the respective cost are sent to the MQTT Dashboard
application of the consumer’s mobile phone through Wi-Fi.

As shown in Sect. 1, the mobile phone is the connected device and the MQTT
client aswell in this system.There are numerous brokerswhich implement theMQTT
protocol. One of themost common and popular broker is the ‘HiveMQ’which is used
in this process. The MQTT Dashboard application capitalizes the HiveMQ MQTT
broker where any MQTT client or library is used to publish to the broker on specific



210 C. S. S. Barath and R. Nirmaladevi

topics. The system makes use of the MQTT Dashboard to monitor and control the
real-time data passing through MQTT broker and the mobile phone connected to the
IoT application ensuring a secure communication medium.

Features of the Proposed System:

1. Reduces the human intervention to note the readings every two months proving
the system to be effective in terms of cost as well as time.

2. The transmission of real-time information enables consumers to reduce elec-
tricity consumption by comparing the daily usage.

3. The user can monitor the usage remotely as the data is available in digitized
form.

4. The controlling option accessible in the proposed system assists the consumers
to set threshold value in order to avert the unwanted usage of energy
consumption.

5. As the communication medium is secure, tampering of energy meter and
unauthorized consumption of electricity can be identified very easily.

6. High accuracy and delivery speed of real-time values in a short duration of time.
7. Reliable and efficient network utilization of the IoT application.

3 Results and Discussion

As a proof-of-concept, the proposed power monitoring and the controlling solution
are tested to infer when the resistive load of a 100 W light bulb was switched on.
The power consumption of the resistive load was monitored for several minutes.
Since the entire process is based on the Internet of Things (IoT), the MQTT Dash-
board application is preferred for the client–server interfacing over other applica-
tions. Figure 3a shows that the real-time information is received by the consumer’s
mobile phone (Client) in the MQTT Dashboard application which is connected to
the MQTT server (broker) whose website is ‘broker.hivemq.com’. MQTT utilizes a
unique clientID, username, and password to ensure that the client establishes a proper
connection with the server named MQTT broker, which handles data transmission
between the clients. The MQTT client will have the major responsibility of coordi-
nating the publishing and subscribing operations based on certain topics. There are
twoMQTT topics such as power and cost whose friendly names are ‘power in kwhr’
and ‘cost,’ respectively as shown in Fig. 3a.

Initially, theMQTT client publishes messages to theMQTT server (broker) based
on topics such as power and cost. Later, the mobile phone, which acts as the MQTT
client, subscribes to the two topics from the broker after which the real-time infor-
mation is displayed in the MQTT Dashboard application. The data was transmitted
without notable delay which could provide the consumer as well as the server,
the essential information regarding the power consumed, and the respective cost.
Figure 3b shows the web interface used for publishing the real-time values from
the MQTT Dashboard application to the MQTTWebsocket client for better viewing
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Fig. 3 a Monitoring of real-time values. b Controlling of real-time values

purposes. The system also proves to be efficient in controlling the real-time data by
setting a particular threshold value beyond which the readings are not accepted. As
shown in Fig. 3b, we have considered the threshold value as 0.041 which is rounded
mainly to indicate that the system doesn’t receive the real-time values beyond 0.041.

3.1 Features of HiveMQ MQTT Broker

Since the HiveMQ MQTT broker uses the MQTT protocol, there are significant
features which are listed below:

(1) Fast and instant movement of data due to the reduced packet size. Therefore,
the amount of data passing through the network is also reduced significantly.

(2) Reduced network bandwidth due to its optimal use of MQTT protocol as a
result of which it consumes less battery power.

(3) Cost-efficient through the structured use of hardware and network resources.
(4) Scalable by maintaining extremely fast throughput and minimal latency.
(5) Reliable and secure transmission of data through the MQTT protocol without

any disturbances.
(6) Real-time data monitoring of the values passing through theMQTT broker and

the MQTT clients.
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3.2 Comparison of MQTT Protocol and HTTP Protocol

There are many reasons to justify that the MQTT protocol is efficient and reliable as
compared to HTTP protocol, and the reasons are listed in the form of Table 1

Even though the free electricity scheme for farmers in the state of Tamil Nadu
has proven to be beneficial in numerous ways, there are certain issues concerning the
overconsumption of electricity beyond the limit in the agricultural field. The initiated
controlling system can assist in the prevention of unauthorized usage of electricity so
that penalty can be issued by the government to the person who consumes electricity
beyond the threshold limit.

In this case, it has been tested practically that the time duration between the
data sent from the microcontroller and the response received by the device does
not exceed 500 µs which is fast enough to detect the incoming message. Therefore,
these fundamental reasons prove that the human-intensive work of collecting the
data for a bi-monthly cycle can be prevented as the simple visualization enables the
consumers to monitor and control the essential real-time information regarding the
power consumed and the respective cost.

In future works, the major plan is to fabricate new prototypes and expand the
capabilities of the proposed system by testing it in real scenarios with multiple loads

Table 1 Performance comparison of MQTT with HTTP technology

Features MQTT HTTP

Architecture Publish/subscribe Request/response

Message size Small, with a compact binary
header of 2 bytes in size

Large, because of the ASCII
format

Complexity Simple More complex

Throughput 93 times faster as compared to
HTTP due to small packet size

Slow due to larger packet size

Network traffic Low network traffic since there is no
client polling

High network traffic due to
client polling

Battery power Consumes less power because of the
pub/sub model

Consumes more power

Service levels 3 quality of service (QoS) levels
ensures the reliability of data

All messages get the same
level of service

Encryption Payload encryption is done before
transmission of data

Data is not encrypted before
transmission

Bandwidth efficiency Bandwidth efficient for
transmission of fewer metrics

Less bandwidth efficient as
compared to MQTT

Connectivity Ideal even in case of an irregular
connectivity

Not ideal in case of irregular
connectivity

Applications Provides options of last will and
testament and retained messages

Composes lengthy headers and
messages
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in a house. Also, future works include modifying the MQTT Dashboard application
depending on the added features of the system.

4 Conclusion

The cost-effective framework concept of the energy monitoring and controlling
system is proposed in this paper which implements a novel approach for estab-
lishing bi-directional communication between the server and the consumer in order to
achieve an expeditious development in transmitting real-time information regarding
the power consumption and the respective cost securely and accurately through the
Internet of Things (IoT) platform using the Message Queuing Telemetry Trans-
port (MQTT) application. Another major contribution of this paper is that it has
objectively validated its performance and features against the conventional metering
system. The system enables the consumers to economize their energy consump-
tion, prevent human intervention, reduce maintenance costs, avoid miscalculations
in billing, and provide remote access to energy usage. The operating speed, which
is a crucial factor in determining the effectiveness of the proposed system, does not
exceed 500 µs. By examining the diverse applications and the associated benefits,
the proposed system seems a promising alternative to the traditional meter system.
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Power Transformer Summer Peak Load
Prediction Using SCADA and Supervised
Learning

Neeraj Kanwar, Divay Bargoti, and Vinay Kumar Jadoun

1 Introduction

Electrical power system planning and operation are important features for electric
utilities. Accurate planning can provide a stable and reliable system. Therefore, from
planning and operation perspective of electric utilities, load forecasting is considered
to be a vital and an integral process [1]. It plays a crucial role to help an electric utility
for making vital decisions on distribution system network reconfiguration, voltage
control, infrastructure expansion, load switching, etc. For any electric power provider,
one of the most crucial task is to plan an electric power system. An important part
in this is a power transformer, commonly used for stepping up and stepping down
the voltage at different locations of power system. It is required to predict the power
needed to meet the demand and supply equilibrium and also its associated peak load.

Several methods are defined in literature for load forecasting. Statistical tech-
niques or artificial Intelligence (AI)-based algorithms are generally used for short-
term forecasting. Some of them are regression method [2, 3], neural networks [4],
time-series [5] and expert systems [6]. For medium- and long-term forecasting,
econometric approach [7] is widely used. In [4], the prediction of peak load on
power transformers is done using back propagation-based neural network method.
A short-term load forecasting is done in [5] to forecast the power system daily peak
load using time-series modeling. Load forecasting model is supported in [6] using
a knowledge-based expert system. The forecasting is suggested for power system
planning for both medium and long terms.

The main objective of this work is to visualize the growth of the load in future
by predicting the peak load on a power transformer. This may be helpful for the
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electricity provider company to get a rough idea about the peak load for the future
and canmake respective changes, if the peak load exceeds themaximumreading. This
may ensure the safety of the transformer. In this study, multiple regression technique
of supervised learning is used for power transformers peak load forecasting. It is
useful for predicting the variable value of dependent feature that is created using two
or more other variables of independent feature.

2 Methodology

There are two types of load forecasting, namely quantitative and qualitative fore-
casting. This work is based on quantitative forecasting. It is categorized under this
forecasting because of fulfillment of the following three reasons, availability of the
past datasets, the data available have the ability to be converted into numeric form
and lastly continuation of aspects of past pattern [4]. In order to successfully get the
correct prediction of peak load, two vital steps are required to be executed.

Step-1: The first step is to import the data fromSCADAcontrol center. It is performed
with the help of features like archiving and logging residing in SCADA application.
Afterward, peak load current of 5 MVA, 33/11 kV power transformer of stadium
substation, Bikaner district, is collected from SCADA. A view of this transformer is
shown in Fig. 1. Human–machine interface (HMI) is shown in Fig. 2 that facilitates

Fig. 1 5-MVA stadium transformer



Power Transformer Summer Peak Load Prediction Using SCADA … 217

Fig. 2 Human–machine interface

the operating personnel to see the backed up information in tabular as well as graph-
ical way. The data is then noted down in an excel sheet. It is mandatory to perform
this step so that Anaconda can read the available data. After importing the dataset
to Anaconda, it is transformed and cleaned thereby bracing it for the application of
regression model. The code used for it is presented in Listing 1. A part of dataset
used for training is presented in Table 1.

Listing 1 Coding for Stage-1
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Table 1 Training dataset Date Peak load Temperature Humidity

1-Apr 60.72 38 11

2-Apr 57.6 39 11

3-Apr 60.96 41 12

4-Apr 72.4 43 8

5-Apr 74.4 39 18

6-Apr 81.28 42 11

7-Apr 76.24 39 17

8-Apr 78.08 40 16

9-Apr 83.04 41 14

10-Apr 84 41 16

After importing the dataset, representation of dataset using variables is done.
Temperature and humidity are represented as independent variable x, and peak load
is represented as dependent variable y. The code used for it is presented in Listing 1.

Step-2: The second step requires learning and applying multiple regression model
to the obtained dataset. This model is an extension of linear regression model which
attempts the modeling of relationship between two or more than two features. Along
with this, a response is modeled by fitting a linear equation to the observed data
extension. After obtaining the linear equation, it is then applied to predict the future
readings. This process of obtaining the equation is done with the help of training
dataset. For this work, training and testing datasets are in the ratio of 3:1. The peak
load data, temperature and humidity data for the month of April, May and June are
used as training data, and the temperature and humidity data for July are used as
test data which result in predicted peak load for the month of July. After analyzing
the results, it is observed that it contains few errors which occurs due to the abrupt
shutdown of the transformer. The source code for stage-2 is presented in Listing 2.
The entire dataset comprises data generated in the months of April, May, June and
July.

3 Results Analysis

After the successful compilation of the code, it is observed that there are four days
which do not match with actual value of the peak load. The reason of this devia-
tion is justified due to the abrupt shutdown of the transformer caused due to bad
weather conditions. Table 2 presents actual and predicted peak load. It also presents
percentage error obtained for each day. A comparison of obtained and predicted peak
load is also shown in graphical form in Fig. 3. It can be seen in figure that that there
are four days, i.e., 7th, 19th, 28th and 29th July on whichmaximum deviation occurs.
It happens due to the rain on all the four days the system faced. The graph in blue
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Listing 2 Coding for Stage-2

represents the actual peak load values, whereas the graph in orange represents the
predicted peak load values.

4 Conclusions

Future load forecasting is considered as one of the main parts of power system
planning. Based on this load forecasting, peak load on system may be predicted and
this may be helpful to determine future load growth. So utility may be prepared
for electric loads that may be available on system in future. In this study, the peak
load current of power transformer is predicted successfully with an accuracy of
90% and implying the mean absolute percentage error (MAPE) to be equivalent to
6.45% approximately. Further, it is observed that the peak current helps to protect
the transformer. It can be concluded that machine learning is of great importance as
it not only helps to increase the speed of process but also generates accurate results.
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Table 2 Actual and
predicted peak load

Date Actual peak load Predicted peak
load

Percentage error
(%)

1-Jul 105.28 101.8389224 −3

2-Jul 110 108.97556 −1

3-Jul 113.2 108.97556 −4

4-Jul 109.36 115.1077181 5

5-Jul 108.32 110.9845191 2

6-Jul 104.08 107.645565 3

7-Jul 102.72 120.015162 17

8-Jul 112.64 106.7560393 −5

9-Jul 110.8 99.61940164 −10

10-Jul 108.56 99.61940164 −8

11-Jul 109.44 100.6238812 −8

12-Jul 107.2 102.5275594 −4

13-Jul 104.24 97.70605039 −6

14-Jul 104.8 97.49548874 −7

15-Jul 103.76 97.3998809 −6

16-Jul 100.48 94.17588063 −6

17-Jul 104.16 100.5186004 −3

18-Jul 97.28 104.6417994 8

19-Jul 94.4 110.2475533 17

20-Jul 95.76 101.7239686 6

21-Jul 103.12 103.8382085 1

22-Jul 99.92 105.6462789 6

23-Jul 104.4 106.6507584 2

24-Jul 112.96 104.7470802 −7

25-Jul 105.2 98.40436045 −6

26-Jul 100.8 102.0011553 1

27-Jul 96.08 97.39020792 1

28-Jul 87.28 110.8212366 27

29-Jul 91.6 106.1243543 16

30-Jul 99.84 98.29907962 −2

31-Jul 108 105.6462789 −2
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Fig. 3 Comparison of actual and predicted loads
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Analysis of M-ary QAM-Based OFDM
Systems in AWGN Channel

Sarthak Pandey , Manisha Bharti , and Ayush Kumar Agrawal

1 Introduction

Wireless communication field is ever dynamic and these services have been
increasing extensively over time [1]. The constantly booming demand of mobile
technologies, wireless local area networks (WLANs) and sudden growth of broad-
band industry has obligated to explore newmethods for constructing higher capacity
wireless networks [2]. The operation of transmitting and receiving structures is of
immense importance in wireless communication. Contemporary telecommunication
system has been able to provide better versatility in data rates, greater capacity and
densely incorporated services. The paramount importance of spectral efficiency and
higher data ratesmust be heeded because of the growing congestion due to increasing
traffic inwireless networks. This calls for amore bandwidth-efficient scheme because
spectral efficiency and higher data rates for transmission are of utmost significance
in wireless communication. M-ary modulation techniques provide higher data rates,
improved methods for error correction, better data security, high noise immunity and
more resistivity. Various modulation techniques utilise different numbers of bits for
each symbol to obtain different degrees of throughput and efficiency. Spectral effi-
ciency increases with the increase in the order of modulation. The amount of errors in
the message can be varied by changing the modulating order [3]. Data transmission
involving very high bit rates is essential for videos, high-quality audios and mobile
ISDN services. It is quite possible to achieve these rates of data transmission, but the
major hindrance, in this case, is the limitation to the total spectrum availability. An
attractive method to overcome this problem is M-ary quadrature amplitude modula-
tion (M-QAM) because of its high spectral efficacy. M-QAM is efficiently employed
by encoding wave bits per symbol for a given energy level.
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However, achieving high data rates must also require a careful selection of the
available multi-carrier modulation schemes. Orthogonal frequency division multi-
plexing (OFDM) is amulti-carrier transmission techniquewhich reliably provides the
essential improvement in performance efficiency by multiplexing and transmitting
at higher data rates and simultaneously improving spectral efficiency [4]. The tech-
nique splits up the available spectrum into many frequency bands (or sub-carriers)
and employs the transmitter to send a single data stream (i.e. parallelly split out of
the serial data) over each one of them, each sub-carrier being modulated at a lower
symbol rate, resulting into a signal with a high resistance to interference. This tech-
nique is almost identical to frequency division multiple access (FDMA) in the fact,
that multiple access, in this case, is obtained by splitting the available spectrum (i.e.
total bandwidth of the channel) into multiple channels, that are now assigned to the
users. But, OFDM handles the bandwidth much more efficiently because the sub-
streams are now much nearer (overlapping) as opposed to FDMA where channels
are separated with a significant distance to intercept the inter-carrier interference
(ICI) and subsequently aid in minimising bit error rates. This removes the require-
ment of inter-carrier guard bands employed in FDMA, and hence, simplifying the
design of OFDM transceivers by significantly reducing the circuit complexity and
cost. All carriers are made orthogonal (i.e. 90° phase shift) to each other to prohibit
inter-carrier interference in OFDM. OFDM also presents other benefits like robust-
ness against frequency-selective fading channel, efficient computations through fast
Fourier transform and simple equalisation techniques besides the much high-speed
rate channelling and improved spectral efficiency [5]. These benefits have endorsed
OFDM to be the most credible technique for wideband digital transmission utilised
in domains like digital television and audio broadcasting, wireless networks and 4G
mobile communication [6].

2 Quadrature Amplitude Modulation (QAM) and M-ary
QAM

Wireless communication field is ever dynamic and these services have been
increasing extensively over time [1]. QAM can be regarded as both an analog as
well as a digital modulation technique. In QAM, the respective data of two different
message signals (can be either analog or digital bit streams) gets delivered through
the unequal amplitudes of carrier signals. The effective bandwidth becomes double
due to the combination of two different signals into one single channel (data stream).
Generally, the two carrier waves are typical sinusoids and essentially have a phase
difference of 900 between them (i.e. quadrature). Therefore, one of the given carrier
signals is denoted by a sine wave, and the other one, by a cosine wave, respectively.
Mathematically, the transmitted signal can, hence, be given by,

s(t) = x1(t)A cos(2π fct) + x2(t)A sin(2π fct) (1)
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The signal s(t) consists of two carriers whose phases are in quadrature with each
other and also each of the carriers is now modulated by a group of discrete ampli-
tudes, and consequently, the name being given as quadrature amplitude modulation
(QAM).Union of the twomodulated carriers is done by the transmitter and extraction
of the original signal is completed by the receiver when the carriers are separated
from the combined modulated signal. The resultant waveforms from the output of
the demodulator are the sustained extraction of signals that are fused through the
modulation process of simultaneously combining the attributes of both phase shift
keying (PSK) and amplitude shift keying (ASK) methods. Digital QAM uses a finite
minimum number of at least two phases and two amplitudes are used mandatorily.

Two or more than two bits are joined together to generate symbols in case of
M-ary QAM, and during each symbol period Ts, one of the M available signals
corresponding to a specific symbol in that duration (Ts) is transmitted. The total
number of signals is M(i.e. = 2n) where n is an integer. Mathematically, the general
expression of an M-ary QAM signal can be described as

Si (t) =
√
2Emn

Ts
a j cos(2π fct) +

√
2Emn

Ts
b j sin(2π fct);

0 < t < Ts and j = 1, 2, . . . , M (2)

where Emn is the energy of the signal with least amplitude, and aj and bj are pair of
independent integers taken as per the position of a specific symbol, i.e. signal point.

2.1 Modulator and Demodulator in QAM

The QAM modulator is fed with two carrier signals which are 90° out of phase
with each other. I (In-phase) and Q (Quadrature) are the separated bit (data) streams
that modulate the two carrier signals are in their amplitudes. These modulated data
streams (i.e. I-channel and Q-channel) are then summed together by an adder. This
merged signal is then employed at the radio-frequency (RF) range, and finally,
converted to frequencies suitable for transmission as desired. The structures of
modulator and demodulator are represented in Fig. 1.

In M-QAM, there are total M(i.e.2n) levels (symbols) available for encoding.
This implies each of the n (i.e. log2M) symbols of I and Q could be changed from
one level to the other in every symbol period. The symbol rate hence becomes 1/n
times the bit rate. Consequently, QAMmodulation enhances the spectral efficiency of
the transmission. QAM is commonly used in several areas of digital communication
involving digital data radio, cable television, Internet services and also in cellular
wireless technology. Different types of QAM are feasible such as 4, 16, 32, 64,
128, 256-QAM, etc. A convenient method of assessing the performance of digital
modulation techniques is the constellation diagram. Also known as the signal space
plot, it helps in providing a pictorial depiction of the location of the complex envelope
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of each of the available symbol states. Figure 2 denotes the combined signal space
plot for 4, 16, 32 and 64-QAM.

Fig. 1 Modulator and demodulator of QAM

Fig. 2 Constellation
diagram of M-QAM
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3 OFDM System Design

Concerns about the wastage of bandwidth or unused frequency bands by the guard
bands or intervals in frequency divisionmultiplexing (FDM) gave birth to the concept
of a novel channelling technique known as orthogonal FDM or OFDM. It is a pecu-
liar multi-carrier transmission method with a prime motive to conserve the channel
bandwidth by introducing closely packed sub-carriers having their spectra overlap-
ping to a great extent. It can be thought of as a bandwidth conservation scheme
which allows the successful reception of data or information despite the overlap-
ping of sidebands from each carrier. This can be accomplished when the spacing
between carriers equals (or matches) the reciprocal of the symbol duration. The
primary concept involved in OFDM is to divide a data stream of very high data rate
into several streams of much less data rate that are transmitted concurrently over
numerous sub-carriers, i.e. a single channel is split into many new sub-channels.
Orthogonality is important in this system, as its loss would lead to inter-carrier inter-
ference (ICI). The sub-carriers in OFDM are arranged equally and as closely as it
is ideally feasible but simultaneously and also not compromising the orthogonality
among them [7]. In a multi-carrier channelling method, a stream or frame of data is
broken into multiple symbols, and a different sub-carrier is allocated to each symbol
or a separate group of symbols. Hence, it can be thought of as a block transmission
technique in which each block holds a set of symbols. The generated signals are
channelled simultaneously in the same frequency band. Therefore, even if a certain
frequency gets distorted by the effects of noise in the channel, then also, only a
specific part of data would be lost but not the entire information. To enhance the
rigidity against frequency-selective fading and narrowband interference, it is one of
the chief motives to use multi-carrier transmission. The orthogonality between the
sub-carriers despite their spectral overlapping will ensure their effortless separation
at the destination, and thereby, reducing the complexity of the receiver and providing
better spectral efficiency in contrast to conventional FDM.

Typically, the OFDM system has three major parts: the transmitter, channel and
receiver as can be seen in Fig. 3.

The QAM process of modulation starts in the transmitter where incoming bits are
mapped and modulated according to the available modulation scheme (i.e. QAM, in
this case). The serial to parallel converter transforms the serially obtained complex
data into N (total message length) parallel data streams (i.e. discrete frequency
signals). Now, the already modulated parallel bit streams undergo baseband OFDM
modulation which is executed using inverse fast Fourier transform (IFFT) process.
IFFT translates these parallel data signals in samples of the time-domain as per the
sequence of message length (N). The time-domain complex baseband OFDM signal
at the output of the IFFT process is described as:

x[n] = 1

N

N−1∑
i=0

X(i)e j
2ni
N (3)
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Fig. 3 OFDM system diagram

After that, the parallel bits are serialised by the parallel to series converter. A
cyclic prefix (CP), whose length is not more than one-fourth of the OFDM symbol
duration, is appended to each data symbol to prevent inter-symbol interference (ISI).
The multipath nature of the transmission radio channel introduces ISI in OFDM
signals [8].Multipath transmission leads to an increase in the amount of inter-symbol
interference (ISI), in the case, where maximal delay spread of radio channel is more
than the guard interval’s length. This is the reasonwhy the length of the guard interval
must be more than the maximum delay spread. Hence, the guard interval is appended
to reduce the ISI effect [9]. Generally, the main purpose to introduce guard interval
is to maintain the separation among sub-carriers and ensure the disjunction between
the OFDM symbols, when the signal is sent over a multipath channel (Fig. 4).

Cyclic prefix (CP) is just a periodic addendumof theOFDMsymbol and is applied
to insert the guard interval. The CP is the same as the endmost values of the OFDM
symbols and is added at the starting of the symbol. Let us assume that TG denotes
the cyclic prefix length in terms of the sample time. The expanded OFDM symbol
has the interval of:

Tsym = Tsub + TG (4)

where T sym is the net symbol duration and T sub is the useful symbol duration. The
ISI effect on the next OFDM symbol due to its predecessor is limited to the guard

Fig. 4 OFDM symbol without guard interval
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Fig. 5 OFDM symbol with cyclic prefix

interval when the cyclic prefix is more than or equal to the maximum delay of the
multipath channel so that the effective part of the next OFDM symbol would not be
affected with the duration, T sub (Fig. 5).

The consequence of this is that when the guard interval is larger than themaximum
delay of a multipath channel, and the orthogonality amongst the sub-carriers is main-
tained. Introducing guard interval reduces throughput, hence, it is usually limited
to be less than or equal to one-quarter of the useful symbol duration. The data is
now sent to the receiver through the channel. At the receiver, the inverse of the
transmitter process occurs. The cyclic prefix is removed, after which the serial to
parallel converter again reshapes the serialised information into parallel streams.
These parallel streams of data are demodulated using fast Fourier transform (FFT)
and again converted to a serial stream where they are de-mapped and demodulated
to get back the original bits.

3.1 Estimation of AWGN Channel

The undesired electrical signals that consistently persist in electronic systems are
termed as noise. Specifically, in communication, noise is described as any undesired
energy or voltage that tends to disrupt the performance by inhibiting the accurate
reception and regeneration of transmitted signals. Noise produces undesired pulses
or probably eliminates the ones required in digital systems. Noise can curtail the
range of systems for a given transmission power and also creates grave mathematical
errors in the analysis of signals. It may also deteriorate the receivers’ sensitivity by
having restrictions imposed on the weaker signals to get amplified. [10].

The most prevalent noise which usually influences any and every channel in
communication systems is the additive white Gaussian noise (AWGN). It is an
elementary noise prototype employed to comprehend the effects of different random
processes which happen in a wireless channel. These random processes often stem
from somenatural sources like thermal noise from the sun or the thermalmovement of
electrons in all emissive electrical devices, i.e. resistors, wires, etc. [11]. Phenomena
or events such as dispersion, interference, frequency selectivity, nonlinearity, fading,
etc., are not explained by this model [12, 13]. Instead, it provides simple methods
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to give gainful insights into the elementary behaviour of a system before the above-
mentioned factors are taken into account. Hence, the model is assumed to be fruitful
in imitating the background noise of channel. This model adds a white Gaussian
noise in the signal which passes through it for analysis.

Theoretically, AWGN is modelled as a random process following Gaussian (or
normal) distribution with a zero-mean in which a random variable z is the sum of the
random noise variable n and a direct variable a, i.e. z= a+ n. Thus, for a transmitted
signal f (t), the received signal r(t) is expressed as:

r(t) = f (t) + n(t) (5)

where n(t) is the additive white Gaussian noise.
The probability density distribution for the Gaussian noise is described as follows

p(z) = 1

σ
√
2π

e− 1
2 (

z−μ

σ )
2

(6)

where σ is the standard deviation and μ is the mean.
The fluctuation of the received symbols increases with the increase in variance

for the signal space diagram and, hence, the greater are the chances to decipher an
incorrect symbol and commit errors. The term white in AWGN implies that the
model for this noise presumes its power spectral density (PSD) Gn (f ) to be flat
(constant) for all frequencies and is specified as:

Gn( f ) = N0/2 (7)

The scalar 1/2 in Eq. (7) signifies that one-half of total power links with +
ve frequencies and the other half with the −ve frequencies. This kind of noise is
commonly employed to emulate the noise parameters in communication systems to
evaluate their performance. It is generally used to simulate digital systems that can
be restored by some other interference methods.

3.2 Bit Error Rate (BER)

As bits are sent from their source to their destination, some of them get corrupted or
destroyed passing through the channel due to several factors. Bit error rate (or BER)
is a depiction of accuracy which identifies the total number of such bits. Numerous
properties that influence BER involve signal-to-noise ratio (SNR), bandwidth, chan-
nelling medium and channelling speed. It is used to estimate the difference between
the original transmitted signal and received signal at the receiver.

Bit Error (t) or BE(t) = abs(a(t) − b(t)) (8)
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Table 1 Parameters for the
simulation of OFDM

Parameters Values

System OFDM

Modulation techniques QAM: 4/16/32/64/128/256

Channel AWGN

Tx and Rx Antenna Single input single output (SISO)

FFT/IFFT points 64, 128, 256, 512

Guard type Cyclic prefix (CP)

Cyclic prefix length 25%

where a(t) is the original signal and b(t) is the received signal.
In other words, the bit error rate (BER) is the total number of bit errors that occur

in a given unit time. It can be expressed into a simple formula:

BER = Number of bit error

Total number of bits transmitted

4 Simulation

In this study, all simulations are implemented through the MATLAB software. It is
used to simulate the described OFDM system in the AWGN channelling medium.
The efficiency results of a system employing differentmodulation orders of theQAM
scheme are attained employing the OFDM parameters listed in Table 1. The Eb/No
parameter of the AWGN channel block parameter was varied from 0 to 25, and the
simulation was run to obtain the required plots. The BER of the OFDM system is
calculated using in-built MATLAB functions and then is plotted against the SNR
values of Eb/No.

5 Results

The results obtained after simulating 4, 16, 32, 64, 128 and 256 QAM under AWGN
channel are shown in Fig. 6 for different ranges of SNR values of Eb/No.

Tables 2, 3 and 4 summarise the performance of an OFDM system in an AWGN
channel using various digital QAM techniques according to the BER values at
different values of SNR.

It is observed that as the value of Eb/No increases for all modulation schemes, the
system’s performance in terms of error reduction gets considerably better and its effi-
ciency enhances. As the plots displayed similar patterns each time after running the
simulation; therefore, it implies that increasing or varying the number of FFT points
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Fig. 6 BER against Eb/No: 0–25 for M-QAM based OFDM system under AWGN channel

Table 2 BER calculation of different QAM schemes at different values of Eb/No

Eb/No 0 db 5 db 10 db 15 db 20 db 25 db

QAM-4 7.865
×10−2

5.954
×10−3

3.872
×10−6

9.124
×10−16

1.044
×10−45

7.307
×10−140

QAM-16 1.411
×10−1

4.189
×10−2

1.754
×10−3

1.842
×10−7

1.404
×10−19

2.179
×10−57

QAM-32 1.895
×10−1

8.802
×10−2

1.621
×10−2

1.585
×10−4

1.815
×10−10

9.058
×10−29

QAM-64 1.998
×10−1

1.008
×10−1

2.653
×10−2

7.725
×10−4

2.634
×10−8

5.818
×10−22

QAM-128 2.477
×10−1

1.463
×10−1

6.498
×10−2

1.061
×10−2

7.220
×10−5

2.664
×10−11

QAM-256 2.546
×10−1

1.593
×10−1

7.860
×10−2

1.980
×10−2

5.053
×10−4

1.145
×10−8

does not influence the performance results. It is also noticed that the higher-order
modulation schemes are not able to perform as well as their lower-order counterparts
as they have greater BER and low efficiency in terms of error-reduction.

As can be seen from the plots in Fig. 6, by using the 4-QAM scheme, the bit error
rate is the least which accounts for a significant reduction in the number of error
bits at the receiver. Hence, it can be deduced that 4-QAM modulation process in
AWGN channelling medium gives the best performance characteristics as compared
to other higher modulation orders of QAM. Similar patterns were produced at other
FFT points whilst employing 25% of FFT points as virtual carriers in each case.

Normally, it can be inferred that the performance of the system does not get
significantly affected by increasing or reducing the amount of FFT points in OFDM
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Table 3 Amount of % increase in BER between successive orders of M-QAM at a given value of
SNR

Eb/No (in
db)

0 (in %) 5 (in %) 10 (in %) 15 (in %) 20 (in %) 25 (in %)

QAM:
4–16

79.402 603.561 4.520 ×104 2.019 ×1010 1.345 ×1028 2.983 ×1084

QAM:
16–32

27.427 110.122 824.173 8.595 ×104 1.293 ×1011 4.157 ×1030

QAM:
32–64

5.435 14.519 63.66 387.382 1.441 ×104 6.423 ×108

QAM:
64–128

23.9 45.139 144.930 1.274 ×104 2.740 ×105 4.579 ×1012

QAM:
128–256

2.786 8.886 20.960 86.616 599.862 4.197 ×104

Table 4 Amount of % decrease in BER at successive values of SNR for a given modulation order
of QAM

Eb/No QAM-4
(%)

QAM-16
(%)

QAM-32
(%)

QAM-64
(%)

QAM-128
(%)

QAM-256
(%)

(0–5) db 1.221 ×103 236.530 115.280 98.272 69.268 59.784

(5–10) db 1.537 ×105 2.288
×103

443.153 279.877 125.161 102.739

(10–15) db 4.244
×1011

9.523
×105

1.013
×104

3.335
×103

512.315 296.883

(15–20) db 8.737
×1031

1.312
×1014

8.731
×107

2.933
×106

1.460 ×104 3.819 ×103

(20–25) db 1.4291 ×
1096

6.442 ×
1039

2.004 ×
1020

4.527 ×
1015

2.710 × 108 4.415 × 106

system because none of the modulation techniques exhibited superior performance
over another in this regard. However, this would invariantly affect the energy per bit
of the signal.

6 Conclusion

Since M-ary modulation schemes have been able to provide better utilisation of the
channel bandwidth as compared to other lower-order modulation schemes, so they
are preferred for applications involving the use of a much higher rate of data. In
these schemes, the data rate and bandwidth increase along with the value of ‘M’.
Another significant parameter besides the high data rate (i.e. speed) is the error
rate which must also be considered in communication systems while selecting a
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specific modulation scheme. In this work, the performance characteristics of the
OFDM system have been evaluated under AWGN channel using different orders of
M-ary QAM modulation scheme. The 4, 16, 32, 64, 128 and 256-QAM modulation
techniques over AWGN channel have been emulated and the results of the OFDM
system performance for these five modulation schemes have been analysed. It is
observed that the error rate decreases substantiallywith the increment in signal power
for all modulation schemes. It is also noticed that 4-QAM gives the most efficient
performance attributes (i.e. the least BER) when compared to all other higher-order
QAMs in this discussion. The results of comparison also convey that a modulation
technique in which the constellation points are more closely spaced has better BER
attributes due to higher bit rate.

From Table 3, it has been observed that the amount of % increase in BER between
successive higher orders of M-QAM shows a decreasing trend (except for the case
of QAM: 64–128) for a given particular value of SNR. Also, this amount of %
increase in BER further increases with an increase in the value of SNR for a particular
difference between successive orders of QAM. In Table 4, the amount of % decrease
inBERbetween successive values ofEb/No (SNR) increasesmanifold for a particular
modulating order (M) of QAM. But, this % decrease in BER decreases with an
increase inM value (i.e. the order of modulation) for a particular difference between
successive values of SNR. Normally, it can be inferred that, although, techniques
with low modulating order exhibit better performance than the techniques with a
comparatively higher order of modulation, but this results at the price of declining
speed, as lower-order techniques have very low rates of data as compared to their
higher-order equivalents. Hence, it can be concluded that the system performance
eventually gets better with the decrease in the order of modulation without bothering
about the spectral efficiency.

Besides, the study also examined the extent to which the total number of FFT
points utilised for computation purposes anyhow influence the overall performance
of the system by making similar comparisons among transmissions at various FFT
points for the system.When transmitting at a higher number of sub-carriers, therewas
no noticeable improvement in any of the modulation techniques. Hence, transmitting
at more sub-carriers usually does not affect OFDM channelling, although transmit
power can be affected.
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Detection of Imagery Vowel Speech Using
Deep Learning

Jigar Patel and Syed Abudhagir Umar

1 Introduction

Vocal speech and physical gestures are typical ways for humans to communicate
with each other. However, these normal means of communications are not possible
for some individuals due to some special conditions such as advanced stage of
amyotrophic lateral sclerosis (ALS) or locked-in syndrome (CIS). Brain–computer
interface (BCI) system can translate brain activities into computer commands, and
hence, allow an individual to communicate using their brain activities. Recent devel-
opments in the area of BCI have resulted in multiple systems that can be helpful to
LIS of advanced ALS patients [1–4].

To capture the activity of the brain, electroencephalography (EEG) one of the
most popular techniques. EEG records brain activity in the form of electrical signals
(which are produced as a result of underlying brain activities) by placing electrodes
on the scalp surface. The reasons behind EEG being the most popular technique to
be used in the BCI system are its cost-effectiveness and simplicity in the acquisition
of data. EEG can monitor minute changes in the brain activity due to high temporal
resolution.

The EEG signals vary based on the type of brain activities. These activities can be
differentiated into several types such as event-related synchronization/event-related
desynchronization (ERD/ERS) [5], steady-state visual evoked potential (SSVEP) [6],
mental task [7], and P300 potentials [8]. These types are called paradigms in BCI
systems. TheBCI systems based onSSVEP andP300 paradigmpresent visual stimuli
to the subject and upon focusing on them, and the brain will produce specific signals
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which can be distinguished. These approaches are mainly used in developing speller
systems [9–11]. The ERD/ERS and mental task-based BCI systems require subject
to the image or perform somemental activities to produce brain signals which can be
detected. The major advantage of this type of paradigm is that any external stimuli
are not required and the user can perform a mental activity at his/her pace. These
paradigms are mainly used in controlling prosthetics, wheelchairs, etc. [12, 13].

Apart from these four paradigms, there is another paradigm that is based on
imagined speech. This paradigm has received comparatively less attention than other
paradigms. Earlier studies report that the signals are produced in the motor cortex
area of the brainwhile imagining vowels [14, 15]. These signals can be called speech-
related potentials (SAP) and can be used to develop speech prostheses.

An earlier study implemented an imaginary vowel speech paradigm classify
imagery vowels ‘u’ and ‘a’ using spatial filters and support vector machines [16].
They reported classification accuracy from 68 to 78%. Similar studies are based on
the same dataset reported accuracies of 70–80% [17, 18]. A similar approach was
used to classify imagined pronunciations of Chinese characters ‘zuo’ and ‘yi’. They
reported average classification accuracies from 74 to 95% across eight subjects [19].
The more recent studies implement detections of imaginary speech of five vowels
and words. To detect these imagined activities, features based on the time domain,
Mel-frequency cepstral coefficients along with the classifiers such as support vector
machine [20–22]. A home automation system was also implemented based on the
hybrid approach of imagined speech and event-related potentials [23].

Recently, many researchers focus on developing deep learning methods for
classification-based tasks. The most popular architectures for deep learning-based
models are convolution neural network (CNN) and long short-termmemory (LSTM).
Deep learning-based approaches using CNN were also implemented to detect
imagery speech with five vowels and six words [24, 25].

In this study, three different approaches based on deep learning architectures using
CNN and LSTM are proposed to classify between imagined speech containing two
vowels ‘a’ and ‘u’ along with no activity as a control task.

2 Data Acquisition

The EEG data utilized in this study was acquired from the ‘speech imagery dataset’
from ‘https://www.brainliner.jp’ and was recorded by Dasalla et al. [16]. The EEG
data was collected using BioSemi Active Two system manufactured by BioSemi B.
V., Amsterdam, Netherland. The EEG was recorded with a sampling rate of 2048 Hz
using Ag–AgCl electrodes. To reduce the size, the data has been down-sampled
to 256 Hz of sampling rate. Also, to remove electronic noise and low-frequency
baseline shifts, a zero-phase bandpass filter with the range 1–45 Hz was applied to
the recorded data. The data was recorded from the locations Fz, C3, C4, and Cz of
the international 10–20 system for EEG.

https://www.brainliner.jp
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2.1 Subjects

The data was recorded from three subjects, two males and one female (right-handed)
with the ages from 26 to 29 years. The subjects did not report any health problems
or neurological disorders and were fluent in English.

2.2 Experimental Procedure

The subjects were settled in a comfortable chair and asked to perform one of the
three tasks based on a visual stimulus. The three tasks were

1. Vowel ‘a’: Imagine vocalization of ‘a’
2. Vowel ‘u’: Imagine vocalization of ‘u’
3. Rest ‘re’: no action, rest.

The subjects were trained beforehand in addition to the rehearsal with real move-
ments to ensure correct task execution. The visual cue will be displayed on the
monitor place at approx. 1 m away from the subject. The experiment consists of
multiple trials. A fixation cross is placed in the screen for a duration between two
to three seconds to help the subject focus on the upcoming tasks on remove any
potentials from the previous task. The trial begins with a beep sound followed by
a visual cue that is randomly selected. The cue will be displayed for two seconds
on the screen followed by a blank screen for three seconds. The participants were
instructed to perform appropriate tasks for the duration the cue is displayed on the
screen. Each task is repeated 50 times and each task is considered as a trial. So, each
subject performed total 150 tasks or trials. The experiment procedure is depicted in
Fig. 1.

Fig. 1 Experiment task
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3 Methodology

There are three deep learning models implemented in this study. These three models
are the CNNmodel, the LSTMmodel, and the CNN-LSTMmodel. The data was not
pre-processed apart from the bandpass filter with range 1–45 Hz which was applied
on the dataset beforehand. The hyper-parameters β1 and β2 were set to 0.9 and 0.999
for all three models. The hyper-parameters learning rate and decay rate were tuned to
obtain the best performance from the network. All three networks were trained using
Adam optimizer. The 70% of data was used for training the models and remaining
30% data was used for testing. The data was randomized before the split to avoid
any training bias.

3.1 CNN Model

Convolution neural networks have been used extensively in implementing image
processing methods such as object detection and face recognition. In this study, a
similar model is implemented to classify imaginary vowel pronunciations.

The model can be divided into two sections: convolution layers and dense or fully
connected layers. The convolution layers are mainly utilized for extracting features
from the data while the dense layers will be used to map the patterns and classify the
data into distinct groups.

There are three convolution layers in the proposed model, and the one-dimension
convolutions are used in this model as the input data consists of EEG data series.
A batch normalization layer was inserted after each of the convolution layers. The
three dense layers of fully connected layers were connected to the last convolution
layer after applying to flatten. Figure 2 illustrates the architecture of the CNNmodel.

The kernel size for the convolution was set at 10 for all the layers. Reducing or
increasing this kernel size resulting in the dropping of the classification accuracy. The
number of filters used in the convolution layers is 64, 64, and 128 for the respective
convolution layers. The dense layers contain 128 and 32 nodes followed by the output
layer with 3 node. The model contains dropout layers with a coefficient of 0.3 after
each convolution blocks and dense layer blocks to reduce overfitting.

3.2 LSTM Model

The LSTM model is seen as more effective compared to feed-forward or CNN
models in terms of sequence prediction. An LSTMmodel is usually implemented to
process and classify time-series or sequence data. The proposed model contains two
LSTM blocks followed by output block. Each LSTM block is followed by the batch
normalization block. The diagram in Fig. 3 depicts the model architecture.
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Fig. 2 CNN model
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Fig. 3 LSTM model

3.3 CNN + LSTM Model

The proposed model contains a single CNN block followed by batch normalization,
a bidirectional LSTM block, and an output layer. The ‘softmax’ activation method
was used at the output layer. The convolution layer consists of 32 filters with a kernel
size of 16. The LSTM layer is consists of 16 units. Both CNN and LSTM blocks are
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followed by batch normalization blocks. Figure 4 illustrates the architecture of the
proposed model.

4 Results and Discussion

Here, we report the performance of all three proposed models applied to detect
imaginary vowel pronunciations. The first model we trained and evaluated is CNN
model. CNN was proved to be very successful in classifying images and detecting
objects in images. However, in this scenario, the CNN model performed with the
average classification accuracy of 51% across all the subjects. Themodel was trained
with the hyper-parameters learning rate = 0.0001, decay rate = 0.0001, β1 = 0.9,
and β2 = 0.999. The models were trained for 20 epochs. The model was found to
be overfitting the data even after adding dropout layers. The training and testing
classification accuracies and loss for subject ‘S1’ are depicted in Fig. 5.

The secondmodel whichwas trained and evaluate is the LSTMmodel. The LSTM
models have been known to be performing well for the time-series of sequence
classification tasks. In this EEG signal classifications, the LSTM model performed
better than the CNN model with the average classification accuracy of 63%. The
hyper-parameters used to train the model were learning rate of 0.001, β1 and β2

values same as CNN model, 0.9 and 0.999, respectively, and decay rate of 0.001.
The total number of epochs was 50 with batch size being 10. The classification
accuracies and loss for train and test data are illustrated in Fig. 6.

The last model to train and evaluate is the combination of CNN and the LSTM
model. The model was trained with the same β1 and β2 values as per the previous
model. The learning rate and decay rates were set to 0.0001 and 0.001, respectively.
The batch size was set to 10 and the number of epochs is set to 50. This model proved
to be better performing than the previous models with the average classification
accuracy of 84% across three subjects (Fig. 7).

The subject-wise classification accuracies are presented in Table 1. The overall
performance of CNN + LSTM was best among all three proposed models as
discussed earlier. Among the subjects, the data from the subject ‘S3’ yielded the
best classification accuracy for all the models across subjects.

5 Conclusion

In this study, three deep learning models to classify the EEG data belonging to
the imagined activities of pronouncing vowels ‘a’, ‘u’, and no activity have been
proposed. The multiclass classification models are based on deep learning architec-
tures and that based CNN, LSTM, and the combination of both is implemented to
classify brain activity. The data used for the analysis was not pre-processed in any
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Fig. 4 CNN + LSTM
model
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Fig. 5 CNN model—classification accuracy and loss

Fig. 6 LSTM model—classification accuracy and loss

Fig. 7 CNN + LSTM model—classification accuracy and loss

Table 1 Subject-wise
classification accuracies

Subject/model CNN LSTM CNN + LSTM

S1 50 65 85

S2 51 60 82

S3 53 64 86

Avg 51 63 84
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way other than the bandpass filtering. The models performed with the average clas-
sification accuracy of 51% for CNN-based model, 63% for LSTM-based model, and
83% CNN+ LSTMmodel. While the accuracies are comparable to the other studies
employing the same dataset [16–18, 26], these studies employ pair-wise classifica-
tion compared to multiclass classification employed in this study. This study can be
extended to classify for more imaginary speech activities.
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Optimization of Process Parameters
by Application of Adaptive Neuro-Fuzzy
Inference System (ANFIS) Model of FFF
Process

Imran Siraj and Pushpendra S. Bharti

1 Introduction

Additive manufacturing (AM) technology is a constructive technology that builds
products by adding material bit by bit and manufacture part directly from design,
thereby eliminating the cost and time incurred in setup. Also, almost all the materials
can be processed; hence, AM has got a wide range of applications over conventional
manufacturing. Apex body of testing andmaterials, American Society of Testing and
Materials (ASTM) has defined ‘additive manufacturing’ as a process of manufac-
turing, that propels rawmaterial from a nozzle injector [1]. ASTM released standards
‘ASTM F3187-16,’ for normal functionality and ‘ASTM F3303-2018,’ for critical
functionality, metallic parts, ‘ASTM D638-10’ for plastics parts, produced by FFF
[2–5]. Fused filament fabrication (FFF) is themain technology that produces layers of
material superimposed over each other. FFF has gained broad applicability in select
areas of manufacturing, since it produces parts quickly and directly from the design
stage [6]. With the exponential growth on its sleeve, FFF has not gained popularity
with industrial productions as expected. Manufacturers of machineries, automobiles,
and infrastructure have not adopted FFF technology, despite many advantages over
other manufacturing technologies, and those who chose, are weaning away. The
reasons behind this could be summed up as poormechanical properties of the process
[7]. The hunt for the excellence of quality becomes essential for broader applica-
bility of FFF; hence, exploration of the reasons associated with quality has become
the core of research in FFF processes [8]. Researchers have focused on the quality
issues associated with FDM and applied several tools and techniques to expedite the
actual cause associated with poor quality. Feeding quality in a quick process like
FFF becomes a challenging task; hence, optimization of process parameters is the
obsession of researchers for perfect performance characteristics.
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Tools and techniques applied to FFF for optimization are summarized in the
literature review section.

2 Literature Review

In the recent analysis, Yadav et al. connected the properties with input parameters
of 3D printer by applying ANFIS model. The fabric used was PETG, ABS, and
multi-material. The error found to be a pair of 6.3% [9]. In his analysis, Negrete
stressed the result of method parameters on the half quality and productivity. The
conclusion in his study was that the printing plane was the foremost important issue
for reducing process time. In dimensional accuracy, the length was full of layer thick-
ness, and dimension was chiefly influenced by the filling pattern [10]. Sood et al.
in their analysis argued that any purposeful half is subjected to completely different
load conditions in actual observe, leading to numerous fatigue and stresses developed.
Principal element analysis (PCA) technique was applied to co-relate, layer thickness,
formation dimension, formation angle, orientation, and air gap with tensile, bending,
and impact strength. The results indicate that each factor like layer thickness, orien-
tation, formation angle, formation dimension, and air gap and interaction between
layer thickness and orientation considerably influence the response [11]. Mohamed
et al. reiterated in their analytical analysis the importance of half quality and accuracy,
owing to employability in medical implant, natural philosophy, telecommunication,
and part missions, that need higher exactness and accuracy. The results of their
study stressed that I-optimality criterion model is an up-and-coming technique for
improvement [12]. Chohan et al., in their analysis, assessed the feasibleness of vapor
smoothing technique for surface finishing at a low price and shorter lead times.
The result of pre-processing and post-processing parameters studied several, that
enclosed dominance, limitations, validity, and reach of varied techniques adopted to
enhance surface end their analysis is predicated on a case study. The development
of precise, automatic, and controlled surface finishing techniques with low price and
time [13] Chadha et al., in their analysis, targeted the result of bed temperature, layer
thickness, and infill pattern (rectilinear, honeycomb, triangular) on lastingness and
bending strength. They found that with the rise in bed temperature, lastingness, and
flexural strength at first will increase then decreases [14]. Schmitt et al. centered on
the part’s weight and relationship with strength since a load of elements has great
results in the automotive business. Their paper bestowed experimental results and
style issues for the FDM method of vinyl cyanide hydrocarbon vinyl benzene mate-
rial. An optimum infill configuration was additionally found; they summarized the
causes of deviations within the dimensional accuracy within the kind of Ishikawa
fish-bone diagram [15]. Durão et al. studied the results of method parameters; layer
thickness, deposition rate, and infill rate, on lastingness and established the quan-
titative relationship. Their results established the quantitative relationship between
parameters, layer thickness, infill rate, and deposition rate with lastingness. The
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numerical analysis foresaw a decent model, and results were verified through an
experiment [16].

3 Quality Issues in FFF

FFF process is simple, versatile, additive manufacturing technology and has the
potential to incorporate the present need of customized and cost-effective manu-
facturing solutions. However, many drawbacks are also associated with FFF. It has
a complex mechanism that does not accurately define the functional relationship
between the controlled process parameters and quality and accuracy. Even sectors
like organ implants in humans, electronics and telecommunications, and aerospace
missions require a high degree of dimensional accuracy as well as surface finish [17].
The poor dimensional accuracy and surface finish are primary hurdles ahead while
implementing FFF as rapid prototyping technology [18]. Poor mechanical properties
are responsible for slow expansion of this process [19].Manufacturers are reluctant to
adopt FDM as core technologies of their production [20]. Rapid and quick settlement
of quality issues will bring back the FDM processes into main stream of manufac-
turing [21]. By controlling input parameters, output parameters are controlled, that’s
all we know, but how much will they affect, is a million dollar question [22]. A
real-time measurement system of parameters is the urgent need of the hour [23].
Quality issues, surface finish, dimensional accuracy, mechanical properties need to
be addressed appropriately and precisely [24].

All established methods of optimizations are applied to find the effect and opti-
mize the factors responsible for quality and accuracy; however, the process requires
extensive research to relate and optimize the variables for enhanced performance.

4 Research Gap

A research gapwas identified between the available solutions and problem statement.
To fill this gap, experimental study was carried out with three objectives:

(i) To find a functional relationship between process parameters and performance
characteristics.

(ii) To find the effect of process parameters on performance measures.
(iii) To optimize the level of parameters for better quality.

To fulfill the objectives, six process parameters were considered to relate four
performance measures, by developing an optimization model that combines best
features of two methods. In order to achieve our objectives, an optimization tech-
nique called adaptive neuro-fuzzy inference system (ANFIS) has been applied. This
technique is a hybrid between artificial neural network and fuzzy logic. However, this
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Table 1 Process parameters,
their levels and performance
measures

Process
Parameters

Levels Performance
measures

i. Infill ratio(A) 40 60 (%) Ultimate tensile
strength(W)

ii. Layer
thickness (B)

0.1 0.2 (mm) Compressive
strength (X)

iii. Print speed (C) 100 120(mm/s) Flexural stress(Y)

iv. Nozzle
temperature (D)

200 210 (°C) Hardness (Z)

v. Bed
temperature
(E)

60 80 (°C)

vi. Shell thickness
(F)

0.8 1.2 (mm)

optimization model ANFIS has already been applied successfully by researchers, to
train the models and achieve the objects, for finding single mechanical property:

The novelty of this work is implementation of this technique to find four
performance measures at a time.

ANFIS is discussed in details in Sect. 6. Before implementing ANFIS, another
analysis, principal component analysis (PCA) is performed to find the contribution
of each parameter, is discussed in detail in Sect. 5.

Process Parameters considered in this study are given in Table 1.

5 Principal Component Analysis

PCA is a mathematical transformation that linearly combines the input process
parameters to create a new set of variables, called principal components (PCs). PCs
minutely detail the variation in the original data. PCA explains the complete spec-
trum of the variation as true as in the original data [25]. The PCA decomposition
algorithm has the capability of explaining first PC minutely explains details of the
input data. Similarly, the second PC details the maximal leftover data subjected to
being non-correlated orthogonal and so on. PCs are basically derived from raw input
data (using two covariance matrices) or from standardized data (using correlation
matrix) [26].
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6 Adaptive Neuro-Fuzzy Inference System (ANFIS)
Introduction

ANFIS model is a hybrid cross between ANN and fuzzy logic. Adaptive capacity
ANN and qualitative approach of fuzzy been logic have properly tuned into achieve
best results. Mathematical properties rule of ANN are synced with rule-based fuzzy
system to develop a model that depicts human way of data processing [27]. ANFIS
combines the best features fuzzy system and ANN, thereby eliminating their own
discrepancies; framework provides the ANFIS modeling highly systematic and little
reliant on expert knowledge [28]. Neural networks are applied to predict the future
values, based upon the past learnings. The learning is sharp and crisp, and it can
predict accurate values, but limitation of this network is its inability to explain the
process of decision making. It lacks in transparency [29]. Lotfi-Zadeh, father of
neuro-fuzzy systems, could not improve or increase the learning capability of fuzzy
systems. Combining these two powerful and popular techniques gave birth to neuro-
fuzzy systems, thereby removing the drawbacks of both the systems and producing
even more powerful technique. ANFIS model has earlier been applied to FDM by
Yadav et al. with five input and one output systems. In this study, it has been applied
for six input and four output parameters, one at a time [30]. The ANFIS architecture
and model of the system expressing the nonlinear relationships between the input
sand outputs of FDMare explained here. TheANFIS structure is a five layers network
with a hybrid learning algorithm that is used to adjust the system in accordance with
the input and output data structures. An ANFIS having two inputs (α and β) and one
output (γ ) is known as Takagi–Sugeno–Kang fuzzy interface system, having two
membership functions for each input and two set of rules are depicted here;

First-order fuzzy interface systems are based on fuzzy rules ‘If–Then,’ explained
as follows:

Rule 1 : If α is α1 and β is β1 Then f1 = p1 α + q1 β + r1 (1)

Rule 2 : If α is α2 and β is β2 Then f2 = p2α + q2β + r2 (2)

whereα1,α2 and β1,β2 are the parameter for the input functions, p1, q1, r1, p2, q2 and
r2 are the parameters for output functions. Input parameters α and β are nonlinear,
whereas the output parameters p1, q1 and r1 are linear. Six inputs and one output
have been considered to develop the model. The model has five layers: (i) Fuzzy (ii)
Production (iii) Normalized (iv) Defuzzy, and (v) Production and total output layer
in order [31, 32].
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7 Development of ANFIS Model by Application
of MATLAB®

The ANFIS model in this problem has been developed using the ANFIS toolbox
of MATLAB® R16 of MathWorks Inc. USA, software. The designed network was
developed by using six input neurons on input layer, each neuron represented an input
parameter, and similarly output layer consisted only one neuron that represented a
single output parameter. The hidden layer used the transfer function in this network is
tansig, and another transfer function purelin is applied in the output layers. The two
transfer functions used in developing the network are hyperbolic tangent sigmoid
transfer function, and the other transfer function, purelin, is linear in nature. The
outputs in these transfer functions are evaluated as per following equations:

tans(n) = 2

1 + e−2n
− 1 (3)

Purelin (n) = n Where n; input to the function.
Lavenberg–Marquardt algorithm is deployed to train the network, having two-

layer network with six input neurons and one output neuron, with a single hidden
layer of five neurons [35]. The selection of the transfer functions and the training
algorithm is based on trial-and-error method. The objective was to achieve the find
error range in a minimum number of trials in cyclic training. The cyclic functioning
of the network was found to deliver better performance with aforesaid conditions.
On the basis of this exhaustive study, two critical processes like the transfer functions
and training algorithm were selected and applied to the network. Also, the numbers
of neuron associated with the hidden layer is decided on functionality.

8 Methodology

The objective of this investigation is to find the deliverance of FDM process in terms
of performance measures and to find an optimum level of process parameters for
better yield. The experiment was designed applying Taguchi method. Six process
parameters were considered each having two levels.

As per full factorial design, the total number of runs would be 26 = 64; to reduce
the number of runs; Matrix L32 was applied, since a sample of 32 key runs would
represent the whole lot and would be as true as 64 runs (Taguchi design). The six
parameters identified on the basis of literature survey and from interaction with
professionals from industry are as follows: Similarly the performance characteristics
identified, that play key role in design and service of the parts are: total number
of specimens printed were 32 × 5 = 160, each experimental runs printed 5 speci-
mens together, for the sake of keeping the sanctity, in the same environment. Four
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different tests performed to determine six parameters by application of L32 matrix.
Experimental setup along with different constituents is discussed in detail as follows:

(a) Design of Experiment Minimum number of runs that are required to achieve
significant data in Taguchi method can be calculated on the basis on the degrees
of freedom approach.

NTaguchi = 1 + V (L − 1) (4)

where V = No. Of variables and L = levels, For this experimentation. Since V = 6
and L = 2; Hence,

NTaguchi = 1 + 6(2 − 1) = 7[36] (5)

Minimum runs required are 7. Hence, Matrix L7 will yield the desired results.
However, for more consistency and higher accuracy, Matrix L32 is applied. Design
and Analysis Software Minitab® was used to design the experimental runs, and
experiment was conducted as per the plan. The experimental run along with results
is presented in Table 2:

(b) Design of specimen Design of the test specimens was taken from testing stan-
dards apex body; American Standards of TestingMaterials, in accordance with
the code:ASTMD638-10 (Type: IV), Standards. The testingmethod of plastics
to determine mechanical properties of plastics is given in the abovementioned
code in details.

(c) Raw Material The raw material is filament for of a material called ploylactic
acid (PLA), Manufactured by REVER Industries, with brand name FIBREEL,
and India. The specifications of the filament are ϕ1.75 mm (diameter) and of
wooden color. This color is cool and light and would not play any significant
role in determining the properties. Manufacturer and researchers have recom-
mended the nozzle temperature around 2100C and bed temperature 600C for
printing PLA. The optimum level of temperature of fusion is below 2000C for
the given material.

(d) Machine Experimentation was performed a machine procured from CADx
Technologies Pvt. Ltd., India. Model name of the printer is ARYA-PRO, to
print the specimens. The printer ARYA-PRO has following specifications:
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Table 2 Experimental runs with results

S. No. (A) (B) (C) (D) (E) (F) (U) (V) (Y) (Z)

1 40 0.1 100 200 60 0.1 19.37029 34.09091 31.70 62

2 40 0.1 100 200 50 0.2 19.39218 36.02716 32.84 62

3 40 0.1 100 210 60 0.2 19.38641 36.20184 33.16 64

4 40 0.1 100 210 80 0.1 19.38022 35.06032 32.00 62

5 40 0.1 120 200 60 0.2 19.38800 34.80881 31.90 60

6 40 0.2 120 200 80 0.1 21.70388 36.88042 32.68 65

7 40 0.1 120 210 60 0.1 20.37029 36.38044 32.86 64

8 40 0.1 120 210 80 0.2 22.58986 38.72600 36.42 66

9 40 0.2 100 200 60 0.2 20.82066 36.32325 33.38 64

10 40 0.2 100 200 80 0.1 20.00842 36.00233 32.98 62

11 40 0.2 100 210 60 0.1 19.84662 35.20032 32.50 61

12 40 0.2 100 210 80 0.2 20.50102 35.82232 32.80 61

13 40 0.2 120 200 60 0.1 19.58480 34.59008 31.90 62

14 40 0.2 120 200 80 0.2 20.08040 35.00800 32.30 62

15 40 0.2 120 210 60 0.2 20.50822 35.50002 32.70 64

16 40 0.2 120 210 80 0.1 20.20183 35.00282 32.40 62

17 60 0.1 100 200 60 0.2 19.57884 34.45599 32.50 62

18 60 0.1 100 200 80 0.1 19.59227 34.55004 32.20 64

19 60 0.1 100 210 60 0.1 19.47029 34.50090 32.10 65

20 60 0.1 100 210 80 0.2 20.07740 35.01780 32.35 65

21 60 0.1 120 200 60 0.1 19.55850 34.40044 32.25 62

22 60 0.1 120 200 80 0.2 20.15042 35.32482 33.20 64

23 60 0.1 120 210 60 0.2 20.52382 35.84230 33.95 64

24 60 0.1 120 210 80 0.1 20.48222 35.58020 33.00 64

25 60 0.2 100 200 60 0.1 19.52118 36.57102 33.56 64

26 60 0.2 100 200 80 0.2 20.22242 37.00040 34.06 64

27 60 0.2 100 210 60 0.2 20.54233 37.55403 34.54 62

28 60 0.2 100 210 80 0.1 21.02200 38.00250 35.44 62

29 60 0.2 120 200 60 0.2 22.02052 38.10360 36.48 65

30 60 0.2 120 200 80 0.1 21.84822 37.88860 35.86 62

31 60 0.2 120 210 60 0.1 21.48000 36.96960 35.47 65

32 60 0.2 120 210 80 0.2 23.25696 40.06500 38.13 64
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Desktop Volume : 390 mm × 360 mm × 490 mm
Build Volume ; 200 mm × 200 mm × 180 mm
Print Temperature : 180 − 260◦C
Print Speed : 50 − 220 mm/s
Layer height : 50 − 300 μ

Filament : PLA,ABS&Nylon
Connectivity : SD Card

(e) Conversion software
The design of specimen was taken from ASTM Website, in STL Format; the
standard formof tessellation language. This designwas replicated for five times
in the open-source software CURA Version 15.04.6., to create necessary NC
Code that guides the printer head. Software used is powerful and compatible
with all the machines (Figs. 1and 2).

(f) Connectivity ports An SD card slot is given as the data input system on the
printer and data can be transferred by SD card. Code generated in the software
CURA has a file format *.nc file can transfer to the machine by SD card.

(g) Material testing setup the material testing setup consisted of the following
machines:

Fig. 1 Software CURA

Fig. 2 Machine display unit
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(i) The specimens produced for tensile and compressive tests were are
tested on ultimate tensile machine and hardness tester of the following
specifications (Figs. 3 and 4):

Specifications UTM Hardness tester

Model and Make AMT, 5A-5B, HARRISS & TARRISS HT,3010C

Maximum load 1000(kN) 150 (kgf)

Load range 20–1000 (kN) 60, 100 & 150 (kgf)

Accuracy ±1% ±1%

Test performed Tensile, compressive and flexural Rockwell and Brinell

(h) Data collection The printed parts are thus tested on UTM and hardness tester
for the six properties, and their readings are presented in tabular form for further
processing.

(i) Analysis

(A) PCA was performed first to find the contribution of each parameter, and
PCs and TPCI were calculated as explain in PCA section. The percent
effect of each factor was found.

Fig. 3 FDM printer
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Fig. 4 Specimen printing

Fig. 5 Failure in tensile test

Fig. 6 Hardness test
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Fig. 7 Design of specimen

Fig. 8 ANFIS structure

(B) ANFIS model was developed in the software MATLAB® Version:
2016a of MathWorks Inc. USA, using ANFIS tool box: as discussed
in Section IV, the procedure is given here:
(a) Neuro-Fuzzy Design: To design the network, neuro-fuzzy

designer toolbox is invoked in applications pull-down menu of
MATLAB software. Data is loaded by invoking *.dat file from the
current directory. Data file has 70% of the data achieved as per
data analytics, 30% data is saved for testing. The obtained data is
processed with the help of software.
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Fig. 9 Training ANFIS

(b) GenerateFuzzy InferenceSystem: TogenerateFIS, six linguistic
variables corresponding to six process inputs and twomembership
functions corresponding to two levels of inputs are selected. Next
step is to check the structure to confirm appropriate model and is
invoked, as shown in Figs. 5, 6, 7, 8, and 9.

(c) Training Fuzzy Inference System: To train the system hybrid
command is invoked, as it already comprises of backpropagation
training. Testing can be performed.

(d) Testing Data: Testing is performed on the remaining 30% data.
The testing data is first uploaded, and testing is then performed.
The testing gives FIS output in graphical form. The blue dots on
the graph show the actual readings recorded during the experimen-
tation, whereas the red stars are the FIS output. The deviation from
each point is calculated in mean square error (MSE). An average
error of 1.2747 is depicted by the software.
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Table 3 Percentage
contribution of process
parameters

Process parameters: Contribution (%) Optimum level

A. Infill ratio 100 60%

B. Layer thickness 85 0.2 mm

C. Print speed 85 100 m/s

D. Nozzle temperature 54 210 °C

E. Bed temperature 54 180 °C

F. Shell thickness 44 0.2 mm

9 Results and Discussions

The experimentation was performed as per the methodology, described in Section 4.
ANFIS modeling and subsequent analysis give in-depth knowledge about various
parameters, their standalone, and in-combination effects on various properties of
material; the results are discussed in detail:

(1) Ultimate Tensile Strength: The mean value of UTS is 20.39002, and the
predicted value by FIS is 20.64 MPa; hence, error of 1.2747% is noted by
the software. This error is almost negligible. The UTS can be targeted 22 by
the following optimal combination of input parameters, given in Table 4:

(2) Compressive Strength: The mean value of compressive strength is
36.04538 MPa. The predicted value by FIS is 32.006 that means the devia-
tion is about 4.4301%. The target value of compressive strength 32 MPa can
be achieved by following optimal set of parameters, as shown in Table 5 below:

(3) Flexural Strength: Mean value of FS is 33.42531, whereas predicted value
is 35.50. The mean square error is 6.2139, highest among all the errors. The
network is not trained sufficiently and hence produced error more than 5%,
highest among all the parameters. Optimum values of parameters are given in
following Table 6 for achieving 35.5 value of flexural strength.

(4) Hardness: The hardness predicted by FIS is 65.5, and the mean value of
observed hardness is 63.15625. A deviation of 3.711%. The optimum values
are given in Table 3:

10 Conclusions

The main objectives of this research are:

(i) To find a functional relationship between process parameters in performance
measures.

(ii) Also to find the contribution of every parameter on performance characteristic.
(ii) To find the optimal values of all the parameters.

The first objective was achieved by developing ANFIS model in MATLAB soft-
ware using neuro-fuzzy design toolbox. The second objective was achieved by
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applying the PCA. The principal component values were found and that determine
the contribution of each parameter on qualitymeasures that are discussed in the above
section. The third objectivewas also achieved by developing theANFISmodel to find
the optimum level of all the parameters. Hence, the study is performed successfully
for mapping relationship between process parameters andmain responses and for the
evaluation of quantified relationship between process inputs: layer thickness, infill
rate and deposition velocity andmechanical properties, tensile strength, compressive
strength, flexural strength, and hardness. The developed model exhibits fine-tuned
experimental results, which demonstrates the effectiveness of this predicted model.
ANFIS model is used to predict the optimum level of process parameters. The neural
network selected for this study has optimized architecture, used to train, test, and
simulate the network. Normalization, PCA, feature reduction, and ANFIS tests were
performed to predict the desired performances. It is, therefore, can be concluded
that, this study has presented the main effects of important process parameters on
the performance measures.
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Skin Lesion Characterization
with Ensembles of Machine Learning
and Deep Learning Models

D. Abhila, B. Priyankaa, A. Aishwariya, S. Nihal Mathew, S. Suriya Kumar,
and Kunaraj Kumarasamy

1 Introduction

In the year 2013, skin-based diseases added 1.79% to the burden of disease among
the 306 diseases and injuries worldwide [1]. Some of the common skin lesions
include seborrheic keratosis, basal cell carcinoma, actinic keratosis, dermatofi-
broma,melanoma, pigmented benign keratosis, nevus, squamous cell carcinoma, and
vascular lesion. Our paper aims at classifying skin lesions with a simple photograph
taken from a standard camera (non-dermoscopic). This can help doctors to assess the
skin conditions of patients living in remote areas. Also, the five-year survival rate
for melanoma detected in its earliest stages is around 97%, which drops to approxi-
mately 14% if it is detected in its later stages. The detection of melanoma in its early
stages requires expert dermatologists. But, dermatologists cannot screen every one
of their patients for melanoma. Our paper provides a non-invasive method to detect
melanoma in its early stages, thereby, saving a load of work for dermatologists. We
make a comparison between two different techniques that can be used to classify
skin lesions. The first approach consists of five stages, namely, image pre-processing
like filtering, segmenting the appropriate regions, extracting the features, training,
and testing of a machine learning classifier. The extracted features from the image
include both color and texture features out of which color features play a dominant
role in classifying the lesion. Machine learning classifiers are trained using super-
vised learning with the extracted features as predictors. Later, when an unknown
lesion is given as input, the proposed solution extracts the features of the image and
classifies the lesion. The second approach makes use of transfer learning to train
neural networks (AlexNet and GoogLeNet) on clinical images of skin lesions. The
trained CNN can then classify the skin lesions automatically. To improve the predic-
tion accuracy, we ensemble the results of the individual networks. The approach
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which makes use of deep learning outperformed the other approach using machine
learning in terms of accuracy. The ensembled CNN achieved an accuracy of 90.2%
which is comparable to the level of trained dermatologists.

2 Artificial Intelligence in Medicine

There is already an incredible amount of technology and automation in play in
medicine. Digitized medical records, online scheduled appointments, health wear-
ables, and wireless brain sensors are some of the notable advancements in medical
technologies. With the increase in technology usage in all areas of life, how we seek
medical care has also changed. AI supports ‘precision medicine’ that improves diag-
nosis and prognosis and also it reduces the physician’s time. The AI algorithms need
to be tested repeatedly to reduce the margin of error.

The diagnosis of skin diseases is an arduous process. The lesion is examined
by a dermatologist to determine whether it is benign or fatal. Malignant lesions
often appear to be benign in their early stages and such lesions are screened for a
pathologist to determine its malignancy. This delays treatment and may put patients
in a life-threatening situation.

Automatic diagnosis of skin diseases and various other ailments using machine
learning and deep learning algorithms has shown significant results and gaining a
lot of momentum, and several pieces of research have been carried out in this regard
[2–11]. This can make diagnostics cheaper and more accessible for people living in
remote areas. The AI systems cannot replace doctors but it can highlight potentially
malignant lesions facilitating early treatment of such lesions.

3 Dataset

A large number of skin lesion images are required to achieve better classification
accuracy. Images of nine different skin lesions are collected from the ISIC archive.
The ISIC archive [12] is the largest known open-source dataset for skin lesions. It is a
widely useddataset for developing automateddiagnostic systems.These systemshelp
reduce unnecessary biopsies by improving the accuracy of skin lesion classification.
Table 1 depicts the different skin lesions and the number of images collected for each
of the skin lesions.

4 Machine Learning Classifiers

Machine learning enables the classification of an unknown skin lesion on the features
extracted from an image of the lesion. Before proceeding to the classification of
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Table 1 List of skin lesions
being classified

Name of the skin lesion No. of images

Actinic keratosis 132

Basal cell carcinoma 515

Dermatofibroma 122

Melanoma 526

Nevus 396

Pigmented benign keratosis 320

Seborrheic keratosis 419

Squamous cell carcinoma 219

Vascular lesion 142

Fig. 1 Steps involved in the classification of skin lesion using machine learning classifier

unknown lesion, themachine learning classifier has to be trained on features extracted
froma training dataset. Figure 1 depicts the various steps involved in the classification
of skin lesions.

4.1 Image Pre-Processing

This is a significant initial stage in computer-aided skin lesion diagnostics. The
images captured may be subjected to noise, blur, and other factors which may lead to
misdiagnosis. Pre-processing consists of modifying the pixels in an image to achieve
better classification accuracy. Figure 2 shows the different pre-processing stages. The
images are read one-by-one from the folders in which they are stored. The images
can be processed in the existing RGB color space or even in wavelet domain [13].



268 D. Abhila et al.

Fig. 2 Steps in image pre-processing

Fig. 3 a RGB image of skin lesion, b luminance part of the image after transformation from RGB
to LAB color space, c image after contrast enhancement using unsharp masking

The images are converter to the CIE *L*a*b color space as it is the exact way
of denoting color and is not dependent on the device. The luminance part of the
LAB color space is the grayscale image. Contrast enhancement is performed using
unsharp masking to enhance the visual quality of the image by processing its edges.
Noise and blur are removed using the Wiener filter. The results of pre-processing an
RGB image of the skin lesion are shown in Fig. 3.

4.2 Segmentation

Thepre-processed images converted back toRGBformat are then given as input to the
segmentation algorithm which localizes the region of interests (RoI) by partitioning
a digital image into multiple segments. Some of the most common segmentation
techniques used for skin lesion segmentation include:

• Edge-based segmentation [14]
• Thresholding-based segmentation [15]
• Region-based segmentation [16]
• Fuzzy C-means-based segmentation [17]
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Fig. 4 a RGB image of skin lesion before segmentation, b RGB image of skin lesion after
segmentation

We use Otsu’s algorithm to obtain the threshold of the image. It is based on a
normalized histogram of the image.

The normalized histogram sets the optimal threshold value and this value is used
to separate the input pixels into two homogeneous classes (C0 and C1). The resultant
of Otsu’s algorithm is a binary mask.

w1 = Pr(C1) =
L∑

i=k+1

Pi = 1 − w(k) (1)

w0 = Pr(C0) =
k∑

i=1

pi = w(k) (2)

An algorithm is then developed to apply the binary mask on the original RGB
image of the skin lesion to obtain the segmented image. By the algorithm, the RGB
image is read pixel by pixel, and those pixel positions for which the binary mask
has value 255 (white) are assigned the value 0 (black) for all three color channels
(R, G, and B). The remaining pixels are left unchanged in the RGB image. The
resulting RGB image is the segmented image of the skin lesion. The same procedure
is repeated for all the images in the dataset, and the segmented images are stored in
the corresponding folders. Though this is a robust way of segmenting the lesion, it
provides better results for most of the skin lesion images. Figure 4 shows the color
image before and after segmentation using Otsu’s thresholding.

4.3 Feature Extraction

Feature extraction plays a major role in machine learning and as the proper choice
of features plays an important role in improving the accuracy of classification. Both
color and texture features are useful for skin lesion classification out of which the
color features have amajor impact [5]. The various color and texture features include:
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Color features
Mean and standard deviation of every component of CIE*L*a*b and CIE*L*u*v
color spaces contribute to 12 color features. When the image is separated into chro-
maticity and lightness, the role of RGB pixel values has less impact over the color
space. Taking this into account, the CIE L*a*b* and CIE L*u*v* color spaces are
used in our problem rather than mere RGB pixel values.
Texture features
Raw moments, central moments, scale invariant moments, and Hu’s invariant
moments are the various texture features used for classification.

Raw moments

Mi j =
∑

a

∑

b

aib j I (a, b) (3)

Central moments

µpq =
∑

a

∑

b

(a − a)p(b − b)q f (a, b) (4)

Scale invariant moments

ki j = µi j

µ

(
1+ i+ j

2

)

00

(5)

Hu’s invariant moments

I1 = k20 + k02 (6)

I2 = (k20 − k02)
2 + 4k211 (7)

I3 = (k30 − 3k12)
2 + (3k21 − k03)

2 (8)

I4 = (k30 + k12)
2 + (k21 + k03)

2 (9)

I5 = (k30 − 3k12)(k30 + k12)[(k30 + k12)
2 − 3(k21 + k03)

2]
+ (3k21 − k03)(k21 + k03)[3(k30 + k12)

2 − (k21 + k03)
2] (10)

I6 = (k20 − k02)
[
(k30 + k12)

2 − (k21 + k03)
2
] + 4k11(k03 + k12)(k12 + k03) (11)

I7 = (3k21 − k03)(k30 + k12)[(k30 + k12)
2 − 3(k21 + k03)

2]
− (k30 − 3k12)(k21 + k03)[3(k30 + k12)

2 − (k21 + k03)
2] (12)
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4.4 Training the Machine Learning Classifier

The features extracted from the images are used as predictors and the image labels
are used as responses. The results are subjected to fivefold cross-validation. The
following classifiers are trained using the extracted features:

• Support vector machine
• Boosted decision trees
• Bagged decision trees
• K-nearest neighbor

Support Vector Machine (SVM)

SVM is a supervised learning-based machine learning classifier. Sumithra et al.
used SVM and KNN to classify skin lesions in the year 2015 [18]. Support vector
machines make use of hyperplanes to classify data. The hyperplanes are decision
boundaries which help distinguish between feature vectors of different objects. The
best hyperplane is chosen with the help of support vectors which are points that are
near the hyperplane. The best hyperplane is the one with the largest margin from the
support vectors. The dimensionality of the hyperplane is determined by the number
of feature vectors. We use the quadratic kernel function to define the hyperplane.

Boosted decision trees

Decision tree builds classification models in the form of a tree structure where the
data is continuously split according to a certain parameter. Boosted decision trees are
used in order to produce better predictive performance. It combines several decision
trees in series and each decision tree aims at improving the error performance of the
previous tree. The main drawback of boosted decision trees is that they take a longer
time to train, owing to their series structure.

Bagged decision trees

Bagged decision tree is a type of ensemble technique that provides better accuracy
when compared to decision tree classifiers. Bagged decision trees create subspaces
of the training data and these subspaces are used to train independent decision trees.
An aggregate of the probabilities of the individual decision trees is used to determine
the final probability, and this technique has been applied to many imaging tasks line
noise pixel classification, etc. [19].

K-nearest neighbor

K-nearest neighbor classifies each element in the dataset based on a similarity
measure. It classifies data points on the basis of its ‘k’ nearest neighbors. The value
of k has to be suitably chosen to avoid overfitting and achieve better training and
validation error performance.
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Table 2 Accuracy of
different classifiers

Classifier Accuracy (%)

Support vector machine 87.2

Bagged decision trees 85.4

K-nearest neighbor 82.5

Boosted decision trees 80.9

4.5 Result

The support vector machine was able to achieve better performance than the other
classifiers with an accuracy of 87.2%. It is highly preferred by many as it produces
better accuracy with less computation power. The accuracy achieved using the
machine learning classifiers is shown in Table. 2.

5 Deep Learning Network

5.1 Pretrained CNN

Pretrained networks have different characteristics that matter when choosing a
network to apply to a specific problem. The pretrained CNN may be either trained
from scratch making use of the basic architecture of the network or trained using a
technique known as transfer learning.

Training the network from scratch consumes a lot of time as the weights need to
be adjusted from the initial stage. This would be similar to building the network from
scratch. On the other hand, transfer learning allows us to use the network trained on
one task for a second task with the replacement of the final pooling and classification
layers. Transfer learning has been gaining a lot of importance owing to its speed and
simplicity and has been used widely in research involving the automated diagnosis
of skin lesion [3, 6].

The most important characteristics that need to be considered are accuracy, speed,
and size. Choosing a network is a trade-off between these characteristics. Table 3
depicts the no. of convolutional layers and no. of learnable parameters in widely used
pretrained CNNs.

A proper choice of a network would be one with low training and prediction time
and an acceptable value of accuracy for the problem at hand.

AlexNet and GoogLeNet

The AlexNet network is 8 layers deep and is pretrained to classify images into 1000
object categories. It was first introduced in the year 2012 by A. Krizhevsky et al.
[20]. It has three fully connected layers and five convolutional layers. GoogLeNet is
a pretrained neural network which is 22 layers deep and is trained on the ImageNet



Skin Lesion Characterization with Ensembles … 273

Table 3 No. of convolutional
layers and no. of learnable
parameters in various
pretrained CNNs

Name of deep
neural network

No. of
convolutional
layers

No. of learnable
parameters (M)

AlexNet 8 60

VGG16 16 138

VGG19 19 144

GoogLeNet 22 4

Resnet50 50 25.6

Resnet101 101 44.5

Resnet152 152 60.2

database to classify 1000 different object categories. It was first introduced in the
year 2015 by C. Szeged et.al. [21]. The architecture contains 1× 1 convolution in the
middle to reduce computation, and instead of fully connected layers, global average
pooling is used at the end of the network to improve the accuracy. The input layer of
GoogLeNet accepts input images of size 224 × 224.

The number of learnable parameters was reduced to 7 million but still the network
achieved a top-5 error rate of 6.67%. GoogLeNet achieves better computational
efficiency compared to AlexNet.

5.2 Ensemble Approach

The main drawback of CNNs is that the adjustment of weights varies with each
training process, and it is not possible to obtain stable results using single CNNs.
To overcome this variance in the output of CNN, a method called ensemble is used.
Ensemble uses the aggregation of probabilities of individual CNNs to achieve highest
possible accuracy. Some of the common aggregation techniques include: majority
voting, sum of probabilities, product of probabilities, and sum of the maximum prob-
abilities. We initially trained GoogLeNet and AlexNet networks, and then aggregate
the resulting probabilities of the twonetworks using the sumof probabilities approach
to obtain the ensembled result.

The combined probability using the sum of probabilities approach may be written
as:

p′
i =

∑m
j=1 pi j∑n

i=1

∑m
j=1 pi j

, i = 1, . . . , n (13)

Here, i denotes the response class and j denotes the individual deep neural
networks. We use two deep neural networks in the ensemble, and hence the value of
j can be 1 or 2. The total number of response classes is nine, and hence the value of
i varies as 1, 2, 3, …, 9.
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Fig. 5 Ensembles of deep
CNN using AlexNet and
GoogLeNet

AlexNet GoogleNet

(p1, p2, p3, p4, p5, p6, p7, p8, p9)
Individual probabilities for the listed 

skin lesions

Sum of the 
probabilities

(p1, p2, p3, p4, p5, p6, p7, p8, p9)
Final probabilities

Input Image

Figure 5 depicts the steps involved in classifying a skin lesion using ensemble
approach.

5.3 Result

Training plot

The training plot displays training metrics at each iteration. In every iteration, the
network parameters are updated. From the training plot, the smoothed training accu-
racy, training accuracy, training loss, and smoothed training loss can be found.
Figures 6 and 7 depict the training progress of AlexNet andGoogLeNet, respectively.

Accuracy

The ensemble of AlexNet and GoogLeNet achieved better accuracy and error perfor-
mance compared to the individual deep neural networks. Table 4 depicts the accuracy
achieved by the various deep learning models.
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Fig. 6 Training plot of AlexNet

Fig. 7 Training plot of GoogLeNet
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Table 4 Accuracy of
different deep neural
networks

Network Validation accuracy (%)

AlexNet 89.1

GoogLeNet 87.5

Ensemble 90.2

Fig. 8 Output from testing the trained network

5.4 Testing the Trained Network

The saved network is loaded into the workspace. A sample image is given as input
for testing the network. An image of a vascular lesion is given as a sample image, and
the network was able to classify it accurately. Figure 8 shows the image classified
using ensemble approach.

6 Conclusion

A successful comparison between machine learning and deep learning techniques
in classifying nine different skin lesions has been made. The dataset collected from
the ISIC archive, which is the largest skin lesion database, was used to train both
the models. The deep learning model outperformed the machine learning classifier
in terms of accuracy and the best DNN model achieved an accuracy of 90.2%.
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Detection of malicious lesions at their early stage increases the survival rate of
patients. The dermatologist, once he finds a lesion to be suspicious, sends the excised
tissue to a pathologist, who then diagnoses the malignancy of the lesion. Remote
areas, which do not have such facilities, fail to treat malignant skin lesions in their
early stages. This leads to the inevitable death of patients. Using the deep learning
model, doctors can assess and treat skin conditions of people living in remote areas
with a simple photograph of the lesion. This can also reduce the burden on derma-
tologists and pathologists by eliminating the need to screen every skin lesion for
a malignant one. This paper is limited to classifying only nine skin lesions due to
the limited number of images available in the open-source databases. It could be
further improved to classify several different skin lesions by collecting real-time
image samples from patients who visit dermatologists.
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Auto Streetlight Control with Detecting
Vehicle Movement

Dinesh Kumar Saini, Sameer Meena, Kamlesh Choudhary, Sheetal Bedia,
Anshul Agarwal, and Vinay Kumar Jadoun

1 Introduction

Nowadays, urban communities and industries are being developed very fast with
the development of the road lighting frameworks. The important factor is the reduc-
tion of the cost and effective utilization’s mechanization. To control road lighting
systems, the implementation of various types of road light control systems is done.
Town’s open lighting systems are controlled, and energy utilizations are diminished
by different types of effective systems. The design for detecting the vehicle move-
ment on roads to turn on and turned off lights in the street is shown in this paper. IR
sensors are used for the detection of vehicle movement. The IR sensor is the sensor
which consists of two LEDs: one is the emitter LED and the other one is receiver
LED. The emitter LED emits the radiation. Whenever an object comes near the IR
sensor, the radiation of the sensor is blocked and reflected back. The reflected rays
are received by the receiving LED. The street lights are set accordingly that whenever
the transmission of radiation for a particular streetlight’s IR sensor is obstructed, few
lights ahead of this light should glow. And once the vehicle has left the vicinity, the
light be off. It means that the streetlights will be switched on wherever the vehicle
will go and will be switched off once there are no vehicles around.
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2 Review of Literature

A well-controlled plan can be devised for the smart streetlight automatic control
project. It is proposed that all streetlights on a side of the road regularly glow for
a few seconds, i.e., in the presence of a vehicle or a passenger and switches off
when there are no vehicles near the streetlight. When a vehicle is passing by the
road, a bunch of streetlights gets switched ON, and when the vehicle goes forward,
the corresponding streetlights turn ON while the lights left behind will be turned
OFF. The streetlighting systems are becoming major electrical energy consumers
in today’s world due to the fast development of cities [1]. This referenced paper
proposes that the work be done by using an Arduino Uno microcontroller, infrared
sensors and a light-dependent resistor. For the starters, it shows that the streetlights
can be controlled according to the time of the day, i.e., whether it is a day or night and
object’s presence. The streetlights are proposed to turn automatically to dim state at
nighttime and switch to high-intensity state on obstacle’s identification or on dusk’s
arrival, while during daytime the streetlights shall be off, except for when it is a
cloudy day and the visibility is very low. And then, in second section of the paper the
system skips dimming of lights and goes straight to turning off on default and turning
on at object’s detection to further save energy [2]. In any city or town, streetlights put
up significantly to the electricity utilization by public systems. This paper scrutinizes
different switching schemes to optimally turn on and turn off streetlights on the road
according to the extent of ambient darkness in a place, i.e., the lights be turned in night
and turned off during the day except for when the day is too dark taking visibility
level to very low. This paper proposes a simple, economic automatic turning on/off
of street lights [3]. A cost-effective and completely renewable energy-based power
generation is performed and utilized to charge electric vehicles (EVs) and streetlights.
This paper aims in conservation of energy from speed breaker and solar energy, to
later use this energy to store and utilize for automatic street lighting and charging of
electric vehicles using wireless power transfer technique [4]. This paper [5] is aimed
at design and execution of the advanced level development street lighting systems.
Nowadays, we have become far too busy and cannot find time even to turn the lights
whenever they are not in use. In the present scenario, it is such that the street lights
will be turned on in the evening before the sun sets and they are turned off the next day
morning after there is enough light on the roads mainly due to lethargic tendencies
of people responsible for the job. This paper provides a solution to prevent electrical
power wastage [5]. This paper was conference in Bangladesh where people surviving
in the land are facing genuine load shedding because of the generation shortage. The
suffering of citizens, however, could be lessened by awell-planned loadmanagement
system. In this paper, the authors have depicted and built a circuitry which can control
the allowance of power supply of a particular region on the basis of daylight intensity
in the area. As the intensity of light changes with seasons or any other features, it
can be managed. Again, when there is any fault (like short circuit) or if any bulb/tube
does not work, it could find out the position of the fault and could provide alarm
signal to the operator. The circuit is simple in design, easy to execute and is cheap
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[6]. In Internet of things (IoT), the objects communicate and exchange information
which provides the used advanced intelligent services. The aim of a smart city is
to make a better use of the public administration resources and physical resources.
This goal is supposed to be accomplished by the deployment of an urban IoT. Street
light system plays a very important role in development of cities as we all know how
convenient the presence of streetlights can be. So, in this paper, the focus is on the
street light system for the development of the smart city with the help of Internet of
things. In the year 2020, the number of Internet connected devices will be increased
to 50 billion, it is estimated. In India, central government plans to setup 100 smart
cities throughout the nation and for this plan to get executed there needs to be an
advanced and developed street lighting system [7]. In this paper [8], the authors
propose energy-efficient and economic automatic street lighting system based on
low-cost microcontrollers and other sensors. While the control and management of
the system are on the basis of amount of traffic and five different stage of street
light brightness has been used for lighting up the street and directly proportional
to the number of traffic as per the luminous intensity. The system in the proposed
paper was programmed to automatically turn the streetlights off in the daytime and
only operate during the nighttime and rainstorm or bad weather such as cloudy
day. As a result, it is estimated, around ¾ of trimming in total power consumption
can be gained through this proposed automatic street lighting system for economic
and optimal system [8]. In this paper [9], the authors proposed energy-efficient and
economic automatic street lighting systembased onArduinoUno. Themain intention
is to construct economic smart streetlights to conserve energy wasted in streetlights.
While the control and management of the model are based on the amount of traffic
and the amount of luminosity. The systemwas devised to automatically switch off the
streetlights during the hours of daylight andonly operate during the nighttimeorwhen
there is little to no light during the day; i.e., the visibility is very low and rainstorm or
bad weather [9]. Currently, large amount of electricity is being consumed by street
lights, which remain turned ON whole night and sometimes even after the sun has
risen due to the laziness of the labor responsible. Because of this large wastage of
electricity occurs across the whole cities, it has to be reduced. The main objective
of designing automatic street lighting is that lights will remain switched ON with
maximum intensity only when there are passengers or vehicles walking by the road
and shall remain switched off otherwise. The electricity produced using the pressure
exerted by vehicles and footsteps and the jerked energy at road bumps can further be
used to light up the streetlights [10–13].

3 Working Topology

The control of streets lights on vehicle detection is shown in Fig. 1. In the circuit
diagram of the paper, the 4 ports (pin 2 to 5) in Arduino are connected to IR sensor
circuit. The input signals will be sent to Arduino board. And we will connect all IR
sensors to GND (ground) port of Arduino. LED’s positive terminals are connected
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Fig. 1 Flowchart of vehicle movement detection

to Arduino (pin 6 to 10.) And the grounds of the LED’s to GND port of Arduino.
Whenever a vehicle should cross it works in accordance with that.

In the initial phase, the IR sensors are to be remained in LOW state. Now, when a
vehicle passes past an IR sensor, the IR sensor detects it and as per requirement 3 or
4 positive terminals of LEDs are made high through the Arduino output ports, and
hence, they start glowing. As soon as the vehicle crosses one streetlight, the LEDs of
that street light and behind it are turned off. And when the vehicle goes by the next
IR sensor, the next LEDs will glow and the lights left behind are turned off. This
process continues as long as there are vehicles on the road. Since the street lights
(LEDs) are not turned on all the time, vast amount of electricity will be saved. The
flowchart for detection of Vehicle is illustrated in Fig. 1.

3.1 Hardware Design

For the design of this model, 12 light emitting diodes (LEDs), 3 infrared (IR) sensors,
and some set of variable resistors are used. All these components are assembled on
the Arduino Board as shown in Fig. 2. The IR sensors are set on the opposite side
of the street light. These IR sensors are used for obtrusion identification and to send
the logic signals to Arduino’s pins for glowing the LEDs ahead of the vehicle.

3.2 Components

Arduino Uno
Arduino Uno was the first software of the Arduino series. The circuit diagram of
Arduino Uno is shown in Fig. 3. It is a microcontroller based on the microchip
Atmega328p. It is developed by Arduino, and it is open source. The microcontroller
board of the Arduino is equipped with 14 digital pins (i/o pins) in which six are
capable for the output of PWM. It can be powered by a USB cable or Arduino
charging cable.



Auto Streetlight Control with Detecting Vehicle Movement 283

Fig. 2 Circuit diagram of automatic street light control with detecting vehicle movement

IR Sensor
An infrared sensor is an electronic device as shown in Fig. 4. It is used to detect
objects. It is done by emitting infrared radiation. It can also be used to measure heat
of an object and detect the motion of object also. IR sensors radiate only thermal
radiation which cannot be seen by human eyes but an IR sensor can easily detect
them. In IR sensor, LED is used as the emitter and infrared photodiode is used as
detector which is sensitive to IR LED wavelength. If and when infrared light strikes
on the photodiode detector, then resistance will change, and accordingly, the output
voltage will change as well.

LDR
Light-dependent resistor is a photoresistor that works according to the light. The
resistance of the photoresistor decreaseswhen the incident light intensity is increased.
LDR is shown in Fig. 5.

LED
These are the semiconductor devices that emit lights when current is passed through
it. To represent the street lights in this paper, LEDs are used as shown in Fig. 6.
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Fig. 3 Circuit diagram of Arduino Uno

Fig. 4 Working principal of
IR sensor
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Fig. 5 Light-dependent
resistor

Fig. 6 Light emitting diode

4 Results

The following images show how when a vehicle moves on the road the LEDs turn
on and off:

1. When there are no vehicles in the vicinity, transmission between transmitter and
receiver will be smooth and there shall be no obstruction in transmission. The
Arduino will receive the code to be 1 for all the streetlights and hence none of
the street lights will glow as shown in Fig. 7.

Fig. 7 When there are no
vehicles on the road
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2. When the vehicle comes into contact with first IR sensor, the transmission
between the transmitter and the receiver is obstructed, and as a result, the
Arduino will receive the code to be 0 for the first street light, and hence, the first
3 LEDs will glow as shown in Fig. 8.

3. When the vehicle has passed through first streetlight and is now in front of
second streetlight, the transmission between transmitter and receiver of first
streetlight has started again so the Arduino will receive its code to be 1, and
hence, first streetlight will be switched off and the transmission between the
transmitter and receiver of the second streetlight will be obstructed, and the
Arduino will receive its code to be 1 and hence the second, third and fourth
streetlights will glow as shown in Fig. 9.

4. Likewise when the vehicle has passed through second streetlight and has come
into contact with third one, the Arduino will receive the code for second street-
light to be 1 and that for third streetlight to be 0, resulting in switching off of

Fig. 8 When a vehicle
comes into contact with first
streetlight

Fig. 9 When vehicle has
passed through first
streetlight
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Fig. 10 When vehicle
passes through second
streetlight

Fig. 11 When there are
vehicles in front of all the
streetlights at the same time

the second streetlight and switching on of the third, fourth, and fifth streetlight
as observed in Fig. 10.

5. When there are vehicles in contact with all the streetlights at the same time, i.e.,
for all the IR sensors, transmission is obstructed and the Arduino will receive
the code to be 0 for all the streetlights, and hence, all the streetlights will glow
at the same time as shown in Fig. 11.

5 Conclusion

The designed model is an economic, pragmatic, environment-friendly, and the most
secure way to save energy. According to mathematical data, 35–40% of electricity is
used by the local street lights, state highways, and national highways. The primary
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expenditure cost and fabrication will be the disadvantage, but with the huge produc-
tion of the module, the total cost of expenditure can be minimized further due to
increment in technology and innovation, the cost of this project can be minimized.
It has been estimated that this project has the potential to save around 75–78% of
electrical energy used by streetlights. The model presented in this paper has scope in
various applications, for example, supplying lighting for grounds, buildings, office,
parking garages, and walking paths of large shopping malls. This can also be used
for security observation in school premises, businesses centers, corporate buildings,
etc.
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Optimal Automatic Generation Control
in Multi-Area Power Systems
with Diverse Energy Sources

Ashwini Kumar and Omveer Singh

1 Introduction

1.1 General Study and Motivation

For modern power systems, frequency must be constant. The frequency variation is
not acceptable in current power system for world wide. The quality power supply can
be achieved for power systems with the help of AGC for more area interconnected
with diverse energy sources. As robust power demand is a need of mankind globally,
when load penetrates from its defined value with perturbation, the state of the grid
system condition may appear abnormal from normal state. AGC must identify the
deviation in frequency and maintained it to constant system frequency.

As the operation of interconnected power systems should be balanced between
generated powers with total load demand plus system losses. If operating point differ
the system frequency can deviates, cumulative cause shows unbalanced power in the
exchange of areas, result may undesirable effect [1–3].

1.2 Literature Review

ACE used as a single variable is a combination of two variables one is frequency,
another is tie-line power exchange. Many good ideas reflected by researchers for
AGCproblem, through the design ofAGC regulators for uncertainty or variation, load
characteristics, excitation control and other link like Alternating Current (AC)/Direct
Current (DC) [4–8]. In research article, Singh et al. [8, 9] showed as the load demand
for different loading scenarios, the generators are interconnected by power linewhich
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increases the complexity of power system. Authors have been categorized the huge
power systems with the principle of coherency for different control areas.

In the last decade, the modern concept for AGC like Genetic Algorithm (GA),
Artificial Neural Network (ANN), and Fuzzy Logic Algorithm (FLA) are used to
make our AGC simple and robust, as thermal power plant associating with solar
energy in Photovoltaic (PV) modules, wind turbine, Electric Vehicle (EV), micro-
grid, smart grid, and Super Conducting Magnetic Energy Storage (SMES). This
research paper [10] gives a brief exploration of recent research articles written by
various authors/researchers/technocrats used different techniques of Artificial Intel-
ligence (AI) and Soft Computing (SC) techniques. ThemodernAI and SC techniques
used for AGC in which different algorithms are like Differential Evolution Particle
Swarm Optimization (DEPSO) [11], Firefly Algorithm (FA) [12–14], Grey Wolf
Optimizer (GOW) Algorithm [15–21], Ant Colony Optimization (ACO) [22]. These
algorithms are justified by its authors with certain parameters, acceptability and also
with their limitations.

1.3 Contribution to the Present Research Work

• Design and development of mathematical model of diverse energy sources used
in multi-area power systems.

• Modify the proposed model with/without parallel EHVAC/DC links.

2 Power System Model (Two Areas)

Mohanty et al. [23] concreted two unequal areas with multiple hybrid-sources inter-
connected power system. In Fig. 1 shows the model of non-reheat thermal system
and PID controller used in power system.

For generator the output frequency �f and area control error is given by Eq. (1).
In this B denotes the parameter of frequency bias.

ACE = �PTie + B � f (1)

The transfer function shows the analysis in frequency-domain as it represents each
component of the area. The transfer function of turbine is shown in Eq. 2.

GT (s) = �PT (s)

�PV (s)
= 1

1 + sTT
(2)

With Elgerd [1], a governor is represented for its transfer function in Eq. (3).
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Fig. 1 Transfer function model for power system of 2area non-reheat thermal system ACE with
PID controller

GG(s) = �PV (s)

�PG(s)
= 1

1 + sTG
(3)

Two inputs used for speed governing system as�Pref also�f for 1 output�PG(s)
shown by [2] as following;

�PG(s) = �Pref(s) − 1

R
� f (s) (4)

The representation of generator and load shown by the transfer function as [2], as
following;

Gp(s) = KP

1 + sTP
(5)

In this notation are TP = 2H
f D and KP = 1

D .
The load system for generator show 2 inputs �PD(s) and �PT (s) with 1 output

�f (s) shown by following [2]:

� f (s) = [�PT (s) − �PD(s)]Gp(s) (6)
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3 Design Controller Structure of AGC

PI controller is used for development of advanced control. Controller has simple
design and reliable operation utilized, also not need of higher skills than others.
Proportional and integral are two mode of PI controller, it increases the gain of
closed loop also improves the transient phenomenon but steady state error remained.
The steady state error reduces to with an integral control. For integral controller the
response for a transient period is slow. The dynamic and static accuracy not eliminate
by proportional—plus—integral control. For

∣
∣
∣
∣

d(ACE)

dt

∣
∣
∣
∣
> �

�PC = KPACE(t);

While ACE stands for area control error.
∣
∣
∣
∣

d(ACE)

dt

∣
∣
∣
∣
≤ �;

�PC = KI

∫

ACE(t)

The design a controller is based on constraints and specification. The controller
is integral of absolute error (IAE), integral square error (ISE), integral time absolute
error (ITAE), and integral time square error (ITSE). Authors [24] considered ITAE
as an objective function and parameters of PI controller are optimized using GWO
algorithm as given in equation.

J =
∫

(|� f1|+|� f2|+|�PTie|)

The deviations for system frequency are � f1 and � f2, also a �PTie is the
incremental change for tie line power.

3.1 Dynamic Response Analysis

Rout et al. [25] worked for PI controller with DE algorithm used in AGC. A
comparative performance assessment enhanced by Shiva et al. [26], examined for
QOHS algorithm and internal model control made for AGC (Tables 1; Fig. 2).
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Table 1 Gain of controller, value of objective function, and time of settling

Algorithms Parameter ITAE Settling time (2% Band) Ts, s

� f1 � f2 � PTie

Conventional PI [34] KP = −0.7005 3.7568 45 45 28

KI = 0.3802

GA tuned PI [34] KP = −0.2346 2.745 10.59 11.39 9.37

KI = 0.2662

BFOA tuned PI [34] KP = −0.4207 1.7975 5.52 7.09 6.35

KI = 0.2795

DE tuned PI [35] KP = −0.2146 0.9991 8.96 8.16 5.75

KI = 0.4335

MFO tuned PI [25] KP = −0.3735 0.9704 6.10 6.5 5.76

KI = 0.3645

3.2 System Data

See Tables 2 and 3; Fig. 3.

4 Brief Optimization Techniques Used in AGC

4.1 Particle Swarm Optimization Algorithm

Singh et al. [8, 9] showed as the load demand for different loading scenarios; the
generators are interconnected by power line which increases the complexity of power
system. Authors have been categorized the huge power systems with the principle of
coherency for different control areas. Sahu et al. [11] worked for AGC of intercon-
nected power system, like hDEPSO, FLA based PID controller. Investigations have
been shown effectiveness of hybridDEPSO technique over PSO andDE. Pathak et al.
[27] worked for dynamic performancewith two area AGC of thermal-thermal system
also worked for generation schedule trajectories versus time constant of steam chest
time constant and re-heater time constant find for various control strategies of power
output.

Arya et al. [28] developed AC/DC parallel links interconnected via with two equal
control areas with thermal and hydro generating power sources. Authors made the
CRAZYPSO and hBFOA-PSO algorithms for optimal PI regulators in AGC with
thermal power system of 2-area non-reheat and GDB nonlinearity. In this article,
RES uncertainties with penetration for AGC in power system. Authors [14, 15]
implemented hybrid DEPSO optimized fuzzy PID controllers, and 2-area power
systemswith different energy sources like hydro, thermal and gas sources and genetic
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a

b

Fig. 2 a Simulation of two-area system, b step response of simulation for two-area system

algorithm has utilized for gain of optimal PID also for various test had been done
with cases using ISE plus ITAE performance.
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Table 2 The values of the power system constants with steam turbine and hydro turbine

Steam turbine Hydro turbine Power system

Time constant of speed
governor Tg = 0.08 s

Rest time of speed governor
TRH = 5.0 s

Rated area capacity Pr1 = Pr2
= 2000 MW
Inertia constant H =
5 MW-s/MVA

Time Constant of Turbine Tt
= 0.3 s

Time constant of transient
droop TGH = 0.2 s

Rated frequency fr = 60 Hz
Load frequency characteristic,
D = (dPL/df)*(1/Pr) pu MW
/Hz

Time Constant of re-heater
Tr = 10 s

Main servo time constant Tw =
1.0 s

Gain Constant for Power
System Kps = (1/D) Hz/pu
MW

Coefficient of re-heat steam
turbine Kr = 0.3

Speed governor regulation
parameter Rhy = 2.4 Hz/pu
MW

Power System Time Constant
Tps = (2H/fr*D) s
Frequency bias constant B1 =
B2 = 0.425 puMW/Hz

Regulation parameter for
Speed governor Rth =
2.4 Hz/pu MW

Tie-line: P12max = 100 MW
(d1–d2) = 30°

Table 3 The power system constants of values for different nominal loads and corresponding
scheduled power generation

Load
(MW)
in each
area

Area-1 Generation Ptie,12
(MW)
Thermal
MW)

Area-2 Generation Power system
constants

Thermal
(MW)

Hydro
(MW)

Thermal
(MW)

Hydro
(MW)

Kps
(Hz/pu/MW)

Tps
(sec)

1600 1000 600 100 1000 600 68 11

1500 900 600 100 1000 500 75 13

4.2 Firefly Algorithm

Pradhan et al. [12] used FA for optimization of PID in AGCwhere comparison shows
the better one over GSA and GA, Authors also mention the impact of unified power
flow controller and super conducting magnetic energy storage system. Padhana et al.
[13] proposed a FA for LFC of multi-area power systems and compare it with other
intelligent technique like BFOA, DE, and hBFOA-PSO optimized PI controller’s
performance developed FA-optimized PID controller.

Jagatheesan et al. [14] developed FA for optimizing the PID controller in more
than one area power system for reheat thermal and compared with genetic algorithm
and particle swarm optimize based PID controller.
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a

b

Fig. 3 a Simulation of two-area with diverse energy source, b Simulation result of power system
for two-areas with ACE

4.3 Grey Wolf Optimization Algorithms

Y. Sharma et al. [15] made PID controller with GWO optimization also used data
like peak overshoot, settling time, and magnitude of oscillations in the system, with
or without solar thermal power plant (STPP). Guha et al. validated the QOGWO
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Table 4 Diverse Energy
Sources in Multi-Area Power
Systems with

Area-1 Solar; Thermal

Area-2 Wind; Diesel

Area-3 Hydro; Nuclear

Area-4 Electric Vehicle; SMES; HVDC link

method [16] compared with its simulation with GWO and other AI techniques.
Srinivasarathnam et al. [17] analyzed Grey Wolf Optimization (GWO) algorithm
for PID controller gains of optimal tuning in secondary frequency control as the
multi micro grid system and autonomous micro grid system operates in isolation.
Padhy et al. [18] developed Modified GWO based optimal cascade PI-PD controller
in plug-in EVs for AGC of power systems also algorithm qualified its superiority.
Singh et al. [19] usedGWO technique to optimize gains of three unequal area of AGC
with reheat thermal system also doubly fed induction generator wind turbine. GWO
algorithm used by Lal et al. [20] for interconnected hydro-thermal power systemwith
fuzzy based PID controllers inAGC. Soni et al. [21] represented system robustness of
2DOF-PID controller optimized by varying the parameters with standard test system,
operating load, by size and location at unbalanced area (Table 4; Fig. 4).

Extension to Multi-Area Power Systems with Diverse Energy Sources

Arya et al. [28] worked for AC/DCparallel linkswith 2-equal control areas integrated
by thermal and hydro generating power sources. Authors made the CRAZYPSO and
hBFOA-PSO algorithms for optimal PI regulators in AGC with 2-area non-reheat

Fig. 4 Power system for 4-area diverse energy. Source with HVAC/DC link
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thermal system and the GDB nonlinearity. An equation based AGC regulators devel-
oped by Sharma et al. [29] for interconnected for 2-area power system with AC/DC
tie-line. McNamara et al. [30] introduced for frequency regulation in AC/Multi-
terminal Direct Current (MTDC)-connected grids, proposed article for MPC as a
means of implementing AGC, while minimizing DC grid power losses. Almeida
et al. [31] worked on EVs to stabilize with AGC. Gaur et al. [32] made a model
consisting of a three area system embeddedwith EVs. The research article [33] Zhang
et al. presented a LL algorithm based complementary generation control of integrated
power grids for high penetration RESs and EVs. Oshnoei et al. [34] researched for
EVs with AGC for perturbation of multi-area. Recently used of EVs with ABCO
with tilt ID controller. Mathur et al. [35] explored on integration with wind power
and V2G for stable frequency by perturbation. Authors worked for AGC in multi
area power system [36–38], so that smooth and stable system developed.

5 Conclusions

In this research paper investigation has done for PSO, FA, and GWO technique
based AGC controllers with diverse energy sources in each areas. Power systems
are as thermal, diesel, nuclear, and many more sources interconnected with hybrid
resources like solar power, wind energy, hydro power, electric vehicles, micro-grid,
and smart grid. The interconnection of different sources with two areas, also formulti
area as well as tie-line control with several algorithms and soft computing techniques
are shown in brief.

Appendix

Mechanical—Hydraulic Governor

Reheat Turbine



Optimal Automatic Generation Control in Multi-Area Power … 299

References

1. Elgered OI (2016) Electric energy system theory-an introduction, 2nd edn. McGraw Hill
Education (India) Pvt Ltd, New Delhi, 46th reprint

2. Kundur P (2009) Power system stability and control. Tata McGraw-Hill
3. Ibraheem, Kumar P, Kothari DP (2005) Recent philosophies of automatic generation control

strategies in power systems. IEEE Trans Power Syst 20(1):346–357
4. Elgerd OI, Fosha C (1970) Optimummegawatt frequency control of multi-area electric energy

systems. IEEE Trans Power App Syst 89(4):556–563
5. Quazza G (1970) Automatic control in electric power systems. Automatica 6:123–150
6. Alhelou HH, GolshanM-HH, Zamani R, Forushani EH, Siano P (2018) Challenges and oppor-

tunities of load frequency control in conventional, modern and future smart power systems: a
comprehensive review. Energies, 11(2497):1–35

7. Bevrani H (2014) Robust power system frequency control, 2nd edn. Springer
8. Singh O, Nasiruddin I (2012) Design of particle swarm optimization (PSO) based automatic

generation control (AGC) regulator with different cost functions. J Electri Electron Eng Res
4(2):33–45

9. Singh O, Nasiruddin I (2016) Optimal AGC regulator for multi-area interconnected power
systems with parallel AC/DC links. Cogent Eng Syst Control 3

10. Kumar A, Singh O (2019) Recent strategies for automatic generation control of multi-area
interconnected power systems. In: IEEE Xplore, 2019 3rd international conference on recent
developments in control, automation & power engineering (RDCAPE). NOIDA, India, pp
153–158. https://doi.org/10.1109/RDCAPE47089.2019.8979071

11. Sahu BK, Pati S, Panda S (2014) Hybrid differential evolution particle swarm optimisation
optimised fuzzy proportional–integral derivative controller for automatic generation control of
interconnected power system. IET Gener Transm Distrib 8(11):1789–1800

12. Pradhan PC, Sahu RK, Panda S (2016) Firefly algorithm optimized fuzzy PID controller for
AGC of multi-area multi-source power systems with UPFC and SMES, Elsevier. I J Eng Sci
Technol Int J 19:338–354

13. Padhana SR, SahuK, Panda S (2014)Application of firefly algorithm for load frequency control
of multi-area interconnected power system. Elsevier, Electri Power Energy Syst 42(13):1419–
1430

14. Jagatheesan K, Anand B, Samanta S, Dey N, Ashour AS et al (2017) Design of a proportional-
integral-derivative controller for an automatic generation control of multi-area power thermal
systems using firefly algorithm. IEEE/CAA J Automat Sinica 1–14

15. Sharma Y, Saikia LC (2015) Automatic generation control of a multi-area ST—thermal power
system using grey wolf optimizer algorithm based classical controllers. Int J Electri Power
Energy Syst 73:853–862

16. Guha D, Roy PK, Banerjee S (2016) Load frequency control of large scale power system
using quasi-oppositional grey wolf optimization algorithm, Elsevier. I J Eng Sci Technol Int J
19:1693–1713

17. Srinivasarathnam C, Yammani C, Maheswarapu S (2019) Load frequency control of multi-
microgrid system considering renewable energy sources using grey wolf optimization, Taylor
& Francis. Smart Sci. https://doi.org/10.1080/23080477.2019.1630057

18. Padhy S, Panda S, Mahapatra S (2017) A modified GWO technique based cascade PI-PD
controller for AGC of power systems in presence of plug in electric vehicles. Eng Sci Technol
Int J 20:427–442. https://doi.org/10.1016/j.jestch.2017.03.004

19. Singh A, Nautiyal B, Naresh R (2017) Grey wolf optimizer based PI-PD cascade controller for
automatic generation control of integrated wind-thermal power system. J Energy Res Environ
Technol 4(2):139–144

20. Lal DK, Barisal AK, Tripathy M (2016) Grey wolf optimizer algorithm based fuzzy PID
controller for AGC of multi-area power system with TCPS, ICCC-2016. Procedia Comput Sci
92:99–105

https://doi.org/10.1109/RDCAPE47089.2019.8979071
https://doi.org/10.1080/23080477.2019.1630057
https://doi.org/10.1016/j.jestch.2017.03.004


300 A. Kumar and O. Singh

21. Soni V, Parmar G, Kumar M, Panda S (2016) Hybrid grey wolf optimization-pattern search
(hGWO-PS) optimized 2dof-Pid controllers for load frequency control (LFC) in interconnected
thermal power plants. ICTACT J Soft Comput 6(3):1244–1256

22. Kaliannan J, Baskaran A, Dey N, Ashour AS (2016) Ant colony optimization algorithm based
PID controller for LFC of single area power system with non-linearity and boiler dynamics.
World Academic Press, World Academic Union 12(1):3–14

23. Mohanty B, Acharyulu BVS, Hota PK (2017) Moth-flame optimization algorithm optimized
dual-mode controller for multiarea hybrid sources AGC system. Optim Control Appl Meth
1–15

24. Ali ES, Abd-Elazim SM (2011) Bacteria foraging optimization algorithm based load frequency
controller for interconnected power system. Electric Energy Syst. 33:633–638

25. Rout UK, Sahu RK, Panda S (2012) Design and analysis of differential evolution algorithm
based automatic generation control for interconnected power system, Elsevier. Ain Shams Eng
J 1–13

26. Shiva CK, Mukherjee V (2015) Comparative performance assessment of a novel quasi-
oppositional harmony search algorithm and internal model control method for automatic
generation control of power systems. IET Generat Trans Distrib 9(11)

27. Pathak N, Nasiruddin I (2018) AGC of two area power system based on different power output
control strategies of thermal power generation. IEEE Trans Power Syst 33(2)

28. Arya Y, Kumar N (2016) AGC of a multi-area multi-source hydrothermal power system inter-
connected via AC/DC parallel links under deregulated environment. Elsevier, Electri Power
Energy Syst 75:127–138

29. Sharma G, Nasiruddin I, Niazi KR, Bansal RC (2016) Robust automatic generation control
regulators for a two-area power system interconnected via AC/DC tie-lines considering new
structures of matrix Q. IET Generat Trans Distrib 10(14):3570–3579

30. McNamara P,Milano F (2018)Model predictive control-basedAGC formulti-terminal HVDC-
connected AC grids. IEEE Trans Power Syst 33(1):1036–1048

31. RochaAlmeida PM, Peças Lopes JA, Soares FJ, VasconcelosMH (2010) Automatic generation
control operationwith electric vehicles. In: 2010 IREP symposiumbulk power systemdynamics
and control-VIII(IREP), Rio de Janeiro, 1–7. https://doi.org/10.1109/IREP.2010.5563295

32. Gaur P, Soren N, Bhowmik D (2018) Secondary frequency regulation of multi-area intercon-
nected hybrid power system with electric vehicle. Int J Electri Eng Informat 10(4):738–752.
https://doi.org/10.15676/ijeei.2018.10.4.8

33. Zhang XS, Yu T (2018) Lifelong learning for complementary generation control of intercon-
nected power grids with high-penetration renewables and EVs. IEEE Trans Power Syst 33(4):
4097–4110

34. Oshnoei A, Khezri RS, Muyeen M, Oshnoei S, Blaabjerg F (2019) Automatic generation
control incorporating electric vehicles. Electric Power Comp Syst. https://doi.org/10.1080/153
25008.2019.1579270

35. Mathur HD, Bhateshvar YK (2016) Frequency regulation with vehicle-to-grid (V2G) option
in multi-generation power network. Energetika 62:68–77

36. Ramakrishna KSS, Sharma P, Bhatti TS (2010) Automatic generation control of interconnected
power system with diverse sources of power generation. Int J Eng Sci Technol 2(5):51−65

37. Yu-Qing BAO, Yang L,Wang B, HuM, Chen P (2017) Demand response for frequency control
of multi-area power system. J Mod Power Syst Clean Energy 5(1):20–29. https://doi.org/10.
1007/s40565-016-0260-1

38. Rakhshani E, Remon D (2017) Virtual synchronous power strategy for multiple HVDC
interconnections of multi-area AGC power systems. IEEE Trans Power Syst 32(3):1665–1677

https://doi.org/10.1109/IREP.2010.5563295
https://doi.org/10.15676/ijeei.2018.10.4.8
https://doi.org/10.1080/15325008.2019.1579270
https://doi.org/10.1007/s40565-016-0260-1


BLDC Motor Torque Ripple
Minimization Technique by Using
Isolated Type DC–DC Buck–Boost
Converter

Arpit Sadda, Jay Prakash Keshri, Harpal Tiwari, and Vishal Jain

1 Introduction

At current scenario, brushless direct current (BLDC) motors are one of the fast
gaining popularities among all types of motors. These motors come with cost-
effective modules that use specialty software and proven hardware to take away
the complexity and difficulty of motor control and design. These motors also called
permanent magnet (PM) direct current Synchronous motors. Because of high power
density (i.e., the amount of power per unit volume), lack of sparks, decline in elec-
tromagnetic interference, extended life span, extraordinary efficiency, lesser energy
costs, and reliable operation, these motors are much useful for its switching system,
and these motors do not require any mechanical brushes. These motors are used for
the automation of industries such as automotive, aerospace, medical, electronics,
industrial automation, military applications, toys, and household appliances. This
motor is sort of a class of synchronous motor but likewise synchronous motor. Along
with this in this motor, there is no slip in the middle of the stator and rotor.

Therefore, due to the many advantages of this BLDC motor, many researchers
work in the area of the development of the controlling and designing aspect of this
motor. Some of the researcher is using the DC–DC boost conversion circuit (i.e.,
super-lift Luo converter) to eliminate the switching torque ripple of a BLD motor
with rectangular flux distribution approach [1, 2]. These motors switching torque
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depend on the current of the transient line commutation. The reason behind it was
noticed that the restriction of the DC link voltage, the commutation torque ripple
cannot be suppressed over the maximum speed range [3]. A few research works
using a strategy of DC link voltage control during commutation to keeping changing
at the same rate with respect to each other of the incoming and outgoing phase
currents [4]. In this approach in front of the inverter, there is a DC–DC single-ended
primary inductor converter (SEPIC) and a switch selection circuit [4–6]. Some of the
researchers proposed the torque ripple suppression circuit which utilized the combi-
nation of multilevel inverter with three-level diode clamping, an improved converter
using single-ended primary inductor (SEPIC), along with the voltage selector circuit
of DC bus is used. According to this approach, the regulation of DC bus voltage
selector circuit is using the improved SEPIC for the duration of the switching
interval for operative suppression of torque pulsation [6, 7]. Because in low- and
high-speed applications, it is necessary to reduce in the ripple of the commutation
torque substantially.

For the rectifying of above-mentioned problems, few of the researchers using a
diode-based buck–boost inverter. According to this approach, the switching torque
ripple is effectively suppressed by unified switching vectors over the full speed range
during the switching period, without the need to switch control strategies to speed
range [7]. Few researchers try to reduce the voltage stress of switching; due to the
parallel connection of capacitor, it is not possible to increases the voltage instan-
taneously. But series discharge of two capacitors, therefore, requires high rating
inverter switches [8]. However, few of the research work uses ideal trapezoidal back
emf with many pulse width modulation patterns for commutation torque ripples [9,
10]. Along with this, some of the research work using Laplace transformation and
PWMmethod. These proposedmethods inwhich ripples in torque can beminimized.
If the input voltage can be varied as per the requirement, then the DC link voltage
could be varied accordingly [10–12]. This paper is mainly proposed a control tech-
nique to reduce the torque ripples by using a closed-loopDC-DC isolated buck–boost
converter (flyback converter) before inverter and that also overcomes the problem
mentioned above the paragraph.

2 Torque Ripples in BLDC Drive System

The drive system of BLDC includes permanent magnet synchronous motor, three-
phase inverters to change DC input to AC, and a rotor position sensor. In BLDC
motor, normally rotor location is found out by employing Hall effect sensor, an
indicator that can sense or detect the position. Hall effect sensor sends high or low
signal when magnetic pole of rotor passes near to it, so according to signal switching
in inverter controlled. Figure1 shows three-phase BLDC drive system. Each stator
winding in star forms adjusted at 120° interval [12]. In every 60°, interval switching
states change or Hall effect sensor sends a signal. Torque ripples in BLDC motors
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Fig. 1 Circuit model of BLDC motor

are affected by self-inductance of rotor, ideal, or non-ideal back emf form, and phase
current of the rotor.

2.1 Mathematical Model of BLDC Motor

Figure 1 shows the circuit model of the BLDC motor. From this model, it contains
resistance, inductance, and back emf per phase. Figure 1 shows the ideal current and
back emf voltage waveform for the elimination of ripples from torque. The BLDC
motor with the mathematical equation form can be written shown in Eq.(1) as:
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Torque in any motor can be expressed as shown in Eq. (2) as,

Te = 1

Wm
e1 + e2 + e3 (2)

Phase current and back emf before commutation ia = ic,ea = eb, and Te1 = 2E I
Wm

.

At the time of commutation, rotor phase current and back emf per phase ea = eb = ec
and ia+ib+ic = 0. Therefore, at the time of commutation torque generated is shown
in Eq. (3) as,

Te = 2E

Wm

(
1+ uct

3L
− 4E

3L

)
(3)

Ripples in torque at the commutation time are shown in Eq. (4) as
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Fig. 2 Ideal waveform of
back emf and current

�T = 2E

Wm
udc − 4E (4)

It has been identify that when the torque before and after the communication
remains constant, the power source voltage equals to four times backEMF amplitude.
So, the suppression of ripples from the torque is possible only when input voltage
applies across inverter is four times of back emf voltage, and for this, there is need
of different types of the DC–DC converter as shown in Fig. 2.

2.2 Simulation of BLDC Motor

From the current waveform and the mathematical torque expression, it is shown
that there is the presence of torque ripples at the time of commutation and it can be
minimize if we use a DC to DC converter that can change DC input according to the
back emf value.

2.3 Flyback Converter

The flyback converters are the control converters that can change either DC or AC
to DC. They can make multiple times DC output from AC or DC input. The main
difference between buck-boost and flyback converter is that there is isolation between
input and output of flyback converter. The advantage of this isolation transformer is
that output voltage is a multiple of the input voltage. This flyback converter contains
some small parts as output rectifier, output capacitor, couple inductor, input capac-
itor, and primary switch (MOSFET), etc. The flyback converter is made up of the
following components which are mentioned above. Transformer or inductor coils
used for isolation and as per the requirement of output voltage turn ratio of trans-
former coils are designed. If high output voltage requires, then a secondary number
of turns is higher than the primary. If it works as a buck converter, then the primary
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Fig. 3 BLDC motor MATLAB simulation diagram

number of turns is kept higher. Flyback converter for isolation uses a transformer,
and transformer coils are made up of inductor coils.

2.4 Operation Principal of Flyback Converter

When the MOSFET switch goes to on position, power delivers by input side DC
or AC source. Transformer primary coils store that energy. Energy store by primary
coils equals primary source energy then MOSFET switched off. When MOSFET
switched off, then primary coil energy transfers to secondary side coils so that diode
which connects at load side becomes forward biased or starts conducting via diode
energy transfers to load. When MOSFET switch on, then diode is in reverse biased
or off condition as shown in Figs. 3, 4, 5, 6 and 7.

MOSFET turns on: The primary side of transformer energies is an input source.
The diode connected at the load side is reverse biased so there is no ow of current
and in primary-side current rises continue till primary side transformer energy
equals source energy. The diode at the load side is a reverse bias by the sum of
output voltage and voltage transfer from the input side.
MOSFET turns off: Primary coils transfer its energy to secondary coils, and due
to its polarity, diode becomes forward bias and now its conduction. So that energy
transfers from secondary to load via a diode. Due to demagnetization current at
load side decreases and continues. The voltage across MOSFET switch when it
is in off position equals to the sum of input voltage and transferred voltage from
the secondary side as shown in Fig. 8.

3 Simulink Model of BLDC Drive with Flyback

Figure 9 shows the simulation model of the BLDC motor with a DC–DC closed-
loop flyback converter with PI controller feedbackwhich is used. The voltage applied
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Fig. 4 Hall signals for switching

Fig. 5 Rotor phase current
waveform

across the inverter is controlled by the PI controller. The PI controller reduces error
that occurs in voltage across inverter [13] as shown in Table 1.
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Fig. 6 Hall signal waveform over a cycle

Fig. 7 Flyback converter

4 Simulation Results

For design a simulation model for validating the proposed approach, MATLAB
platform is used. At the time of fault, performance of the system model is described
in graph as shown inFigs. 10, 11, 12, 13, and 14.Different types of fault or disturbance
condition use for the validation of the proposed approach [14, 15]. Whereas, Fig. 10
represents the torque graph of the BLDC motor. In Fig. 11, time in seconds at x-axis
and the y-axis represents as torque in joules. Figure 11 represents the rotor current
waveform of the BLDC motor. In Fig. 11, time in seconds at x-axis and the y-axis
represents as phase current in ampere. Figure 12 represents the back emf per phase
of the BLDC motor. In Fig. 12, time in seconds at x-axis and the y-axis represents as
beck emf in volts. Figure 13 represents the speed of rotor. Figure 13 time in seconds
at x-axis and the y-axis represents as rotor speed in radian per seconds. Figure 14



308 A. Sadda et al.

Fig. 8 MOSFET on state

Fig. 9 Simulation diagram of BLDC motor with flyback converter

Table 1 MATLAB circuit
parameters used for
simulation

Circuit parameters

V(input voltage) 25 V

Capacitor 68 ×10−6 F

RL 100 �

Turns ratio 1:04

Switching frequency 100 kHz

Integral gain(I) 2000

Proportional gain (P) 35
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Fig. 10 Torque waveform

Fig. 11 Rotor phase current waveform

represents the line voltage of inverter. Figure 14 time in seconds at x-axis and the
y-axis represents as inverter line voltage in volts.

These figures from Figs. 10, 11, 12, 13, and 14 show that at any fault or distur-
bance condition system performance not much affected. It can also observed that line
voltage, current, torque, rotor speed, and back emf of the inverter with closed-loop
flyback converter show enhanced results in terms of the nearly sinusoidal waveform
with much small steady-state error. Some harmonics are presents in voltage and
current waveform due to fault condition but within the permissible limits. Switching
with MOSFET is also good selection for this model for better performance due to
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Fig. 12 Back emf waveform

Fig. 13 Rotor speed (RPS)

Fig. 14 Inverter line voltage (Volts)
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its excellent performance at this disturbed condition. Therefore, it is concluded that
proposed approachesworks precisely as per our exception that describewith different
waveform.

5 Conclusion

This paper proposed an approach that controls the system performance from distur-
bance or fault conditions and forms the above-described approached and their appli-
cation at the time of fault that provided a reliable and accurate result within the
permissible limits. It can also observed that line voltage, current, torque, rotor speed,
andback emfof the inverterwith closed-loopflyback converter showenhanced results
in terms of the nearly sinusoidal waveformwith much small steady-state error.While
maintaining high efficiency and low noise emission compared to waveforms without
closed-loop flyback converter, some harmonics are presented in voltage and current
waveform due to fault condition but within the permissible limits. Therefore, it is
concluded that the proposed approaches function precisely in accordance with our
exception which describes different waveforms.
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High Gain Converter with Switched
Coupled Inductors for Renewable
Energy Systems

Pankaj, Jay Prakash Keshri, Harpal Tiwari, and Arpit Sadda

1 Introduction

As population increases, energy demand also increases. To fulfil energy demand,
utility uses conventional energy sources like coal, diesel, nuclear and hydroplants.
The main concerning aspect is regarding fossil fuel depletion, and their over-
exploitation leads to courses many environment problems [1]. To avoid the above
problem, utility is moving towards renewable energy sources. Particularly wind and
solar energies are more popular and demanding [2, 3]. Most widely used is solar
energy, as they are pollution-free. Widely used solar energy can be divided into
two types depending upon use (i) solar thermal technologies where solar energy is
converted into heat form and (ii) direct conversion of solar energy into electricity
[4]. Solar energy system is very popular in industrial applications like electric drives
and electric vehicle. But the drawback of the existing system is less efficiency, and
output voltage and current depend upon the radiation of sun and temperature of
the surrounding. Therefore, a power converter is mandatory to increase the solar PV
systemoutput to a required voltage level for industrial application.DC-DCconverters
are playing very important role to increase the output measurement (V out and Iout)
and also for increasing the efficiency or performance of the system. In study review,
numerous DC–DC converters are discussed
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A standard step-up converter and step-up/down converter are having maximum
gain of 10 and 9 at duty cycle 90%, respectively. Though using a high rating power
device, the drawback of the standard step-up and step-up/down converter is a low
gain [5, 6]. The SEPIC and CUK converter give a maximum gain at 90% duty cycle.
Compare to standard Boost converter, the number of elements in SEPIC and CUK
converter is higher, but advantage of these converters is less ripple in output [7–9].

Therefore, a modification should be done in existing converters to boost the solar
PV output voltage for industrial need. Recently, many DC–DC converters are devel-
oped for large gain on the basis of voltage multipliers, but the main drawback of
these converters involves a large number of diodes and capacitors of same rating.
The advantages of the multistage multiphase converter are the overall gain, and it
is modified but large number of components is required. In switched inductor step-
up converter and switched inductor step-up/down converter (SIBBC) are projected
whose gain is higher than standard step-up converter [10–14]. Interleaved multilevel
boost converter (IMBC) is projected by non-inverting output voltage whose gain is N
times of standard step-up converter [15–19]. 2Nx and 4Nx IMBCwith non-inverting
output is projected to attain the higher gain. It provides higher gain as compared to
Nx IMBC and recently projected DC–DC converter but it required large number of
components. Inverting attains high negative gain, and this converter requires more
diodes and capacitors at output side [20–26].

Switched coupled inductor boost converter is presented in this paper for using
renewable energy systems. SCIBC is amalgamation of couple inductor stack and
conventional boost converter for high voltage gain. In SCIBC, input side couple
inductor is operated in such a way that they are charging in parallel and discharging
in series. The advantage of SCIBC is that voltage gain is increased by (1+ (2N−1)D)
times in N-stacks convention step-up converter. Section 2 describes the fundamentals
of SCIBC, working modes, and mathematical analysis describes in detail in the next
sections.

2 Switched Coupled Inductor Boost Converter (SCIBC)

The proposed converter is a combination of the convention boost converter and the
stacks of couple inductors. The circuit of standard boost converter with single stack,
two stacks and N-stack couple inductors are shown in Fig. 1. In convention boost
converter, the input side inductor is replaced by switched coupled inductor stacks to
design the SCIBC as shown in Fig. 1. The arrangement couple inductor in stack in
such a way that all couple inductors are parallel coupled and charge in parallel from
input supply when controlled switch is turn ON. And during OFF state all couple
inductors are series couple and discharge through the load in series with supply.

In the stack, the number of coupled inductors is one (N = 1) with the number of
diodes is four, single-stack SCIBC, as shown in Fig. 1a and increased total gain by
(1+D) conventional boost converter (CBC) times. If number of coupled inductor in
the stack is two (N = 2), projected converter acts as high gain converter with number
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Fig. 1 Circuit of proposed boost converter
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Table 1 .

Stacks
quantity

Couple
inductors

Diodes Capacitors Switches Input
supply

Gain at 90% duty
ratio

Stack-1 1 4 1 1 1 19

Stack-2 2 10 1 1 1 37

Stack-3 3 16 1 1 1 55

Stack-4 4 22 1 1 1 73

Stack-5 5 28 1 1 1 91

Stack-N N 6N–2 1 1 1 (1+(2N–1)D)/(1-D)

of diodes is ten, as shown in Fig. 1b and overall gain is increased by (1 + 2D) times
of CBC. If number of couple inductors is increased to N and the diodes to (6 N−2),
the overall gain is increased to (1 + (2 N−1) D) times of CBC. The components
count and gain of SCIBC for different number of stacks are given in Table 1 and
graphically represented in Fig. 2.

1. Modes of Operations of SCIBC: In this section, we study the working of
switched coupled inductor boost converter in detail. To this end, we divide
the entire operation into two different modes: one mode operated power switch
(switch ON) is closed and coupling inductors store the energy or we may say
that inductors are magnetized. In second mode, controlled power switch is open
(Turn Off) and couple inductor demagnetize through load. Due to this, we get
the high output voltage gain. Here we discussed the single stack SCIBC, and
all other configuration is having same behaviour.

• Mode-1: During Switch ON (0≤ t≤DTs) At t = 0, power controlled switch
S is closed. Coupling inductors L1 and L2 are connected in parallel to supply
voltage V in with the help of diode d1 and d3. In this activity mode, inductors
L1 and L2 are coupled in parallel, as shown in Fig. 3(b). Parallel coupled
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Fig. 2 Requirement of number of components for the proposed converter
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Fig. 3 (continued)

inductors L1 and L2 get magnetized during this process. In this mode, the
capacitor is attached parallel to the load and the C1 capacitor is discharged
via load. Coupled inductors are entirely magnetized at the end of this mode.

• Mode-2: During Switch OFF (DTs ≤ t ≤ Ts) in this mode, power controlled
switch is open and diodes D1 andD3 are open and diode D2 is closed. Due to
this, inductors L1 and L2 are series coupled. These series coupled inductors
L1 and L2 are connected load through the diode D4. Equivalent circuit is
shown in Fig. 3c. During this mode, series coupled inductors L1 and L2 are
demagnetized through the load and capacitor C1. So, capacitor is charged in
this mode. At the end, inductors are demagnetized and capacitor is charged.
After it again mode-1 starts, and this process is repeated.

• Analysis of SCIBC:The analysis of projected converter is done on the basis of
inductor voltage second balance rule and capacitor current second balance
rule. The analysis takes into account the drop in the ON state voltage of
diodes, couple inductors and the controlled switch. For simplicity, coupling
coefficient is unity (k = 1) and voltage drop due to diode, couple inductors
and controlled switch is taken as Vd .

• Single Stack SCIBC:
In Fig. 1a, power circuit of single-stack SCIBC is depicted. The power circuit
of single stack SCIBC consists of one coupled inductor with four diodes at
input side.
During Switch ON (0 ≤ t ≤ DTs)

VL = VL1 = VL2 = Vin − 3Vd = L
di

dt
+ M

di

dt
(1)

Vc = Vout (2)
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During Switch OFF (DTs ≤ t ≤ Ts)

Vin − VL1 − VL2 − 4Vd − Vc = 0 (3)

VL1 = VL2 = M
di

dt
+ M

di

dt
(4)

2VL = Vin − Vc − 4Vd (5)

From above equations and inductor balance rule that is Average VL = 0

Vout

Vin
= 1 + D

1 − D
(let Vd = 0) (6)

• Two Stack SCIBC:
In Fig. 1b, power circuit of two stack SCIBCs is depicted. It consists of two
coupled inductors and ten diodes at input side.
During Switch ON (0 ≤ t ≤ DTs)

VL = VL1 = VL2 = V3 = Vin − 3Vd = L
di

dt
+ M

di

dt
(7)

Vc = Vout (8)

During Switch OFF (DTs ≤ t ≤ Ts)

Vin − VL1 − VL2 − VL3 − VL4 − 6Vd − Vc = 0 (9)

VL1 = VL2 = VL3 = VL4 = M
di

dt
+ M

di

dt
(10)

4VL = Vin − Vc − 6Vd (11)

From above equations and inductor balance rule that is Average VL = 0

Vout

Vin
= 1 + 3D

1 − D
(let Vd = 0) (12)

• N-Stack SCIBC:
In Fig. 1c, power circuit of N-stack SCIBC is depicted. It consists of N
coupled inductors and (6N-2) at input side.
During Switch ON (0 ≤ t ≤ DTs)

VL = VL1 = VL2 . . . = VN = Vin − 3Vd = L
di

dt
+ M

di

dt
(13)
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Vc = Vout (14)

During Switch OFF (DTs ≤ t ≤ Ts)

Vin − VL1 − VL2 . . . − V2N − 2NVd − Vc = 0 (15)

VL1 = VL2 = VL3 . . . = VL2N = M
di

dt
+ M

di

dt
(16)

2NVL = Vin − Vc − 2NVd (17)

From above equations and inductor balance rule that is Average VL = 0

Vout

Vin
= 1 + (2N − 1)D

1 − D
(let Vd = 0) (18)

3 Result and Discussion

Projected converter is simulated for single stack with power rating of 250 W. The
simulation parameter is provided in Table 2. The controlled input DC supply (10 V)
is applied to the projected converter to avoid the high starting current and voltage.
The projected converter is simulated for 10 MHz switching frequency to decrease L,
C value and reduce the ripple in output. The waveforms of output voltage and output
current, respectively, are shown in Fig. 4b and c. It is found that output voltage has
ripples of 3% and output current ripples of 0.15%. The average output voltage is also
189.5 V, and the current is 1.27A. It is concluded from themeasurements that average
output power is 240. 67 W. The waveform shown in Fig. 4d is input couple inductor
current that supply from the voltage source. It is found that couple inductors store
the energy during ON state and during OFF state discharges. Figure 4e describes

Table 2 Simulation
specifications of proposed
converter

Parameters Symbol Values

Supply voltage Vin 10 V DC

Output voltage Vout 190 V

Input coupled inductor L1,

L2,

M

0.4 mH, 0.4 mH, 0.34 mH

Duty ratio D 90%

Load RL 150 ohm

Switching frequency fs 10 MHz

Output capacitor CDC 0.5 µF
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the waveform around the regulated switch. It indicates that, during off state, voltage
around the regulated posed converter output voltage gain for specific stack number
versus duty ratio is shown in Fig. 5. It is demonstrated that in ideal cases the voltage
gain is maximum (Vd = 0), and in practical cases, it is reduced; consider VdIt is
stated that in ideal cases, the voltage gain from single stack SCIBC is 19 at a duty
ratio of 90%.

Fig. 4 Simulation performance of single stack SCIBC a V in b Vout at 90% Duty ratio c Output
current d Couple inductor current e Switch voltage
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Fig. 4 (continued)
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Fig. 5 Voltage gain versus duty ratio for (N = 1) and (N = 2) proposed converters with voltage
drop Vd across diode a Vd = 0 and b Vd = 0.5
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4 Conclusion

A proposed novel SCIBC step-up converter topology for renewable energy systems
is being discussed. SCIBC’s corresponding power circuit is a mixture of CBC and
coupled inductor stacks, which can be increased to N. Compared with other DC-
DC converters (step-up converters) and multistage converters, the gain from SCIBC
is high. The gain of SCIBC is increasing with increasing in a number of coupled
inductor stack. The power circuit operation and gain analysis of SCIBC is discussed
in detail. SCIBC is required single power semiconductor switch which results less
number of driving circuit required. Therefore, overall cost and size are reduced and
work efficiently with better accuracy.
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Five-Level Single-Phase Converter Using
SiC with Reduced Switched Voltage
Stress

Vishal Jain, Jay Prakash Keshri, Harpal Tiwari, and Pankaj

1 Introduction

Multilevel converters (MLCs) present superior advantages which are characterized
by improvement in output waveforms, reduction in harmonics, lower switching
losses. MLC uses medium power devices and provide applications in field where
high power is utilized. MLCs are prior options in field where bulk amount of power
with low and medium range of voltage is used. MLCs have effective footprints in
fields such as FACTS, uninterrupted power supplies, line conditioners, active filters
(UAPF), electric traction, drives for AC motors and electric and hybrid vehicle tech-
nology [1–5]. AC-AC MLCs find applications in industries to provide sine-wave
input currents with unity power factor in regulators and guard the sensitive appli-
ances like computers, medical instruments and communication setups from poor
quality supplies. DC-AC MLCs are used in gas, oil, mining and marine industries.
In renewable energy low-power applications, these MLCs are treated as effective
solutions for efficiency problems [6].

Various MLC topologies available in literature are shown in Fig. 1. Mainly, they
are of three types: flying capacitor (FC), neutral-point-clamped (NPC) and cascaded
H-bridge.

V. Jain · J. P. Keshri (B) · H. Tiwari · Pankaj
Malaviya National Institute of Technology, Jaipur, India
e-mail: 2014ree9538@mnit.ac.in

V. Jain
e-mail: 2018ppd5052@mnit.ac.in

H. Tiwari
e-mail: hptiwari.ee@mnit.ac.in

Pankaj
e-mail: 2018PPD5215@mnit.ac.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
R. C. Bansal et al. (eds.), Advances in Energy Technology, Lecture Notes in Electrical
Engineering 766, https://doi.org/10.1007/978-981-16-1476-7_31

327

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-1476-7_31&domain=pdf
mailto:2014ree9538@mnit.ac.in
mailto:2018ppd5052@mnit.ac.in
mailto:hptiwari.ee@mnit.ac.in
mailto:2018PPD5215@mnit.ac.in
https://doi.org/10.1007/978-981-16-1476-7_31


328 V. Jain et al.

Fig. 1 Multilevel converters classifications

CHB and other converter architectures are derived using these. Despite of their
superior nature and attention they are gaining in research and development, MLCs
exhibit:

• Huge number of power electronics switches.
• Complex nature of system; responsible for reliability reduction.
• Supporting circuits: driver units, protection circuits, heat dissipation system, etc.,

lead to problem of additional cost and bulky system.
• Ambiguous control circuitry: complex controlling.

For MLC results, performance and efficiency are superior at the cost of above-
mentioned points; therefore, primary concern is to minimize the counting of power
electronics devices, replacing conventional switching devices with advance featured
modern switches and simplifying driver and control circuits with cost optimization,
and hence, researchers are paying attention toward above-mentioned factors [7].
In [8], authors presented a novel converter topology by modifying active (ANPC)-
type converter and named it T-type topology because its shape is similar to English
letter “T”. This topology claims the reduction in two clamping diodes per bridge
and reduction in conduction losses which is drawback of NPC-topology, but T-type
suffers from high switching losses. In [9–11], the authors modified the T-type leg
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and presented a five-level just by modifying three-level T-type with minimization in
switch voltage stress. So, it contains all the benefits of T-type with the improvisation
in wave shape and reduction in harmonics. In [11, 12], authors focused on high
switching losses and presented a T-type highly efficient converter in which outer
switches are replaced by SiC MOSFET which is superior.

In this paper, conventional T-type topology is modified and outer switch used
by previous authors is replaced by highly advanced and superior SiC switch. Two
novel T-type legs are used in voltage source inverters (VSIs) which can be an option
against other five-level topologies, including NPC, FC and CHB shown in Fig. 2, and
T-type circuit is depicted in Fig. 3. In modified T-type leg, the number of devices is
equal to devices in conventional T-type leg with an achievement of reducing voltage
stress and low switching losses. Apart from this, other benefits being less quantity of
clamping switches and deduction in bi-directional switches with respect to typical
T-type. It is further can be used to extent the voltages level, and poly-phase system
can be formed using modified legs. Concept formulation, modulation of topology

Fig. 2 Five-level topology a cascaded-half-bridge, b neutral-point-clamped and c flying-capacitor

Fig. 3 Five-level T-type inverter from three-level legs
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and comparison are presented comprehensively using MATLAB simulations in next
sections.

2 Formation of Topology

2.1 Topology Synthesis

The typical single-phase converter formed by three-level T-type legs is given in Fig. 3.
This comprises totally eight power devices S1x − S4x (x = a, b) and anti-parallel
diodes. There are two possible configurations of three-level legs, either common
emitter (CE) or common collector (CC) as delineated in Fig. 4.

Using these, two novel legs are introduced using two SiC MOSFET switch in
outer and two Si MOSFET of lower rating as bidirectional switches as depicted in
Fig. 5a, b.

In Fig. 5a one modified leg (leg A) is formed by connecting terminal of S1a,
collector terminal of switch S2a and collector terminal of S3a at point “x” and this
configuration is common collector configuration of bidirectional switch. In same
manner, other modified leg (leg B) is formed using S4a, emitter terminal of switch
S2a and emitter terminal of S3a at point “y” and this configuration is common emitter
(CE) arrangement of bi-directional switches shown in Fig. 5b.

Fig. 4 T-type legs a CC, b CE configuration
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Fig. 5 Novel T-type legs a CC, b CE configuration

2.2 Operating Principles and Circuit Analysis

The novel inverter circuit is presented in Fig. 6, a five-level single-phase T-type
inverter which comprises two advanced modified three-level T-type leg. Circuit is
simplified as there is no clamping diode. Voltage level obtained at Va0 and Vb0 has
three voltage levels, and voltage obtained as output has five-level which is evaluated
by, Vab = Va0 − Vb0.

For easy controlling, symmetry is obtained for which Complementary logic is
required which is achieved by choosing suitable switch numbering. To stop conduc-
tion at same time, switching limits are defined. So, Qxy + Qxy = 1 where x = 1, 2
and y = a, b.

Fig. 6 Inverter formed using novel T-type legs using SiC
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Fig. 7 Operating modes and current path circuits

Table 1 Switching patterns and respective voltages of novel T-type three-level inverter leg A

Va0 Q1a Q1a Q2a Q2a

VC1 1 0 1 0

0 0 1 1 0

−VC2 0 1 0 1

Table 2 Switching patterns and respective voltages of novel T-type three-level inverter leg B

Vb0 Q1b Q1b Q2b Q2b

VC1 1 0 1 0

0 0 1 1 0

−VC2 0 1 0 1

Switching state circuit of novel inverter leg A is described in Fig. 7. Possible
switching patterns to get voltages level are given in Table 1. In a same way, switching
state patterns for leg B are listed in Table 2. Qxy is 1 if respective switch is close and
0 if switch is open. Phase voltages Va0, Vb0 are also given. Phase current flow from
one of the node point of DC-link. Depending on switching state, respective capacitor
voltage will come out on AC side.

In further analysis, it can be observed that novel T-type inverter facilitates suppres-
sion in total voltage stress on switch of inverter leg A and leg B. Another positive
aspect is that the leg A and leg B are independent to each other and can be used in
forming poly-phase converter.
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3 Control Scheme and Simulation Results

Nature of proposed converter is asymmetrical, pulse width modulation (PWM)
schemes used for other topologies such as NPC and T-type can be used for proposed
converter also. From various modulation techniques, phase disposition (PD) modu-
lation displayed in Fig. 8 is used here. By using wave 1 and wave 2 as carrier wave,
switching signals are generated for

(
Q1y, Q1y

)
and

(
Q2y, Q2y

)
respectively. Sinu-

soidalmodulationwave is out of phase by180°.AnovelT-typefive-level single-phase
converter is simulated in MATLAB. The control scheme used is phase disposition
(PD) modulation, and results are obtained and analyzed. Load of 125 V, 1 kVA,
0.8 lag pf, 50 Hz is connected at output side. DC-link voltage is 200 V.

Figure 8 describes the modulation scheme based on phase disposition that
completely follow the desire proposed scheme. And Fig. 9 shows the desire outputs
from one leg and voltage output of novel converter. Along with Fig. 10 describes the
stress and output voltage of leg A, and in the similar way, Fig. 11 shows the stress
and output voltage of leg B. From results from Figs. 8, 9, 10 and 11, it is observed
that during positive voltage from leg A, full DC-link voltage stress appeared only
across (Q2a) and similarly, for leg B, during negative output, full DC-link voltage
stress appeared only acrossQ1b. From the described results, it shows the applicability
of the proposed topology within desired permissible limits. Therefore, it is observed
that this scheme is much useful for the converter topology.

Fig. 8 Modulation scheme based on phase disposition (PD)
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Fig. 9 Outputs from one leg and voltage output of novel converter

4 Comparison Among Different Five-Level Topologies

The proposed topology is compared against conventional T-type, NPC, FC and CHB
topologies. Various factors like component required, isolated supplies, clamping
diodes requirements, etc. are listed in Table 3. As the number of main switches is
nearly equal or comparable but clamping diodes and capacitors are eliminated in
few topologies, this proposed topology also focused on reduction in voltage stress
and replacing conventional Si switch with advantageous SiC switch. So along with
reducing stress and minimizing switch count switching frequency for same losses
can be increased and efficiency and reliability converter is improved. Therefore,
it is concluded that proposed topology fulfills our desire requirement within the
permissible limits.
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Fig. 10 Stress and output voltage of leg A

5 Conclusive Remarks and Future Scope

In this paper, two novel T-type legs are proposed which are modified from actual
three-level T-type legs topology in which advanced SiC MOSFET is used as outer
switch in derived legs. Novel T-type legs topology exhibits a switching voltage stress
fewer than conventional T-type. Poly-phase system can be realized using these inde-
pendent legs, and higher voltages level can be achieved with the help of H-bridge
cells. Five-level single-phase inverter is formed using novel T-type legs using SiC
MOSFET. PD carrier-based modulation is used. Three-level PWM output voltage is
obtained at three-level legs, andfive-level output voltage is obtained as output voltage.
Further in this paper, the losses can be calculated and compared with conventional
topologies and highly efficient inverter and AC-DC-AC converter can be proposed.
Therefore, these researches could be done to reduce the voltage impact on switch
which is still facing full voltage stress.
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Fig. 11 Stress and output voltage of leg B

Table 3 Comparison between different five-level topology

Factors FC CHB T-type NPC Novel T-type

Voltages level 5 5 5 5 5

Switch count in a leg 4 4 4 4 4

Clamping diode 0 0 0 2 0

Flying capacitors 1 0 0 0 0

Isolated supply 1 2 1 1 1

Total elements 13 10 9 13 9
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Chassis Design with Integrated Battery
Pack Space for Electric Motorcycle

Mohammad Irfan Ahmad and Pankaj Dorlikar

1 Introduction

The automobile industry has continuously worked on weight reduction attributed
to several benefits such as material cost reduction, performance improvement, etc.
For several years now, the automotive industry has been utilizing optimization algo-
rithms to reduce the weight of its products [1, 2]. This has seen a major boom due
to increased non-conventional machining processes such as additive manufacturing
and 3D printing. The advancement in the additive manufacturing techniques has
unveiled the freedom to design complex shapes and geometries, thereby broadening
the ambit of topology optimization. The complex shapes obtained using this tech-
nique can now be realized through the advanced additive manufacturing method,
thereby enabling designers to think and configure beyond conventional shapes and
geometries based on interesting optimal results. AM techniques can handle complex
optimized shapes and geometries at an efficient cost as compared to conventional
manufacturing techniques, viz., casting, stamping, forging, etc. [3].

Topology Optimization (TO) is a tool with the help of which, a creator can get the
expected completion using a proper structural arrangement. First of all, the restricted
material volume is stipulated which is also known as the design domain. The choice
of simple geometry is vital to realize a mesh of appropriate quality [4]. Certain area
in the design space has various ergonamic and functional characteristics and has to
be excluded from the removed from the optimization process. Such areas should be
restricted geometrically in order to save them from getting optimized (in this case, the
battery pack space, front forks, and swing-arm pivot hole). Topology optimization
problems deal with structural response of the system and their load path within the
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control volume constraint and boundary condition. Two targets are being used in
this study, the first one being mass reduction by 30, 20, and 10% that of the design
domain and the second one being stiffness maximization.

TO has seen significant recognition in the past few years. Various techniques
have been developed, viz., homogenization method [5], the solid isotropic element
with penalization SIMP [6–8], level set [9, 10], evolutionary structural optimization
ESO [11, 12], and a few others [13–15]. The ESO method has its basis on an easy
theory that unfit material shall be regularly eliminated from the study area so that the
topology’s result converges alongside the optimum. In bi-directional ESO, element
removal and addition to inefficient and efficient regions take place simultaneously.
This leads to the generation of reliable shapes concerning optimization obstacles
with restrictions such as stiffness [16], pulse [17], or power consumption [18–20].

This work has been undertaken to design a chassis for an electric motorcycle
that can cater to commuter segment. The control volume has been designed out of
dimensions such as average wheelbase, seat height, width, and ground clearance.
Castor angle for the front forks has been taken 25°. While performing topology
optimization on the control volume, various regions such as front fork, battery pack
space, and pivot hole of swing arm were geometrically restricted to prevent any
material removal from them. Load calculations have been done primarily for 4 cases,
i.e., maximum acceleration, maximum breaking to the head axle, highest braking
to the rear axle, and during the bike is the interior arch with adherence border of
pneumatics. TO is performed for three iterations of volume reduction, i.e., for 70,
80, and 90%and the 90%volume reductionmodel has been used to build the roll-cage
that can be manufactured.

The topology optimization process used in this work has been depicted in Fig. 1.
The design domain was generated using SolidWorks2019® and the topology opti-
mization was performed using Autodesk’s Fusion 360™ software. The process
begins by building the CAD of the design domain and further optimizing it by
adjusting the battery pack volume inside it in such a way that maximum material
surrounds the battery pack space. During the first phase, the optimization targets
are fixed for 30% target volume and maximum stiffness to extract the desired mass
required to carry the applied loads. In the subsequent iterations, the target volume
is reduced to 20% and 10%, respectively. After the completion of each iteration,
the objective function and constraints are evaluated and the control volume is again
subjected to the TO algorithm for the subsequent iterations until convergence for
satisfactory levels is achieved for the development of the optimized shape.

2 Survey on Design Domain Generation

TO approach points to material order in the study region in such a way that the
composition can display the production constraint. There are various advantages of
having a lightweight vehicle, for example, it performs better in acceleration, braking,
and turning as compared to heavy vehicles [21]. Also, safety improves significantly
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Fig. 1 Flowchart of
optimization process

[22] due toKEof vehicle reducingmass and thusmaximizing crashworthiness during
collision. TO techniques gained significance in past two decades. Initially, it focused
on lightweighting of automotive components, for example, in truck frames, deck lids,
etc. [23]. Its application started evolving from simple forms to complicated ones, for
example, those used in performance chassis [21, 22]. The evolution also inculcated
in itself the desired performance standards in torsion, bending, mode shapes, crash,
etc.

Recently, Airbus AP Works light rider has been developed using TO [24]. It
weighs 35 kg where the frame itself weighs just 6 kg and comes entirely from a 3D
printer. The parts were modeled using a patented aluminum alloy of the aerospace
industry which is as light as Al but almost as strong as Ti.

For the purpose of generating a design domain, various motorcycle segments
presently manufactured in India were studied for their geometric specifications such
as wheelbase, seat height, length, width, and ground clearance. With the GOI’s plans
to replace existing 150 cc and lesser capacity motorcycles before 2025 with all
electric motorcycles, the research has been oriented toward developing chassis for
the commuter segment based out of information from existing motorcycles. The
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Table 1 18650 lithium-ion
cell and battery pack
specification

Parameter 18650 lithium-ion cell Battery pack

Voltage (V) 3.6 150

Capacity (Ah) 3.4 40

Mass (g) 47.5 23.940

Volume (l) 1.6E−02 10.84

commuter segment is the workhorse. The characteristics pertaining to this segment
include frugal nature, minimal maintenance, and ruggedness.

Another challenge faced in such development was locating the space required for
accommodating battery pack. Calculations regarding the battery pack volume [25]
and capacity have been shown in Table 1.

It has been shown in [25] that ~504 (18650 Lithium-Ion) cells are required to
suffice the energy requirements, and hence for computational purposes, the range
within which the battery pack needs to be constrained is

10.5l ≤ Vbattery pack ≤ 11l (1)

The volume has been calculated from the six design variables using the following
formula:

Vbattery pack =
√[(

xi − x j
)2 + (

yi − y j
)2 + (

zi − z j
)2]

(2)

The batteries constitute the major cost in an e-vehicle and have to be placed
symmetrically along the major axis of the vehicle in order to provide stability to it.
Thus, the batteries must be placed strategically within the design domain in order to
secure the location.

Nodes ni and n j (Fig. 2b) determine the bounds within which the square
parallelopiped battery pack space is placed.

Fig. 2 Design domain for topology optimization including space for battery pack
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3 Methodology and Model Setup

For a TO problem, we need to define the design space and the output parameters,
viz., objectives and limitations of the optimization. The dimensions for the design
domain have been obtained from measurements of commuter segment motorcycles
as shown in Fig. 3.

To optimize the design space, the design domain must be as large as possible to
accommodate the volumetric space occupied by the commuter segment’s chassis. It
must be congruous with the design constraints. Thus, the opening position in this
research is a 3D steel volume-occupying utmost of the space inside a postulated
motorcycle built throughout the skeleton as shown in Fig. 2a. The place for the prin-
cipal vehicle divisions such as engine, gearbox, and fuel tank has not been considered
for leaving maximum freedom for the optimization algorithm. The design space can
constantly be adjusted posterior and optimization process repeated. For the study,
the wheelbase has been fixed and chassis has been considered as a spatial structure
made up of four rigid bodies, i.e., front assembly, rear assembly, front wheel and rear
wheel, suspension is rigid, and FOS of 3 has been used for load application.

The study region has meshed with roughly 1.083 million tetrahedral elements that
are of the first order (4 nodes each), and the size is 5mm (see Fig. 4). The suspensions,
engine, gearbox, and various other components are neglected in design space and in
succeeding iterations, and the same constraints have been repeated. The optimization
constraints and objectives used here are not too different from the ones used in [25],
though this work addresses the optimization of the chassis from a control volume of
frame space for initial stages of product development.

By implementing TO, a multidisciplinary optimization problem can be addressed
by letting the optimizing tool select the optimal design from scratch.

Fig. 3 Measurement of dimensions for design domain extraction from the commuter segment
motorcycle
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Fig. 4 Mesh and geometric restrictions

4 The Optimization Process

As mentioned earlier, loads have been calculated for four situations. However, for
the purpose of topology optimization, the forces acting due to extreme braking have
been used as the magnitude of such forces is larger than the ones in other cases. In
case of extreme braking, the rear wheel gets lifted just above the surface and net
downward force becomes equal to weight of the rider, and the motorcycle acting
downwards at the front wheels. The loads F1 and F2 are the internal forces that act
on the fork (steering) due to the braking on the front wheels whose values have been
calculated by using Newton’s second law and equating moments about the axle (B)
and topmost point of fork (C) to zero [26] (Fig. 5).

So, the condition will be:

Nr = mg × b

p
− F × h

p
= 0

Nf = mg = 140 × 9.81 = 1373.4N

Ft = mg × b

h
= 140 × 9.81 × 760.5

503.84
= 2073.02N

where

Nr is the normal reaction on the rear wheel,
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Fig. 5 Forces in extreme
braking

Nf is the normal reaction on the front wheel,
Ft is the tangential force acting at the front wheel,
b
h is the ratio of distance between cog to front axle and distance of cog from the

ground,
b
p is the ratio of distance between cog to front axle and the wheelbase,
h
p is the ratio of distance of cog from the ground to the wheelbase.

∑
MB = 0,

∑
MC = 0.

F1 = 5864.512N, F2 = 3534.226N.

Considering the factor of safety (FOS) value of 3, values of F1 and F2 are
17,593.53 N and 10,602.78 N, respectively. The depiction of load case along with
geometric constraints has been shown in Fig. 6.
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Fig. 6 Forces on the frame and constraints

5 Conclusion

An optimization technique for developing a motorcycle chassis is presented. The
method helped reform the design space through TO by achieving an optimum design,
keeping in consideration the acceptable stiffness andmass. The shapes obtained from
the TO are depicted in Figs. 7, 8, and 9 and tabulated for the results in Table 2 Also,
Fig. 10 depicts the conversion of topology optimized shape into roll-cage model

Fig. 7 Topology optimization with mass reduction target of 30%
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Fig. 8 Topology optimization with mass reduction target of 20%

Fig. 9 Topology optimization with mass reduction target of 10%

Table 2 Topology optimization results

Formulation Stage CV mass Target mass (%) Reduced mass
(%)

Final mass of
chassis

Min mass and
max stiffness

1 220.736 kg ≤ 30 38.11 62.049

Min mass and
max stiffness

2 220.736 kg ≤ 20 18.54 40.921

Min mass and
max stiffness

3 220.736 ≤ 10 10.38 20.71
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Fig. 10 Topology optimized geometry CAD conversion for physical realization

from the manufacturability point of view, and for that purpose, 90% volume/mass
reductionmodel is taken as reference. The applicability of the technique lies in amuch
broader domain and can easily be extended in designing optimal-sized components
andmechanisms. For example, TO can be used to design cladding, mountings, crank,
piston, etc.
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Extraction of Maximum Electrical Power
from Solar Photovoltaic-Based Grid-Tied
System

Dhairya Karna, Aditya Vikram, Astitva Kumar, and M. Rizwan

1 Introduction

A majority of residential complexes nowadays include renewable energy resources
in integration with a grid of low voltage which are connected to individual receivers
in association with a dedicated transmission and distribution network. Therefore,
the optimal utilization of renewable energy sources (RES) is gradually becoming a
matter of extreme importance so that the increased energy consumption demands can
be met and the usage of fossil fuel can be restricted. Taking into notice the variety of
RES, each with its own set of boon and bane, one of the major drawbacks of various
forms of RES is the uncertainty or fluctuations in the energy generation process
which can lead to wearing and tearing of electrical components [1].

Solar photovoltaic (PV) is an influential technology where the PV process of
energy generation is completely silent due to absence ofmovable parts and the energy
from the sunlight is directly converted into electrical energy. The PV technology
can be used either as an autonomous system in itself or a grid-tied system. In an
autonomous system, there is a requirement of battery bank for storage purposes
which is sufficient for a low-voltage system but in this scenario of the grid-tied-type
system, the extra energy is directly transferred to the grid for external use or other
useful purposes. The PV energy generation is highly dependent on quantities like
temperature and solar irradiance [1]. Due to various factors, the most challenging
hurdle for PV is the irregularities faced during energy generation which has led to
its incapability to contest in today’s market and this has further led to limit in their
use for large-scale grid operations.

D. Karna (B) · A. Vikram · A. Kumar · M. Rizwan
Department of Electrical Engineering, Delhi Technological University, Delhi, India
e-mail: dhairya_bt2k16@dtu.ac.in

M. Rizwan
Department of Electrical Engineering, College of Engineering, Qassim University, Buraidah,
Kingdom of Saudi Arabia

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
R. C. Bansal et al. (eds.), Advances in Energy Technology, Lecture Notes in Electrical
Engineering 766, https://doi.org/10.1007/978-981-16-1476-7_33

351

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-1476-7_33&domain=pdf
mailto:dhairya_bt2k16@dtu.ac.in
https://doi.org/10.1007/978-981-16-1476-7_33


352 D. Karna et al.

The difficulty of uncertain and irregular power generated by RES can be solved
with the help of a grid-tied system with smart management system. A grid-tied RES
system is a type of an electrical system in which one or more than one renewable
energy resources are used in association with a storage device and an electric grid.
In a global scenario, a country’s energy grid network is deliberated similar to a
hybrid PV system. Numerous literary articles present a concept of handling a hybrid,
autonomous, and grid-tied system with a storage device [2, 3], with use of energy
management (EM) and optimization in real-time scenario [1, 4].

This paper suggests the employment of PSO-based fuzzy algorithm for MPPT
control to draw out the maximum power that is available at the PV terminals in a
grid-tied RES electrical system. In [3, 5], the authors present the concept of smart
power extraction for an autonomous PV system, whereMATLAB and Simulinkwere
used to create a model for the same, whereas in [2, 6], the authors present an AI-
based demand-side management structure for the autonomous PV system. Hence,
the primary goal of this paper is implementation and literary overview of the AI
optimization via PSO-based fuzzy algorithm in a grid-tied PV system and the use
of the optimization method explained as “PSO Fuzzy” for the purpose of balancing
irregularities on the generation side of the systemand consumption side of the system.

The paper entails five different sections. The effects, use, and advantages of grid-
tied system and fuzzy logic and PSO are concisely elucidated in Sect. 2 of this
paper. The mathematical modeling of the suggested algorithm for EM is proposed
in Sect. 3. Section 4 provides the data for the concurrent testing outcomes, while
Sect. 5 comprises of the conclusion of the paper.

2 Grid-Tied PV System

In the current scenario, the grid-tied PV systems consist of a PV array connected to a
storage device which is further connected to the local grid which can be utilized for
transferring power to the local residential facilities surrounding the test site by trading
it directly to the electricity provider in that particular region. Various components
that comprise the grid-tied system like the PV panel and the DC-DC boost converter
are further explained (Fig. 1).

2.1 PV Panel

The equivalent model for the PV array is shown in Fig. 2, which shows a p-n semi-
conductor junction, that is essentially the building block of a solar cell [7, 8]. The
voltage and current equation for the solar cell for the model presented in Fig. 2 is as
follows:
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Isa = Is − Io ×
{
e
(

Vsa+Rs Isa
mVT

)
− 1

}
− Vs + Rs Isa

Rsh
(1)

here the model comprises of IS and VS is the current and voltage of the source,
respectively, a diode and a resistance Rs, the shunt resistance Rsh, the diode current
Io (dependent on temperature), VSa and ISa are the voltage and current being fed to
the DC-DC boost converter, m is the ideal factor (ideally m = 1, real m > 1) and VT

is the thermal potential which is characterized as:

VT = KT

q
(2)

T is the temperature in Kelvin, K signifies Boltzmann constant (K = 1.38 × 10−23

J/K), and q is electrical charge of an electron (q = 1.6 × 10−19 C). The net voltage
VSa and the net current ISa are given by the following formulae:

Isa = Is − ID (3)
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Taking into consideration of Fig. 2, it is possible to determine the I-V character-
istics of the PV array with N cells in series and M cells in parallel.

Vsa = ϕ × VT × ln

{
Is − Isa
M × IO

+ 1

}
− Rs Isa (4)

where

ϕ = M × N (5)

The real solar cell in simple terms can be described by the elementary parameter
of the open-circuit voltage and short-circuit current Isc which correlates to the voltage
drop across the diodewhen it is traversed by the diode current ID which arementioned
in Eqs. (1), (2), (3), (4), and (5). At the test site,M = 2 and N = 2.

2.2 DC-DC Boost Converter

The dynamic model for the DC-DC boost converter displayed in Fig. 3 can be
expressed in terms of current and voltage between output and input as follows:

[ diL
dt

dVbus
dt

]
=

[
0 − 1−D

L
1−D
C

−1
RC

][
iL
Vbus

]
+

[ 1
L
0

]
· Vin (6)

where Is is the infused current in the boost converter, L is inductance, and C is
capacitance as seen in Fig. 3, D signifies the duty cycle, VBus is voltage across the
bus bar and V in is input voltage. The values of the electrical parameter (L and C) is
assumed to be high enough so that the switching device chosen has a smooth current
(due to L) and smooth output voltage (due to C).

RC

Diode

Switch

L

V
in

iL ID iBus

VBus

Fig. 3 Simplified DC-DC boost converter
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3 Mathematical Model and Flowchart

3.1 Fuzzy Logic for MPPT Controller

Fuzzy logic can be defined as aBoolean logicwith further bifurcations in order to take
into account a real-time scenario which cannot be represented by normal Boolean
logic. The actualization of fuzzy controllers is done in three stages: fuzzification,
inference, and defuzzification, respectively [9, 10]. The suggested fuzzy algorithm
has been given two inputs (change of error and error) and a single output (duty cycle
for the converter). The equations for the two inputs are as follows:

En(K ) = PS(K + 1) − PS(K )

VS(K + 1) − VS(K )
(7)

dEn(K ) = E(K + 1) − E(K ) (8)

where the instantaneous power of the solar generator is Ps, the instantaneous voltage
of the solar generator is V s, En(K) is the error and dEn(K) is the change in error input
parameter. The output parameter of duty cycle D is given as:

dD =
∑n

i=1 μ(Di ) − Di∑n
i=1 μ(Di )

(9)

Due to the presence of a single output, Mamdani method for fuzzy logic inference
is preferred as well as the defuzzification process employs the center of gravity
approach to determine the value of duty cycleD (the output in this scenario) which is
computed from Eq. (9). There are various methods for automatic tracking of MPPT.
However, fuzzy logic is very convenient to operate upon and is significantly robust
than its peers, hence fuzzy logic was used.

The fuzzy inference rules table is given in Table 1 while the membership function
graph for the input En/dEn and output dD is represented in Fig. 4 [11].

Table 1 Fuzzy inference rule table

En
dEn

Negative big (NB) Negative small
(NS)

Zero (Z) Positive small (PS) Positive big (PB)

NB Z Z PB PB PB

NS Z Z PB PB PB

Z PS Z Z Z NS

PS NS NS NS Z Z

PB NB NB NB Z Z
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Fig. 4 Membership function for input En/dEn and output dD

3.2 Particle Swarm Optimization

Developed by Kennedy and Eberhart in 1995 [10], PSO is an evolutionary technique
used for computation. It is highly efficient for problems related to optimization,
specifically related to multiple dimensions, non-differentiable and nonlinear-related
problems [11]. N particles are considered in a search space D for the purpose of
minimization of the objective function f . Every particle is initialized with a value of
position and velocity which can be calculated by the following equations.

vk+1
i, j = w

{
vk
i, j + c1rand1

(
xkpbest,i, j − xki, j

)
+ c2rand2

(
xkgbest, j − xki, j

)}
(10)

xk+1
i, j = xk1, j + vk+1

i, j (11)

w = 2∣∣∣2 − C − √
C2 − 4C

∣∣∣ (12)

C = C1 + C2 (13)

where xi is the position vector, vi is the position vector, xpbest,i is the local best position
vector, xgbest is the global best position vector, rand1 and rand2 are random constants
between [0, 1] which are evenly distributed after each update in velocity, c1 and c2
are the positive learning rate constants between (0, 2.05], [12] w is the constriction
factor, D is the search space, and j is a number where j ∈ {1, …, D}. The values of
xpbest,i and xgbest are computed after every iteration by the following equations:

xk+1
Pbest,i =

{
xkpbest,i if f

(
xk+1
i

) ≥ xkpbest,i
xki otherwise

(14)
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xk+1
gbest = min

pbest,i
f
(
xk+1
pbest,i

)
, 1 ≤ i ≤ N (15)

After every iteration, the value of k is restricted between [xmin, xmax], in the case of
violation in values of the limits as specified the following equation forces the proper
values into place [10].

xi =
⎧⎨
⎩
xmin if xi < xmin

xi if xmin < xi < xmax

xmax if xi > xmax

(16)

When such changes in the position vector are implemented then the ith particle is
forced to hunt for its global best and its local best, i.e., xgbest and xpbest,i respectively
(Fig. 5).

3.3 Fuzzy PSO Tuning

The practical application of the fuzzy controller logic in real-time scenario is only
plausible when the parameter of the controller is properly regulated. Additionally, a
risk is involved by early allocation of a randomly selected parameter which can lead
to instability in the system. Therefore, during the time of simulation as well as during
practical application, a close to real model of the grid-tied PV system is absolutely
necessary for the successful completion of the procedure. Hence, the design for the
fuzzy tuning before going online is presented in Fig. 1, where the controllers P1, P2,
P3, KEn , KdEn and KdD are used for the purpose of minimizing the fitness function
whose equation is as follows:

f (k) =
N∑
i=1

|e(i)| (17)

e(i) = Pmax − Ps (18)
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where f (k) is the fitness function, the maximum power for the solar generator is
Pmax, total amount of samples is N, k is iterations. For the initial population, the
regulated parameter set is distributed according to the limits as follows for every
particle.

0.01 < P1, P2, P3 < 1 and 0.001 < KEn , KdEn , KdD < 100 (19)

4 Results and Discussion

The implementation of the PSO-based fuzzy algorithm is performed on a PC in
Python, while the simulations were performed on the MATLAB/Simulink system.
The scheduled timeline for simulation data, as well as for practical implementation,
was of 15 days from mid-December 2019 to January 2020. The simulation and
practical applications were carried out in irradiance level changing from 120 to
500 W/m2. The grid-tied PV system is optimized with c1 = c2 = 2.05 and starting
with a population size of 40 particles with 40 iterations using PSO-based fuzzy
algorithm. The PV panel rating (for 1000 W/m2, 25 °C) is given in Table 2. The data
received after the PSO-based fuzzy process successful implementation is shown in
Table 3. The graphs of irradiance (in W/m2), temperature (in °C), power and current
from the PV generator of the PSO-based fuzzy algorithm for MPPT control for the
grid-tied PV system are displayed in Figs. 6, 7, 8, and 9, respectively. The graphs for
PV power and current are the values of 1 out of the 4 panels installed at the test site
whereas Table 2 contains the data for all of the 4 panels (M = 2 and N = 2 as seen
in Eq. (5)).

Table 2 Specifications of
solar PV module (PM-0250
photon energy systems)

Description Value

Type Polycrystalline

Maximum power of module 250 Wp

Open-circuit voltage of module 37.05 V

Short-circuit current of module 8.58 A

Maximum power voltage of module 30.74 V

Maximum power current of module 8.15 A

Output tolerance of module ±2%
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Table 3 Data after successful implementation (all the 4 modules)

Date Voltage (V) Current (A) Radiation
(W/m2)

E-generated
(KJ)

E-loss (KJ) Consumption
(W)

16/12 237.273 1.197 414 227.388 42.28 467.075

17/12 238.720 1.194 294 231.703 42.28 468.539

18/12 239.365 1.192 900 237.549 42.20 468.226

19/12 237.326 1.203 616 243.336 42.08 470.452

20/12 235.608 1.204 630 249.954 41.94 467.227

23/12 230.306 1.227 422 255.802 41.74 469.514

24/12 238.507 1.196 748 262.771 41.70 467.894

26/12 233.104 1.221 432 267.572 41.64 471.490

27/12 231.685 1.223 606 274.21 41.60 470.200

30/12 238.895 1.198 234 279.834 41.55 470.358

31/12 234.622 1.219 440 284.255 41.54 473.553

01/01 247.102 1.183 550 290.714 41.54 474.814

Fig. 6 Graph of solar irradiance (W/m2) in the scheduled period

Fig. 7 Graph of temperature (in °C) in the scheduled period

Fig. 8 Graph for photovoltaic generator power in the scheduled period (1 of the 4 modules)
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Fig. 9 Graph for photovoltaic generator current in the scheduled period (1 of the 4 modules)

5 Conclusion

In this paper, a PSO-based fuzzy algorithmwas used for the purpose ofMPPT control
to draw out the maximum power that is available at the PV terminals of a grid-tied
PV system at the testing facility in Delhi with integration of a storage device as well
as local electricity grid. The findings clearly state that the aim of smart control of
MPPT in the partially shaded condition and optimization of generated and consumed
data was successfully achieved. The simulation in MATLAB/Simulink and practical
application via Python/MATLAB provides the verification about the capabilities
of the proposed structure for SEM. The results of various MPPT algorithms vary
drastically in a situation where partial shading is present and the PVmodule does not
receive a uniform solar irradiance. Due to the partial shading, the PV characteristics
for the complete PV array turn more complicated having numerous peaks. Hence,
a necessity arises for efficient tracking for the global maximum point and the need
for an improved MPPT algorithm. To overcome these challenges, the use of fuzzy
PSO takes into account variables like irradiance and temperature (of cell) which
assisted in MPPT even in partial shading conditions. This can be seen from extreme
variations in irradiance and temperature values and its slight effect on generated
and consumed energy. The data was received using a smart energy meter having
functionality of automatic data logging at programmable interval of time. Form the
observed partially shaded PV array, it can be easily stated that the power as well as
current for the PVgenerator are not only dependent on irradiance and temperature but
also dependent on array arrangement and pattern of shading. Furthermore, utilization
of the same resource in a large-scale controller and system as well as integration into
specified software library of the programming language (microgrid PSO Master
Python library) is proposed.
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Power System Service Restoration
Methods—A Study

Prapti Rastogi, Neeraj Kanwar, and Samarendra Pratap Singh

1 Introduction

The infrastructure of the power system is changing worldwide. As we can see the
increasingbulkiness and intricacyof the distribution system, it has becomeanecessity
to automate it for legitimate checking and controlling. Among the various strategies,
service restoration is the method utilized to provide the power to the faulty region
of the system which gets separated after an event of fault. The strategies have been
varying widely to adapt the varying nature of the power system. With the implemen-
tation of the advanced metering, infrastructure as well as distribution automation
(DA), self-recuperating is a fundamental aspect to improve the flexibility of distribu-
tion systems. After occurrence of a fault, the network operator of distribution system
executes a self-healing plan itself to find and limit the fault and to re-establish power
supply to out-of-service segments. Self-healing of the distribution systems is an
idea that enables identification and isolation of the faulty part of the system and
the restoration of service to the end-users provided by healthy parts of the system.
This process might be led with practically no human involvement and has the goal
of limiting interferences of the service and keeping the system away from further
degradation of system quality. Power systems self-healing is directed through DA
that limits the affected clients during contingency situations by automatic isolation of
faulty region and connecting clients to an alternate supply when their regular source
has been disoriented.

An extensive difference has been found in different methods used for service
restoration. With reference to communication configuration, the different service
restoration approaches are broadly classified in:
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1. Centralized approach
2. Distributed approach
3. Hierarchical approach

In these approaches, various methods are used to obtain solutions for restoration
which includemetaheuristic algorithms, mathematical programming, expert systems
(ES), heuristic rules, multi-agent systems (MAS), and graph theory. Each of these
methods has its benefits and limitations. In this paper, different techniques that are
available for restoration of service are reviewed and presented.

2 Methods of Service Restoration

When the out-of-service portion is brought in isolation, the areas which are not
functioning beyond the portion in fault are re-established promptly. These areas are
restored using following techniques of restoration [1]:

(1) Centralized approach: The decision-making is done by the agents through
proper communication with a central controller with the help of overall system
information.

(2) Decentralized approach: The decision-making is done by the agent on the basis
of local information, and no communication happens among them.

(3) Distributed approach: The decision-making is done without central controller
by the agents through proper communication with neighbors.

(4) Hierarchical approach: The decision-making is completed in hierarchical way
by the agents.

Service restoration can be performed in two ways which can be categorized
as service restoration with communication system and service restoration without
communication system. Methods of service restoration with communication system
proposed by different authors are as follows.

2.1 Expert System

ES has three main parts [2]

• Information base
• Database
• Inference engine

The domain knowledge is included in information base that is used to solve the
problem. It is interpreted as rules, e.g., if (condition) and then (action) rules. The
database includes factual information to match the rules with the information base.
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In [3], authors created an information base which had 180 guidelines obtained
from the literature and by meeting with different power engineers. These guidelines
can be implemented by the operators of system for planning a restoration scheme.
The system can re-establish the service with single-zone or multi-zone restoration
plans. Tomake the systemmore resilient, the guidelines for reduction in line losses are
included in the system. An ES is created in [4] utilizing object-oriented programming
procedure which arranges feeder design information into a chain of command form
and enhances the execution of the inference. In [5], an ES is created on the basis
of colored Petri Net (CPN) model. The elements of the system like switches are
modeled using CPN and rules which are used on the network are used to create
strategies for restoration. As the CPN possess parallel like inference qualities, it
helps in finding strategies to restore the service in case of multiple fault occurrences.
In [6], objectives such as detection of fault, restoration, and three inference engines
are used by proposed ES.

2.2 Heuristic Algorithm

Themethodology is dependent on heuristic algorithms additionally utilizes heuristics
to acquire solutions. The heuristics are changed into algorithms to control searching
of solution. The heuristic restoration strategy is converted into an algorithm in [7]
where loads which get de-energized are restored right off by supporting feeders. It is
followed by corresponding supporting laterals so as to decrease switching action. In
[8] every single available switch, aside from those switches open for fault isolation
are shut to create a meshed network. The switch passing on the least current is
eliminated with one network loop with the objective that the power flow disturbance
is limited. This procedure is repeated until a radial network with healthy operating
conditions is obtained and a multi-tier heuristic algorithm is created.

To manage expressions which are not precise of heuristic standards and, uncer-
tainty of load, the fuzzy set theory is utilized. In [9], fuzzy cause–effect networks are
proposed for service restoration of distribution systems. In [10], fuzzy variables are
utilized to model the uncertain nature of the load with the help of previous patterns
of load of different consumers and days. After that, the procedures mentioned in [7]
are utilized to find restoration solutions.

2.3 Graph Theory

A distribution network includes substations and load zones interconnected with each
other using switches. If these substations and load areas are considered as vertices
and the switches are considered as edges, the system can be presented as a graph.
Therefore, service restoration issue is assumed to be a problem in searching for span-
ning trees which represents a radial network while fulfilling operation constraints.
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In [11], new configurations are created on the basis of a graph theory-based heuristic
method. To obtain spanning tree, a single edge can be eliminated from the funda-
mental loop. The feasibility of all acquired configurations is checked using power
flow study while satisfying all operational constraints. It is likewise led to locate the
best configuration according to the specific criteria. Heuristic algorithms dependent
on decision trees are also proposed for service restoration in [12], and it develops the
solution area as a tree and utilizes various searching strategies for looking through
the tree. A theory based on the cut set concept for spanning tree searching calculation
was given in [13], in that switch pairs are worked on to produce a new tree and flow
of power calculations are performed to access every newly obtained tree. In [14],
an “interested tree” concept is proposed to represent a tree in which every load is
delivered by substations. An algorithm is created to search for all such trees from
spanning trees which satisfies the operational constraint.

2.4 Mathematical Programming

Thismethod has been utilized in [15–17] to take care of restoration issues as indicated
by the solution requirements, i.e., the optimality and computation time. The restora-
tion issue can be figured as mixed integer (MI) type models such as MI nonlinear
programming model, MI linear programming model, and MI second-order cone
programming model.

In [18], a two-phase plan is presented in which the target configuration is found
using genetic algorithm (GA) in the first phase and the optimal switching operation
sequence is determined by using dynamic programming (DP) method in the second
phase. In [19], the DP is utilized to decide the arrangement of feeders in out-of-
service regions for reducing the energy which could not be provided during the time
of restoration. Themathematical programming-basedmethodologies can give a point
by point presentation of the restoration issue in detail.

2.5 Metaheuristic Algorithms

The service restoration problem can likewise be resolved using metaheuristic tech-
niques. These techniques use knowledge perceived from natural phenomena to infer
solutions. These are comparable techniques with different searching and encoding
procedures. Several metaheuristic algorithms are explored for service restoration
problem like GA, particle swarm optimization, tube search, and parallel simulated
annealing. Some meta-technique algorithms were compared in [20] for average time
of calculation and solution quality. From the comparative analysis, the reactive TS
algorithm is found to be best choice as it gives optimal solution with less time taken
for computation. In [21], an interactive fuzzy fulfilling technique combined with the
theory of fuzzy sets and GA tomanage multifaceted nature of service restoration was
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Table 1 Comparison of different centralized approaches

Centralized approaches Features

ES Maintenance at large scale when applied for practical ES is
costly, and it is not easy to construct a huge knowledge base

Heuristics Difficult to maintain the system because of the software being
large and intricate

Graph theory Difficult to maintain the system because of the extensive
searching, the trees numbers might be very large for a huge
network, subsequently creating the method complex

Mathematical programming This may have substantial calculation and maintenance
burdens because of the expanding size and the intricacy of the
system. Often the time taken for finding the solution exceeds
the allotted computational time when it is used for large scale

Metaheuristics It requires extensive computational time when applied on large
system. To calculate the objective function numerical values
and to satisfy different constraints, a power flow engine is
required

proposed. The multiple aspect values are assigned by their membership functions
and then decisions-maker assigns the [0, 1] value for every target. At that point, GA
is utilized to discover the solutions whose values nearly match the present values. At
last, as indicated by level of satisfaction of the obtained solution, the satisfied values
can be put again by the decision maker to obtain other solutions.

2.6 Hybrid Approaches

Several research proposed hybrid techniques to influence the benefits of various
combined strategies. In [22], the ES first divides the entire system into a few sub-
networks, and at last, each one is planned as a MILP model. The strategy created
with a combination of fuzzy logic and heuristic rules with optimization technique
gives a better competence and powerful results as shown in [23].

A comparison of different centralized approaches is presented in Table 1.

2.7 Decentralized Method

The centralized techniques take care of the service restoration issue froma centralized
perspective. They require a controlling core that has an expensive processing ability
and can transfer a lot of information. Moreover, centralized strategies endure a risk
of failure, even a single failure will cause severe power outages and will give heavy
computational burdens. A MAS has three kinds of agents such as switch, load,
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and generator agents in [24]. The agents can access the local information and then
communicate it with other nearby agents.

MAS coordinates and communicates to tackle the issues as per determined
heuristic-based rules. Every agent can get and respond to changes in its environ-
ment independently. Other than service restoration, MASs are also been utilized
in the literature for other applications. As given in [25], strategy for restoration is
considering the vehicle-to-grid (V2G) feature of electric vehicle. It has some agents,
which are load, aggregator, DG, etc. After accepting restoration demands from the
load agents, the accessible V2G power will be utilized by the aggregator agents to
re-establish service locally.

The methodologies based on MAS can realize distributed execution and obtain
optimal solutions. However, the process of decision-making is based on certain basic
heuristic guidelines, which do not ensure the solution optimality.

3 Conclusions

This paper presents a literature review on different approaches used for service
restoration of distribution networks. Two techniques are generally referred to solve
this problem, i.e., without and with communication framework. The restoration
approaches without communication frameworks include smart switches-dependent
feeder automation, relay protection, automatic control for reclosing, automatic
backup switching control. These methodologies can promptly re-establish the
connection to the end-users based on the predefined operation logic but it is
not easy to coordinate in intricate circumstances. The restoration techniques with
communication systems can be arranged as centralized, distributed, and hierar-
chical approach. Among them, various strategies are utilized to acquire restora-
tion including expert system, heuristic, mathematical programming, metaheuristic
techniques, graph theory, etc.

There is a huge change in the approaches utilized for restoration of power from
conventional strategies to artificial intelligence-based strategies. The utilization of the
intelligence in restoration of service has given us results like resilience enhancement,
reduction in losses, and less time requirement to restore services. The successful
implementation of restoration plans depends also on the different hardware compo-
nents used in the system.Thedevices utilized presently should be upgraded tomanage
up with algorithms of restoration. Moreover, efficient and a resilient two-way data
communication is required for a reliable delivery of communication information.
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A Study on Implementation of Various
Approaches for Shop Floor Management

Varun Tripathi, Suvandan Saraswat, and Girish Dutt Gautam

1 Introduction

In today’s competitive environment, developing a quality, effective product has
become a challenging task. At present, several methods are used by industries to
reduce the cost of production and production time. These methods are known as
the process optimization approaches in technical language. These mainly include
lean manufacturing (LM), kaizen (K), total quality management (TQM), and six
sigma (SS) [1, 2]. These approaches are implemented to optimize the production
processes in the industries and eliminate wastes. From the research work done so
far, it was concluded that all these wastes were generated for some reason. Due
to which the efficiency of the production system was adversely affected, and as a
result, productivity decreased, and production cost increased. Process optimization
techniques were implemented to identify and eliminate these causes. The result of
research works revealed that improvements in productivity and product quality were
achieved, as well as a reduction in production costs. Figure 1 shows the objectives
of shop floor management.

2 Literature Review

Shop floor management approaches are used for maximization of productivity level
within limited constraints [3–7]. LM, K, TQM, and SS have been implemented as

V. Tripathi
Accurate Institute of Management and Technology, Greater Noida, India

S. Saraswat
JSS Academy of Technical Education, Noida, India

G. D. Gautam (B)
Mangalmay Institute of Engineering and Technology, Greater Noida, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
R. C. Bansal et al. (eds.), Advances in Energy Technology, Lecture Notes in Electrical
Engineering 766, https://doi.org/10.1007/978-981-16-1476-7_35

371

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-1476-7_35&domain=pdf
https://doi.org/10.1007/978-981-16-1476-7_35


372 V. Tripathi et al.

Fig. 1 Aim of shop floor management

shop floor management approaches in worldwide industries. This approach includes
several techniques as shown in Fig. 1. It has revealed in previous research work that
the selection of shop floor management approaches mainly depended on the type of
problem in the industry. The literature review found that of discussed optimization
techniques, lean is a technique that has been mostly favoured by the industry’s shop
floor management system as it is competent in improving any production situation,
and its implementation has led to a high level of improvement in production. Lean and
other optimization techniques have been implemented to eliminate the waste present
in production [2]. The selection of shop floor management approaches depends on
several factors. The significant factors are shown in Fig. 2.

In the present study, an analysis was conducted on the causes of waste generated
in the production and the appropriate approach for their elimination, and the results
obtained from the analysis are shown in Table 1.

Fig. 2 Factors required in the selection of shop floor management approaches
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Table 1 Selection of approaches according to the reason of wastes

S. No. Reason of non-value-added
activities

A suitable approach for shop floor management

LM K TQM SS

1 Lack of production record ✓

2 Uncertainty in objective ✓

3 Lack in quality control ✓ ✓ ✓ ✓

4 Excess inventory ✓ ✓

5 Defects in product design ✓

6 Lack in standard ✓

7 Communication gap ✓ ✓

8 Automation failure ✓ ✓ ✓

9 Careless worker ✓ ✓

10 Unplanned work ✓ ✓

11 Absentees ✓ ✓

12 Higher downtime ✓ ✓

13 High setup time ✓ ✓

14 Unskilled worker ✓

15 Poor layout ✓

16 More distance between work
stations

✓

17 Disorganized machineries ✓ ✓

18 Human error ✓ ✓ ✓

19 Non standardized working ✓ ✓

20 Ineffective production control
system

✓ ✓ ✓

21 Improper work load
distribution

✓ ✓

22 Lack of training ✓

23 Lack in resources utilization ✓ ✓ ✓

2.1 Implementation of Approaches for Shop Floor
Management

A total of 70 papers are analyzed to identify approaches that have implemented
for shop floor management. These approaches implementation are categorized in six
forms. Table 2 shows the implementation of the shopfloormanagement approaches in
previous research work. Figure 3 shows the number of papers according to approach
implementation.
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Table 2 Shop floor management approaches and previous research works

S. No. Shop floor management approach References

1. LM [4–50]

2. LM, six sigma (LMSS) [3, 11]

3. Lean six sigma (LSS) [51–53]

4. LM, kaizen (LMK) [5, 54–62]

5. LM, kaizen, six sigma (LMKSS) [63]

6. LM, total quality management (LMTQM) [64]

Fig. 3 Approaches
implementation in research
work

LM
75%

LMSS
3%

LSS
4%

LMK
15%

LMKSS
2%

LMTQM
1%

2.2 Improvement Achieved in Factors of Shop Floor

To get rid of production problems, the production team is discussed the production
planning before production starting and an efficient approach are chosen [8–10,
54, 64, 65]. By analyzing previous research work, it was found which factors were
improved by implementing approaches in the industry and which approach has been
most effective in improving shop floor management. The results obtained from the
shop floor management approach were analyzed from a comprehensive review and
described in Table 3.

3 Result and Discussion

From an extensive review, it has been revealed that the selection of the approaches
for improvement in shop floor management has been the subject of research over
the past several decades. The purpose of this paper is to provide an approach to
shop floor management as demand for an efficient approach is increasing in world-
wide industries. Table 1 shows a summary of implemented approaches according
to the reason for non-value-added activities. Table 2 shows the implementation of



A Study on Implementation of Various Approaches for Shop Floor … 375

Ta
bl
e
3

Im
pr
ov
em

en
ti
n
fa
ct
or
s
by

im
pl
em

en
ta
tio

n
of

sh
op

flo
or

m
an
ag
em

en
ta
pp
ro
ac
he
s
(Y

m
ea
ns

im
pr
ov
em

en
ta
nd

X
m
ea
ns

re
du
ct
io
n)

S.
N
o.

A
ut
ho
r
an
d

re
fe
re
nc
es

Im
pr
ov
ed

fa
ct
or
s

E
rg
on
om

ic
is
su
es

Pr
od
uc
t

qu
al
ity

Pr
od
uc
tio

n
pa
ra
m
et
er

(c
yc
le

tim
e,
ta
kt

tim
e,

le
ad

tim
e,
id
le

tim
e,

no
n-
va
lu
e-
ad
de
d

tim
e)

Pr
od
uc
tio

n
co
st

Sh
op

flo
or

R
es
ou
rc
e

ut
ili
za
tio

n
Pr
od

uc
tiv

ity
Se

tu
p

tim
e

W
or
k
in

pr
og
re
ss

1
A
lh
ur
ai
sh

et
al
.

[3
]

Y
Y

X
X

Y
Y

2
E
sa

et
al
.[
4]

X
X

Y
Y

3
R
oh
an
ia
nd

Z
ah
ra
ee

[5
]

X
X

Y
Y

4
M
w
an
za

an
d

M
bo
hw

a
[6
]

X
X

Y

5
C
ho
om

lu
ck
sa
na

et
al
.[
7]

Y
X

X
Y

Y

6
do
s
Sa
nt
os

et
al
.

[8
]

Y
Y

X
X

X
Y

Y
X

Y

7
R
ah
an
ia
nd

A
l-
A
sh
ra
f
[5
4]

Y
X

X
Y

8
N
oo
r
et
al
.[
64
]

X
X

Y
Y

9
R
ah
m
an

et
al
.[
9]

X
X

10
D
ot
ol
ie
ta
l.
[1
0]

X
X

11
G
up

ta
et
al
.[
65
]

Y
X

X
Y

Y
X

(c
on
tin

ue
d)



376 V. Tripathi et al.

Ta
bl
e
3

(c
on
tin

ue
d)

S.
N
o.

A
ut
ho
r
an
d

re
fe
re
nc
es

Im
pr
ov
ed

fa
ct
or
s

E
rg
on
om

ic
is
su
es

Pr
od
uc
t

qu
al
ity

Pr
od
uc
tio

n
pa
ra
m
et
er

(c
yc
le

tim
e,
ta
kt

tim
e,

le
ad

tim
e,
id
le

tim
e,

no
n-
va
lu
e-
ad
de
d

tim
e)

Pr
od
uc
tio

n
co
st

Sh
op

flo
or

R
es
ou
rc
e

ut
ili
za
tio

n
Pr
od

uc
tiv

ity
Se

tu
p

tim
e

W
or
k
in

pr
og
re
ss

12
T
im

an
s
et
al
.[
11
]

X
X

Y

13
Ö
st
lin

an
d

E
kh
ol
m

[1
2]

X
X

Y
Y

14
M
ot
w
an
i[
13
]

X
X

15
V
in
od
h
et
al
.[
14
]

X
X

Y

16
So

ld
in
g
an
d

G
ul
la
nd
er

[1
5]

X
X

Y

17
Si
ng
h
an
d
Sh

ar
m
a

[1
6]

Y
X

X
Y

18
T
ri
pa
th
ia
nd

Sa
rs
w
at
[1
7]

Y
Y

X
X

Y
Y

19
T
ri
pa
th
ia
nd

Sa
rs
w
at
[1
8]

Y
Y

X
X

Y
Y

20
M
as
ut
ia
nd

D
ab
ad
e
[1
9]

X
X

Y

21
D
es
hk

ar
et
al
.[
20
]

X
X

Y
Y

(c
on
tin

ue
d)



A Study on Implementation of Various Approaches for Shop Floor … 377

Ta
bl
e
3

(c
on
tin

ue
d)

S.
N
o.

A
ut
ho
r
an
d

re
fe
re
nc
es

Im
pr
ov
ed

fa
ct
or
s

E
rg
on
om

ic
is
su
es

Pr
od
uc
t

qu
al
ity

Pr
od
uc
tio

n
pa
ra
m
et
er

(c
yc
le

tim
e,
ta
kt

tim
e,

le
ad

tim
e,
id
le

tim
e,

no
n-
va
lu
e-
ad
de
d

tim
e)

Pr
od
uc
tio

n
co
st

Sh
op

flo
or

R
es
ou
rc
e

ut
ili
za
tio

n
Pr
od

uc
tiv

ity
Se

tu
p

tim
e

W
or
k
in

pr
og
re
ss

22
R
or
iz
et
al
.[
21
]

X
X

Y
Y

X

23
A
nt
os
z
an
d

St
ad
ni
ck
a
[2
2]

Y
X

X
Y

24
G
up

ta
et
al
.[
23
]

Y
Y

Y
Y

25
G
ar
re

et
al
.[
24
]

X
X

Y
Y

Y
X

26
M
or
al
es

M
én
de
z

an
d
R
od
ri
gu
ez

[2
5]

X
Y

Y
Y

27
Fe

rr
ei
ra

et
al
.[
26
]

Y

28
Sr
in
iv
as
an

et
al
.

[2
7]

Y
X

Y
Y

29
A
li
N
aq
vi

et
al
.

[2
8]

X
X

Y
Y

Y

30
T
ho

m
as

et
al
.[
51
]

Y
X

X
Y

Y

31
T
ri
pa
th
ie
ta
l.
[2
9]

X
X

Y
Y

Y (c
on
tin

ue
d)



378 V. Tripathi et al.

Ta
bl
e
3

(c
on
tin

ue
d)

S.
N
o.

A
ut
ho
r
an
d

re
fe
re
nc
es

Im
pr
ov
ed

fa
ct
or
s

E
rg
on
om

ic
is
su
es

Pr
od
uc
t

qu
al
ity

Pr
od
uc
tio

n
pa
ra
m
et
er

(c
yc
le

tim
e,
ta
kt

tim
e,

le
ad

tim
e,
id
le

tim
e,

no
n-
va
lu
e-
ad
de
d

tim
e)

Pr
od
uc
tio

n
co
st

Sh
op

flo
or

R
es
ou
rc
e

ut
ili
za
tio

n
Pr
od

uc
tiv

ity
Se

tu
p

tim
e

W
or
k
in

pr
og
re
ss

32
V
en
ka
tJ
ay
an
th

et
al
.[
30
]

Y
X

Y
Y

Y

33
Sh

ou
et
al
.[
31
]

Y

34
Si
va
ra
m
an

et
al
.

[5
5]

Y
X

Y
Y

35
A
m
ra
ni

an
d
D
uc
q

[3
2]

Y
X

X
Y

36
Su

th
ar
sa
n
et
al
.

[3
3]

Y
X

X
Y

37
M
oh
an

Pr
as
ad

et
al
.[
56
]

X
Y

Y
Y

38
B
al
am

ur
ug
an

et
al
.[
34
]

X
Y

Y
Y

39
G
op
ie
ta
l.
[3
5]

X
Y

Y

40
M
as
ut
ia
nd

D
ab
ad
e
[5
7]

X
X

Y
Y (c
on
tin

ue
d)



A Study on Implementation of Various Approaches for Shop Floor … 379

Ta
bl
e
3

(c
on
tin

ue
d)

S.
N
o.

A
ut
ho
r
an
d

re
fe
re
nc
es

Im
pr
ov
ed

fa
ct
or
s

E
rg
on
om

ic
is
su
es

Pr
od
uc
t

qu
al
ity

Pr
od
uc
tio

n
pa
ra
m
et
er

(c
yc
le

tim
e,
ta
kt

tim
e,

le
ad

tim
e,
id
le

tim
e,

no
n-
va
lu
e-
ad
de
d

tim
e)

Pr
od
uc
tio

n
co
st

Sh
op

flo
or

R
es
ou
rc
e

ut
ili
za
tio

n
Pr
od

uc
tiv

ity
Se

tu
p

tim
e

W
or
k
in

pr
og
re
ss

41
M
un
dr
a
an
d

M
is
hr
a
[5
2]

X
Y

42
Su

ha
rd
ie
ta
l.
[5
8]

X
Y

Y

43
G
on

za
le
z
et
al
.

[3
6]

X
X

Y

44
U
r
R
eh
m
an

et
al
.

[5
9]

X
Y

Y
Y

X

45
Si
ng

h
et
al
.[
37
]

Y
X

X
Y

Y

46
G
ur
um

ur
th
y
an
d

K
od

al
i[
38
]

X
Y

Y
Y

Y

47
Si
ng
h
an
d
Sh

ar
m
a

[1
6]

X
Y

Y

48
V
in
od
h
et
al
.[
14
]

Y
X

Y

49
Sa
ho
o
et
al
.[
39
]

Y
X

X
Y

X
Y

50
St
or
ch

et
al
.[
40
]

Y

(c
on
tin

ue
d)



380 V. Tripathi et al.

Ta
bl
e
3

(c
on
tin

ue
d)

S.
N
o.

A
ut
ho
r
an
d

re
fe
re
nc
es

Im
pr
ov
ed

fa
ct
or
s

E
rg
on
om

ic
is
su
es

Pr
od
uc
t

qu
al
ity

Pr
od
uc
tio

n
pa
ra
m
et
er

(c
yc
le

tim
e,
ta
kt

tim
e,

le
ad

tim
e,
id
le

tim
e,

no
n-
va
lu
e-
ad
de
d

tim
e)

Pr
od
uc
tio

n
co
st

Sh
op

flo
or

R
es
ou
rc
e

ut
ili
za
tio

n
Pr
od

uc
tiv

ity
Se

tu
p

tim
e

W
or
k
in

pr
og
re
ss

51
Pa
tta

na
ik

an
d

Sh
ar
m
a
[4
1]

X
Y

Y
X

Y

52
Ji
m
én
ez

et
al
.[
42
]

X
Y

Y

53
Sc

ha
ef
fe
r
et
al
.

[6
0]

Y

54
H
od
ge

et
al
.[
63
]

Y
Y

55
B
er
to
lin

ia
nd

R
om

ag
no
li
[4
3]

Y
X

X
Y

Y
Y

56
Je
ya
ra
je
ta
l.
[4
4]

X
Y

Y

57
Is
m
ai
le
ta
l.
[5
3]

Y
X

X
Y

Y

58
Si
ng

h
A
m
in

et
al
.

[4
5]

X
Y

59
A
lA

sk
ar
ie
ta
l.

[4
6]

Y
X

X
X

Y

60
E
sw

ar
am

oo
rt
hi

et
al
.[
47
]

Y

(c
on
tin

ue
d)



A Study on Implementation of Various Approaches for Shop Floor … 381

Ta
bl
e
3

(c
on
tin

ue
d)

S.
N
o.

A
ut
ho
r
an
d

re
fe
re
nc
es

Im
pr
ov
ed

fa
ct
or
s

E
rg
on
om

ic
is
su
es

Pr
od
uc
t

qu
al
ity

Pr
od
uc
tio

n
pa
ra
m
et
er

(c
yc
le

tim
e,
ta
kt

tim
e,

le
ad

tim
e,
id
le

tim
e,

no
n-
va
lu
e-
ad
de
d

tim
e)

Pr
od
uc
tio

n
co
st

Sh
op

flo
or

R
es
ou
rc
e

ut
ili
za
tio

n
Pr
od

uc
tiv

ity
Se

tu
p

tim
e

W
or
k
in

pr
og
re
ss

61
Ja
st
ia
nd

Sh
ar
m
a

[6
1]

Y
X

X
Y

Y
Y

62
K
um

ar
et
al
.[
48
]

Y
X

X
Y

Y
Y

X
Y

63
K
um

ar
et
al
.[
62
]

Y
X

Y

64
St
or
ck

an
d

L
in
db
er
g
[6
6]

X
Y

65
C
hi
ttu

ri
et
al
.[
67
]

X

66
B
ra
gl
ia
et
al
.[
68
]

X
X

X
Y

67
B
on
av
ia
an
d

M
ar
in

[6
9]

X
X

68
Se

th
an
d
G
up

ta
[7
0]

X
Y

Y
Y

69
M
cD

on
al
d
an
d

V
an

A
ke
n
[4
9]

X
Y

70
B
ru
nt

[5
0]

X
Y



382 V. Tripathi et al.

shop floor management approach in previous research work. Suitable approaches to
improving factors for shop floor management are suggested in Table 4.

4 Future Work

A robust shop floor management system is a basic need of the present industries.
To fulfill this need to identify an efficient approach for shop floor management,
various approaches for production planning on the shop floor are implemented by
researchers and production teams for the achievement of higher productivity need
and product quality as well as cost-saving within limited resources. Implementation
of approaches to process optimization in industries around the world has led to the
improvement in production levels; therefore, the implementation of approaches in
the area of shop floor management has received the attention of researchers. At the
present time, four approaches are used for shop floor management in industries,
including LM, K, TQM, and SS. These approaches enhance overall production by
eliminating non-value-added activities. The integrated approach is an emerging better
option for shop floor management. An integrated approach is able to understand and
rectify the shortcomings of the production system better and effectively. Léan six
sigma and lean kaizen have been identified in these approaches because the results
obtained from integrated approaches were much better than those obtained from
other single approaches such as LM, SS, K, TQM.

5 Conclusions

In this article, the reasons for non-value-added activities have been analyzed and
identified a suitable approach for shop floor management. The main conclusions
obtained from the present article are discussed below:

1. An efficient approach is needed to achieve a robust production system on the
shop floor so that productivity can be effectively increased.

2. This study paper describes which approach may provide higher productivity.
To do this, analyzed how non-value-added activities reason could be eliminated
from different approaches.

3. Approaches selection for shop floor management may have improved from
some activities like documentation, feedback, meeting, training, and direct
observation of the shop floor.

4. In this paper, from extensive review, it was found that lean manufacturing is
a prevalent approach for shop floor management in industries that can provide
higher improvement levels in production.
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5. Other approaches like kaizen, total quality management, and six sigma were
implemented rarely because they can only be implemented in limited production
circumstances.
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An Analysis on Cyber Security Issues
in the Smart Grid

Shikha Kuchhal, Ikbal Ali, and Ibraheem

1 Introduction

Many types of cyber-attacks in the smart grid can lead to extensive energy black-
outs and devastating damage to power resources. Also, it may weaken the cyber
security purposes and requirements. The actual cyber security cases and correlated
occurrences illustrate that the modern grid is not reliable. Furthermore, thanks to the
increasing usage of ICT tools, the grid is becoming smarter and the numbers of users
(e.g. Service providers, advertisers etc.) are increasing rapidly. This is adding new
risks thus methods to cope with them, should be well identified.

Incidents opposed to the framework can legitimately affect people’s lifestyle.
Open areas and C-level team of the services working the dispersion and communica-
tion systems, just as power advertisers and age associations ought to know about this
circumstance. Without them, it is unworkable to set up the fundamental instruments
to enhance the protection stance of their present systems and to incorporate cyber
security as an essential target of the intelligent frameworks.

The smart matrix utilizes shrewd transmission and dispersion systems to convey
power. The purpose of the smartmatrixmethodology is to improve the electric frame-
work’s dependability, security, and effectiveness through the two-route correspon-
dence of utilization information and dynamic enhancement of electric framework
activities, support, and arranging (Fig. 1).

The shrewd framework fuses numerous assets, applications, and empowering
advancements to influence supply, burden, or framework conditions and also
including conveyance infrastructure, data systems, end use frameworks, and related
disseminated vitality assets. Applications are operational techniques that utiliza-
tion assets to make advantages or worth. Empowering innovations incorporate basic,
crosscutting components of the smartmatrix. The smart framework is ready to change
a unified, maker regulated system to a decentralized, customer intelligent system that
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Fig. 1 Modified NIST conceptual model of SG architecture

is upheld by fine-grained observing. For instance, customers respond to value flags
(i.e., supply) including the assistance of smart meters to accomplish dynamic burden
the board (Fig. 2).

Fig. 2 Cyber security objectives
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On the checking side, oldmetering information recorded hourly ormonth tomonth
is supplanted by a smart meter that gathers information consistently. Additionally,
current supervisory control and data acquisition (SCADA) frameworks gather one
information direct every 1 toward 2 s, while phasor estimation units gather 30–60
information that focuses every second.

2 Literature Survey

The shrewd grid can be viewed as a “network of frameworks” that will extend its
flow abilities of age, transmission, and circulation to conveyed age, electric vehicles
(EV), and sustainable power sources [1]. Smart grid conveys power among providers
and considers utilizing two-way data and correspondence innovation (ICT), and
trading close to ongoing data regarding the framework affirms to empower control
and computerization of smart gadgets. This permits the performer to spare vitality
and decrease power bills while expanding the dependability, proficiency, heartiness,
and straightforwardness of the framework. It is empowered by various innovative
advances in detecting, estimating, and control gadgets. Dissimilar to the inheritance
power frameworks, the smart grid gives better situational mindfulness for the condi-
tion of the framework [2–4]. Thusly, top burden the administration (PLM) and request
reaction (DR) can be actualized to straighten the pinnacle request. The smart grid
likewise performs prescient examination so as to keep the force adjusted. Simi-
larly, the combination of new stockpiling advancements will enhance smart request
expectations [5]. The intelligent grid is imagined to homogenizing rapid and two-
way correspondence innovation with different force and control hardware. In any
case, such a considerable reliance on data and correspondence organizing builds the
danger of inherent issues in the smart grid. The extraordinarily lessens each effec-
tiveness and unwavering quality of the force framework, which, regardless, does a
definitive objective.

Yu et al. [6] have indicated that network invasion by foes may prompt genuine
outcomes in the smart grid system. As per the report of the electric power research
institute (EPRI), the difficulties that the current shrewd grid will face the expanding
plausibility of cyber security attacks and occurrences as an expanding number of
gadgets are becoming interrelated.

Cyber security becomes much all the further testing when the measure and intri-
cacy of the shrewd matrix increments. Different scientists and approved organiza-
tions have created exhaustive systems to handle cyber menaces and give systematic
design to forestall such cyber threats [7–9]. Weakness evaluation of electric force
utilities additionally helps in finding the ideal network [10]. It is that as it may
important to break down and measure the significance of the effects of cyber threats
before any assessment. This challenge recognizing powerless connections inside the
cyber infrastructure. This justification for cyber-attacks on the smart grid system
may run from financial purposes, tricks, displeased workers, mechanical undercover
work, and right to psychological oppression. A weak cyber infrastructure permits
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an attacker to penetrate safety during the feeble connections. Afterward, it accesses
control programming, modifies charging data, and burdens situations to destabilize
the framework prompting a significant financial unsettling influence. Moreover, an
enemy may attack purchasers’ security by gathering individual data. The wide size
of the smart matrix makes it difficult to give resistance to every single segment of
such a mindboggling system. To exacerbate things, complex control engineering,
element evaluation, and calculations manifold the danger of attacks. Administration
framework malware similar to Stuxnet focusing on helpless SCADA frameworks
constrained the advantages to re-examine around their current force matrix surety
[11]. The services, in this manner, must make choices on each decision of scien-
tific networks while dispatching another SCADA framework or ensuring a current
unit. Cyber security should likewise discuss accidental trade-offs of the data frame-
work because of client blunders, gear disappointments, and catastrophic events [12].
The present IT states strategies, for example, open key infrastructure (PKIs), virtual
private systems (VPNs), firewall, interruption discovery frameworks (IDSs), hostile
to infection, and so forth might be grafted into the smart grid system; however,
because of their inalienable contrasts, it despite everything cannot be made powerful
with no improvements [13]. The time criticalness of the system traffic is an essential
distinction in the smart framework. The exploration of shrewd framework cyber secu-
rity is in the early stages, which propels us to completely look at these framework
segments and recognize completely conceivable security menaces and surviving
issues in the cyber infrastructure of the smart grid system [14].

This work presents around hazard review methods wherever cyber security
resources are recognized, monitored for any weakness in the framework, and
following investigated as the effect of particular cyber threats of the smart grid
system in the framework activity. That will help the intelligent framework cyber
security scientists in the planning of fitting cyber security engineering and system
frameworks to send proper countermeasures to forestall, distinguish, and relieve
cyber-attacks of the smart grid in the shrewd matrix [15, 16].

3 Issues and Risk Factors

The smart grid is based on ICT, and ICT will assume a fundamental job in the
dependability and protection of intensity frameworks, and along these lines, the
assurance of flow and innovative ICT innovations has to be tended by the power area.
This is not just an errand of matrix administrators yet additionally of open bodies,
institutionalization associations, the scholarly world, new specialist organizations,
and some other partner (Fig. 3).

In all the areas and time period of the smart framework, cyber security has to
be studied from the structure stage to neutralize, via improvement, organization,
upkeep, and so on. Moreover, cyber security must address not just conscious attacks
propelled by disappointed representatives, operators of modern secret activities, or
fear mongers. As we previously talked about in the past area, incidental trade-offs
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Fig. 3 Risk evaluation process

of the data infrastructure because of client mistakes, gear disappointments, and
cataclysmic events ought to likewise be considered.

Accomplishing a safe smart matrix would not be a simple assignment. There
are progressions of issues/shortcomings that must be recognized and investigated
first and afterward attempt to get comprehended through hazard the management
forms. Nonetheless, there are various difficulties, for example, mechanical holes,
authoritative issues, or mindfulness gives that must be explained to accomplish this
goal.

4 Cyber Security Threats in Smart Grid

It is exceedingly vital to understand the forthcoming helplessness threats in the
smart matrix. Right now, hazard appraisal philosophy that gives a premise to abusing
the conceivable section focuses which are helpless to vindictive attacks has been
illustrated. How these attacks permit an enemy to take undesirable activities, and
thusly, influence the whole smart grid infrastructure has likewise been featured.

4.1 Technical Sources of Smart Grids Threats

This grouping as introduced depends on the recognized threatswhich can be followed
to the technical parts of SGs. Three key parts of the technical sources of these threats
are recognized, and these are infrastructural security, technical operational security,
and frameworks’ information the management security (Fig. 4).
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Fig. 4 SGs investment by region as at 2012

The infrastructural security. SGs infrastructure is an exceptionally perplexing
framework which is geologically, intelligently, and financially disseminated, inter-
connecting clients, power plants, utilities, transmissions, conveyances, substations,
transformers, and so forth.

Technical operational security. The intricacy of thematrix requiresmade sure about
operational plans. This is on the grounds that disappointments may almost certainly
have more noteworthy impact since basic infrastructures rely upon made sure about
and solid power tasks and supplies for vitality and control.

Systems’ datamanagement security. This perspective covers continuous chronicle,
observing and putting away of vital information and data, security of information
against attacks, rules, and guidelines controlling information network, protection
adherence by working staff, clients’ fulfillment regarding security affirmation, and
so on.

4.2 Non-technical Sources of Smart Grids Threats

Environmental security. Network of environmental security is pivotal in SGs execu-
tion as it helps control and stay away from potential disastrous impacts on the
frameworks because of any of the common or counterfeit caused natural threats, for
example, floods, tremors, quakes, avalanches, falling of trees, consuming of hedges,
and so forth by articulating smart reaction.
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Government strategies. As circumstances augment in SGs advances and administra-
tions, the regular utility progressively faces difficulties all because of the prerequisite
of new advances, strategies, expanding requests, and plans of action associated with
changing to SGs time.

5 Data Privacy and Consumer Protection

Information security and shopper insurance stay top worry for the dissemination
utilities just as customers. Shoppers need to pick up certainty to share their own
information to the outsider specialist organizations or the utilities so as to improve
the operational proficiency of the smart framework. Right now, brief diagram of the
threatswith respect to protection of the purchasers has been given. Smartmeters intro-
duced at the buyers’ end trade data with the home area network (HAN) or building
area network (BAN) in regard to the information utilization of the customers just as
impart control signs to the smart apparatuses introduced at the shoppers’ premises.
These systems in any case might be helpless against information spillage or spying
that could uncover exercises of the buyers and touchy data like record numbers.
For residential shoppers, such information spillage could likewise uncover data with
respect to the shrewd apparatuses, electric vehicles, and long-range interpersonal
communication action which thusly displays customers’ very own conduct. Like-
wise, constant data of vitality utilization may unveil whether a home or office is
involved, where individuals are in the structure, what is going on with them, etc. For
mechanical and business shoppers, such information spillages can uncover excep-
tionally touchy data, for instance, the advancements utilized, fabricating yield, deal
occasions, and so forth. This raises the possibility ofmodern undercover work among
different contenders. Then again, utilities and outsider specialist co-op total vitality
use information of various customers for better interest gage and pinnacle load the
management. Nonetheless, it is of developing worry that such close to home data
can be serenely gotten to by any approved staff at the control community making
information protection and shopper insurance a strenuous activity for cyber security
scientists and designers.

6 Conclusions

Cyber protection in smart systems is still undergoing fundamental improvement
process. This paper introduces cyber infrastructure smart brace device with analysis
bearings inside and out. The anonymity, integrity, and transparency of the network
must be improved by creating a comfortable and efficient cyber-infrastructure for the
smart grid. Recognition of threats, mitigation, verification, and core is an adminis-
tration between all remaining research problems. The countermeasure plans should
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be made, tried out, and sent with conventions for issues. Having stable convention
by administrative framework is prescribed.
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Optimal Planning of EV Fast-Charging
Station with DG in Distribution System
Using PSO

Dhiraj Kumar Singh and Aashish Kumar Bohre

1 Introduction

Concern of global warming, climate change, urban air pollution and dependence on
ambiguous and costly supplies of foreign oil have advance research and policymakers
management to explore alternatives. The optimal charging schedule of electric vehi-
cles at battery swapping stations in a smart distribution is presented in [1]. The relia-
bility assessment-based approach for integrated transportation and electrical powers
systems incorporating electric vehicles is reported in [2]. Electric-operated vehicles
have the lowest or negligible greenhouse gases and urban air pollutant [3, 4]. Two
environmental impacts are accounted for travelling from one place to another which
are air pollution and greenhouse gases (GHGs) emission. The greenhouse gases are
carbon dioxide (CO2), methane (CH4), nitrous oxide (N2O) and sulphur hexafluo-
ride (SF6) which have greenhouse gases impact weighing coefficient relative to CO2

of 1, 21, 310 and 24,900, respectively [5, 6]. Air pollutants like carbon monoxide
(CO), nitrogen oxides (NOx), sulphur oxides (SOx) and volatile organic compounds
(VOCs) impact weighing coefficient 0.017, 1, 1.3 and 0.64, respectively. With the
availability the electric vehicle in the present scenario, the overall requirement of
electrical power increases with a large ratio [7]. To overcome this problem, power
generation must be increased in the same ratio.

As the pie chart in Fig. 1 represents that the dependence of power generation
in India is on fossil fuel should change complete before the implementation EVs,
because the objective will not meet the requirement [8–10]. It will only reduce the
pollution of certain cities but globally the scenario remains the same. After the major
change the next step milestone is the life cycle of the batteries of EVs, the cost of
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Fig. 1 Pie chart of power
generation in India

the EVs manufacturing and anxiety of charging station as well as the charging [11–
13]. All the above-mentioned challenges are the areas of research these days. In this
paper, focus is on the charging station and the charging time that is allocation of
fast-charging station (FCS) and also deals with present scenario of the power system
configuration to handle the requirement of power by EVs [14]. Depending upon the
power level, there are four different modes of charging time and charging speed are
as [1–3, 8–10]:

• Mode 1: This is simply an extension cord that plugs into a standard domestic 16 A
socket. Max power is limited to 16 A/2 kW.

• Mode 2: Charging is a smart extension cord that has electronics in line to commu-
nicate with the car under charge and associated safety features. Better than Mode
1, but still very limited charging capacity for larger batteries.

• Mode 3: Mode 3 is single or three phase AC fast charging up to 22 kW.
• Mode 4: DC fast or fast chargers. They are also the most expensive.

This paper considers the IEEE 33 bus distribution system [15–17] to be capable
to handle the load increased in the system due to the rising EVs load in the power
system. Zones are created depending range anxiety. Different zone has specific areas
where there is need of charging station. The EVs are encouraged because it reduces
environmental pollution as well as it has energy-efficient benefits. But, EVs enhance
the upstream emission in fuel production, that is generation, transmission and distri-
bution of electric power. Upstream emission analysis became a major concern after
the adoption of EVwas viewed as an option [18, 19]. The distribution generation has
similar advantages as the EV station as it decreases the emission of carbon dioxide
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and NOX, it also rectifies the voltage profile and voltage stability in the distribution
system. It intensifies the reliability and power quality of the distribution feeder. But,
inappropriate planning of DGswill not meet the above-mentioned advantages related
to the power system that is voltage stability, reliability and other safety issues. So, to
meet the demand DGs optimal sizing must be considered [20–23]. The microgrid is a
localized generating unit that is centralized with the national grid and ably to operate
after localizing the network which means it can be able operated independently. DGs
are the part of the micro-grid which can be able to operate independently as well as
with the central grid. Independent operation means if the EV stations are being in
operation at its full load of EV charging, whereas if the EV station is on under loaded
condition then the extra power can be transmitted to the central grid [1–3, 24].

2 Station Development

2.1 EV Station

Economical aspects of EV station are also the important content of concern for the
EV station owner. Equipment related to charging station has their certain cost and
requirements must be observed before the implementation. This paper has consid-
ered the different requirements including land requirements. Electrical equipment
includes the bus bars, transformers, etc. The infrastructure of FCS consists of a sub-
station via a dedicated overhead line. Sub-station consists of LV and HV bus bar and
having two parallel transformers [1–3]. Station infrastructure development requires
equipment and land area. The linear variation of equipment cost is considered which
has a dependence on the capacity and number of the connector to be installed. Each
connector requires at least 9 ft. width and 18 ft. in length, and clearance between each
connector is considered to be 3 ft. Area required for each connector to be assumed
being 25 m2. For station, the infrastructure cost (SICi) is then calculated as:

SICi = Cini + 25 ∗ Cland ∗ Si + RP ∗ Ccon ∗ (Si − 1) (1)

where RP—connector rated power, kW; Ccon—connector infrastructure cost, $/kW;
Cini—fixed-cost, $; Cland—rental cost of land per annum, $/m2; and Si—number of
connectors. The capacity of station (in KW) SCi:

SCi = RP ∗ Si (2)
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Table 1 DG station cost Parameter Unit Value

Investment cost $/MW 15,900

Operational cost $/MW 29

Maintenance cost $/MW 7

2.2 DG Station

The cost of DG depends largely upon the MW rating. Before implementation, we
have optimized the size of the DG at the EV station. Similarly, as the EV stations
we have to consider the economic aspects of the DG before being into operation.
The size of the DG is used in the optimization technique which reduces the cost as
well achieved the objective that is voltage stability, reduced power losses, improved
reliability and enhanced voltage profile [17–20]. The cost of DG Station depends
on the parameter that is investment cost, operational cost and maintenance cost are
tabulated in Table 1.

3 Defining Problem

In this paper, we have tried to configure EV zones with uniform distribution of EV
in each zone and also try to maintain the minimum distance of two consecutive EV
stations which are within the anxiety limit of the EV user and also calculate the
objective function and index functions for the optimization of the EV station at a
particular location with minimum power loss and voltage deviation and maximiza-
tion of reliability. From the DG point of view, the cost of DG is to be minimized
through the optimization technique. In this work, we have used the size of DG for
the economical consideration for the EV station owner. Size of the DG is used in the
optimization technique which reduces the cost as well achieved the objective that is
voltage stability, reduced power losses, improved reliability and enhanced voltage
profile.

3.1 With EV FCS and DGs Both

Our objective is to locate the EV charging station and DGs; there must be a charging
station of EV considering the technical and economical aspects. We try to find a fast-
charging station in all the four zones of IEEE 33 distribution system. The locations
of DGs obtained after the EVs FCS optimization are implemented. The location is
being fixed now the size is to be calculated through PSO optimization with a similar
objective function as given in Eq. 4. Considered the Durgapur map having 33 bus
configurations (modified IEEE33bus system) as shown inFig. 2,where four different
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Fig. 2 Durgapur network with the FCS placement

FCSs are to be placed in different zones. Evaluation is done by considering the area
in four different zones as Z1, Z2, Z3 and Z4. Each zone has a uniformly distributed
EV population.

• Z1 have bus number 19, 20, 21 and 22.
• Z2 have bus number 23, 24 and 25.
• Z3 have bus number 27, 28, 29, 30, 31, 32 and 33.
• Z4 have bus number 9–18.

So, the first goal is to place the fast-charging stations (FCS) after that allocation
of DGs, where the power loss is minimum which reduces the cost and also the
voltage deviation. We have also considered the reliability parameter which is to be
maximized.

Decision Variable: Locating the fast-charging stations in all the four zones considers
the variable as mentioned above.

Objective Function: Asmentioned before, the optimization problem consists of cost
as well as the power loss of the system including the EV station.

Z1i = min{(PL + S1 + S2 + S3 + S$) ∗ pri} (3)

Objective function including the EV station and DGs

Z1i = min{(PL + S1 + S2 + S3 + S4 + DG1 + DG2 + DG3 + DG4) ∗ pri} (4)

where, Ploss = Power loss of overall System, S1 = EV Charging Station no. 1, S2
= EV Charging Station no. 2, S3 = EV Charging Station no. 3, S4 = EV Charging
Station no. 4, Pri = Cost of charging, DG1 = EV Charging Station cum DG Station
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no. 1, DG2 = EV Charging Station cum DG Station no. 2, DG3 = EV Charging
Station cum DG Station no. 3, DG4 = EV Charging Station cum DG Station no. 4.

Constraints: The constraints are the voltage deviation which considers the stability
of the bus voltage. Due to the increase in demand, these parameters are disturbed
throughout the area.

These constraints are as follows:

VMin
i ≤ V t

i ≤ VMax
i (5)

where ∀i ε{1, 2, . . . Nb}.
Penalty function in the objective function:

PVCi = [
max

(
Vi,t , V,Max

) − VMax
i ]+[VMin

i − min
(
Vi,t , V

Min
i

)]
(6)

The second constraint is the reliability [20, 25] which must be maximized.

Z2i = 1/Reliability (7)

Index function:

Index1i = Z1/Z10 (8)

Index2i = max(PVC)/max(PVC0) (9)

Index3i = Z20/Z2 (10)

The overall objective function is:

Oi = min{a ∗ (Index1i ) + b ∗ (Index2i ) + c ∗ (Index3i )} (11)

where a = coefficient of Cost and Power Loss (0.4); b= coefficient of penalty factor
(0.3); c = coefficient of Reliability (0.3); i = denotes the function with EV station
only; and 0= denotes the initial condition that is without EV andDG station (specific
in second term underlined like Z20). The a, b and c are selected based on the priority
of system parameters in such away so the sum should be unity [16].

4 Particle Swarm Optimization (PSO)

PSO which means particle swarm optimization was firstly suggested in 1995 by
experts Eberhart Russell and Kennedy James, which was basically driven through
the birds and fishes social behaviour. It is an optimization technique based on the
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Fig. 3 Flowchart for optimal planning of EV stations with DGs using PSO

movement and intelligence of swarms [20–23]. It uses the concept of social inter-
action to search for food (problem-solving). Each swarm is considered as a particle
in N-dimensional space which changes its speed and flying technique as per own
experience and also the experience of other swarms [20, 21]. It uses the number of
swarms (particle) moving in the search space for the best solution. Each swarm keeps
the record of its solution space which helps to obtain the fitness (best solution) that
has obtained till now. This is termed as personal best (pbest). PSO keeps the track of
another best value obtained till now by any swarm (particle) in the neighbourhood of
that swarm. This is termed as global best (gbest). PSO basic concept lies in acceler-
ating each particle towards its personal best (pbest) and global best (gbest) locations,
with a random weighted factor in every step time. The different PSO parameters
consider for case study are such as c1 = c2 = 2, inertia weight (w) range 0.95–0.4
and the random variables in the range of 0–1. Also, the total number of trials are 30,
and the total number of iterations are 50 correspondingly defined here. The flowchart
for optimal planning of EV stations with DGs using PSO is given in Fig. 3. The PSO
technique implementation steps for optimal allocation EV FCS with DGs are as:

Step 1: Read input data of IEEE 33 bus System.
Step 2: Execute power flow and calculate all the system parameter without EV
FCS Station and with EV FCS Station.
Step 3: Updating of some parameter in the test system.
Step 4: Initialization of the EV FCS and DGs size and location for all four zone.
Step 5: Execute power flow and calculate all the system parameters.
Step 6: Evaluating initial fitness function using multi-objective function.
Step 7: Compute local best and global best solutions.
Step 8: Update swarm velocity and swarm position.
Step 9: Update EV FCS Station location based on the swarm and updated system
data.
Step 10: Calculate and update fitness using multi-objective function.
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Step 11: Compute and update local best and global best.
Step 12: Check for maximum iteration limit or converging criteria if achieved
move next step else go to Step 7.
Step 13: Print the EV FCS station and DGs size and locations.

5 Case Study

This paper presents the case study of city Durgapur,WB, by considering themodified
IEEE33 bus distribution systemwith some assumptions required for the implementa-
tion. The study considering the TeslaModel S (released in 2014) having an efficiency
of 92%and having a battery capacity of 85 kWh. In this study, the IEEE33 bus system
is modified based on different system parameters. The overall load of the system is
raised from 3.75 to 11.1 MW. So, the active as well the reactive power load is also
raised in the same ratio that is 11.1/3.75, and to meet the load demand, the alteration
of different parameters is also done like the overall voltage of the system is raised
from 12 to 20 kV [1, 20]. As well as the parameter like resistance and inductance
of the line to be reduced with a factor that is (2/3). Maximum and minimum voltage
deviations are maintained from 1.05 to 0.95 p.u.

6 Results and Discussions

6.1 With EV Station Only

To evaluate the PSO algorithm, we have used the 30 trial and 50 iterations for eval-
uating the accuracy of the result. Best trial having a minimum value of the objective
function is considered as the result. Table 2 represents the minimum value of the
objective function that is about 4.92644, and the EV FCS location obtained are 9,
28, 25 and 22 buses, respectively. Figure 2 displays the overall bus configuration in
Durgapur City which has four different zones as Z1, Z2, Z3 and Z4. Each zone has
a uniformly distributed EV population as discussed above. The results of different
zone buses are Z1 FCS is at 22, Z2 FCS is at 25, Z3 FCS is at 28 and Z4 FCS is at 9

Table 2 EV FCS location, DG station size and objective function values

Objective function with EV FCS
only

4.926440795 Objective function with EV FCS
and DGs

3.5618

EV station no. 1 location 9th bus DG station no. 1 size 0.001 MW

EV station no. 2 location 28th bus DG station no. 2 size 4.1830 MW

EV station no. 3 location 25th bus DG station no. 3 size 3.7992 MW

EV station no. 4 location 22nd bus DG station no. 4 size 2.9510 MW
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Fig. 4 Fitness convergence
with EV and DG stations
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bus. Zone 1 has its EV FCS at bus number 22 from the collection set of bus sets that
is 19, 20, 21 and 22. Zone 2 has its EV FCS at bus number 25 from the collection
set of buses that is 23, 24 and 25. Zone 3 has its EV FCS at bus number 28 from the
collection set that is 26, 27, 28, 29, 30, 31, 32 and 33. Zone 4 has its EV FCS at bus
number 9 from the collection set that is from bus number 9 to 18 buses. And the best
fitness value obtained is about 4.9244 which is the lowest value of all the ten trials
executed in the program.

6.2 With EV Station and DGs

The result is expressed in this section to evaluate the PSO algorithm, and we have
used the 10 trial and 50 iterations for evaluating the accuracy of the result. Figure 4
represents that the fitness function converges at 26th iteration of the best trial. And
the best fitness value obtained is about 3.5618 which is the lowest value of all the
ten trials executed in the program. Fitness value is obtained by the objective function
as mentioned in Eq. 4. Table 2 represents the DG Station size which are located
the different EV station that is bus number 9, 28, 25 and 22, respectively. Each EV
station will have its generating unit of different size obtained after optimization is
0.001 MW, 4.183 MW, 3.7992 MW and 2.951 MW, respectively. The overall station
development cost (SDC) with EV station and DGs is 2,747,900$. Pie chart in Fig. 4
represents the cost of EV station and DG station. The system’s voltage profile for
the arrangement of minimum and maximum values for the system at buses is shown
in Fig. 5. Voltage profile is shown on different buses, as we know that the voltage
profile improves with the increased generation. DG generation changes the voltage
profile as shown in Fig. 5. Both EV andDGStations combined have a positive impact
on voltage profile. Minimum voltage is 0.9 p.u. at the extreme end bus number 33,
which is better than the initially test system. Figure 5 represents voltage profile
which was having a negative impact after the implementation of EV station only
is also being improved with DGs. With the increased load reliability of the system
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Fig. 5 Pie chart of cost
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must decreased, but the objective function is designed in such a manner that the
reliability improves. Figure 6 represents the reliability of the system, which is initial
was 94.93% which improved up to appox 99% after the implementation of EV as
well as DG station simultaneously. As the load is increased in the system, the value
of current is increased in the systemwhich leads to the increase in power losses.With
the implementation of the DG, the generation of power is localized which reduces
the power losses in the system. Table 3 represents the impact of system power losses
for all three cases, i.e. initial, with EV only and with EV and DG, respectively. Hence
with EV stations and DGs, the losses are reduced significantly as shown in Fig. 7.

Table 3 System power losses
comparison

Losses Initial case With EV
station only

With EV and
DG stations

P loss (in
MW)

0.667867 1.139965624 0.418907724

Q loss (in
Mvar)

0.445989 0.760827628 0.280953995
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Fig. 7 Bar graph of ENS
and reliability
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7 Conclusion

The optimum location of fast-charging station (FCS) including DGs in different four
zones of the Durgapur City which covers the overall requirements of the EV distribu-
tion in the city using PSO is reported in this work. The PSO is used for minimization
of problemobjective fuction byminimizing the power losses,minimization of voltage
deviation and maximizing the reliability of the system and also calculated the station
infrastructure cost (SIC), which is fixed as per the land area requirement as well as
the electrical equipment like connector and transformer. And the station development
cost (SDC) of EV FCS station without DGs is 1,391,600$. The placement of FCS
at different location is bus number 9, 22, 25 and 28. Each location FCS is the best
location as per the concern of this paper that is its dependence on cost, voltage and
reliability. After optimal allocation of EV FCS station, DGs are also placed at that
particular location by the FCS station owner. Each FCS station is having the DG
station of different sizes that is 1 kW, 2.591 MW, 3.7992 MW and 4.183 MW at
bus number 9, 28, 25 and 22, respectively. The station development cost (SDC) of
DGs is 1,356,300$. The reliability of the system is improved to approx 99% after the
implementation of DG station on the same FCS station. Voltage profile which was
having a negative impact after the implementation of EV station only is also being
improved with DGs allocation. And power losses are reduced by approx 37% then
initial test system. Reliability is improved up to 6% of the initial test system, and the
voltage deviation is reduced which is maintained at buses upto 0.9 per unit.
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Congestion Management of System
with N-1 Contingency by Optimal
Placement of TCSC Using PSO

Ashish Singh and Aashish Kumar Bohre

1 Introduction

Power industry in India is undergoing a significant transformation and more compet-
itive with the entry of private player. With the increasing load demand and to meet
the electricity at affordable price, restructuring and deregulation are a must. In India,
the ownership of the power sector is government controlled, which has led to supply
shortages, inability to add the generating capacity, and the electricity supply is treated
as social services rather than a market commodity. In a restructured power market
system, private organization and government organization both operate in all the
sectors of GENCOs, TRANSCOs, DISCOs, and the whole revenue collection is
changed. Independent system operator (ISO) maintains the coordination between all
the deregulated power system models. Due to deregulation, the electricity price goes
down, and the consumer has a choice to select the retailer according to load and
tariff, and the market has more innovation in term of cost and profit. Construction
of a new transmission line takes a long period, and massive investment is involved
[1]. Overload and outage of the line caused congestion in a transmission line of a
deregulated power systems. Congestion occurs when the power flow is higher than
the operating limits, which cause violation of system constraints such as thermal
limits of the line, voltage limit and stability of the system. It not only results in the
equipment failure but also results in poor power quality. Congestion management is
essential for relieving the congestion to maintain optimal power flow, improving the
power quality, preventing any equipment damage and avoiding the condition for the
blackout [2]. Congestion has to be relieved properly and timely, if not, then the cost
needed to relieve the congestion, and the damage that occurs due to the congestion
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Fig. 1 Deregulated power market sharing

is much more for the electricity trading. Congestion is a major threat to optimal the
power flow, which consequently affects the voltage, led to power loss and therefore,
economic losses. Therefore, there is a high risk of stability and transmission secu-
rity [3]. FACTS devices help to relieve the congestion considering all the violation
constraints. TCSC a series FACTS device used to remove the congestion also in miti-
gating sub-synchronous resonance. The deregulated power market sharing related to
Indian power sector is shown in Fig. 1.

India is vast abundant amount of coal and lasting formore than 200 years. India has
potentially used these coals for the energy generation and strengthens the economy.
Thermal power plant contributes more than 70% of the total power generation as
of 2020. Coal deposits are abundant in south-central and eastern parts of the India.
Jharkhand had the maximum coal reserve of around 26.16%. In India, levelized
electricity generation cost from thermal power plant is at around $44.5/MWh (Rs.
3.05/kWh), from solar power generation is at around $38.2/MWh (Rs. 2.62/kWh),
and onshore wind power generation is at $48.9/MWh (Rs. 3.36/kWh) which is low
from many nations as represented in Fig. 2 and Table 1 respectively.

This paper consists of two sections. Firstly, the optimal location of TCSCdue toN-
1 contingency using PSO. Secondly, the environmental effect due to gases produced
in a thermal power plant. Following which environmental cost is calculated using
CO2, NO2, SO2 and is added to the generation cost. This environmental cost is for
the damage done due to air pollution. This paper discussed the environmental impact
of the different power plant and its market tariff analysis.
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Fig. 2 Electricity production by different sources (April/2020) [4]

Table 1 Thermal power plant sub-category (in MW)

Coal Lignite Gas Diesel Total

198,524.5 6610 24,955.36 509.71 230,599.6

2 TCSC and congestion

2.1 Thyristor-Controlled Series Capacitor (TCSC)

TCSC includes the series compensating capacitors shunted by a thyristor-controlled
reactor (TCR) for providing a smoothly variable series capacitive reactance. TCSC
is used in the operation and control of power systems such as enhancing power
flow and is used for increasing the power transmission capability, system stability
is improved, system losses are reduced and improvement in the voltage profile of
the lines [5–7]. Thus, TCSC reactance characteristics show that operations in both
inductive and capacitive region by changing the firing angle (α) are shown in Fig. 3.

TCSC devices reduce the line reactance in a branch of a transmission line those
enhancing the active power in the line and compensating reactive power flow. The
related schematic diagram of TCSC is given in Fig. 4.
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Fig. 3 Characteristic curve
of reactance versus firing
angle

Range of α Region
90 < α < αLlim Inductive operation region
αClim< α < 180 Capacitive operation region
αLlim < α < αClim Resonance operation region

Fig. 4 Schematic diagram
of TCSC

2.2 Creation of Congestion

Transmission congestion occurs mainly due to generation outages, line outages and
higher load demands. Congestion is created arbitrarily by outage of any branch [8, 9].
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3 Problem Function and System Index

The primary objective of the presented work is to determine the optimal placement
of TCSC device in a network while satisfying the thermal limits. The cost of TCSC
devices is very high. The objective is to find the location while minimizing the cost
of the TCSC device, voltage deviation, power loss and maximizing the reliability.
The multi-objective function is addressed here by weighting each objective function
properly.

3.1 Cost Index

Generally, TCSC is a series reactance with the operating reactance limits as:

−0.8xl < xc < 0.7xl

Cost function for the TCSC:

CTCSC = 0.0015S2 − 0.713S + 153.75 (1)

S = |Q2 − Q1| (2)

Cindex = (Ct + CTCSC)

Ct
(3)

where xl: Transmission line reactance where TCSC is placed, xc: TCSC reactance,
CTCSC: TCSC investment cost in $/kVaR, Q1 and Q2 are the reactive power flow of
the considered line before and after the placement of TCSC.

3.2 Voltage Deviation Index

Voltage profile of a system must be within the limit.

Vindex = (Vref − Vnew)

Vref
(4)

where Vref = voltage after outage (slack bus), Vnew: voltage after each iteration.
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3.3 Loss Index

Here, total losses are calculated in MVA.

Sloss = Ploss + jQloss

Sindex = Sloss new
Sloss base

(5)

where Sloss = P + jQ, Sloss new = losses after each iteration, Sloss base = loss after
outage.

3.4 Reliability

The reliability is significant used to access the system performance. Here, the relia-
bility is considered based on the energy not served (ENS) or energy not supplied to
the network [10]. The ENS can be calculated by Eq. (6):

ENS = αd
N∑

k=1

λk

∣∣Ikp
∣∣ ∗ Vrated (6)

where Ikp is branch peak load current, λk is kth branch or line failure rate, and V rated

is system rated voltage. The d and α are repair duration and load factor, respectively.
Also, system reliability can be given in Eq. (7):

Reliability (R) =
(
1 − ENS

PD

)
(7)

where PD is total power demand by customer, and ENS is total energy not
supplied/served. Here, the objective is to maximize the reliability.

3.5 Multi-objective Functions

The objective function (f ) can be given as:

f = 0.2Cindex + 0.5Vindex + 0.3Sindex + 0.1R−1 (8)

All the above objective function is considered in a single multi-objective function
to make the fitness function used for PSO. Highest weighting factor is considered for
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the voltage deviation, then loss index. Minimize fitness function is primary objective
to obtain optimal placement of TCSC in a 14-bus system.

4 Particle Swarm Optimization (PSO)

Particle swarm optimization (PSO) is a heuristic method inspired by the social
behavior of fish schooling and bird swarms. Kennedy and Eberhart developed PSO
in 1995 for the solution of nonlinear problems with continuous variables. Location
the FACTS devices is obtained with the help of the PSO algorithm. In PSO, particles
fly throughout the search area via flowing current optimal particles. Each particle
flies with a velocity in search area, and these particles get updated each time through
their own flying experiences and other particles flying experiences. The best solution
(fitness) is associated by keeping track of each individual so far, and this best solution
value is Pbest. Finally, the best value determined throughout the population is known
as Gbest [11, 12]. The velocity and position updates of a particle are by the following
equations:

Vik+1 = W ∗ Vik + C1 ∗ rand ∗ (Pbesti − Sik) + C2 ∗ rand ∗ (Gbesti − Sik) (9)

Sik+1 = Sik + Vik+1 (10)

where Vik = Agent i velocity at kth iteration, Vik+1 = Agent i velocity at (k + 1)th
iteration,W = inertia weight, Sik = Present position of agent i at kth iteration, Sik+1
= Present position of agent i at (k + 1)th iteration, Wmax = Inertia weight initial
value, Wmin = Inertia weight final value, Pbesti = agent i best position, Gbesti =
group best position.

4.1 Algorithm of Proposed Methodology

1. Run the optimal power flow for the N-1 contingency to identify the overloaded
lines.

2. Define inputs of system like TCSC data, line data and load data.
3. Maximum number of iterations and PSO parameters are specified.
4. Initialize the randompopulationwith randomposition and velocity of particles.
5. Define the minimum (equals to 1) and maximum iterations.
6. Estimate the problem objective function value based on Eq. (8).
7. Run optimal power flow to assess active power, line flows, reactive power

rescheduling, system losses and voltagemagnitude of all buses. The total power
loss of system is calculated with TCSC in the system.
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8. Update particles and calculated objective function value and if more than
individual Pbest, assign it as current Pbest and update in current position.

9. Update Gbest based on the minimum Pbest value among all particles.
10. Updates all particles position and velocity.
11. Check for termination criteria, i.e., if reached maximum iterations, then get

optimal solution by Gbest solution. Else, iteration = iteration + 1 and repeat
process from step 4.

12. Find the optimal solution for TCSC location in the system.

The different PSO parameter considered in this work such as number of particles
are 30, c1 = c2 = 2 and the random variables in the range of 0–1. Also, the total
number of trials and iterations are 30 and 50, respectively.

5 Environmental Effect

For removing the congestion, a conventional approach is to establish a new trans-
mission line in the system. Establishing a new transmission line needed year of
planning and also results in a vast amount of capital is also needed non-technical
hurdles is also there like land acquisition, market loans, biological impacts and the
public interest. TCSC helps in removal of congestion and thus avoiding the chance
of land acquisition and other environmental hazards. In this paper, all generating
plant is assumed as a thermal power plant. A proposed method is given considering
the hazardous gases in terms of additional market cost with the generation cost. This
is an attempt to impose a new tariff on the thermal power plant for environmental
damage and also for boosting the new era of energy generation by shifting toward
renewable energy generation. This new tariff is known as environmental cost. The
thermal power plant produces a lot of pollution. In Sushil et al. [13], heavy metal
concentrations of Cr, Pb, Mn, Zn, Cu, Ni and Co are present in the in-fly ashes and
bottom ashes produced by the thermal power plant. The wet disposal technique using
ash pondmakes the heavymetal to contaminate. In Raghuvanshi et al. [14], the paper
discussed the CO2 emission from coal power generation and other energy indicator
on which GHG emission is dependent. In Indian power plant, it has been found that
0.8–0.9 kg per unit carbon dioxide is emitted. Best option for disposal of CO2 is into
sinks. Carbon dioxide sink is biosphere sink, geosphere sink and sequestration (oil
reserve, coal bed and deep ocean) and material sink.

An environmental cost is added to the generation cost for the impact of gases
produced so that stress is there for producing harmful gases. This environmental cost
collected, separated and rewarded to the renewable energy sector. An environmental
cost calculated through the following Eqs. (11)–(14):

CCO2 = aCO2 P
3
g + bCO2 P

2
g + cCO2 Pg + dCO2 (11)
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CNO2 = aNO2 P
3
g + bNO2 P

2
g + cNO2 Pg + dNO2 (12)

CSO2 = aSO2 P
3
g + bSO2 P

2
g + cSO2 Pg + dSO2 (13)

Cenv = CCO2 + CNO2 + CSO2 (14)

where CCO2 = Cost due to production of CO2, CNO2 = Cost due to production of
NO2, CSO2 = Cost due to production of SO2, Cenv = Environmental cost.

aCO2 , bCO2 , cCO2 , dCO2 , aNO2 , bNO2 , cNO2 , dNO2 , aSO2 , bSO2 , cSO2 , dSO2 are co-
efficient depends on plant and vary according to plant. The variation depends on the
step taken through the plant in term of particulate gases, and the quality of coal used
varies from plant to plant. These parameters enhance the efficient of a thermal power
plant.

Cost function of each plant:

Ci = a + bPg + cP2
g (15)

Cgen =
n∑

i=1

Ci (16)

where Pg = Generation of active power, Cgen = Total generator cost.
Total cost is calculated in Eq. 17:

CTOTAL = Cgen + CCO2 + CNO2 + CSO2 (17)

The objective is to calculate the tariff for the production of harmful gases. These
equations are a direct relation of harmful gases produce in term of tariff. And the
tariff is imposed to the thermal power plant which finally reflects in the total cost
of energy generated by the thermal power plant. In thermal power plant [15], coal
usage is less than 0.7–0.8 kg per unit. NO2 emissions per unit is 4.34 g/kWh. CO2

emissions per unit is 0.94 kg/kWh of electricity generation.

6 Results and Discussion

The projected method is applied on 14-bus system. Optimal power flow results are
obtained for the base case, and then, N-1 outage is created arbitrary. In this paper,
branchno. 13 (in betweenbus 6 and13) is outage, and then, optimal powerflow results
are obtained. PSO technique is used to obtain optimal location considering multi-
objective function. Through PSO, TCSC is placed at each branch except the outage
branch corresponding to which the minimum fitness function branch is obtained, and
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Table 2 Voltage profile with base case, N-1 case and with TCSC case

Bus no. Base case Outage case TCSC case Bus no. Base case Outage case TCSC case

1 1.0600 1.0600 1.0600 8 1.0600 1.0600 1.0600

2 1.0408 1.0409 1.0409 9 1.0437 1.0360 1.0366

3 1.0156 1.0155 1.0156 10 1.0391 1.0326 1.0332

4 1.0145 1.0135 1.0139 11 1.0460 1.0425 1.0429

5 1.0164 1.0161 1.0162 12 1.0448 1.0222 1.0324

6 1.0600 1.0600 1.0600 13 1.0399 0.9870 0.9921

7 1.0463 1.0424 1.0428 14 1.0239 0.9959 0.9986

TCSC setting value is obtained. TCSC optimal location is at branch 12 (in between
bus 6 and 12). Environmental cost is obtained at a thermal power plant according to
generation capacity.

6.1 Voltage Profile

Voltage at all 14 bus is obtained for the base case, N-1 outage case, with TCSC.
Voltage profile of the base cases at within the specified limit, with N-1 outage the
voltage profile, gets deteriorated, i.e., poor voltage profile and including TCSC, the
voltage profile is enhanced. A detailed comparison of the voltage profiles for all case
as given in Table 2.

Here, bus 1 is considered slack bus at 1.06 p.u. With outage the voltage profile is
very low, thus threatening the system. N-1 outage at branch 13 results in poor voltage
at bus 12, 13. With TCSC at branch 12 voltage at bus 12, 13 is improved to a greater
extent.

6.2 Losses

Due to N-1 contingency, congestion occurs in the system; as a result, the line
reaches its thermal limits (I2R), and the current also reaches at its limits, hence
the more losses in the system. With TCSC, reactive power compensation is done and
congestion is removed, thereby results in less losses in the system. In this paper, losses
of all branches are added to get the total losses. A detailed total losses comparison
is revealed in Table 3.

Table 3 Comparison of
losses with base case, N-1
case and with TCSC case

Base case (MVA) Outage case (MVA) TCSC case (MVA)

40.2470 41.6528 40.7045
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Table 4 Reactance value in the outage branch and TCSC setting value

Cases Reactance of branch 13
(between bus no. 6 and
13)

Reactance of branch 12
(between bus no. 6 and
12)

TCSC setting value

Base case (p.u) 0.13027 0.25581 –

Outage case (p.u) Outage 0.25581 –

TCSC case (p.u) Outage 0.051162 −0.204648 (capacitive
region)

Due to outage, the system total losses are increased by 1.4058 MVA from base
case, and with the placement of TCSC, the losses are reduced in the contingency
system. The dispatch time for calculation is considered 1 h. A saving of 0.9483MVA
is achieved. Annually, 8307.108 MVA is saved.

6.3 Outage

Reactance value of a branch considered for outage and reactance of branch before
and after TCSC is given in Table 4. With the placement of TCSC, the p.u. value of
the branch overall is decreased due to TCSC (series capacitance). TCSC prevents the
condition of sub-synchronous resonance which arises in case of series capacitance.

The optimal TCSC allocation using PSO in this system after N-1 contingency is
at branch 12. The TCSC set value is in capacitive region here.

6.4 Reactive Power Flow

Reactive power is more when the difference in the voltage is more in between the
respective two buses. Due to outage, the whole active power and reactive flow from
different branch by optimal power flow method as the load consumption is same. In
the most congested line, the reactive power hits the upper limit. A reactive power
compensation in a branch is obtained with the help of TCSC. The reactive power
flow in the outage branch and in branch where TCSC is placed is tabulated in Table
5.

Table 5 Reactive power flow in the outage branch and in branch where TCSC is placed

Parameter Base case Outage case TCSC case

Reactive power in branch 13 (MVaR) 7.7265 Outage Outage

Reactive power in branch 12 (MVaR) 2.6604 6.8162 5.4299
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Table 6 Generation cost and environmental cost estimation

Generator
no.

Generation
(MW)

Base case
cost ($/h)

CO2 cost
($/h)

NO2 cost
($/h)

SO2 cost
($/h)

Total ($/h)

1 194.3302 5511.6 984.83 125.48 846.83 7468.74

2 36.7192 1071.5 046.85 5.54 48.61 1172.5

3 28.7426 1158.0 038.65 2.60 43.80 1243.05

4 0.0003 0.0000 −02.45 −0.34 −7.40 −10.19

5 8.4949 0340.5 12.10 1.72 1.37 355.69

Total 268.2872 8081.6 1079.98 135 933.21 10,229.79

Due to N-1 outage, the voltage profile if deteriorated so the reactive power in a
branch is increased to a greater extend. Here, the upper limit of the branch 12 is of 6
MVA, and after outage, it exceeds the upper limits. With TCSC, the voltage profile
is improved due to reactive power compensation and the reactive power is within
the limits. TCSC also enhances the active power in a branch. Thus, with TCSC, the
branch is a transmission line which is within the thermal limits.

6.5 Environmental Cost Estimation

Linear polynomial method is used for getting the market cost of the generator.
Generation cost and environmental cost tariff are calculated for a duration of 1 h
in Table 6. Credits are given to those inactive generators. All the co-efficient param-
eter of different plant varies according to plant. The revenue penalizing the plant for
producing harmful gases and resulting in the improvement in term of environmental.

With the addition of environmental cost in the generation cost, the total market
cost of the thermal power plant is increased in a significant value. Also, the generator
inactive (negative value) in the region is given benefit in term of environmental cost
tariff, and environmental cost is levied on the active generator.

6.6 Environmental Effect

The amount of coal consumed and the harmful gases produced by a thermal power is
shown in Table 7. This study is conducted for base case considering thermal power
plant.

An estimation of coal consumed by a thermal power plant and the harmful gases
produce are reduced with TCSC. Also with the use of TCSC, 0.9483 MVA is saved.
Thus, a significant amount of coal is saved and reduction in the harmful gases.
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Table 7 Amount of coal consumed in thermal power plant and gases produced

Generator no. Generation (MW) Coal consumed
(ton)

CO2 produced
(ton)

NO2 produced
(kg)

1 194.3302 1360.3 1826.70 843.393

2 36.7192 257.0344 345.16048 159.361

3 28.7426 201.1982 270.18044 124.74

4 0.0003 0.0021 0.00282 0.001302

5 8.4949 59.4643 79.85206 36.867866

Total 268.2872 1878.0104 2521.89968 1294.566

7 Conclusion

ThePSO is used to locate optimal placement of TCSC in the presentedwork. Through
the proposed method, the optimal location was found out considering the multi-
objective function. The result is obtained of standard 14-bus system. TCSC value
and its optimal location on the branch are obtained through PSO. With the N-1
outage, the voltage profile of the system is very severe, and also the losses in the
system were increased, thus threating the system. The voltage profile is enhanced
and losses are less by optimal location of TCSC as compared with the N-1 outage.
This paper discusses the techno-economical–environmental aspect in a system. Cost
of installation of the new transmission lines is saved with the help of TCSC, and the
installation of new transmission line saves crore of INR. Environmental cost tariff is
calculated with relation with the harmful gases. This paper discussed the future of
the energy market, restructured power market. Results show that the ton of harmful
gases is produced. The environmental cost is a new way of rewarding the energy
generation unit. Moreover, the gases co-efficient will make a significant improve-
ment in the measure taken by the thermal power plant. With the help of TCSC, the
losses are reduced by 0.9483 MVA (for a dispatch time of one hour), thus saving
the significant amount of coal used and reducing the harmful gases produced by the
thermal power plant. TCSC secures the system, and this security also ensures the
reduction of environmental tariff. This paper presents the technical approach and
control of TCSC and environmental approach with direct relation in term of market
in a restructured power system. This paper proposed a new form of environmental
pollution trading and also securing the system with the help of TCSC, also account-
ability of environmental protection. This paper presents the border objective of using
FACTS device both in term of network security and environment.
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Optimal Reactive Power Dispatch Under
Load Uncertainty Incorporating Solar
Power Using Firefly Algorithm

P. Ramkee, S. N. V. S. K. Chaitanya, B. Venkateswara Rao,
and R. Ashok Bakkiyaraj

1 Introduction

An ORPD problem is also a big challenge in power system. ORPD means control
the apparatus to optimize reactive power flow to reduces active power, losses and
improve voltage quality [1, 2]. There are several challenges faced in power systems
in which some of them are voltage instability and optimal reactive power flow. To
overcome the operating necessities of a consistent power system is to retain the
voltage inside the allowable range [3, 4]. Power balance equations are the equality
constraints, and generator voltages, transformer tap settings and shunt capacitors are
the inequality constraints, respectively. Minimize the active power loss and voltage
deviation through the optimal modifications in control variables of the power system,
at the same time fulfilling different constraints detected by the electrical network. This
problem requires the finest use of the obtainable voltage magnitude of the generator,
tapings of the transformer and the output of capacitor banks to reduce the losses and
voltage deviation of the system [5]. The uncertainty of loads and solar power in [6]
is simplified by a scenario reduction approach [7, 8].

In power system, economical operation is to run the network at low cost by
maintaining reliability and security of the power system, and it also studied the
estimation of active power loss. Real power regulation as well as imaginary power
dispatch is the goals of the economic operation in power system. The way to regulate
real power and distribute the reactive power is to introduce the renewable source. The
sustainable sources showa vital role in the electrical power systems. By incorporation
of renewable source into power system, the cost of generation is reduced, and system
performance is also enhanced [9]. The uncertainty at different solar power outputs
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and different loading conditions is observed by considering the renewable energy
source.

Here, the firefly algorithm is engaged for the solution of the ORPD problem, and
it effectively tests on IEEE 14-bus test system. The remaining of this paper listed
as follows: The problem formulation is depicting in Sect. 2; the procedure of the
firefly algorithm is illustrated in Sect. 3. The simulation outcomes that initiate the
firefly algorithm designed for ORPD are exposed in Sect. 4. To end with, the paper
conclusions are programmed in Sect. 5.

2 Problem Formulation

2.1 Objective Functions

2.1.1 Real Power Loss

The aim of these function remains minimizing losses of real power (Ploss) in the
network is calculated as

F1 = Min{PLoss(x, y)} =
Nl∑

m=1

Ploss (2.1)

whereN l stands transmission line number, and Ploss represents real power loss usually
expressed in MW.

2.1.2 Voltage Deviation

For improvement of the profile of voltage, the additional objective be situated to
diminish voltage deviation in any way load buses, and it is calculated as

F2 = Min{Vdeviation(x, y)} =
Nb∑

n=1

∣∣Vn − Vspec

∣∣ (2.2)

where Nb is quantity of load bus, and V spec is a pre-specified voltage amount at load
bus.

For multi-objective function, above-stated two functions in Eqs. (2.1) and (2.2)
are given equal weight such that

F3 = 0.5 ∗ F1 + 0.5 ∗ F2 (2.3)
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2.2 Constraints

To minimize the objective functions of the ORPD problem is subjected to the
following constraints, one is equality, and another is inequality constraints.

2.2.1 Equality Constraints

The active power and reactive power balance equations are given by

PGa − PDa − Va

NB∑

b=1

Vb[Gab cos(δab) + Bab sin(δab)] = 0 (2.4)

QGa − QDa − Va

NB∑

a=1

Vb[Gab sin(δab) − Bab cos(δab)] = 0 (2.5)

2.2.2 Inequality Constraints

VGm,min ≤ VGm ≤ VGm,max; m ∈ Ng (2.6)

QGm,min ≤ QGm ≤ QGm,max; m ∈ Ng (2.7)

Tm,min ≤ Tm ≤ Tm,max; m ∈ Nt (2.8)

Qcm,min ≤ Qcm ≤ Qcm,max; m ∈ Nc (2.9)

where

Ng number of generators,
N t number of transformers,
Nc number of capacitors.

2.3 PV Array Output

The calculation of the PV power output requires the some significant electrical char-
acteristics which are open-circuit voltage, short-circuit current and fill factor. The
open-circuit voltage is obtained by number of cell connected in series, and short-
circuit current is calculated by number of cells connected in parallel. The fill factor
is formulated by using the following expression.
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Pmax = FF × Voc × Isc (2.10)

The power output of array can be calculated using the product of number of PV
modules arranged in series as well as in parallel, and module output power can be
given below

PA = Np × Ns × PM (2.11)

The PV array power output is calculated by using different parameters are given in
[10, 11]. In given reference paper, total 20 units are considered to generate 6.967MW,
and every unit is having 10 modules both in series and parallel. The output power of
one PV module is 348.35 kW. The total power generated from PV system is given
to the load bus 14.

2.4 Uncertainty of Load and Solar

PDF means that probability density function and lognormal probability density are
themethods tomodel the load uncertainty and solar irradiance, respectively.Different
loading conditions are considered randomly as 25, 50, 75, 100 and 105%. Solar
irradiance is available only 12 h in a day. The generation from solar PV system is zero
during night-time. Zero irradiance is set through 50% possibility, and the leftover
50% possibility protects the conditions of solar irradiance generate by lognormal
distribution function.

3 Firefly Algorithm

The firefly algorithm (FA) is an advanced optimization technique implemented by
Yang in 2008 [12], and FA is motivated by the flashing performance of fireflies. FA
is simple, flexible and easy to implement. The three main rules of firefly algorithm
are given in [13–15]. The light intensity varies according to the inverse square law
for a particular distance.

I0 ∝ 1

r2
(3.1)

The brightness I of a firefly at an exacting position x preserve stay selected as
I (x) ∝ f (x). The distance between the fireflies is directly proportional to the light
intensity which is given as

I (r) = I0 exp(−γ r2) (3.2)
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The attractiveness denoted with β of a firefly is defined through following
expression

β = β0 exp(−γ r2) (3.3)

where β0 is the attractiveness at r = 0.
In general, the values of α, β, γ are considered in between 0 and 1.
The distance between the two fireflies located at m and n is given as

rmn =
√√√√

d∑

k=1

(xm,k − xn,k)2 (3.4)

The faction of a fireflym is involved to onemore attractive firefly, and n is resolute
by

xm = xm + [βn(r)](xn − xm) + α(rand) (3.5)

3.1 Implementation of FA for ORPD

Step 1: Initialize
Number of fireflies
Amount of iterations
Set the standards of α, β, and γ

In this, the standards of α, β and γ are considered as 0.2, 0.1 and 1, respectively.
Step 2: Set the iteration count i = 0 and increase the iteration by i = i + 1.
Step 3: Determine the fitness result of each firefly by substituting in the objective
function stated in Eqs. (2.1), (2.2) and (2.3).
Step 4: Sort the fireflies depending on their light intensities and for every iteration
find the best firefly. Light intensity is varied based on top of the space involving
them.
Step 5: Progress fireflies (control variables) derived from their light intensity.
Step 6: Continue the process until stopping criteria is reached.

4 Simulation Results

IEEE 14-bus system contains five generator buses in which bus number 1 represented
as reference bus, and remaining buses stay generator buses. In between buses, 20
branches are connected and also have three tap-changing transformers. The real
power output of solar PV system is additional to load bus 14, without changing
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Table 1 Limits of control
variables

Variables Minimum in p.u. Maximum in p.u.

Voltages of
generator

0.9 1.1

Transformer tap
changing’s

0.95 1.05

Shunt capacitors 0 0.20

limits of the control variables. Total generation from PV system is 6.967 MW, and it
is given to the load bus, i.e. at the 14th bus. In the 14-bus system, the control variables
are 11, after including PV array at the 14th bus and their restrictions are scheduled
in Table 1.

Uncertainty of Load and Solar Power Output
Initially, the load data is calculated as some particular value in percentages, and
similarly, the availability of solar PV power is also divided in percentages as 0%,
25%, 50%, 75% and 100%, respectively. For each percentage of solar power output,
different loading conditions like 25, 50, 75, 100 and 105% are given a total of
25 scenarios. For each time, the firefly optimization is applied and tabulated the
optimal values of objective functions which are loss minimization and minimization
of deviancy of voltage. The minimization of real power losses for random loads
and solar power (PV) output is shown in Table 2, minimization of voltage deviation
for random loads and solar power output is presented in Table 3, and minimization

Table 2 Minimization of losses for random loads and solar power output

PV power 0% 25% 50% 75% 100%

25% load 0.6760 0.3730 0.5249 1.0496 1.7659

50% load 2.5363 1.9836 1.7635 1.8556 2.2343

75% load 6.4273 5.4616 4.8351 4.5083 4.4838

100% load 12.273 10.882 9.8030 9.0869 8.6624

105% load 13.829 12.313 11.1484 10.3079 9.7894

Source: Bold indicates the minimum and maximum values

Table 3 Minimization of voltage deviation for random loads and solar power output

PV power 0% 25% 50% 75% 100%

25% load 0.0251 0.0351 0.0303 0.0228 0.0411

50% load 0.0343 0.0401 0.0382 0.0364 0.0466

75% load 0.0446 0.0490 0.0406 0.0444 0.0417

100% load 0.0640 0.0570 0.0581 0.0614 0.0560

105% load 0.0623 0.0650 0.0647 0.0525 0.0694

Source: Bold indicates the minimum and maximum values
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Table 4 Minimization of multi-objective function for random loads and solar power output

PV power 0% 25% 50% 75% 100%

25% load 0.0196 0.0181 0.0240 0.0268 0.0340

50% load 0.0329 0.0347 0.0351 0.0333 0.0317

75% load 0.0648 0.0573 0.0560 0.0532 0.0505

100% load 0.1107 0.1008 0.1010 0.0965 0.0999

105% load 0.1218 0.1041 0.0992 0.0915 0.0966

Source: Bold indicates the minimum and maximum values

of multi-objective function for random loads and solar power output is given in
Table 4. From the tabular columns 2, 3 and 4, it is observed that for different cases
of objectives, the values are low after incorporating full solar power into the system
compared to other cases. After increasing load, also the increase in losses is less after
incorporating solar power into the system.

Case 1—Minimizing Real Power Loss
The first and foremost objective is to minimize the total transmission line active
power losses, and the main goal of dispatch problem is reducing loss in transmission
line. In this case, we only consider the real power loss minimization as objective.
The firefly algorithm is run for both with solar and without solar and tabulated the
parameters represented in Table 5. Optimal values of control variables corresponding
to different objectives and its meeting characteristics are exposed in Fig. 1.

Table 5 Parameters of
control variables and power
loss

Control variables FA without solar FA with solar

VG 1 1.1000 1.1

VG 2 1.0878 1.086

VG 3 1.0637 1.0558

VG 6 1.1000 1.0563

VG 8 1.0709 1.058

VG14 (solar) – 0.9

T4-7 0.9500 1.0397

T4-9 1.0057 0.9668

T5-6 1.0161 1.0121

QC9 in MVAR 14.3777 9.9612

QC14 in MVAR 5.1587 14.4415

RPL 12.5837 11.46883

VD 0.7234 0.858075

Source: Bold indicates objective function values of FA with solar
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Fig. 1 Convergence characteristics of losses

Table 6 Mean and standard deviation

Technique Minimum value
(MW)

Maximum value
(MW)

Mean value (MW) Standard deviation

FA 11.4420 11.5138 11.4688 0.01782

The average value along with standard deviation value is calculated for the given
IEEE 14-bus system is exposed in Table 6.

Case 2—Minimizing Voltage Deviation
The control variables here are tuning such so as to thewhole voltage deviation ismini-
mized. Thevoltage deviations are listed inTable 7with its convergence characteristics
are shown in Fig. 2.

Case 3—Multi-objective Function
Nothing like the two earlier cases, this case reflects equally both objective functions
given which are real power loss then voltage deviation all at once. This technique is
utmost appropriate for optimizing the all parameters of reactive power involved. FA
performs excellently in optimizing equally the both objective functions.

From Table 8, it is clear that real power loss is 14.381 MW, and the voltage
deviation is 0.06533 p.u. Since equal weight is given to both the objectives, the
optimal value is shown in Fig. 3. Comparison of results for three different cases
without and with solar is presented in Table 9.

Optimal value = 0.5 * 0.14381 + 0.5 * 0.06533 = 0.10457 p.u.
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Table 7 Optimal values of
bus voltage deviation

Bus Voltage deviation (p.u)
without solar

Voltage deviation (p.u)
with solar

1 0.0070 0.0024

2 0.0146 0.0031

3 0.0027 0.0013

4 0.0057 0.0120

5 0.0017 0.0081

6 0.0135 0.0149

7 0.0002 0.0035

8 0.0011 0.0033

9 0.0018 0.0010

10 0.0069 0.0060

11 0.0004 0.0007

12 0.0009 0.0010

13 0.0019 0.0000

14 0.0016 0.0019

VD 0.0600 0.0592

RPL 15.574 14.5554

Source: Bold indicates objective function values of FA with solar

Fig. 2 Convergence characteristics of voltage deviation
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Table 8 Optimal values of
multi-objective function

Control variables FA without solar FA with solar

VG 1 1.0193 1.0082

VG 2 1.0101 1.0088

VG 3 1.0044 1.0017

VG 6 1.0157 1.0137

VG 8 1.0000 0.9981

VG14 (solar) – 1.0711

T4-7 1.0001 1.0013

T4-9 0.9771 0.9961

T5-6 1.0267 1.0418

QC9 in MVAR 18.5362 15.3078

QC14 in MVAR 10.6494 5.0979

RPL 14.69 14.381

VD 0.0680 0.06533

Source: Bold indicates objective function values of FA with solar

Fig. 3 Convergence characteristics of multi-objective function

5 Conclusion

In this paper, the objective functions aimed at the minimizing real power losses; also
voltage deviation is performed on IEEE 14-bus system using FA. The algorithm gives
the best results for both with solar and without solar in three cases. When comparing
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Table 9 Comparison of results

FA without solar FA with solar

RPL (MW) VD (p.u.) RPL (MW) VD (p.u.)

Case 1 12.583 0.723 11.468 0.8580

Case 2 15.574 0.0600 14.555 0.0592

Case 3 14.690 0.068 14.381 0.0653

the results, losses are less when solar power is added at load bus. Uncertainty at
different loading conditions and different solar power outputs also gives better results
when integrated with solar power. Therefore, the access of further sustainable power
in network produces less loss in ORPD problem.
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Power Quality Improvement Using
Harmonic Passive Filter in Distribution
System

Arjun Baliyan, Majid Jamil, and M. Rizwan

1 Introduction

Due to the rapid increase of power demand, nowadays there has been an increase in
the nonlinear loads in the system such as drivers, rectifiers, and the power appliances.
These nonlinear loads generally offer high nonlinear characteristics in the system and
decrease the power quality of the supply. Since these loads have the characteristics
to draw non-sinusoidal currents and voltage from the mains and therefore resulting
in distortion in the current and voltage waveform which is commonly referred as
harmonics [1].

These harmonics led to severe complications in the supply systemand thedomestic
appliances that are further attached with the system, and some of these problems
are overheating, reduced power factor, transformer excessive heating and disrupted
current and voltage waveforms [2–4].

Till now, the implementation of the active power filter was too costly that it was
generally avoided in the system. Although the passive filters were widely used to
improve the harmonics in the demand side or in the distribution system, the cost
of passive filters in not too much but their performance is not as satisfactory as
expected due to the presence of nonlinear loads. Hence, the active filter is a future
option available for the harmonic refinement in the distribution system due to its
superb peculiarity. A filter that is a merger of both the passive filter and the active
power filter is recommended to solve the issue of power quality on the demand side.
There are two types of frequency component available in the system, and therefore,
the fixed components are removed or deaden by the passive filters and the remaining
frequency components from the load are removed by the active power filters [5].
There were several control schemes that were available in the past to determine
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the compensating current which were easy to implement because they uses the line
current as the input parameter [6–8]. The voltage source converters have also been
used in the past and provide a feasible solution [9–11].

It must be noted that the nonlinear loads that create harmonics in the system are
non-avoidable in the power system network. Therefore, only two ways are available
by which harmonics can be eliminated one is at the starting stage and we can separate
out the loads that can disturb the power quality by using the isolation transformer [12].
But in order to eliminate the harmonics from the already running systems, we have to
go for different reactors aswell as active, passive, and hybrid filters. The passive filters
were also used in the past to minimize the distortion in the existing supply systems.
Since the problem of resonance exists in the passive filters, therefore the active power
filters together with the combination of passive filters are used nowadays in order to
overcome the resonance problem and to improve the total harmonic distortion (THD)
further to a desired level of 5% as per the IEEE recommendations [13, 14].

The paper is distributed as follows. In Sect. 2, a brief description about the active
power filter, reference current generation technique, and the proposed PID control
strategy has been discussed. In Sect. 3, an overall idea about harmonic passive filters
is given. In Sect. 4, experimental results obtained from simulation are presented and
Sect. 5, concludes the paper.

2 Active Power Filter

2.1 Basic Working Principle

The above figure explains the working principle of the filter. A pulse width modu-
lation converter along with the combination of passive elements is used widely as
an active power filter. Its function is to impart the necessary reactive and harmonic
current so that it nullify the reactive and harmonic current required by the nonlinear
loads such that as a result of it we get the input current from the source to be almost
sinusoidal. We can even say that in ideal condition the active filter just produce suffi-
cient harmonic and reactive current so that it exactly compensate the nonlinear load
requirement in the system [15]. The block diagram describing the above combination
is shown in Fig. 1.

2.2 Proposed Method Representation

The proposed scheme here is proportional plus integral plus derivative controller
that is used to generate the reference current. The block diagram describing the basic
principle of APF is shown in Fig. 2.
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A.C Main Non Linear 
load

Active power 
filter

Active current

Reactive current
Harmonic current

Active current
Reactive current

Harmonic current

Fig. 1 Basic principle of active power filter

A.C.Main Non-linear 
Loads

Active Power 
Filter

Tuned 
Harmonic Filter

(THF)

Fig. 2 Proposed method representation

The incorporation of both active power filter and tuned harmonic passive filter is
needed for the reduction of harmonics to a desired level. Since the THDwithout using
active power filter is not up to the desired level, therefore the hybrid combination of
both serves the purpose to eradicate the harmonics generated by the various nonlinear
loads. Hence, the simulation results prove that the APF is highly significant in order
to achieve the goal of harmonic elimination from the system [16].

2.3 Reference Current Generation

The basic working phenomenon of the shunt active filter has been shown in Fig. 3. It
explains that the active filter is designed towork in such a fashion that it draws/supply
a current ic, that cancels the harmonics present on the supply side and forces the
current to be sinusoidal. The equation describing the relation is written below:

is(t) = il(t) + ic(t) (1)
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Fig. 3 Configuration of shunt power filter

Value of source voltage can be defined as:

Vs = Vm sinwt (2)

The equation describing the load current having the fundamental frequency
component and the harmonics can be expressed as:

il(t) =
∞∑

2

In sin(nwt + ∅n) (3)

The load power is determined mathematically as the product of the voltage and
the current so therefore it can be written as:

Pl(t) = Vs(t) ∗ Il(t) (4)

Apart from the power drawn by the load, there are some switching losses in the
system, and therefore, they must also be supplied by the system, and these include
the PWM converter switching losses and the capacitance leakage losses. Hence, the
total value of peak current must be equal to the peak value of the source current and
the peak value of the component of loss current. This is given by the relation below:
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Isp = Ism + Isl (5)

where Isl contributes to the max value of loss current.
The maximum value of the reference current is obtained by varying the capacitor

voltage on the DC side. Ideally, the job of the compensating current is to remove the
harmonics present in the system and to make the supply current and voltage to be
in phase with each other. The expected value of source current to be obtained after
compensation must be:

I ∗
sa = Isp sinwt (6)

I ∗
sb = Isp sin(wt − 120) (7)

I ∗
sc = Isp sin(wt + 120) (8)

Here Isp represents the peak value of required supply current. To determine this
maximum value, we have to vary the capacitor voltage on the DC side of the PWM
converter. The value of the capacitor voltage is passed through the comparator where
it gets compared with the reference value, and the error obtained is given to the PID
controller. The result obtained from PID controller is treated as the magnitude of
source current for the purpose of our analysis.

2.4 Proposed PID Control Strategy

Proportional plus integral plus derivative controller is considered to be the most
precise and accurate since it combines the advantages of PI, PD, and Proportional
controller. It reduces the error of the system as well as increases the stability of the
system.

Figure 4 describes the PID control strategy to generate the gate pulses required by
the system. Figure 5 represents the active filter compensation scheme that has been
used in the system.

Fig. 4 Control circuit design
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Fig. 5 Active filter compensation scheme

To implement the control strategy in a closed loop, we have to first sense the DC
voltage at the converter end and then it has to be compared with the value of reference
voltage. Error of the both the values will be given as a input to the PID controller,
and therefore, the resultant value after the limiter is selected to be considered as the
magnitude of themaximumvalue of reference current (Imax). The gate signal needed
by the PWM converter is derived by the comparison of actual value of source current
and the reference current as mentioned in Eqs. (6), (7), and (8) in the hysteresis
controller. The output from the hysteresis controller is given as a firing pulse to the
devices of pulse width modulation converter [17].

3 Harmonic Passive Filter

These filters are used to enhance the quality of the voltage waveform by diverting
the current other than the fundamental current or we can say the high-frequency
component current into the low impedance path. They are usually connected in shunt
and fulfill the necessary reactive power demand of the load for the purpose of power
factor improvement.

In this system, we are using four harmonic passive filters in order to eliminate the
5, 7, 11, and 13th order harmonics. To remove the high-frequency component, we
are also using the high pass branch in the circuit. Using the technique recommended
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in the paper [18], we have calculated the value of elements R, L, and C in such way
that it optimize the performance of the filter. Also, in order to remove the resonance
problem the filter is tuned at the frequency which is less than the harmonic frequency
aswe knowmost of the power systems are inductive in nature [19]. Figure 6 describes
the passive harmonic filter, and Fig. 7 represents the high-pass filter or the damped
filter.

Fig. 6 Harmonic passive
filter A B C

Fig. 7 Damped filter

A B C
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4 Simulink Outcome

To assess the working of the system, the value of active and harmonic passive filter
components have been given inTables 1 and 2. The values ofKp andKi that have been
taken are 0.75 and 9.15 to obtain the desired results. A source current waveform of
one of the phases has been represented in Fig. 8, and a load with nonlinear peculiarity
has been taken into consideration for the purpose of study.

It must be acclaimed that the load and source current would have the same pecu-
liarity whenever the active filter is not present in the above configuration. Since
the passive filters are connected to examine the system so the overall THD without
connecting the active filter has been reduced from 23.85 to 14.75%. Figure 9 repre-
sents the THDof the supply currentwithout filter. Figure 10 represents the THDwhen
passive filter is connected alone and Fig. 11 shows the THD with active power filter
and finally the Fig. 12 shows the % harmonics when both the filters are connected
together.

It is clear from figure that when both the filters are connected in the system, the
THD has been reduced to a significant low level that is 0.74%.

Table 1 Different parameter
value for passive filter

C (µF) L (mH) R (�) Q

C5 = 56 L5 = 8 R5 = 0.03 50

C7 = 56 L7 = 3.7 R7 = 0.05 50

C11 = 56 L11 = 1.5 R11 = 0.1 50

C13 = 56 L13 = 1.07 R13 = 0.08 50

CH = 56 LH = 10 RH = 1.2 5

Table 2 System parameter
value

Parameters Values

Supply voltage 100 V

Supply frequency 50 Hz

Source parameter 0.1 �, 0.15 mH

Filter parameter 0.1 �, 0.66 mH

Load parameter 7 �, 20 mH

Fig. 8 Supply current waveform for phase a (without filter)
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Fig. 9 THD without filter

Fig. 10 THD with passive filters is connected in the system

Fig. 11 THD when APF is connected in the system
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Fig. 12 THD when both the filters is connected in the system

5 Conclusion

In this paper, an amalgamation of active power filter and the shunt passive filter has
been proposed to remove the distortion in the waveform and to improve the transient
as well as the steady-state performance. The simulation results prove that the THD
obtained as per the proposed combination of filters is less than 0.8%. It value is
well accepted for the power system network, and the combination responds well to
the load variations in the system. Apart from this, the passive filters that have been
connected in the system are not too much costly so it further adds advantage to the
system overall cost.
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Implementation and Performance
Measurement of Q-Varying
and r-Varying IIR Notch Filter
for Bio-medical Application

Kunal Kumar, Sandeep Kumar , and Upendra Kumar Acharya

1 Introduction

Filter is used to select the useful signal or remove unwanted signal of a particular
range of frequencies that means filter is a frequency selective circuit. Notch filter has
transient response of short duration and very large selective magnitude [1]. In most
of the application, very large selective magnitude notch filters are being used [1–4].
In any type of filter response, there is some transient occurs at the beginning of the
signal.

Usually, the transient response duration depends on the order of the filter [5]. It
creates some issues when a small duration of signals is being filtered or whenever
initial part of the signal contains some important and unavoidable information [1].
Due to this problem, lower order filters are generally used. Since for the same speci-
fication of the magnitude response of a filter, structure can be designed by using the
lesser order of IIR filter than FIR filter [6]. That is why, we are using IIR notch filter.
Selectivity of any type of filter should be high. It depends upon the quality factor (Q)
and pole radius (r) of the system [5]. For any filter, we required high selectivity with
less transient duration. But, when both Q and rare increased, then both selectivity
and transient duration of the system are also increased. To overcome these situations,
the different concepts of digital IIR notch filters were introduced which are based on
quality factor and pole radius variation with time [5, 7].

In some applications of notch filter, high quality factor and short transient duration
are required simultaneously. So, hyperbolic tangent sigmoid (HTS) function has been
utilized to achieve both the both the requirements [8]. Two-notch and three-notch
filters have been presented in [9], and it is also based on HTS function. The author
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of this paper claimed that the proposed MNFs are efficient designs for removing
harmonics from sinusoids and ECG signals. The concept of the second order digital
infinite impulse response narrow band-reject filter with reduced transient response is
presented in [10]. In this paper, Bézier parametric curve is used to vary the pole radius
temporarily which is needed to suppress the transient response of the considered
infinite impulse response (IIR) notch filter. Including the above, some other designs
are presented in [11–13] which are also based on IIR notch filter and biomedical
applications.

In this paper, we have implemented the Q-varying and r-varying IIR notch filters
that have been reported earlier. Further, these Q and r varying notch filters were
used for the biomedical application, i.e., filtering of these ECG signals which are
corrupted by fixed power line interference. The performance of these filters has
been compared with tradition IIR notch filters having constant Q and r. From the
comparison results, we have observed that, due to Q-varying and r-varying, the IIR
notch filter has a lesser transient time duration as compared with traditional notch
filters [5]. Moreover, the filtered ECG signals with to Q-varying and r-varying IIR
notch filters aremore accurate as compared to the traditional notch filters. Thatmeans
these types of filters (Q-varying or r-varying) suppress the duration of transient of
the system. Hence, when the interference of the noise occurs initially to the useful
signal, then due to less transient time duration of the filter, error in the reading of the
data is more accurate than the case of traditional filter. So, these types of digital filter
are more suitable for the biomedical applications.

The rest part of the paper is arranged in following order: Sect. 2 includes the details
of IIR notch filters. Implementation and discussion on Q-varying and r-varying IIR
notch filters are discussed in Sects. 3 and 4, respectively. Performance measurement
of Q-varying and r-varying IIR notch filters in filtering of ECG signal is presented
in Sects. 5 and 6 is allocated for concluding the paper.

2 Notch Filter

The digital notch filter frequency response [5] can be represented as

H
(
e jΩ

) =
{
0, Ω = Ω0

1, Ω �= Ω0
(1)

where Ω = 2Π f/ fs is the normalized frequency of digital filter with respect to
sampling frequency fs and notch frequency of digital filter is given by

Ω0 = 2Π f0
fs

(2)

Here, f0 is the notch frequency of analog filter. Digital bandwidth is given by
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�Ω = 2Π� f

fs
(3)

where �f = bandwidth of the analog notch filter.

2.1 Q-Constant IIR Notch Filter

By the method of bilinear transformation (BLT), a second order IIR notch filter
transfer function (TF) with constant quality factor (Q) [5] is depicted as

HN (z) = 1

1 + C
.

z2 − 2βz + 1

z2 − 2β
1+C z + 1 − 2

1+C

(4)

where β and quality factor Q are mathematically represented as

β = cos(Ω0), C = tan(0.5�Ω) (5)

Q = f0
� f

(6)

Figure 1 shows the response of the IIR notch filter by taking quality factor, Q =
10, 30, and 50. From Fig. 1, it has been noticed that transient performance of the IIR
notch filter becomes superior by decreasing values of quality factor (Q).

Therefore, for better transient performance of the above-discussed filter, quality
factor (Q) should be a decreasing function of time. However, the enhancement of

Fig. 1 Notch filter response for different values of Q
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quality factor causes swelling the transient process duration, after excitation process.
So, there is a back-and-forth between the width of the rejection band and transient
response.

2.2 Constant Pole Radius (r) IIR Notch Filter

This filter is also modeled by taking constant pole radius and pole-zero arrangement.
The pole radius of such filter is taken as [14]

r = 1 − � f

fs
(7)

Here, the sampled frequency is represented by fs , � f is bandwidth of the stop-
band, and location of pole of such filter is depicted as

φ0 = 2Π f0
fs

(8)

According to pole radius and location of pole-zero, the TF of this filter [6] is
described as

H(z) = z2 − 2cos(φ0)z + 1

z2 − 2rcos(φ0)z + r2
(9)

Figure 2 represents the response of this filter with quality factor r = 0.85, 0.92,
and 0.98. From Fig. 2, it has been noticed that when pole radius of notch filter

Fig. 2 IIR notch filter frequency response for different values of r
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is increased, then the bandwidth of notch filter becomes tampered and frequency
response becomes better. Pole radius r can have maximum value 1. If pole radius r
is greater than 1, then it loses its characteristics as shown in Fig. 3.

From Fig. 4, it is observed that the transient performance of such filter can be
improved with decreasing values of the pole radius of the notch filter. However, with
increasing the pole radius, the durability of transient process after the process of the
excitation is also increased. Hence, a trade-off is noticed in between the rejection
bandwidth and filter transient response.

So, the different concept of Q-varying and r-varying aided with notch filters
is implemented in this paper, whose quality factor is a time depended function
[1, 5, 14, 15].

Fig. 3 Frequency response of IIR notch filter for r > 1

Fig. 4 Response of notch
filter for different r value
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3 Q-Varying IIR Notch Filter

The time difference equation of the digital IIR notch filter by varying quality factor
[3] is represented by

[1 + C(n)]y(n) = 2βy(n − 1) − [1 − C(n)]y(n − 2)

+ x(n) − 2βx(n − 1) + x(n − 2) (10)

where C(n) is represented as

C(n) = tan
(
0.5ω0Q

−1(n)
)

(11)

Here, the variation in quality factor is due to Q(n), which is defined as

Q(n) = Q.
[
1 + (dQ − 1).e(−

nts
r ′ )

]
, n ≥ 0 (12)

where Q and dQ (variation rate) can be found as

Q = lim
n→∞ Q(n) (13)

dQ = Q(0)

Q
(14)

The transfer function is given as

HN (z) = 1

1 + C(n)
.

z2 − 2βz + 1

z2 − 2β
1+C(n)

z + 1 − 2
1+C(n)

(15)

The Simulink model for realization of C(n) function is shown in Fig. 5, and the
model of digital IIR notch filter with varying Q is presented in Fig. 6. Here, dQ is
variation range, and r′ is the exponential variation rate of the quality factorQ(n). We
have chosen dQ as 0.25, i.e., before the start of the variation process the initial value
Q(0) is 5 for the final approximated Q = 20. Figure 7 shows the variation of quality
factor with time.

Figure 8 shows the comparison plot between transient response of traditional IIR
notch filter and IIR notch filter with variable Q. It has been observed that Q-varying
filter has better transient suppression as compared to traditional Q-constant notch
filter.
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Fig. 5 Simulink model for realization of C(n) function

Fig. 6 Simulink model for realization of IIR notch filter

4 r-Varying IIR Notch Filter

The difference equation of IIR notch filter by varying pole radius (r) [6] is represented
by

y(n) =
N∑

k=0

bkx(n − k) −
N∑

k=1

rk(n)ak y(n − k) (16)

Here, the time-varying pole radius is taken as r(n), input to the filter is x(n), and
response of filter is taken as y(n). The TF of r varying IIR notch filter of second order
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Fig. 7 Quality factor as function of time

Fig. 8 Response of notch
filter for constant Q and
variable Q

is represented by

H(z) = z2 − 2 cos(φ0)z + 1

z2 − 2r(n) cos(φ0)z + r2(n)
(17)

Since transient performance of notch filter is made better by varying the pole
radius of the filter. Hence, function responsible to vary the pole radius is given by

r(n) = r̄

{
1 + (β − 1) exp

(−n

α fs

)}
, n ≥ 0 (18)
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Fig. 9 Pole radius as function of time

where α = pole radius damping rate

β = r(0)

r̄
and r̄ = lim

n→∞r(n) (19)

Here, r(0) and r̄ are the initial and final value of the pole radius, respectively. The
r-varying IIR notch filter is implemented in this paper by using Matlab-2017a (.m
file). For implementation, parameter values are taken as follows: r̄ as 0.98, α as 2.8,
β as 0.9 and f s as 1500 Hz [14]. Figure 9 shows the variation of pole radius r with
time. Figure 10 shows the comparison of notch filter response with constant r and
variable r. From Fig. 10, it is observed that the notch filter with varying r is able
to settle the transient response effectively and faster than the traditional notch filter.
Therefore, the usefulness of r-varying IIR notch filter can be increased instead of a
traditional notch filter.

5 Performance Measurement of Q-Varying and r-Varying
IIR Notch Filter in Biomedical Application

The Q-varying and r-varying IIR notch filter are used in this paper, for filtering of
corrupted electrocardiogram (ECG) signal with unwanted power line interference
of 50 Hz signal. The ECG is a time-varying signal reflecting the ionic current flow,
which causes the cardiac fibers to contract and subsequently relax. The primary
problem found in the recording of ECGs is that the measured signal is debased by a
power line interference. Such problems can be resolved by using notch filter having
a unit gain except notch frequency. The real ECG signals are taken from MIT-BIH
database [7] for our experimental work.
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Fig. 10 Notch filter response for constant r and variable r

Figure 11 shows the real ECG signal for 10 s time duration, and Fig. 12 shows the
ECG signal corrupted with 50 Hz noise. The major problem of the correct reading
of ECG signal is interference with 50 Hz power frequency.

An ECG signal which is corrupted by 50 Hz interference is shown in Figs. 13 and
14 represents the filtered ECG signal using Q-constant filter for too low Q and too
high Q, respectively. Figure 15 shows the comparison of filtering result Q-varying
and traditional IIR notch filter using ECG signal. From Fig. 15, it is easy to observe
that an acceptable level transient duration and the selectivity are obtained by using
Q-varying IIR notch filter.

Fig. 11 Real ECG signal
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Fig. 12 ECG signal corrupted by 50 Hz interference

Fig. 13 Filtering result of
ECG signal with too low Q
traditional notch filter

Figures 16 and 17 represent the filtering results of ECG signal using r-constant
traditional IIR notch filter with too low r and too high r. Figure 18 represents
the comparison of filtering result of varying-Q and traditional IIR notch filter by
taking ECG signal. From this figure, it is easy to notice that selectivity and transient
suppression both are more effective than traditional IIR notch filter.

6 Conclusion

In conclusion,Q-varying and r-varying IIR notch filters have been studied and imple-
mented in this paper. It was observed that the transient duration with the Q-varying



458 K. Kumar et al.

Fig. 14 Filtering result of ECG signal using too high Q traditional notch filter

Fig. 15 Comparison of filtering result of ECG signal using Q varying and traditional IIR notch
filter

and r-varying IIR notch filters has been reduced as compared to the conventional
IIR notch filters having fixed Q and r. Further, the performance of these Q-varying
and r-varying IIR notch filters was evaluated for filtering of the noisy ECG signal
(corrupted by the fixed frequency noise). From the results, it was observed that the
IIR notch filters with variable Q and r parameters performs better as compared to
the conventional IIR notch filters.
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Fig. 16 Filtering result of ECG signal using very low r traditional notch filter

Fig. 17 Filtering result of ECG signal using very high r traditional notch filter
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Fig. 18 Comparison of filtering result of ECG signals using r-varying and traditional IIR notch
filter
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Advanced Optimization Scheme
to Improve Photon Management
to Increase Solar Cell Efficiency

Dilip Yadav and Nidhi Singh

1 Introduction

The possibility of the boundless selection of sun-based vitality era from photovoltaic
is in a span. A steady increase in material performance, cell, and assembly scaling
has driven to increased productivity, which has decreased costs in many kinds of
sun-oriented cells, with fall rates for both silicon and cadmium telluride modules.
Absorbing much light could be expected into solar cells, it is vital in accomplishing
consolidate photon management elements, including antireflection coatings, back-
reflectors, furthermore, surface texturing, to diminish optical discrepancies. A reduc-
tion in thickness might likewise be joined by incomplete retention of photons and a
comparing diminish inefficiency. Besides, sunlight-based cells advance into diverse
sorts of systems and designs, including following frameworks, concentrator systems,
and building-underground frameworks, new optical prerequisites, etc. In this paper,
we concentrate on the optimized structures that empower PV cells, towork efficiently
even at low intensity to produce higher yields.

In sun-rich regions with direct normal irradiance (DNI) levels of more than
2000 kWh/m2a (kilowatt-hours per squaremeter per year), concentrator photovoltaic
(CPV) is used for power generations. The central idea of using the CPV technology is
that it can be used as cost-effective concentrating optics that significantly decrease the
cell area, facilitating the use of more expensive high-efficiency cells and a levelized
electricity cost (LCOE) that is easily comparable with conventional flat-plate PV
technology in some areas [1]. The paper by N. Pandiarajan, Mathematical Modeling
of PV module [2] explains the step-by-step procedure of converting an equivalent
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circuit into a PV module into a Simulink model for 36W solar module. The material
and the reflective angles of a sunray reflector are important in calculating the physical
dimensions of the dish [3]. The applications of a reflective dish can be used in such a
way that the total concentrated sunlight can be increased many folds. For assuming
the net useful area of a parabolic dish, we need to know the main factors governing
the physical nature of the dish [4]. These factors include height, focus, beamwidth,
wind loading, and other conditions. As far as the factors are involved, the dishes
are frequency-independent, the shape of these dishes is different in shape too. The
main factors, which are kept in mind to construct a dish, are its feed ratio and the
diameter. The dish we have used is PL12-59E [5]. The texturing of a honeycomb is
a pivotal part of how good or bad a honeycomb can be used as a filter structure. This
is explained in the paper by Anne-Kristin Volk [6]. The electrical properties are also
governed by the honeycomb structure as compared to the parabolic dish. Since it is
important to keep in mind the electrical properties while optimizing the efficiency,
it is advised that the architecture of the honeycomb be carefully monitored. With
growing research in the improvisation of PV modules, the efficiency of these solar
cells also started to increase [7]. The development of photovoltaic cells was in abun-
dance and millions of investments are done at the research level [8]. With this, major
advancements in the tendency to increase the efficiency and lower the costs begin
which would allow the common man to dwelling upon and relying on using solar
energy more. Applications of solar energy are increased by using different conver-
sion systems which were marked in [9], in the applications of conversion systems
in solar energy. These conversion systems allow increasing the applications many
folds by combining the solar, electrical, and mechanical forms as forming pillars.
Faria Kamal et al. stated in [10] that by increasing the incident photon to current
conversion efficiency of the intrinsic layer of a silicon solar cell, performance can
be improved and if the tandem (or multijunction) cell is chosen then it can provide
almost three times maximum power compared to the conventional PV cell [11].

In the following Sect. 2, the methodology of the PV module which is taken as
a base is explained with the help of the formulas used. The section also defines
the saturation current, the reverse saturation current, and other guiding parameters.
Section 3.1 explains the PV module in combination with the parabolic reflector. By
plotting graphs, an increase in irradiance is observed and power is measured. The
change in I-V characteristics can also be noted down as with the change in irradiance
the increase in Iout and Vout can be recorded and shown through graphs. In the
Sect. 3.2 honeycomb structure is used as a filter so that the small electrical properties
which are Isot (deformation in parabolic lens surface) in parabolic reflectors can be
reinstated and the efficiency can be monitored keeping in mind the overall feasibility.
In the end, the paper shows an efficiency assessment between the cases. Section 4
discusses the Simulink models and their corresponding graphs of irradiance and
power for different cases. Thus, by analyzing graphs, the efficiency assessment can
be done closely.
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2 Methodology

This section of the paper discusses the photovoltaic module with its equations and
input irradiance and output power, voltage, and current. The PV module mainly
comprises PV cells grouped into large units. The module which is taken frommathe-
matical modeling of PV module with Simulink, Natrajan Pandiarajan [2], comprises
four main parameters, namely module photocurrent (Iph), module reverse saturation
current (Irs), module saturation current (Io), and the current output of PV module
(Ipv). The model equations are as follows (1)–(4) [12–14].

Module photo-current (I ph) = [I SCr + K i (T − 298)] ∗ λ

1000
(1)

where in this equation Iscr is rated solar current at nominal weather conditions (25 °C
and 1000 W/m2), ki is short-circuit temperature coefficient. λ is solar irradiance in
W/m2 and 1000 is nominal irradiance in normal weather conditions (25 °C and
1000 W/m2), �T = (T − 298) is the difference between the operating temperature
and nominal temperature (T − Tr).

Module reverses saturation current (I rs) = I SCr[
exp

(
qV oc

NskAT

)
− 1

] (2)

where Irs is the reverse saturation current of the cell for nominal temperature and
irradiance values and Ego is band-gap energy of the material that is used. The values
of Iph and Io will expand the value of I and it will be as follows

I o = I rs[T/T 3
r ]exp

[
q ∗ Ego

AK

{
1
T r

− 1
T

}]
(3)

Configuration of PV modules depends on the required rated voltage and current.
Ipv can be expressed as:

I PV = NP ∗ I ph − N p ∗ I O

[
exp

{
q ∗ (V PV + I PV Rs)

NSAkT

}
− 1

]
. (4)

Ns and Np are the Numbers of cells connected in series and parallel. For Design
purposes, Vpv is equal to the Voc, Np = 1, and Ns = 36 in numbers.

Figure 1 represents the block diagram of the photovoltaic solar module, which
shows that with the input of voltage, irradiance, and temperature, the solar module
gives the output in terms of power and current. The function block parameters of the
photovoltaic module used for PV module are shown in Table 1.

When the above PV module is run for a time period of 4.5 s, the maximum peak
irradiance obtained is 390 W/m2. At the same time, the power recorded is 13.5 W.
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Fig. 1 Block diagram of photovoltaic solar module

Table 1 Function block
parameters (PVM)

Parameters Units

Number of cells connected in series 10

Number of cells connected in parallel 1

Current coefficient 0.0017

Open-source voltage 16.27

Short-circuit current 2.55

Temperature 25

Irradiance Datasheet

Each second on the Simulink represents 2 h of actual daytime. Thus, the time at
which we get the peak irradiance is around 10 am.

3 Study of Photon Management

3.1 Parabolic Reflector

The parabolic reflector plays an important role in concentrating the sun rays that
are falling on a particular area to converge it at a particular point i.e. the focus of
that specified parabolic reflector [3]. Since all the sunlight falling on the parabolic
reflector will not be concentrated and some would reflect and scatter, those rays are
not taken into account. The area of the parabolic dish that would reflect the sunlight
is considered as (A). The irradiance (I) at that moment before falling on the parabolic
reflector. Thus,
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Table 2 Antenna dimensions Antenna PL12-59E

Diameter 12 feet

Feed ratio 0.333

Before parabolic dish: Irradiance = I Watt/m2

After parabolic dish: Irradiance = (A * I) Watt/m2

It can be said from this that the irradiance increases “A” times after reflection
from the parabolic reflector. The irradiance formula from Jurgita Grigoniene [3], is
given by

W = −9.874t2 + 236.9t − 900.4 (5)

It is seen that the irradiance varies to time as per Eq. (5) and with different time
inputswe get different irradiances. The quantity of solar energy is an integralmultiple
of the area under the curve having the limit [a b] and W = f (t), which shows that
W is a function of time for that duration. The segment [a b] describes the duration
of solar radiation energy falling into a solar collector; here, a is the start point and
b is the endpoint. So, the total irradiance at a time is the integration of the formula
within given time intervals-

W =
b∫

a

W = −9.874t2 + 236.9t − 900.4 (6)

For a particular parabolic dish, we would have a fixed set of physical parameters.
The basic parameters are diameter, focus, height, feed ratio, and area. The antennawe
have taken for acquiring the physical parameters is the PL12-59E [5]. The dimensions
of the antenna are given in Table 2.

Feed Rat io = Focus
Diameter

= F
D

(7)

So, the formula used for the calculation of focus height and diameter is as follows
[4].

Diameter = 12 feet = 3.6 m
Focus= Feed ratio * diameter there f ore, Focus (F)= 3.6 * 0.333= 1.1988m ;

F = 1.1988 m

Hei ght = D2

16F

∴ H = (3.6)2

(16 ∗ 1.1988)
H = 2.43m
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Area = 2

3
∗ D ∗ H

∴ A = 2

3
∗ 3.6 ∗ 2.43 Area = 165.722m2

Thus, irradiance after parabolic reflector is

Inew = I ∗ 165.722Watt/m2

3.2 Honeycomb Structure

Man-made honeycomb structural materials are typically created by layering a honey-
combmaterial between two thin layers to provide tensile strength. Honeycombmate-
rials are commonly used where smooth or gently curved surfaces are used and where
high specific strength is appropriate. Since with ample amount of increase in irradi-
ance the model may lose its electrical properties to some extent, the paper introduces
honeycomb structure as a filter for retaining the electrical properties. The honeycomb
structure is mainly columnar and hexagonal. They are hollow and act as filters; we
use them in our model as filters for passing 30% of the radiations and refracting or
scattering the rest of them.

Figure 2 shows the sandwich structure of honeycomb. In nature, we find the
honeycomb structure in beehives, tripe, and honeycomb weathering in rocks. They
aremade fromdifferentmaterials for different purposes and roles intended to be used.
There are three basic techniques of production of honeycomb, namely expansion,
corrugation, and molding, and these techniques were basically for non-sandwich
applications [6].

3.3 Artificial Bee Colony (ABC) Algorithm

The ABC model mainly consists of three kinds of bees—employed bees, onlookers,
scouts. ABC is a population-based algorithm that runs as a loop. It is a very efficient
optimization technique and gives out the best results. The basic algorithm is used
for food sites and here in this paper, food sites have been replaced with sites having
varying irradiances. The algorithm follows some steps given:

Employed bees produce food sources initially. The work of the employed bee is to
go to a food source in hermemory and a neighbor source is determined, and the nectar
amount is evaluated and subsequently dances in the hive. The onlooker watches the
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Fig. 2 Sandwich structure
honeycomb structure

moves and chooses a source depending on that dance and moves toward the source.
The scouts discover new food sources and replace the abandoned food sources. Best
food sources found till now are registered. In this manner, the algorithm chooses the
best sites and calculates their fitness. The fit sites are given preference. Thus, if we
compare this phenomenon with our model, the fittest sites will be the sites where
we will be getting the maximum irradiance levels, e.g., if there are a total of 150
sites then after the ABC algorithm is run these 150 sites would be enhanced and sort
in decreasing order. These 150 enhanced sites would be fed into the PV module as
input that would give power and current as output and efficiency assessment can be
carried out.

4 Results

4.1 Simulink Model with Parabolic Reflector

Figure 3 is the Simulink model with a parabolic reflector. This model shows the
comparison between the change in behavior in irradiance and power with the intro-
duction of the parabolic reflector. The corresponding graphs are given in Figs. 4 and
5 for Table 3 values.
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Fig. 3 Simulink model with parabolic reflector

Fig. 4 Variation in irradiance after using parabolic reflector

According to the simulation result obtained from Fig. 3, the percentage increase
in efficiency is about 30.0923%. If we look at the power curve obtained in Fig. 5, the
output power has increased after using the parabolic reflector in terms of the normal
PV module. In Table 4 a comparison is between the two modules having different
power for different radiation and temperature, after using the parabolic reflector the
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Fig. 5 Variation in power after using parabolic reflector

Table 3 Comparison of
irradiation characteristics

Irradiation without parabolic
reflector

Irradiation with parabolic
reflector

390 W/m2 620 W/m2

Table 4 Comparison of power characteristics

Module Power without
parabolic reflector
(W)

Power with parabolic
reflector (W)

Difference in
power (W)

Efficiency
increased (%)

Module 1 13.5 16.2 2.7 16.66

Module 2 10.8472 14.20148 3.35428 30.0923

efficiency of the modules has been increased by 16.66% and 30.0923% for the other
modules.

4.2 Simulink Model with Honeycomb Structure

This Simulinkmodel in Fig. 6 takes the dataset received from the ABC algorithm and
injects it into the Simulink. There is a comparison shown between the original dataset
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Fig. 6 Simulink model with honeycomb structure

and the refined dataset that is obtained by filtering through the ABC algorithm. For
the irradiance characteristic graph, the values are:

PV module radiation 457 W/m2

After parabolic reflector radiation 726 W/m2

After HC with parabolic 730 W/m2

For power characteristic values are:
Before using HC structure with parabolic reflector Power 2. 833 W
After applying HC with parabolic reflector 2.860 W

Figure 7 shows the irradiance in the parabolic reflector after using the honeycomb
structure. It was found that after using the honeycomb structure on parabolic reflector
the irradiance comes out to be 730W/m2 whichwas earlier 726W/m2 for themodule.
In Fig. 8, the output power of the system has increased by 0.95% after using the
honeycomb structure with a parabolic reflector. The advantage of using the reflector
with the HC method is it improves the performance and efficiency of the module.

5 Conclusion

In this paper, the efficiency improvement in the PV solarmodule has been shown after
using the parabolic reflector and ABC algorithmwith the help of a simulation model,
designed in Matlab/Simulation software. This paper proposes a novel improvement
in the efficiency of the PV module by using a parabolic reflector and honeycomb
structure which can improve the performance up to 31.01%. The experimental data
have been taken around 10 AM, by using the mathematical equation of PV. Different
simulation models were developed and efficiency was calculated with and without a



Advanced Optimization Scheme to Improve Photon Management … 473

Fig. 7 Irradiance with HC structure

parabolic reflector. The PV module operates at a certain irradiation level, by using a
parabolic reflector, the efficiency of the PV module can be increased to 30.092%. In
the next case, honeycomb structure was used as a filter on the dish, and observations
were recorded, by using the parabolic reflector and HC structure for the particular
time the efficiency has been improved by 0.95%, overall efficiency comes out to be
31.01%.
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Fig. 8 Power after HC structure
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Music Generation Using Supervised
Learning and LSTM

Suman Maria Tony and S. Sasikumar

1 Introduction

Music composing is one of the finest arts where the imagination of the music
composer plays a major role in the outcome. Automating this music generation for a
given scenario is a complex task where no scientific community had achieved results
on par with the human composition. The idea is to generate a melody or a polyphony
without any chords or patterns. The digitized song is converted to themusical instru-
ment digital interface (MIDI) format for ease of processing and synthesizing music
data.

Automatic music generation can be done using algorithms that follow grammar
and rules [1, 2], but the learning algorithms such as machine learning (ML) or deep
learning (DL) can suit to generate music of varieties of genres. DL and ML have
found several applications in a variety of fields including music generation and
medical image processing [3, 4]. Various LSTM architectures for speech processing
were explored which includes deep long short-term memory (DLSTM), long short-
term memory projected (LSTMP), and deep long short-term memory projected
(DLSTMP) architectures [5]. Many researchers have attempted to generate music
that involves chord sequences [6] and melodies [7].

Section 1 introduces the music synthesis using an artificial network by supervised
learning. Section 2 highlights the related work in music synthesis available in the
literature. Section 3 explores the LSTM architecture and its variants. Section 4 has
the materials and methods involved in the experiment which is explained in Sect. 5.
The concluding remarks are given in Sect. 6.
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2 Related Work in Music Generation

With the development of artificial neural network (ANN) and several learning algo-
rithms introduced using ANN, the music generating models created by such super-
vised learning algorithms play a significant role inmusic synthesis [8–13]. The usage
of LSTM in the music generation of Bach’s music style was implemented using a
trained neural network by considering arbitrary datasets [14]. Aiva IA, an AI-based
automatic music synthesizer, has its own copyrighted audio tracks [15]. Jazz guitar
music is synthesized by Sergio [16] using machine learning algorithms and also it
is tuned using ornamentations to be similar to natural musical performances. Also,
machine learning algorithms like the random forest were used to evaluate the parame-
ters inmusic [17].Manipulation of loudness to properly convey the emotion involved
in the music was attempted using ML algorithms from the dynamic markings [18].
Also, the generation of melody sequences was attempted using the genetic algo-
rithm by modeling each sequence like a chromosome and having multi-objective
optimization and fitness function [19]. Though a lot of research is on the anvil, the
limitations of generating music using deep learning algorithms still exist and the
music composer has a prominent role in composing music [20].

3 Architecture of Long Short-Term Memory (LSTM)
and Its Variants

LSTM has been used to synthesize music and for works related to natural language
processing (NLP). LSTM is a recurrent neural network that can process and
remember time series data and can be used to predict the chain for a defined period.

3.1 Conventional LSTM

Conventional LSTM in Fig. 1 consists of an input gate, a memory cell, multiplicative
units, and an output gate. The input gate processes the input data and thememory cell
stores the temporal data, while the output gate controls the flow of output activations
(Eq. 1). A forget gate is added to the architecture to let the unit discard the unwanted
time series data which need not be considered as part of the series.

3.2 Peephole LSTM

LSTMnetworkwith peephole connection is shown in Fig. 2. Themathematical equa-
tions (Eq. 2) governing the peephole LSTM and peephole convolutional LSTM are
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Fig. 2 Peephole LSTM architecture

also highlighted to understand the dataflow and weight optimization. The Constant
Error Carousel (CEC) avoids speedy decaying of error by adding a constant error to
the units, thereby addressing the vanishing gradient problem.

TheLSTMnetworkmaps the input and output using various activation units inside
the cell. The following equations are iterated for t = 1 to T.

ft = σg(W f ∗ xt +U f ∗ ht−1 + V f ◦ ct−1 + b f )

it = σg(Wi ∗ xt +Ui ∗ ht−1 + Vi ◦ ct−1 + bi )
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ct = ft ◦ ct−1 + it ◦ σc(Wc ∗ xt +Uc ∗ ht−1 + bc)

ot = σg(Wo ∗ xt +Uo ∗ ht−1 + Vo ◦ ct + bo)

ht = ot ◦ σg(ct ) (1)

(i input gate, o output gate, f forget gate, c memory cell).
Peephole convolutional LSTM is defined by the following expressions:

ft = σg(W f xt +U f Ct−1 + b f )

it = σg(Wi xt +UiCt−1 + bi )

ct = ft ◦ ct−1 + it ◦ σc(Wcxt + bc)

ot = σg(Woxt +UoCt−1 + bo)

ht = σh(ot ◦ ct ) (2)

X is the element-wise multiplication and is the differentiable function.

The other variants of LSTM are deep LSTM where the architecture is deeper and
it was used for some speech recognition tasks [21, 22].

4 Materials and Methods

4.1 Music Background and File Formats

MIDI format is widely used by electronic instruments and software drivers, and it has
notes and blanks. The note has a channel number, MIDI note number, velocity, etc.
The main drawback of MIDI is in encoding multiple tracks and saving the intention
of multiple notes which reduces the effectiveness in terms of usage. Another format
that overcomes this difficulty is the piano roll which comes from the automatic piano
that uses a perforated roll of papers.

4.2 LSTM Topologies

Several LSTM implementation topologies are shown in Fig. 3. These topologies
include DLSTM, LSTMP, and DLSTMP.

Various deep LSTM recurrent neural networks (RNN) are shown in Fig. 3. These
deep LSTM topologies which vary in depth have already been used for audio
processing tasks in speech modeling [22, 23]. These deep LSTMS are constructed by
stacking LSTM RNNs and thus increasing the depth further. Thus, the input travels
through the stacked LSTM RNNs and facilitates learning at different times.
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Fig. 3 LSTM architectures [3]

4.3 Workflow

As shown in Fig. 4, the workflow is carried out. The MIDI file is encoded to the
proper format, and the LSTM network is trained with that. The model created is used
to synthesize music. The MIDI file from the dataset is converted into song format
for a more natural way of learning and synthesizing music based on the learned
model. The music file is then encoded into a format suitable for the LSTM network
to recognize the sequence. Here, the music file is converted into a two-dimensional
matrix of samples generated by themusic data. The output of LSTM after few epochs
of training represents the synthesizedmusicwhich is converted to a “wav” or encoded
to “mp3” format to make the output compatible with a conventional audio player.

5 Experiments and Results

5.1 Dataset and Tools

A lot of open-source music files of different genres and instruments are available on
the Internet. These files of different formats are converted to a single format (MIDI)
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Fig. 4 Workflow of music
synthesis MIDI File

Song

Encoding

LSTM

Synthesized 
Music

for creating a database called “training library.” The MIDI music files in a particular
library belong to a particular instrument like piano, drum, violin, etc. Before training
the LSTM network, we have chosen one such training library as we wanted to create
unique LSTM networks for each instrument.

5.2 Simulation Results

The LSTM network is trained with a set of music files collected and compiled as
a separate training library discussed in the previous section. The next step in this
experiment is to train the LSTM network with the music files available in the library
and following the training of the network with a few epochs, the model is stored.
This model is then used to synthesize music files with random initial seed and the
output files obtained are compared with the music files in the training library.

At this moment, quantitative analysis of the synthesized music file is not a major
concern as we focused on an acceptable music file which has good harmony that is
in sync with the training library. We have generated as many as music files available
in the training library. Figure 5 shows some of the best music file synthesized which
is on par with the music available in the library.
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(a) Synthesized music sample-1 

(b) Synthesized music sample-2 

(c) Synthesized music sample-3 

Fig. 5 Music files synthesized by LSTM Network
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6 Conclusion

The LSTM-based model created by supervised training using a set of music files
is discussed in this paper. The created model after training for a few epochs works
satisfactorily based on the music file synthesized by the trained network. Though the
trained network generated an arbitrary note, it is comparable with the existing music
files when analyzed qualitatively. The structure of the LSTM and its topology also
plays a significant role in generating music file. By using the deep LSTM network,
we could generate music files in a short time, but could not predict its efficiency
from the conducted experiment as we focused on generating music on par with the
training library. The synthesizedmusic file is similar in harmonywhen comparedwith
the training library created. Further, we are looking ahead to assess the synthesized
music quantitatively by extracting statistical features and to improve the disconti-
nuity in some music files. Also, the deep LSTM architecture can be optimized and
implemented for this application thereby improving the efficiency of the training.
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Controlling an SSB-SC Amplitude
Modulator Using a Second-Order
Control System

Manisha Bharti, Aditya Joshi, and Tanvika Garg

1 Introduction

1.1 Theory

Second-Order Control System. A system designed such that it can control other
system(s) and device(s) is called a control system. The characteristic equation of the
overall transfer function/gain of a control system decides its order. The degree of the
characteristic equation in a first-order control system is 1, in a second-order system
is 2 and so on. In this paper, we shall be using a second-order control system because
it is one of the most practically feasible control systems and also because it provides
us with a parameter that can further be manipulated in order to obtain the desired
output or, as in this case can influence another system/set of devices (the modulator).
That parameter is the “damping ratio” which changes the amplitude along with the
damped frequency of the time response of the system, which in turn is the message
signal itself, the details of which have been explained in the paper.

SSB Amplitude Modulation. Modulating the amplitude of the carrier wave with
respect to the message signal in such a way that the frequency response of the final
modulated signal contains only a single side band without any carrier wave is called
“SSB Amplitude Modulation” and is carried by an SSB Amplitude Modulator. The
side band involved can either be the lower side band or the upper side band.
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Fig. 1 Frequency response of an LTI system

1.2 Objective

The objective here is to externally operate an SSB amplitude modulator using a
second-order control system. A relationship between the parameters of both the
components needs to be formulated in order to make sure we get the desired output.
A second-order control system can be reduced to a simple block diagram with the
transfer function as the gain. In frequency domain, the input simply gets multiplied
by the transfer function to give the output (Fig. 1).

1.3 Method

A second-order control system has a second-order characteristic equation, and hence,
simple mathematics shows us that the time response of a sinusoidal signal when
passed through an LTI second-order system (which is the transfer function of the
control system in this case) is a steady-state sinusoidal output with a phase angle of
−90 degrees [1–4].

We have,

x(t) = 1√(
1 − μ2

)2 + (2ξμ)2
sin

(
ωt − tan−1 2ξμ(

1 − μ2
)
)

;

ξ ⇒ damping ratio

μ = ω

ωn
;∴ μ ≥ 0

x(t) is also the message signal.
We know that the phase is −90 degrees, so,

tan−1 2ξμ(
1 − μ2

) = −90

⇒ (
1 − μ2

) = 0
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⇒ μ = 1

ω → damped frequency, ωn → natural frequency, ωm → message frequency

ω

ωn
= 1 ⇒ ω = ωn= ωm

x(t) = cos(ωmt)

2ξ
(1)

c(t) = Accos(ωct); sSSB ⇒ Modulated signal

Considering the lower side band

SSSB(t) = 1

4ξ
cos((ωc − ωm)t) (2)

modulation index → m = Am
Ac

[5]

Ampli tudeSSB ∝ 1

ξ
(3)

Block Diagram. The steady-state output obtained and the carrier signal are then
passed through the “Balanced Modulator” for DSB-SC amplitude modulation. The
output from that is then passed through a “Side band Suppression filter” which
removes one of the side bands. The next step which involves the “Mixer” is used if
the obtained SSB signal is to be transmitted and hence raises its frequency to the
value desired for transmission [5] (Fig. 2).

Fig. 2 Entire arrangement of a second-order control system attached to an SSB-SC amplitude
modulator
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Table 1 Mathematical relations obtained

S. No. Parameter Mathematical expression

1 Current (It )
It = Ic

√
1 + ka2

8ξ2

2 Voltage (V t )
Vt = Vc

√
1 + ka2

8ξ2

3 Efficiency (η) η = ka2

ka2+8ξ2

4 Total Power (Pt ) Pt = Pc
(
1 + ka2

8ξ2

)

Ic → Carrier current; Vc → Carrier voltage; Pc → Carrier power

2 Literature Survey

2.1 State of the Art

A design for amplitude modulation using frequency analysis of a second-order
control systemwas proposed in [6], and itsmodulated signal was obtained as follows:

SAM(t) = Accos(ωct) + Acm

2
cos((ωc + ωn)t) + Acm

2
cos((ωc − ωn)t)

m = 1

2ξ Ac
= ka

2ξ

1
Ac

= ka → amplitude sensitivity.
Further, depending on the modulation index and the damping ratio nine possible

cases emerge that highlight the level of manipulation which can be done using the
control system. Using the mathematical relations established above, the current,
power, voltage, and efficiency expressions are derived as follows [6] (Table 1).

3 Controlling the Modulator’s Input–Output and Their
Parameters

3.1 The Message Signal

The message signal is the time response of the second-order control system, so natu-
rally the damped frequency becomes the message frequency. The damped frequency
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on the other hand can be controlled by adjusting the damping ratio of the control
system.

Since

ωm = ω

and

ω = ωn

√
1 − ξ 2

So, increasing the damping ratio will decrease [5] the message frequency and
vice versa. Similarly, the amplitude of the message signal can also be controlled by
adjusting the damping ratio.

From (1) we have,

Amplitudemessage = 1

2ξ

So, increasing the damping ratio will decrease the amplitude of themessage signal
and vice versa.

3.2 Amplitude of the Modulated Signal (Voltage)

The amplitude of the modulated signal is inversely proportional to the damping ratio
of the second-order control system. From (3), we have:

AmplitudeSSB ∝ 1

ξ

The variation in damping ratio can be done in the following three ways in Table
2.

The amplitude of the sinusoidal graph changes with any changes made to the
damping ratio of the control system (Fig. 3).

Table 2 Nature of the system
corresponding to the damping
ratio

S. No. Condition Nature of the system

1 1 > ξ > 0 Under-damped

2 ξ = 1 Critically damped

3 ξ > 1 Over-damped
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Fig. 3 Graph for the modulated signal when the control system is critically damped, obtained using
MATLAB

3.3 Power Dissipated by the Modulated Signal

The mathematical expression for the average power is:

Pavg = Vrms
2

R
(4)

From (2) and (4), we get

PAM−SSB = 1

32ξ 2R
(5)

So, the power dissipated by the modulated signal is inversely proportional to the
square of the damping ratio.

3.4 Current Due to the Modulated Signal

The current relation is as follows:
From (5)

ISSB = 1

4
√
2ξ R
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So, in order to ensure lesser current and prevent the [5, 7–12] devices before the
power amplifier stage from sustaining damage due to overheat (power dissipation in
the form of heat loss) the damping ratio has to be increased.

4 Evaluation

We have compared the design proposed in this paper and the one proposed in [6] on
the basis of parameters like power consumption, SNR, and the level of independence
from modulation parameters.

4.1 SNR

SNR stands for “signal-to-noise ratio”, and it is used to describe the proportion of
actual information [5] signal to undesirable signal also called noise. Mathematically,
it is the ratio of signal power (PS) to noise power (PN ). Since it is a ratio it does not
have any unit, due to having large values it is expressed in decibels by taking log to
the base 10 and then multiplying it by 10.

SNR(dB) = 10log10
PS

PN

The most prominent type of noise present in practical circuits is the “White Gaus-
sian Noise”. The noise is so-called because it contains all spectral frequencies [5]
equally on an average. The average or mean white noise voltage across a conductor is
zero, but the root mean square (RMS) value is finite and can be easily measured. This
voltage is proportional to the resistance of the conductor, its absolute temperature
and the frequency bandwidth. The average white noise [5] power PN in watt is:

PN = KTB

K = 1.38 × 10−23 J/K (Boltzmann’s constant)
T = absolute temperature in kelvin.
B = bandwidth in Hz.
It is apparent from Figs. 4a–c that the proposed method gives a far better SNR in

under-damped systems than AM-DSB.While it is true that the SNR for the proposed
method is lesser than AM-DSB for critically damped and over-damped systems,
the fact that critically damped systems are practically impossible to make and over-
damped systems never reach a steady state has ensured that almost all of the practical
control systems are “Under-damped” in nature (Tables 3, 4 and 5).

This argument proves that the proposed method will offer way better SNR than
AM-DSB in practical circuits.
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a

b

c

Fig. 4 a Graph comparing the SNR of both the methods for ξ < 1. b Graph comparing the SNR
of both the methods for ξ = 1. c Graph comparing the SNR of both the methods for ξ > 1

Table 3 SNR values in ξ < 1

Under-damped system

S. No. Type of modulation SNR (in dB)

AM-DSB AM-SSB

1 Normal modulation 192 199

2 Critical modulation 189 194

3 Over modulation 187 190
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Table 4 SNR values in ξ = 1

Critically damped system

S. No. Type of modulation SNR (in dB)

AM-DSB AM-SSB

1 Normal modulation 188 188

2 Critical modulation 183 182

3 Over modulation 180 176

Table 5 SNR Values in ξ > 1

Over-damped system

S. No. Type of modulation SNR (in dB)

AM-DSB AM-SSB

1 Normal modulation 182 176

2 Critical modulation 177 170

3 Over modulation 175 167

4.2 Power Consumption

As expected, the average power consumption/dissipation was drastically lower in
the proposed method as compared to the method used in [6] for all the 9 possible
cases as mentioned in [6]. Lower power dissipation in turn makes sure that the circuit
elements have a longer life time. Mathematically, the power dissipated in AM-DSB
[6] and AM-SSB is as follows:

From (4)

Pc = Vc−rms
2

R

From [6]

PAM−DSB = Pc

(
1 + ka

2

8ξ 2

)

From (5)

PAM−SSB = 1

32ξ 2R

R = 1�
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Fig. 5 Graph showing the power dissipated in both the methods in one of the practically possible
cases of an under-damped control system

The power dissipation was calculated using these formulas for a unit circuit resis-
tance and in none of the 9 cases did the proposed method dissipate more power than
AM-DSB (Fig. 5).

4.3 Level of Independence from Modulation Parameters

The expressions for the final output signals for both the designs are [6]:

SAM(t) = Accos(ωct) + Acm

2
cos((ωc + ωn)t) + Acm

2
cos((ωc − ωn)t)

SSSB(t) = 1

4ξ
cos((ωc − ωm)t) (6)

It is apparent that the message signal frequency can be externally controlled
(∵ ωm = ω) in both, using the damping ratio and the natural frequency of the control
system but when it comes to deciding the amplitude of the final signal, the method
proposed in [6] falls short, since from its expression we can see that its amplitude is
directly proportional to either the carrier amplitude or themodulation index (depends
on what the variable parameters of the modulation apparatus involved are), whereas
the amplitude in case of the proposed method is completely independent of any
modulation parameters whatsoever.

Hence, it can be said that the level of independence in the proposed method is
higher as compared to AM-DSB, and it can thus be controlled externally with a
comparatively greater ease.
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5 Conclusion

We proposed a control system design that externally controls an SSB amplitude
modulator by directly influencing its parameters and components like the message
signal, the amplitude of the modulating signal, the voltage, power, and current. The
extent to which the components of the modulator depend on its parameters is very
low and the only part of the entire design that the modulator has a little control over
is the carrier signal and indirectly the modulation index. Even though the latter does
not have much significance in case of SSB amplitude modulation, controlling the
carrier is the next important step that we will take and, hence in a way, finalize the
design. We also intend to design a frequency modulator that is externally controlled
by a second-order control system.
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Simultaneous Frequency and SSB
Modulation for Ultrasonic Speakers

Manisha Bharti, Meghav Shukla, Aditya Joshi, and Tanvika Garg

1 Introduction

Most speakers are designed to emit sound as far and wide as they can. But ultrasonic
speakers are designed to function more like a laser beam where sound is focused
at relatively smaller area. The directivity is such that two people standing only a
meter apart would notice different results, one would hear it and the other might not
[1] (see Fig. 1). Those modulated waves become demodulated when they interact
with air [2]. Ultrasonic speakers do a good job of demonstrating the propagation of
sound in air. But all that directivity comes at a price, i.e., the sound quality. At low
frequencies, the sound quality is genuinely bad. On top of that, demodulation of AM
waves results in harmonic distortions. There has not been much research done on
FM as a substitute, even then we know that FM demodulation produces even higher
harmonic distortion than AM. But the sound pressure level that we got in FM is much
better than in AM. So in this paper, we will try to overcome the shortcomings of the
modulation techniques mentioned before by trying to combine them. We would also
like to try the same combined technique with SSB instead of AM.

2 Relation to Prior Work

The current modulation method that we used for ultrasonic methods is AM-DSB [3].
The formula for the envelope of DSB modulated wave is:
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Fig. 1 Demonstration of the directivity of the ultrasonic loudspeaker

EnvDSB
(
tr

) = 1 + μxm
(
tr

)

Here, tr = t − (z/s).
t → time, z → distance b/w ultrasonic speaker and the point of observation.
s → speed of sound, μ → modulation index.
This method can provide better sound pressure level than normal AMmodulation.

But the harmonic distortion is even more evident.
So square root AM was used [4–7] the envelope for which can be given by the

following formula:

EnvSR - AM
(
tr

) = √
1 + μxm(tr )

To reduce the power consumption, even more SSB was proposed.
AM as the modulation method for ultrasonic speaker can be given by [8]:

AMDSB(t) = (C0 + s(t))C(t)

= C0

⎛

⎜
⎝1 +

fhigh∫

flow

μAM
f cos

(
2π f t − φ f

)
d f

⎞

⎟
⎠C(t)

C(t) = C0 cos(2π f0t)
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s(t) =
fhigh∫

flow

S f cos
(
2π f t − φ f

)
d f

where

AMDSB(t) → AM-DSB modulated wave.

C(t) → carrier wave.

s(t) → audible sound wave.

flow → lower frequency limit of the audible sound wave.

fhigh → higher frequency limit of the audible sound wave.

S f → amplitude of the ‘frequency component with frequency f ’ of the audible sound
wave.

φ f → phase of the ‘frequency component with frequency f ’ of the audible sound
wave.

μAM
f → amplitude modulation index of the ‘frequency component with frequency

f ’ of the audible sound wave.
Using FM to modulate the carrier, we get the expression as [8]:

xFM(t) = C0 sin

⎛

⎜
⎝

t∫

0

⎛

⎜
⎝2π f0 + 2π� f

fhigh∫

flow

cos
(
2π f t − φ f

)
d f

⎞

⎟
⎠dt

⎞

⎟
⎠

= C0 sin

⎛

⎜
⎝2π f0t +

fhigh∫

flow

μFM
f sin

(
2π f t − φ f

)
d f

⎞

⎟
⎠

where �f → max. frequency deviation.

μFM
f → frequency modulation index of the ‘frequency component with frequency

f ’ of the audible sound wave.

3 Suggested Modulation Method Combining AM DSB
and FM

Using the findings of various researches who tried to combine AMDSB and FM [8],
we have this envelop function (Figs. 2 and 3)
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Fig. 2 Envelope function of the AM DSB + FM
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Fig. 3 Time versus amplitude of frequency of the signal

d = 1000 cos(2π f t)

xp = μFM
c .(1 − sin(2π f t)). sin(2π fct − d)
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4 Suggested Modulation Method Combining AM SSB
and FM

Here is the suggested method to combine AM SSB and FM.
We have this envelop function:

fSSB = ms cos
(
(2π fct) − μFM cos(2π fmt)

)

fFM = im(ms
∧

.(sin((2π fct) − ms f. cos(2π fmt)))

where

fSSB is the SSB modulated part of the suggested method.

fFM is the FM modulated part of the suggested method.

fm is the message signal frequency.

fc is the carrier signal frequency.

ms is the message signal.

m̂s is the Hilbert transform of the message signal.
Figure 4 shows the envelope function that we get after combining the aforemen-

tioned methods. This method was suggested as a power conserving version of the
last one (i.e., DSB + FM).

Time

Am
pl

itu
de

 

Fig. 4 Envelope function for AM SSB + FM
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5 Evaluation

5.1 SNR

We compared various modulation methods namely AM DSB, FM, AM SSB, AM
DSB + FM, and AM SSB + FM. We used the same message and carrier signals
to keep the comparison fair. We are using SNR as the measurement parameter to
compare the desired levels of signal to levels of the noise. SNR is the ratio of signal
power to the noise power. We are using this as a measure of quality because if
the desired signal has essential data with low tolerance for noise, then even a little
disruption could cause the signal to lose data or at the very least make the task of
demodulation a little more challenging. That is why it is important to have a high
signal-to-noise ratio. A better SNRwouldmean better quality of the signal. The noise
used is white noise because that is the most common type of noise.

SNR = 10s log10
PS

PN

where PS is the power of message signal and PN is the power of noise.

PN = K × T × B

where

K is the Boltzmann’s constant.

T is temperature in Kelvin.

B is the bandwidth in Hz.
Using the above-mentioned formula we get the following data.

5.2 Power Consumption

As we can see in Fig. 5 that the AM DSB + FM has the best SNR, followed by AM
DSB. The suggested method of AM SSB + FM has comparatively low SNR but
when compared to normal SSB we can see a clear increase in SNR value, and this
trend of increase in SNR when coupled with FM is very noticeable as the same thing
happened in DSB.

So we can say that on its own SNR does not tell the whole story, so we are going
to compare their power consumption because the method that gives the best quality
at the least power is the most practical solution.

So here is the power comparison of the aforementioned methods.
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Figure 6 shows even though the SNR of AM DSB + FM was the best, its power
consumption is also the highest. On the other hand, our AM SSB + FM has the least
power consumption. Other thing to notice is the trend of having the same power as
their non-FMcoupled counterparts,AMDSB+FMhas the samepower consumption
as AM DSB and AM SSB + FM has the same power consumption as AM SSB. So
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we can assume that the method of simultaneous AM and FM gives better SNR for
almost no increase in power consumption.

6 Conclusion

Themain objective of this experiment was to find amethod that can give high-quality
sound for an ultrasonic loudspeaker and we wanted to reduce the power consumed
as well. We devised two methods that work by simultaneous AM and FM of a signal.
The twomethods were AMDSB+ FMandAMSSB+ FM.We compared themwith
normal modulation methods such as FM, SSB, and DSB. In the SNR category, the
method that was most effective was AM DSB + FM. But other than that we noticed
a trend that the SNR values of normal AM-DSB and AM-SSB increased when they
were coupled with FM. So even though AM-SSB + FM had comparatively low
value of SNR, it was still an improvement over the normal AM-SSB and the fact that
AM-SSB + FM had the lowest power consumption compels us to say it is a viable
power saving option.
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Opportunities and Challenges in Solar
Photovoltaic-Based Electric Vehicles
Charging Stations: A Step Toward Smart
Cities Development

Mohammad Bilal and M. Rizwan

1 Introduction

A serious threat is encountered by transport sector throughout the world due to
increasing concentration of particulate matter (PM) in the atmosphere. The polluting
agents like carbonmonoxide, nitrogen dioxide, sulfur dioxide, etc., have deteriorating
effects on human health. Keeping in view, the government of countries all over the
world are trying to provide a sustainable and eco-friendly nature of environment.
The combustion engines based on non-renewable sources of energy produce green-
house gases in large quantities which have negative impact on environment. Also,
the optimal location of charging station (CS) is of utmost importance for charging
electric vehicles (EVs) [1]. EVs do not produce any harmful end product. Thus,
there is an increasing demand of EVs in transportation industry. However, the power
required for recharging the batteries of EVs directly from the power grid will create
an additional load, especially during peak hours, i.e., during day time [2]. For the
sake of minimizing the overload on grid network due to charging of EVs, many
alternative solutions have been developed. One of the solutions is to employ solar
PV for charging EVs.

Due to recent developments in the area of PV modules, they are becoming cost-
effective and gained popularity in EV charging application [3]. Application of PV
modules in EV charging has many advantageous such as low maintenance cost and
no fuel wastage. [4]. The PV application for charging EV can be upgraded by new
developments in conversion technologies, battery management system (BMS), and
their installation practices [5]. During day time, EV can be charged directly using
solar power, and this method of charging is popularly known as “charging while
parking” [6]. EVs can be charged conveniently by parking them below the PV-
based parking lot as shown in Fig. 1. This approach of PV-based charging of EVs
proves to be eco-friendly and cost-effective in nature, which is generally employed
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Fig. 1 PV-based parking lot for EV charging [6]

at workplaces, such as near big malls and offices, and parking firms [7]. This method
of overhead PV-based charging system protects EVs from direct sun and rain, which
is common in hot and humid climatic conditions.

Over the past few years, many methods have been proposed related to PV-EV
charging. Themost feasiblemethod is the PV-grid combination to charge EVs. In PV-
EV charging, initially, solar PV is utilized for charging EVs and shifts to grid system
when power from solar PV is unavailable or insufficient. Whereas in standalone
type, charging process is carried out using solar PV only [8]. This approach of
charging EV is predominant in areas where power grid is unavailable. There are
certain modifications for standalone approach, such as the inclusion of fuel cell and
battery bank as power source.

During last few years, many review and research papers have been published on
recent trends and developments in the area of solar PV-based EV charging. In this
paper, techno-economic feasibilities of charging EV using the combination of PV
and grid as well as PV-standalone are discussed and compared with grid only system.

This paper presented the feasibility analysis and some of the important aspects
of different modes of operation of PV-based EVs charging. Several PV-based
approaches for charging EV such as PV-grid charging and PV-standalone are
described in this paper. Furthermore, the inclusion of energy storage unit (ESU)
for storing the energy obtained from solar PV and grid, especially when there are no
EVs required for charging is mentioned which is rarely available in the literature.

2 PV-EV Charging Approaches

Electric vehicle (EV) takes a large amount of current from utility system during
charging, which imposes an extra load on the system [9]. Moreover, if charging of
electric vehicle (EV) is carried out during peak hours, i.e., day time, the EV owner
has to pay a high tariff.
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Renewable energy system (RES) should be used for EV charging for reducing
the overload on grid and to enhance its stability [10]. At present, the most common
charging approaches which involve PV are PV-grid charging and PV-standalone. In
former case, it is possible to charge electric vehicle (EV) even during inadequate
irradiance level by taking power utility grid [11].

It is also more advantageous because the power obtained from solar PV can be
supplied to the grid when EV is not available for charging. While in latter one, i.e.,
PV-standalone is well suited in those areas where the availability of utility grid either
very low or it is quite expensive [12]. Its setup is simpler due to fewer conversion
stages are required.

2.1 PV-Grid Charging

A specific configuration of PV-grid charging mechanism is shown in Fig. 2. It
comprises three major sections (1) DC-DC converter with MPPT capability, (2)
bi-directional inverter, and (3) bi-directional DC charger. For the stabilization of the
voltage of DC bus, the energy storage unit (ESU) has also been recommended. It
also provides compensation for the fluctuating behavior of RES [13]. Regardless
of these advantages, the initial cost, operating cost, and maintenance cost of energy
storage unit (ESU) are high. However, the reduction in initial investment can bemade
using lead-acid battery. Furthermore, for safety issues, BMS is introducedwhich also
maintains the battery life of EV and ESU. All main components are integrated conve-
niently at the DC common bus [14]. The voltage of DC bus is variable in nature,
but typically its value ranges between 200 and 400 V. The DC bus acts as a medium
for signaling, i.e., transfer the signal within the system [15]. A central controller is
introduced which decides the flow of power and activates the converter. It operates
on the basis of some decision-making algorithm. It is mainly designed based on some
objectives, i.e., charging cost minimization, maximizing profit, etc.
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dc-dc converter 
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             AC grid
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=
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Fig. 2 Typical block diagram of PV-grid for EV charging mechanism [14, 15]
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2.1.1 DC-DC Converter with Capability of MPPT

The primary goal of MPPT-based DC-DC converter is to take out large amount
of power from the PV panel. Usually, this converter is operated either in boost or
buck-boost mode. In Fig. 3, the working of MPPT has been described. At a specific
sampling cycle, sensors are employed for sensing the voltage and current obtained
from the solar panel [16]. Magnitude of both voltage and current is injected into
MPPT which determines MPP. Once determined, it generates the reference value of
current, i.e., I*PV.

I*PV and voltage V *
PV. These values should be comparable to the DC-DC converter.

After this,measured value of power is comparedwithMPPvalue. If there ismismatch
between the two values, duty cycle is adjusted to decrease the difference. PI controller
or hysteresis controller are used for adjustment process. When the two power values,
i.e., measured power and reference power becomes equal, the array will deliver the
maximum power.

2.1.2 DC-AC Bi-Directional Inverter

The bi-directional DC-AC inverter operates in the entire four portions of
current/voltage regime [17]. Therefore, it either work as an inverter, i.e., DC bus
power is injected into the grid or as a rectifier, i.e., power can be taken out from the
grid for the charging of DC bus. It acts as boost converter in rectification mode and
as buck converter in inversion mode. Moreover, it must operate at controllable power
factor during inversion process.
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2.1.3 Bi-directional DC-DC Charger

The DC charger is employed for controlling the current and voltage to a level such
that it matches with EV which is being charged. It needs to be directional, i.e., power
flows in both directions for full power control. In discharging, it acts as a boost
converter, while in charging, it acts as a buck converter. It can be assumed as current
controlled source which supplies current to the battery, estimated by the variation
between the battery voltage and set reference value.

2.1.4 Charging Operation

Initially, when EV connected with the grid battery has a state of charge (SOC) lesser
than 100%. In PV-grid network without incorporating ESU, vehicle to grid (V2G),
and vehicle to vehicle (V2V) operations, the charging process sequence is as stated
[11].

Case 1: If power supplied by solar PV is higher than what EV requires, than in
this case additional power is generally provided to the grid and grid energy does not
play any role in EV charging.

Case 2: In this case, charging of EV takes place only due to the grid power because
of unavailability of PV power either due to bad climatic condition or during night
hours.

Case 3: In this case, EV is initially charged by PVpower. But due to low irradiance,
the remaining charging is carried out by grid power.

Case 4: If there is no requirement of charging EV, power delivered by solar PV is
injected into the utility grid directly; providing financial benefit to the owner.

Mode 1: EV connected to PV only
If power delivered by solar PV is enough for charging EV, then EV charging is
done completely by solar PV. Schematics of charger and converter used for charging
process are shown in Fig. 4a [18]. System is connected partially to the grid in this
particular mode and alone PV perform the charging activity. The charger is employed
for regulating the DC voltage so that it matches with the EV.

Mode 2: EV connected to grid only
On the other hand, if PV is not capable of providing power to EV, the EV charging
takes place using grid power only. Bi-directional inverter is used to convert AC grid
power to DC and the obtained DC voltage is conditioned using charger as shown in
Fig. 4b [18].

Mode 3: PV and grid-based charging of EV
In certain special cases, where PV generated power is not enough to charge vehicle
than grid connected PV could be utilized. Schematic for grid connected PV is as
shown in Fig. 4c [18]. The quantity of power output delivered by solar PV decides
the energy to be taken from grid. The remaining energy is provided by the grid.
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Because of irregular irradiance condition, the power taken from the solar PV must
be continuously monitored and accordingly make some adjustment for taking grid
power for maintaining the EV charging profile.

Mode 4: Grid inversion mode
In this mode, there is no EV need to be recharged and solar PV is continuously
producing power, all the power will be supplied to the grid by means of DC-DC
converter and bi-directional inverter as shown in Fig. 4d [18].

Mode 5: Vehicle to grid (V2G) mode
In this mode of operation [19], power flow takes place from vehicle to grid. The tariff
is high during some specific hours of a day. Thus, additional energy stored in EV
parked in a lot is fed to the grid. Such type of charging is performed via bi-directional
inverter and bi-directional DC-DC charger as illustrated in Fig. 4e.

Mode 6: Vehicle to Vehicle (V2V) mode
Thismode dealswith the flowof power/energy between the two vehicles as illustrated
in Fig. 4f [19]. In some hours of the day, energy is transferred from the EV which
has surplus energy to the vehicle which is assumed to depart from the parking lot
earlier or does not have enough SOC. This process also affects the life of battery.
That is why it is practically uncommon in practice.

Mode 7: Power transfer from PV to ESU
In some cases, when no EV need to be charged either due to unavailability of EV or
they are fully charged then ESU are employed to store the power taken form solar
PV to meet the future requirement. This charging mode minimizes the dependence
on grid because energy stored in ESU will be utilized.

Mode 8: Power transfer from grid to ESU
When grid is lightly loaded and electricity prices are low, i.e., night time and there
is a need to charge ESU, then energy can be transferred from grid to ESU in order to
maintain its charging profile as shown in Fig. 4h [18]. This mode has the advantage
of low grid tariff to be utilized for CS benefit.

Mode 9: Power transfer from PV and ESU to EV
PV power and ESU are combined to charge EV as shown in Fig. 4i [18]. This mode
becomes active when PV power is insufficient to charge EV and ESU has enough
SOC. This operation mode reduces the burden on grid for EV charging.

2.2 PV-Standalone Charging

In PV-standalone, charging of EV takes place completely by solar PV without
involving grid as illustrated in Fig. 5 [20]. This approach of EV charging is more
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reliable as the less power conversion steps are required. The PV modules should be
sized such that the charging demand of specified number of EVs must be met. Due
to the fluctuations in irradiance level, this method is unpopular in comparison with
former charging approach.

Two charging approaches are existed on PV-standalone system (a) EV are directly
connected to PV as illustrated in Fig. 5a, (b) EV and PV are connected via inter-
mediate ESU, i.e., battery bank as shown in Fig. 5b, c [21]. In addition to this,
there are various methods which involve hybrid solution. However, the limitation
of direct charging of EV is inadequate and fluctuating nature of solar power. While
ESU stores extra energy and to be used during the non-availability of PV power [22].
Also, ESU flatten the sudden changes in output power form solar PV [22]. The EV
charger controller has a significant effect on this process. DC-DC converter has the
capability of tracking MPP. It is employed for regulating the PV voltage in a way
such that the charging current must be an optimized value.

3 Future Research Directions

The higher the penetration of EVs on the electric grid, the more complicated would
be the grid integration of solar PV alongside with charger. It is expected that a proper
and robust battery management system will be needed for managing the charging
system for charging considerable number of EVs at the same instant of time. Themain
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problemariseswhen several electric vehicles are plugged into the grid simultaneously
which causes grid interruptions.

These are some research topics that need to be explored in the area of solar
PV-based charging stations.

• Onemore research area includes the improvement in control strategy for charging,
i.e., the optimized EV charging on the basis of availability of power obtained from
solar PV.

• For ensuring life span of EV batteries, the charging patterns using BMS must be
maintained.

• The incorporation of PV power prediction model and grid energy on the basis of
tariff structures is one of the worth research area needs to be examined.

• Apart from solar PV, there are various options are available for the integration of
renewable sources. There would be an interesting opportunity to integrate such
as fuel cell, wind turbines, supercapacitors with PV-EV charging in a smart grid
network.

• Through the enhancement of the BMS the life span of the battery can be increased.
• The V2V and V2G are the future research areas even if feasibilities are uncertain.

4 Conclusion

This paper highlights about the technology, performance, and current scenario of PV-
EV charging systems. The paper presents several PV-based approaches for charging
EV such as PV-grid charging and PV-standalone. PV-standalone type might not be
financially viable due to some technical limitations and limited battery capacity.
Furthermore, the variability of solar energy due to intermittent nature and energy
demand could not be met. The trend of the cost for solar PV is declining which
would be the catalyst for the growth of PV-based electric vehicles (EV). Moreover,
the proposed approach is eco-friendly and cost-effective as well in the long term. In
addition, the proposed system would provide an effective, reliable, and sustainable
gridmanagementwhich is an important aspect formaking any technology sustainable
in nature. Finally, the paper offers a number of recommendations and suggests future
studies need to be explored in this domain.

References

1. Bilal M, RizwanM (2020) Electric vehicles in a smart grid: a comprehensive survey on optimal
location of charging station. IET Smart Grid 3(3):267–279

2. Kelman C (2010) Supporting increasing renewable energy penetration in Australia the poten-
tial contribution of electric vehicles. In: Proceedings of 20th Australasian universities power
engineering conference (AUPEC), pp 1–6

3. Barker PP, Bing JM (2005) Advances in solar photovoltaic technology: an applications
perspective. Proc Power Eng Soc Gen Meet 2:1955–1960



516 M. Bilal and M. Rizwan

4. Kadar P, Varga A (2013) Photovoltaic EV charge station. In: Proceedings of IEEE 11th
international symposium on applied machine intelligence and informatics (SAMI), pp 57–60

5. Branker K, Pathak MJM, Pearce JM (2011) A review of solar photovoltaic levelized cost of
electricity. Renew Sustain Energy Rev 15:4470–4482

6. VanRoy J, Leemput N, Geth F, Salenbien R, Buscher J, Driesen J (2013) Apartment building
electricity system impact of operational electric vehicle charging strategies. IEEETrans Sustain
Energy 5:264–272

7. Gamboa G, Hamilton C, Kerley R, Elmes S, Arias A, Shen J (2011) Control strategy of a
multi-port, grid connected, direct-DC PV charging station for plug-in electric vehicles. In:
Proceedings of IEEE energy conversion congress and exposition (ECCE), pp 1173–1177

8. Chiang SJ, Hsin-Jang S, Ming-Chieh C (2009) Modeling and Control of PV charger system
with SEPIC converter. IEEE Trans Ind Electron 56:4344–4353

9. GalusMD,AnderssonG (2008) Demandmanagement of grid connected plug-in hybrid electric
vehicles (PHEV). In: Proceedings of IEEE energy 2030 conference, Energy, pp 1–8

10. Hawaii (2012)Natural energy institute school of ocean and earth science and technology univer-
sity of Hawaii, Organization UoHiER. Statewide and electricity-sector models for economic
assessments of Hawaii clean energy policies. Hawaii distributed energy resource technologies
for energy security, Award No DE-FC26-06NT42847

11. PreethamG, ShireenW (2012) Photovoltaic charging station for plug-in hybrid electric vehicles
in a smart grid environment. In: Proceedings of IEEE PES innovative smart grid technologies
(ISGT), pp 1–8

12. Tong SJ, Same A, Kootstra MA, Park JW (2013) Off-grid photovoltaic vehicle charge using
second life lithium batteries: an experimental and numerical investigation. Appl Energy
104:740–750

13. IbrahimH, IlincaA, Perron J (2008) Energy storage systems—characteristics and comparisons.
Renew Sustain Energy Rev 12(5):1221–1250

14. Traube J, Fenglong L, Maksimovic D (2012) Electric vehicle DC charger integrated within a
photovoltaic power system. In: Twenty-seventh annual applied power electronics conference
and exposition (APEC). IEEE, pp 352–358. https://doi.org/10.1109/apec.2012.6165843

15. Traube J (2013)Mitigation of solar irradiance intermittency in photovoltaic power systemswith
integrated electric-vehicle charging functionality. IEEETransPowerElectron28(6):3058–3067

16. Salam Z, Ahmed J, Merugu BS (2013) The application of soft computing methods for MPPT
of PV system: a technological and status review. Appl Energy 107:135–148

17. WuTF,HsiehH-C (2013)Digital control for a three-phase transformer less bi-directional photo-
voltaic inverter with wide inductance variation. In: Proceedings of future energy electronics
conference (IFEEC), pp 658–662

18. Goli P, Shireen W (2014) PV powered smart charging station for PHEVs. Renew Energy
66:280–287

19. Ma T, Mohammed O (2014) Optimal charging of plug-in electric vehicles for a car park
infrastructure. IEEE Trans Ind Appl 50(4):2323–2330

20. Abu-jasser AA (2010) Stand-alone photovoltaic system, case study: a residence in Gaza. J
Appl Sci Environ Sanit 5(1):81–91

21. Sharaf AM, Sahin ME (2011) A novel photovoltaic PV powered battery charging scheme for
electric vehicles. In: 2011 International conference on energy, automation, and signal (ICEAS)

22. Mossoba J, KromerM, Faill P, Katz S, Borowy B, Nichols S (2012) Analysis of solar irradiance
intermittencymitigation using constant DC voltage PV and EV battery storage. In: Proceedings
of IEEE transportation electrification conference and expo (ITEC), pp 1–6

https://doi.org/10.1109/apec.2012.6165843


Role of IoT in Industry 4.0

Ankita Sharma , Vibha Burman , and Shipra Aggarwal

1 Introduction

The smart processing arrangement has immense potential to create highly produc-
tive, as well as established companies among the various commands of scale supe-
rior potential in manufacturing, financial system and civilization. For proposing
cyberspaces, as of their intense, complicated, it requires en route to employ distant
additional all-purpose modeling approach than individuals broadly used so to facil-
itate utilize influential, smart processing arrangements scheduled set of connections
workstation support taking place on cellular spatial arrangements [1].

Real-time monitoring is supervising the outside gadgetry and transmits real-time
images and examines the values for forecasting and diagnosis. The remotemonitoring
system is an efficacious medium for inspecting, conveying, governing and taking
responses of the remote last judgment. It is a point to point utilization of computer
software, advanced communication, electronics, instrumentation and many more
disciplines. Smart plants in Industry 4.0 that localized management, production and
manufacturing are done across the wireless networking. Under smart factories, the
modules like RFIDs are used as an intelligent barcode to accumulate all the data and
gather synchronized data with complete factory [2].

Technology plays a versatile influence on an accustomed industry. With the inte-
gration of Internet with various devices and gadgets, the solution becomes very
simplified to our day-to-day problems. IoT technology provides new innovative ideas
and growth to enhance the living standards of life. With the involvement of IoTs in
the work environment and coming wireless technologies provides help in monitoring
and controlling the gadgets remotely [3].

Industrial Internet of things (IIoT) specifies the IoT crosswise various manufac-
turing companies, namely logistic services, shipping, power utilization, chemical,
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navigation and further industrial regions. It is generally utilized in the Industry 4.0
area. Industry 4.0 focuses on the latest industrial revolution with focusing on mecha-
nization, modernization, information, cyberphysical systems, procedures and human
[4].

The changeover in the direction of current fresh certainty of the digital engi-
neering is on the top move back and forth every part of the globe [5]. The execution
of Industry 4.0 using IoT is on the edge to turn out to be the subsequently giant
craze within the IT sector. Nevertheless, the exercises of IoT technology necessi-
tate a cooperative attempt [6]. The profit and amenity offered through the IoT are
innumerable. The employment of intelligent sensors within an isolated and tricky
environment wherever aforesaid apparatuses are cooperating further effortlessly [7].
The domains of accomplishment of IoT support lying on existing tools in progress
all over the globe are intelligent metropolitan, manufacturing, shipping, agriculture,
health care, intelligent energy, intelligent home, wearable gadgets and appliances
[8].

This survey provides the following objectives, specifically,

• Anatomy of diverse research sectors of non-identical scientific communities
where research still has to overlook.

• Explore the entitled technical knowledge and exhibits notable gain of this criterion
in usual day-to-day life.

• Administers the research workers with the representation of the varied perception
of IoTs criterion defined varies scientific communities.

• Exchange of data signals and connecting machines and their product.
• Exchange of data signals interconnecting machines entangled in the operations

of productions.
• Exchange of data signals integrated with machines and the outside world for

interacting with the production system.

2 Literature Review

The process of industrialization started toward the end of the eighteenth century.
Transformation about Industry 4.0 as follows [9] is shown below in Fig. 1.

Fig. 1 Levels of industrial revolutions
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• Industry 1.0. TheFirst Industrial Revolution is converted of hydropower and steam
power to mechanization. The usage of liquid and vapor power engine is required
for automation of manufacturing industry.

• Industry 2.0. The Second Industrial Revolution considers automated technical-
ities in production that absorbs electric energy (i.e., mass production). Mass
manufacture through electrically powered.

• Industry 3.0. The Third Industrial Revolution simulates the involvement of intel-
ligent systems, namely, industrial robotics [1]. The electronic signal changes
acquired from the Digital Acquisition System connect Electronics and IT sector
for additionally mechanizing the manufacturing process.

• Industry 4.0. The arrangement of industry, automation, digitization and IoT is
named as a 4th revolution in the industry. Industry 4.0 choose the accomplishment
of interconnect smart as well as controlled structures of procedures in addition to
arrangements. Industry 4.0 integrates a number of technologies; namely, machine
learning, big data, cloud computing and IoT. It also includes industrial wireless
networks, augmented reality and cybersecurity.

For smart plants under Industry 4.0, new IoT-based technologies and market
demands are switching manufacturing industries to smart industries. The basic
concept of an IoT arrangement is an embedded system where physical items are
mergedwith the electronic gadgets and at the end they are interfacedwith the Internet
[10]. The IoT framework grants network between the various systems (namely, indi-
vidual beings, locomotive robots, wireless sensors, etc.), with distinct but practical
communication protocol and generate a progressivemultimodal network. The frame-
work consists of systems termed as “things” and has the expertise to identify and
explore in system, build, equip to pass on data to IoT. The “things” are categorized,
namely, people, machinery and information.

The IoT has diverse applications irrespective of their field of the work. The
main applications of the IoT are in the automation industry, software development
and logistic control. These fields are being reviewed and the main contributions in
their field of work are listed in the paragraphs to appear. The hardware components
acquired in the various fields are also discussed.

2.1 Autonomous Field Applications

In autonomous applications, themajority of fields lies in this section ismanufactured,
autonomous robot, automotive factory, smart factory, re-manufacturing and process-
related re-manufacturing. These applications are tabulated below in Table 1.

In manufacturing applications, there is a vast application of IoT as there is a need
of communication and exchange of information among the various components.
Optimization of various phases of product development can be achieved using IoT.
However, there is the issue of reliability of information exchange among various
sub-systems of the industrial system. In robotics system, security, adaptability and
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Table 1 Autonomous field applications

Authors Applications Limitations Findings

Sadiku et al. [11] Manufacturing Difficult to guarantee
high quality, diverse
data entities and
reliability of the
information recorded
from an industry system

Enormous IIoT market
consists of large
connected industrial
systems and
communicate with
each other

Stăncioiu [5] Automotive
industry

Steady increase in
automotive industry

Digital factory Optimization of each
and every segment
inside the product life
cycle

Vaidya et al. [12] Autonomous robot Perform autonomous
production with
security, elasticity,
adaptability and
collaboratively

Rholam et al. [13] Smart factory The IWN signals cannot
supply sufficient
bandwidth for intense
connection and huge
amount of information,
but it is greater to the
wired network in an
industry [14]

The real-time
dynamics applied to
industry are data
analytics

Kerin and Pham [15] Re-manufacturing Additive
manufacturing for
renovate and
replacement

Process-related
re-manufacturing

Maintenance
Real-time monitoring
Core supply

collaborative development can be achieved. In smart factories, there are issues with
secure transmission of huge amounts of data over the network.

2.2 Applications in Software Industries

IoT possesses its wide range applications in the domains of core software domains.
These provide higher standards of security, remote monitoring data and performing
analyses of data values specified. These are illustrated under Table 2.

These applications include data mining, big data analytics, cloud, cyberphysical
system (CPS) research for cloud computing, fog computing, fog-enabled industrial
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Table 2 Applications in software field

Authors Applications Limitations Findings

Kerin and Pham [15] Data carrying
devices (DCD)

Sustainable monitoring
and allocation of
resources

Equipment-based
(Web-based, virtual
re-manufacturing)

Technology
Techniques
Algorithms

Tang et al. [16] Data mining Early prediction of
Bayesian reliability

Thames and Schaefer
[17]

Software distinct
cloud development

Software distinct
systems software
representation cloud
industrialized designs

Kim [18] Cyberphysical
system (CPS) for
cloud computing

With increased
connectivity,
cybersafety threats
have increased
significantly

Integrated
communication along
set of connections
Organizing
administration and
safety of CPS

Kim [18], Aazam et al.
[19]

Big data analytics The big data is not
appropriate for offline
process resolution

Integrated big data with
4.0, quantity and
assortment of
information

Kim [18], Cheng et al.
[20], Aazam et al. [19]

Cybersecurity and
cyberphysical
system (CPS)

Physical objects are
added to raise flexible
mechanization and
improving integrated
industrialized systems

A secured system of
calculation,
communication and
control systems
(cyberspace)

Aazam et al. [19] Cloud A reviving is achieved
to integrate dissimilar
information for
superior data analytics
[21]

“Digital production”
concept provides
technical strength for
the interfacing and
communication

Trappey et al. [22] Fog computing Decreased effective
comparison and
control representation
need to designed as a
self-contained system
[14]

Localized WSNs,
controlling and
managing CPS, virtual
sensing and sensor
networking and Web of
things for the industry

Fog-enabled
industrial IoT

Mining, smart grid
power plant,
transportation, waste
management industry,
food industry and
agriculture
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IoT, data carrying devices, software distinct cloud development and cybersecurity
and CPS.

2.3 Core IoT and Logistics Field Applications

This section identifies the scope of IoT in their core technical areas as well as their
applications in the field of logistics and listed underTable 3. The logistics applications
stated are transportation and smart logistic service, whereas, the core, it technical
areas stated are technical standard for IoT, lack of open IoT middleware, Industry
4.0 and smart industrialization and Industrial IoT.

2.4 Microcontrollers Involved in IoT Applications

The IoT incorporatesmany hardware controllers for different projects. Therefore, the
hardware controllers are listed below in Table 4. A microcontroller can be fixed as
the computer attached on a single integrated circuit consisting of computer storage,
a CPU and input/output peripherals that can be programmed. They are specifically
designed for applications of embedded varieties. The various microcontrollers are
utilized by different researchers, according to their requirements. Mostly consumed
microcontrollers families are Arduino and Raspberry Pi due to their flexible working
and easy human-friendly architecture.

PIC microcontroller family is suitable for the cost-sensitive and consumer appli-
cations [8]. Arduino microcontroller family is suitable for cost-effective, easily
programmed and less complex configuration applications. The Raspberry Pi micro-
controller is utilized with employing camera interfacing, visual navigation and are
expensive in comparison with aforesaid microcontrollers.

3 Limitations

There are various advantages of IoT include the integration of distributed data
anywhere which results in saving time. However, there are certain limitations in
the execution of Industry 4.0 in the existing production industries is the investment
issues. Investment issue is a quite universal matter for mainly of fresh technology
and reliable lead in industrialization. The important asset is needed for executing
Industry 4.0 be an SME primary. The executions of support of industry 4.0 need a
vast quantity of investment in an industry [13].
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Table 3 Core IoT and logistics field applications

Authors Applications Limitations Findings

Sadiku et al. [11] Transportation Require compatible
and smart
transmission division
that reforms
manufacturing path
[14].

Second-largest IIoT
market. Combined
enormous information
to validate operations

Rholam et al. [13] IIoT Wireless sensor
network (WSN),
cyberphysical systems
(CPS)

Thames and Schaefer
[17]

Industry 4.0 and smart
industrialization

The system requires
self-sufficiency as a
major aspect of the
enclosed arrangement
[14]

IIoT, cloud-based
development, public
manufactured good
and improving

Trappey et al. [22] Smart logistic service Logistic service
solutions
The outlook structure
empowers elegant
logistics
Patent study

Salazar et al. [23] Technical standard for
IoT

Distributivity,
interoperability,
scalability
Low-consumption
model, security

ITU, ISO, IEC

Lack of open IoT
middleware

Real-time information
and applications,
collection and analysis

Nayyar et al. [24] Military,
entertainment,
medical, home
automation,
manufacturing and
systems maintenance

Hardware and
application layer,
Internet
connectivity/IoT
protocols, robotic
platform support, big
data services, IoT
business cloud
services and robotics
transportation

4 Conclusions

Industry 4.0 obtains the research to interconnect among the data mining and decision
maintain systems to prepare the product planning software much proficiently with
clarity in information to compose of additional segments of the supply chain and
phases in a product’s life cycle. IoT in Industry 4.0 possess a lot of IoT frameworks
and are equipped with core IoT technologies.
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Table 4 Diverse IoT controllers utilized

Microcontrollers Authors

ATMEGA-16/32/328/2560/89C51 Singh et al., Sundaram et al., Rajwade and Gawali, Badre
et al., Sarkar et al., Vishaal et al., Joge and Nagtode,
Nedumaran et al. [25–31], Shukla and Shimi [32],
Gonzalez et al. [33]

P PIC-16/18F Gidansky and Sudano, Vaussard et al. [34, 35], Rathod
et al., Ilyas et al. [36, 37], Patil and Iyer [38]

ARM 7 Sunitha and Pratyusha, Karthi et al., Pawar and Deosarkar,
Zouka, Kadam et al., Patil and Iyer, Fan et al., Evangelin
and Lenin [38–45]

Arduino-UNO/Mega/Nano Badre et al. [27], Nedumaran et al., Ong and Azir [31, 46],
Pawar and Deosarkar, Zouka, Kadam et al., Patil and Iyer
[38, 41–43], Dey et al., Singh et al., Pol and Murugan,
Rashid et al., Sivasankari et al., Vippalapalli et al., Suresh,
Kanade et al., Raj and Srivani, Memon et al., Mittal et al.,
Gondalia et al., Bhingare et al., Garud et al., Nasiri et al.,
Dutt et al., Mohalkar et al., Archana and Suma, Ali et al.
[47–65], Sarathkumar et al., Abdullahi et al., Parmar et al.,
Das et al., Indra and Yang [66–70], Gonzalez et al. [33]

Raspberry Pi Sundaram et al. [25], Pawar and Deosarkar [41], Raj and
Srivani [55], Das et al. [69], Hassan et al., Shaikh and
Chitre, Garprabhu and Gopalan, Pardeshi et al., Soppimath
et al., Kamble and Bhutad, Kavitha and Niranjana, Jansi
and Amutha, Gayathri et al. [71–79], Al-Kuwari et al. [80]

NodeMCU Ong and Azir [46], Khan et al., Al-Kuwari et al., Bakar
et al., Jayaraman et al. [80–83]

AT89C51 Vishaal et al. [29], Deepika et al., Shukla and Shimi [32, 84]

Beagle Bone Black Kadam et al. [85]

Intel Galileo Generation 2 Kodali et al. [86]

CC3200 Gonzalez et al. [33]

With the help of IIoT, real-time data is available for tracking both the products
and slowdown together in the industry. By integrating sensor, devices and embedded
system, awhole newmodel or an existingmodel of the organization can be improved.
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5. Stăncioiu A (2017) The fourth industrial revolution Industry 4.0. Fiabilitate Şi Durabilitate
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Three-Level Modified Capacitor-Assisted
Extended Boost Z-Source Multilevel
Inverter for Photovoltaic Applications

S. Nagaraja Rao , B. M. Kiran Kumar , and Swathy Nair

1 Introduction

The potential of worldwide installed solar PV is increasing rapidly. This is due in
large part to the depletion of fossil fuels, low capital cost, free and clean energy, and
technology advancement [1–4]. The energy generated from solar photovoltaic is in
the form of DC and can be used for both on-grid and off-grid applications such as
lightings and load requirement by household applications. In most of the cases, the
energy generated from solar PV is integrated to grid with the help of various power
electronics converters [5–7]. As the solar photovoltaic output is irregular in nature,
it turns into the challenging task of integrating solar PV into the utility grid network
[8]. In order to integrate the solar PV with grid/load, various power converters with
their advantages and disadvantages have been studied in the literature [8–11].

Among all available power converters, Z-source or impedance source inverters
are gaining importance day by day and are also considered to be the most prominent
converter in power electronic forDC-to-ACconversion. Z-source inverters eliminates
the DC-DC conversion stage, which makes it a single/one-stage converter, and does
buck and boost task in single-stage conversion. Furthermore, for all kinds of power
conversion, such as AC-DC, AC-AC, and DC-DC, the idea of Z-source inverter can
be applied. Z-source inverters provide a proficient way to convert power between
DC source and load. Z-source inverters are reliable, less cost, reduced volume due
to lesser use of switches [12]. A typical Z-source inverter is defined as a two-port
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b TPTL-NPC-based MCAEB ZSI (single-stage converter)

network containing of pairs of cross-connected inductors and capacitors [12, 13].
These inverters are introduced to overcome the drawbacks associated with voltage-
fed and current-fed inverters, which are used as the most common power electronic
converters [13–15]. The voltage-fed inverters output is often smaller than the voltage
from the input. An extra boost converter is therefore needed to get the anticipated
output voltage, which results in a two-stage conversion of higher cost and lower
efficiency. Also, dual switches of the similar leg in voltage-fed inverters can never be
switched on simultaneously, that leads to a leg short circuit and damages the inverter
[16]. Likewise, the output of the current-fed inverters is always higher compared
with input voltage. It therefore needs an added buck converter to get the voltage of
the desired output. This further makes the converter bulky, costly, and less efficient.
The conventional two-stage multilevel inverter and ZSMLIs are depicted in Fig. 1a,
b, respectively. The Z-source inverter takes advantage of ST condition by switching
on the top and bottom leg switches to raise the input voltage. Therefore, Z-source
inverter will increase the voltage available for the DC bus to the desired output
voltage.

Various switching designs are implemented to exploit the Z-source network prop-
erty and are modulated with various control methods to meet particular applica-
tion specifications. Possible switch configurations have been discussed, ranging
from basic switch configurations to multifaceted regulated multilevel and matrix
configurations [15, 16].

This paper presents the performance analysis ofTPTL-NPC inverterwithMCAEB
Z-source network for photovoltaic applications.

2 ZSMLI

ZSMLIs are more efficient to overpower current and voltage ripples since the
impedance network does the function of a second-order filter. It has smaller induc-
tance and capacitance requirement when compared to an inverter interfaced with
a conventional boost converter. The circuit also provides buck–boost action. These
types of inverters are a better choice for renewable energy integration. In this paper,
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performance analysis of a TPTL-NPCwith MCAEB Z-source network is carried out
and compared with a conventional TPTL-NPC with Z-source network.

2.1 Three-Phase Three-Level Neutral Point Clamped ZSMLI

A conventional TPTL-NPC with Z-source network is shown in Fig. 2 [15]. This
topology has two cascaded Z-source networks named as upper and lower Z-
network that interfaces the PV voltage Vdc with the TPTL-NPC inverter. A NPC
multilevel inverter topology with ‘m’ levels possesses 6(m − 1) power switches,
3(m − 1)(m − 2) diodes, and (m − 1) DC bus capacitors. The configuration splits
the input DC voltage to three levels with the help of cascaded networks. Based on
the clamping of diodes, output voltage levels of VPV 1 and VPV 2 are obtained. The
capacitor voltage (VC) and output voltage (VO) of this topology are given by:

VC = 1− k

1− 2k
Vdc (1)

Vo = Vdc

1− 2k
(2)

Fig. 2 TPTL-NPC inverter with conventional Z-source network
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where Vdc is the total input voltage (VPV 1+VPV 2) and k is the ST ratio of the inverter.
The boost factor of the topology is given by, B = 1

1−2k . The boost factor of Z-source
inverter can be increased by various topologies of Z-source networks [16].

3 Suggested TPTL-NPC Inverter with MCAEB Z-Source
Network

The proposedTPTL-NPC inverterwithMCAEBZ-source network is shown in Fig. 3.
Like any general ZSI, this network also has two stages, ST and non-ST [16]. The
topology gives higher voltage gain and reduced capacitor stress in comparison with
the conventional topology discussed in Sect. 2.1. The configuration also provides low
total harmonic distortion (THD) and a lesser amount of electromagnetic interference
(EMI) which makes it a better configuration for PV integration. The network is a
quasi-Z-source network which provides continuous conduction.

3.1 Steady-State Analysis

The MCAEB Z-source network comprises four capacitors, three inductors, and two
diodes. The simplified circuit supplants the inverter circuit with a current source
and parallel switch. In NST state, the switch is open and the diodes, D1 and D2,
are in conductive mode. During this interval, the inductors discharge and capacitors
charge, the corresponding circuit is indicated in Fig. 4a. This interval can be denoted

Fig. 3 TPTL-NPC inverter with MCAEB Z-source network
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Fig. 4 MCAEB Z-source network equivalent circuit for a NST mode and b ST mode

as (1− k)T , where T is time period. During this period, the voltage equations can
be written as: Vdc + vL1 = VC1, VL2 = VC3 = VC2, VL3 = VC4 and VS = VC1 +
VC2 + VC3. During ST period (kT ), the inverter switches act as short circuit and
fuels boost action. The corresponding circuit is indicated in Fig. 4b, the diodes D1

and D2 are in blocking mode, the capacitors discharge and inductor stores energy.
Voltage equations can be written as: VL1 = Vdc + VC3 + VC4, VL2 = VC1 + VC4,
VL3 = VC1 + VC2 and VS = 0. Considering lossless conduction, the mean voltage
over the inductors is zero and can be written as:

(1− k)(VC1 − Vdc) = k(Vdc + VC3 + VC4) (3)

(1− k)(VC2) = k(VC1 + VC4) (4)

(1− k)VC4 = k(VC1 + VC2) (5)

Solving Eqs. 4 and 5, the voltages across the capacitors are obtained as:

VC1 = 1− 2k

1− 3k
Vdc (6)

VC2 = VC3 = VC4 = k

1− 3k
(7)

The output voltage of the capacitance-assisted extended boost Z-source network
is given by:

VS = Vdc

1− 3k
(8)

The increased boost factor of the modified topology, B = 1
1−3k .

The boosted output voltage from the Z-source network is given to the neutral
point clamped three-phase, three-level inverter. The sine reference-basedmodulation
technique used for simple boost control (SBC) is shown in Fig. 5. The modulation
index is given by, M = Aref

Acarrier
where Aref and Acarrier are amplitude of reference and



534 S. Nagaraja Rao et al.

0 0.002 0.004 0.006 0.008 0.01 0.012 0.014 0.016 0.018 0.02

Time (Seconds)

-1

-0.5

0

0.5

1
Am

pli
tud

e (
Vo

lts
)

Ref. 'B' Carrier1

Carrier2

Ref. 'R' Ref. 'Y'

Shoot-through (-ve)

Shoot-through (+ve)

Fig. 5 SBC method-based on sine reference

carrier waves, respectively. The expression of k for the three-level SBC is defined by
the equation:

k = 1− M (9)

The voltage gain of the circuit is given by:

G = MB = M

3M − 2
(10)

The switching sequence of the inverter for single phase is shown in Table 1. Full
ST in a single phase leads to short circuit of the phase which is not preferable. So
during the preferred full ST, the switching of single-phase switches along with other
phase switches is shown in the table.

Table 1 Switching sequence for single phase

S. No. Switches in conduction Diodes in conduction Voltage State

1 SR1, SR2 D1, D2 +Vdc Active

2 SR2, SR3 D1, D2 (or) DR1, DR2 0 Active

3 SR3, SR4 D1, D2 −Vdc Active

4 SR1, SR2, SR3 DR2, D1 0 Upper-ST

5 SR2, SR3, SR4 DR1, D2 0 Lower-ST

6 SR1, SR2, SR3, SB2, SB3,
SB4

DR2, DB1 0 Full-ST (preferred)

7 SR1, SR2, SR3, SR4 – 0 Full-ST (not preferred)
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4 Simulation Results of TPTL-NPC Inverter
with Conventional Z-Source Network and MCAEB
Z-Source Network

The proposed topology in Fig. 2 is simulated using MATLAB/Simulink and the
results are compared with conventional TPTL-NPC ZSI. The chosen simulation
parameters of MCAEB-ZSI and conventional-ZSI are given in Table 2.

The input from PV module into the Z-source network is shown in Fig. 6a. The
line-to-line output wave form for TPTLNPC conventional ZSI for ST ratios 0.1 and
0 is shown in Fig. 6b, c, respectively. For a ST ratio, k = 0.1 the peak output voltage
is enhanced to 103.8 V and for k = 0, the peak output voltage raised up to 82.7 V. The
FFT analysis of the waveform for k = 0.1 is shown in Fig. 6d. For the line-to-line
output voltage without filter, the THD is observed as 39.37%.

Similar analysis for the proposed TPTLMCAEB Z-source inverter shows that the
peak-to-peak, line-to-line output voltages are increased to 118.38 V and 83.2 V for
k = 0.1 and 0, respectively (see Fig. 7a, b). The voltages across the capacitors show
reduced capacitance stress in the proposed topology (see Fig. 7c, d). The inverter gain
of the proposed topology is boosted to 59.19 V and THD without filter is observed
as 39.34 for k = 0.1 (see Fig. 7e, f).

The comparison of theoretical and simulation results for conventional and
proposed topologies for different values of M and k in terms of output voltage,
boost factor, and THD is presented in Table 3.

The boost factor that corresponds to different values ofM and k for proposed and
conventional topologies is tabulated in Table 3. ST ratio, k, is limited to 0.3 because
that is the maximum possible value for proposed topology. The results show that the
boost factor is more for MCAEB ZSI compared to conventional ZSI for any values
of M and k. It is also observed that the difference is more as the values of M and k
increase as exhibited in Fig. 8a, b. The voltage gain of the two topologies for different
values ofM, based on Eq. (10), is plotted and the result is obtained as shown in Fig. 9.

Table 2 Simulation
parameters

Parameters Value/range

Output of PV1/PV2 41.8 V

Switching frequency 5 kHz

L1, L2, L3, and L4 of MCAEB-ZSI
L1, L2 and L3 of conventional-ZSI
C1 and C2 of MCAEB-ZSI and conventional ZSI

2 mH

3600 µF

3600 µF

M 0–1

K (ST-ratio) 0–0.5

Three-phase resistive load 10 �/phase
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Fig. 6 a PV output voltage, line-to-line output voltage of a TPTL conventional ZSI for b k = 0.1,
c k = 0 and d FFT analysis of the output waveform for k = 0.1

5 Conclusion

The performance of proposed TPTL-NPC inverter with MCAEB Z-source network
for PV integration is analyzed and compared with conventional TPTL-NPCZ-source
network. The sine reference SBC modulation technique is used for switching. Anal-
ysis is done for distinct values of ST ratio and modulation index. From the results, it
is apparent that the boost factor and hence the voltage gain of the inverter improved
with MCAEB Z-source network compared to conventional Z-source network. The
proposed topology also has the advantage of reduced capacitance stress. With three
levels, the THD without filter is still not in the acceptable limit and can be further
decreased by higher number of levels. The performance analysis can also be done
for different modulation schemes.
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Fig. 7 Line-to-line output voltage of a TPTL-NPC MCAEB ZSI for a k = 0.1, b k = 0, c voltage
across capacitor C1 for k = 0.1, d voltage across capacitor C2 and C3 for k = 0.1, e inverter gain
output voltage for k = 0.1 and f FFT analysis of the output waveform for k = 0.1
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Fig. 8 Comparison of boost factor for conventional and MCAEB ZSIs for different values of a ST
ratio and b modulation index

Fig. 9 Comparison of
voltage gain for conventional
and MCAEB ZSIs for
different modulation indices
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An Overview on the Topologies
and Control Strategies for Solar
Photovoltaic Emulators

K. R. Jeswanth Kumar, S. Kamatchi Rajeswari, S. Sridharan,
and K. Sundararaman

1 Introduction

The rapid depletion of fossil fuels and the consequent apprehensions on energy
security have sent the governments of the world scurrying towards finding alternate
forms of energy which would be everlasting. This coupled with the concerns on
global warming and pollution have made solar and wind energy systems popular.
The Government of India has planned a stiff target of generating 100 GW of power
through solar energy by 2022. Research and development into the issues connected
with solar energy have also kept pace, and the cost of generation for every unit of
solar energy is now even less than traditional forms of energy.

However, solar energy has its own issues, the major one being intermittency.
Hence, it has to be necessarily used along with other forms of energy or in parallel
with the grid or would need substantial storage options. A researcher intending to
test a new design of an inverter or a battery charger or a new control algorithm would
be handicapped by the fact that the solar power is intermittent and is also highly
fluctuating due to climatic conditions or due to shading of the panels. A photovoltaic
emulator would help to carry out experiments without depending on the solar power
and without bothering about climatic variations. They require much less area than
actual solar panels and the testing cost is substantially less. They are also portable
and programmable and can be incorporated with protection features.

A photovoltaic emulator, as the name suggests, emulates the actual performance
of solar photovoltaic panels in that it is able to produce the same current–voltage
characteristics for a given load and for different climatic conditions as that of the
chosen solar panels. Photovoltaic panels are connected in arrays in series or parallel
or series–parallel or in many other different configurations and the emulator should
be able to show the same output characteristics as that of the array.
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A photovoltaic emulator would be very useful during the design and development
phase for building a stand-alone or a grid-connected inverter system and for trying
out new control algorithms like maximum power tracking. It could also be used to
estimate the amount of energy production during the operational phase.

An ideal emulator should not only be able to closely reproduce the static nonlinear
I-V characteristics of a solar panel array under varying climatic and shading condi-
tions but also have a good transient response and match the dynamic characteristics
of the panel array. Since the emulator may have to work with converters of different
topologies and of different manufacturers, it has to be flexible in terms of compati-
bility. It would do well to have a low power consumption while being cheap, compact
and efficient.

Existing paperswhich review the photovoltaic emulators described in the literature
are given in [1–3]. This paper endeavours to give a general overview to research
scholars andworking professionals whowish to build a PV emulator in the laboratory
for further experimental work. The paper briefly describes the major topologies and
control strategies in the literature that have been used for building PV emulators and
the issues associated with them.

2 Approaches to Emulation

Seo et al. [4] outline clearly the two approaches towards configuring a photovoltaic
emulator with a power electronic converter, as shown in Fig. 1. The climatic condi-
tions in the form of temperature, irradiance and even wind should be obtained as
input parameters. The solar array simulator engine emulates a photovoltaic panel
by generating a suitable reference which takes into account these climatic condi-
tions. This reference drives the power electronic converter to generate the physical
output. The engine could be a microcomputer or a digital signal processor or a field-
programmable gate array (FPGA) or a hardware-in-loop (HIL) system. It could even
be a software in a computer, like LabView. MATLAB has been used very often but
occasionally other softwares like PSIM have also been used [5].

In the first approach, the engine could use a lookup table which is generated offline
through experiments conducted on real PVpanels or onPVmodels.During operation,
the data has to be simply picked up from the tables which could be very fast. However
depending on the number of points stored in the memory, some interpolation may
be required to fetch the specific values and there could be a little loss of accuracy.
Also, the lookup table data is panel specific and has to be regenerated if the panel is
changed.

The second approach uses a PV model like 1D2R or 2D2R, and the reference is
determined in real time from the governing equations of the model. The param-
eters of the model have to be extracted based on the climatic conditions using
iterative methods like Newton–Raphson method or by techniques like evolutionary
computing. Seo et al. [4] suggest an optimisationmethodknownas conjugate gradient
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Fig. 1 Simulator engine and the two approaches for the emulator [4]

that uses the gradient of an error function. The memory requirement is less but calcu-
lations have to be fast.With the three known operating points, namely current at short
circuit, voltage at open circuit and maximum power point, any suitable algorithm
can be used to determine the other points. The reference generated by the controller
is input to a power electronic converter which actually brings about the operating
point in terms of load current and voltage, which should be identical to that of a real
PV array.

3 Photovoltaic Models

To determine the points on the current–voltage (I-V) characteristics of a PV cell at
different temperature and irradiance conditions, a model of the photovoltaic cell is
required. Some of the models often used by researchers are summarised in Figs. 2,
3 and 4. In all the cases, the PV output is modelled with a current source. In the
1D2R model, a diode is in parallel with the current source and additional series and
shunt resistances are represented. In the double diode model, two diodes are placed
in parallel instead of one. Both the above models are known as DCmodels. In the AC
model, a capacitance is inserted in parallel to the diode which becomes important to
study transient conditions [A7]. The 1D2R model is simplest to analyse while the
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Fig. 2 1D2R model

Fig. 3 2D2R model

Fig. 4 AC model of a PV
cell

other two models have more computational overheads, while being more accurate
during variations in irradiances.

The parameters of the model are extracted from datasheets of the PV panels by an
iterative process likeNewton–Raphsonmethod.Once the parameters are extracted for
a set of climatic conditions, the operating points on the I-V curve can be determined
for any load condition. Normally, the climatic conditions that are considered are
only temperature and irradiance. But since wind speed and its direction also have the
effect of influencing the temperature, wind effects have also been considered recently
[6]. Abdelghani and Sethom [7] present an approach to estimate the parameters of a
1D2R model of a PV array. The array could have a series–parallel combination, and
a part of the array could also be partially shaded.

As an alternative to the PVmodel+ converter combination, Park et al. [8] propose
a topology which consists of a PV module in parallel with a power supply and a
resistor Radd in addition, as shown in Fig. 5. The model is claimed to be accurate
near the maximum power point. Zhou andMacaulay [9] use a current source without
the resistor to represent the power supply. The bypass diode of the PV panel which
prevents hotspots during partial shading conditions is incorporated in the model.

Leaving out the knee region, the I-V curve for a PV panel has a region where the
current is more or less constant and a region where the voltage is almost constant as
shown in Fig. 6. Effectively, it behaves as a nonlinear current source. Nousiainen et al.
[10] define the necessary properties for a source to satisfy the emulation requirements
of a photovoltaic generator. PV emulation can broadly be done either by artificial
illumination of a PVpanelwith a light source or by using a power electronic converter
which derives its reference from a controller driven by a PV model.
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Fig. 5 PV panel with a power supply in parallel [8]

Fig. 6 P-V and I-V
characteristics of a solar cell

3.1 PV Panels Illumined by Light Sources

One way to construct an emulator would be to use a light source whose intensity and
spectrum can be varied. This method does not require a reliable model for the PV
panel. For the light source, halogen lampswould be economical but they do notmatch
exactly with the solar spectrum. They also generate a lot of heat. A combination of
LED and halogen bulbs or halogen in combination with Xenon bulbs gives a better
performance.

Buso et al. [11–13] outline the designof photovoltaic emulatorswhere amodulated
light source comprising LED, Xenon or halogen bulbs or a combination thereof is
used to illuminate PV panels and thereby generate the required I-V characteristics.
The light source illuminates the PV module and causes photogeneration. The light
source should match the spectral radiation distribution of the sun for higher accuracy.
To have fast response to load and climatic variations, the bandwidth of the driver
circuit should be large.
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4 Power Electronic Converters

Linear regulators have fast response but are no longer preferred due to their low
efficiencies. The power electronic converter that is most commonly used for gener-
ating the physical output from the reference generated by the controller is the pulse
width modulated buck converter. The output voltage of the photovoltaic panel is the
open-circuit voltage (Voc) of the panel when no load is connected and is zero when
the panel is short-circuited. Hence, the voltage has to vary from 0 to ‘Voc’ and a buck
converter is ideally suited for the application. But other non-isolated converters have
also been used sporadically. A multiplier SEPIC converter with a Dickson charge
pump for a higher gain has been used in [14] along with dSPACE 1104 power-
hardware-in-the-loop (PHIL) controller. A PHIL controller has also been used in
[15]. A boost converter and a buck converter in cascade with a double current mode
controller have been outlined in [16] based on the lookup table principle and uses a
TMS320 DSP.

At operating points close to open-circuit voltage the current is low and the
converter may go into discontinuous mode and voltage may rise. This may call for a
dummy load to be connected in shunt. Similarly at low duty cycles which typically
happen when the operating point is close to short-circuit condition, the current pulses
may be spiky and current limiting resistances may be called for. These resistances
tend to reduce the efficiency. Moreover, a simple buck converter is hard switched
and has more switching losses at higher frequencies besides causing electromagnetic
interference.

Some of these issues could be solved by going for isolated converters, albeit at
higher expense.Wandhare andAgarwal [17] discuss a flyback topology for the power
electronic converter and controlled with a dsPIC microcontroller as shown in Fig. 7.

Fig. 7 Schematic of the flyback converter-based emulator in [17]
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Fig. 8 Half-bridge LLC resonant converter

Due to isolation with a high-frequency transformer and operation at a high switching
frequency, the converter is compact.

Load resonant converters like series or parallel resonant converters can be varied
over the full range by frequency modulation. They have zero voltage switching of
the main switches, and the rectifier diodes are also zero current switched. Hence,
they have lesser switching losses and higher efficiency. The resonant capacitor in
series with the transformer prevents it from getting saturated. The converter could
also have a front-end power factor controller.

Among the isolated resonant converters, LLC resonant converter is the converter of
choice. A series resonant converter has an issuewith no load regulation and parallel or
series–parallel resonant converters have more circulating energy than LLC resonant
converters at low output voltages. D’Cruz and Rajesh [18–21] discuss topologies
with LLC resonant DC-DC converters. A typical schematic of a half-bridge LLC
resonant converter is shown in Fig. 8. However, it may be noted that under changing
climatic conditions, the switching frequency may have to vary widely. Additionally,
because of the transformer such converters may be bulky, heavy and costly.

A PV array in conjunction with a two-stage converter has been emulated together
to study a converter system connected to the grid in [22]. In [23], an additional LCL
filter is introduced at the output of the simulator to minimise current ripples at the
output. A three-phase galvanically isolated DC-DC converter has been used in [24]
with a TMS320 DSP for controller.

5 Control Methodologies

Control of the power electronic converters can be done using analog controllers or
withmicrocontrollers or digital signal processors. The nonlinear I-V characteristic of
a PV panel necessitates a high control bandwidth for stable operation, and if digital
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control is used, it has to be fast-acting. Schofield et al. [25] use an analog controller
but in many other papers, digital control has also been employed. An operational
amplifier-based analog controller which implements an emulator on a logarithmic
approximation of the 1D2R PV model is described in [26]. A linear regulator is
used for the power part. Koran et al. [27] describe a simulator which has the merits
of both analog and digital controllers. The analog extraction strategy for the I-V
characteristics uses a controlled illumination on a PV cell. A digital signal processor
is used for processing the curve information and generating the reference for the
power section which constitutes a three-phase interleaved DC-DC converter which
has a front-end active rectifier.

Gadelovits et al. [28] suggest a method by which an existing power supply can be
modified to obtain the programmable power supply required for the emulator rather
than building a converter from the scratch. This helps to achieve rapid prototyping.
This is done by injecting a variable analog signal into the feedback loop of the existing
power supply. The method is generic and suitable for any AC/DC power supply.

Kapoor et al. [29] suggest an adaptive strategy for control of the PV panel at
different load conditions. The emulator output voltage is changed based on the devi-
ation between the expected and the actual current of the PV module. The controller
gains are changed based on the circuit conditions.

5.1 LabView-Based Implementation

Dolan et al. [30–33] discuss the implementation of a PV emulator using LabView.
The PVpanel parameters are generated through several analyticalmodels. Themodel
of the photovoltaic system is implemented in LabView, and it is interfaced with the
external sensors and converter using a data acquisition system. The climatic condi-
tions are input to the system by suitable input voltages. The details of the PV array
can be suitably parameterised in LabView. Effects of partial shading and some-
times effects of panel degradation are also incorporated. The maximum power point
tracking algorithm is built into the LabView interface. The PV model in LabView
is executed in real time, the dynamic resistance of the panel corresponding to the
operating point in I-V characteristics is tracked and the required reference is output
to the converter for physical realisation. The converter is a buck or boost converter
in combination with a voltage source inverter. A schematic of the emulator in [31]
is shown in Fig. 9, and the front panel of the emulator in [33] is shown in Fig. 10.

5.2 FPGA-Based Implementation

Tornez-Xavier et al. [34–38] discuss implementation of emulators whichmake use of
field-programmable gate arrays (FPGAs). FPGA enables rapid system prototyping,
and due to its high clock frequency, the switching frequency of the converter can be
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Fig. 9 Schematic model of the emulator [31]

Fig. 10 Front panel of the emulator [33]

high enabling a reduction in the size of the converter. In [34], an analog model of the
solar panel is created using the framework of Mentor Graphics. The temperature and
irradiance are fed as inputs, and open-circuit voltage and short-circuit current values
of the PV panels are generated. Using these values, an artificial neural network is
trained in MATLAB and its optimised output is implemented with FPGA. Ickilli
et al. [35] use an Altera Cyclone-III FPGA board, the reference signal from which
drives a buck converter to generate the physical output of the emulator. In [37], the PV
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Fig. 11 Control schematic of emulator in [35]

characteristics aremodelledwith the Xilinx SystemGenerator (XSG) platform based
on FPGA, which has the advantage that the VHDL code is automatically generated
using HDL co-simulation. Jin and Zhang [38] propose a FPGA-based space solar
array simulator in combination with a linear power regulator for fast response. A
control schematic of the emulator in [35] is shown in Fig. 11.

5.3 Dual Mode Controls

Escobar et al. [39] propose a controller which is a combination of a proportional-
derivative voltage mode controller (VMC) and a passivity-based current mode
controller (CMC). By introducing an additional variable, the location of the oper-
ating point is determined, and the appropriate mode of control is chosen with
some hysteresis. A dual-mode control has also been suggested in [40] to avoid the
stability problems in the constant current zone or constant voltage zone. A hysteresis-
based controller based on dsPIC33F is proposed for stable operation. Since the PV
controller normally operates at maximum power point, small disturbances can make
it oscillate between the modes which are avoided by the hysteresis. The hysteresis
controller takes the difference between the actual PV voltage and the voltage at
maximum power point and decides the switch between voltage mode and current
mode vide Fig. 12.

5.4 Other Controls

Sliding mode controllers have been proposed for control of PV emulators in [41–44].
Such controllers show a robust response to parametric variations and to disturbance
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Fig. 12 Schematic of the emulator in [40]

inputs and possess a high control bandwidth. Mahmud et al. [41] use a three-phase
interleaved buck converter for the power section which reduces the ripple current
considerably. Mahmud and Zhao [44] use a differential mode phase current signal
which helps to make the circuit more robust to errors in measurement and makes
use of a current balancing algorithm. A fractional order sliding mode control which
replicates the I-V characteristics of a PV array more robustly has been suggested in
[45].

Cupertino et al. [46] propose a two-stage emulator connected to the grid. A front-
end PWM voltage source rectifier fixes the DC voltage while ensuring a high source
power factor. Grid synchronisation is done using PLL techniques, and space vector
modulation is used for control. The second stage bidirectional DC-DC converter
enables rapid response with stable operation down till no load. It can operate either
in open-circuit control mode during unloaded conditions or in array control mode
where current reference is obtained from I-V characteristics embedded in lookup
tables. The control schematic is shown in Fig. 13.

Fig. 13 A control schematic of emulator in [46]
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A buck converter-based emulator with a front-end power factor controller has also
been discussed in [47]. The emulator makes use of the 2D2R PV model. Chariag
and Sbita [48] use an average current mode control for the current loop. [49] is
proposed an emulator which is modular in nature. Any series–parallel combination
of PV panels can be taken care of by one emulator, and many such emulators can
again be connected in series/parallel. A DC bench power supply is made use of and
control is with a DSP. The inductor current of the buck converter of each emulator is
controlled based on the PVmodel. The emulator can also take care of partial shading
due to the modular nature of the emulator. A distributed MPPT-based approach has
also been described in [50] based on a dynamic boost converter and implemented
with a low-cost Arduino board.

A cloud-connected virtual PV emulator has been outlined in [51]. An emulator
with a combination of fractional order PID control and fuzzy control has been
suggested in [52]. An emulator capable of emulating accurately even under partial
shading conditions has been analysed in [53]. The emulator makes use of the lookup
table principle and uses an adaptive PI controller as the control strategy. Since
dynamic response is an important requirement of an emulator and since this is closely
related to stability aspects, a nonlinear Lyapunov controller with a hybrid refer-
encing technique has been proposed in [54]. The mode transitions between voltage
and current modes that occur in a normal emulator are regulated by the Lyapunov
controller.

A hybrid damping injection controller has been suggested in [55] which is based
on the 1D2Rmodel andmakes use of a look up table generated offline. The controller
takes care of the instabilities in the constant current and constant voltage regions by
suitable damping. Apart from series/parallel configurations, the emulator can also
take care of honeycomb, bridge-link and total-cross-tied configurations and track the
I-V characteristics even under partial shading.

A PV system is vulnerable to changing climatic conditions, and the power gener-
ation can swing rapidly under passing cloud conditions. Wild variations are not
acceptable to the utility authorities who prescribe an acceptable power ramping rate.
This aspect has been analysed, and an emulator which can take care of such variations
has been incorporated in the emulator described in [56].

6 Conclusion and Future Scope

This paper has presented a detailed summary of the different topologies and control
strategies used to configure solar photovoltaic emulators. The issues involved and the
relativemerits havebeenoutlined. It is foreseen that thiswouldgive anoverviewof the
technology and push people to explore new avenues in configuring solar simulators.
As a further extension of this, the optimisation techniques used in emulators can be
further explored and new techniques like greywolf optimisation and teacher–learner-
based optimisation can be pursued [57, 58].
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An Enhanced Boost Z-Source Inverter
Topology for Electrical Vehicle
Applications

S. Nagaraja Rao , V. Praveen Kumar , and Veerabhadra

1 Introduction

The universal motive to reduce the carbon emissions has given thrive for the
emergence of electric vehicles with optimum fuel efficiency, ultra-low emissions,
and excellent performance. Despite of many operational challenges, the EVs are
promising potential solution for emissionless transportation [1]. The heart of EV is
drive system which comprises of a motor for torque production and a power elec-
tronic controller for controlling [2–6]. To achieve smooth and accurate control of the
motor, the converter circuit must be selected optimally.

The converter with single-stage conversion capability and high fault tolerance and
high efficiency must be used as controller. The Z-source inverters will encompass
all the above features and able to sustain large input variations. The problems with
discontinuous input current such as degradation in battery life have been addressed
in the SL-IqZSI topology. The reliability of the SL-IqZSI topology is increased by
an extra shoot-through states, during which the converter operates in boost mode by
storing the energy in the inductors [7–11].

In [9, 12–15], SL-qZSI has few demerits like increased voltage stress across
the switches and capacitors, enormous inrush current, and low boost factor (B).
The various control techniques were used to minimize the drawbacks of SL-qZSI
topology and the value of B is enhanced with less component ratings, SL-IqZSI
topology is proposed.
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Fig. 1 Block diagram

During the start-up, existing SL-qZSIs can limit the inrush current, thereby
protecting the switches. With the same ‘K’, the SL-IqZSI topology possesses addi-
tional boost ability and it limits the voltage stress on devices and it also minimizes
inductor input current ripple. Additionally, the efficiency of the SL-IqZSI topology
is improved. These features ideally make the application of SL-IqZSI in EV. Figure 1
shows the block diagram wherein the proposed SL-IqZSI is feeding a motor from
the battery pack. SL-IqZSI topology is analyzed and compared with the existing SL-
qZSI topology in detail. Hence, from the analytical study and the simulated result
of the SL-IqZSI topology, it is proved that in comparison with the existing SL-
qZSI topology, boost capability is enhanced considerably and the efficiency of the
converter is also improved.

2 Structure and Mathematical Analysis of the Existing
SL-qZSI Topology

The topology of SL-qZSI is represented in Fig. 2. It has single SL cell constituted
by two inductors (L2, L3) and three diodes (D1, D2, and D3), in addition to this it
has an inductor L1, two capacitors (C1 and C2), and diode Din. The merits of this
topology are reduction in device count and suppression of inrush current.

The voltage across capacitors are given by

Vc1 =
(

1 − K

1 − 2K − K 2

)
∗ Vdc (1)

Vc2 =
(

2K

1 − 2K − K 2

)
∗ Vdc (2)

The DC-link voltage obtained in (3) by adding Vc1 and Vc2
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Fig. 2 Topology of SL-qZSI

Vdc - link =
(

1 + K

1 − 2K − K 2

)
Vdc (3)

Vdc - link = BVdc (4)

The SL-qZSI boost factor is given by

B = 1 + K

1 − 2K − K 2
, where K = Ton

T
(5)

3 Theoretical Analysis of the Proposed SL-IqZSI Topology

3.1 Operation

Introducing trivial changes in the existing SL-qZSI, a new topology emerges with
improved boost factor. The SL-IqZSI topology is depicted in Fig. 3. The diode in the
SL cell is interchanged by a capacitor which provides boots trapping. The suggested
topology has operating principle and operating states alike to existing SL-qZSI. The
circuits given in Fig. 4a, b describe the modes of operation. In shoot-through state,
the L2-C3-L3 will become parallel, C3 alone charged and remaining capacitors will
be discharged. And all the inductors charged simultaneously. This process is depicted
in Fig. 4a.
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Fig. 3 SL-IqZSI topology

Fig. 4 SL-IqZSI topology, a shoot-through state, b non-shoot-through state

3.2 Mathematical Analysis

The equations governing this state are

Vin + VC2 = VL1 (6)

VC1 = VC3 = VL2 = VL3 (7)

Duringnon-shoot-through state, the complementary operation takes placewherein
the energy stored in the inductors is retrieved toDC-link,C3 discharges and remaining
capacitors will be charged. The equations for this state are

Vin + VL1 = VC1 (8)

VC2 = VC3 + VL2 + VL3 (9)
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Vdc - link = VC1 + VC2 (10)

Boost Factor Analysis: For the simplicity of analysis, all components are assumed to
be ideal and all the capacitors (C1, C2, C3 = C) and inductors (L1, L2, L3 = L) have
the same value. The period in which inductors store energy is KT and release energy
in the period (1 − K) * T. Applying the volt-sec balance principle at the inductor at
L1.

KT ∗ (Vin + VC2) = (1 − K )T ∗ (VC1 − Vin) (11)

From (8)–(10).

VC1 = 1

1 − K
Vin + K

1 − K
VC2 (12)

The voltages ofL2 andL3 are equal in shoot-through state because of the symmetry
of the bridge network (i.e., VLI = VL2 = VC3), in non-shoot-through state

VLI = VL2 = VC2 − VC3

2
(13)

Again applying principle of volt-sec balancing at L2 we get

DTVC3 = 1

2
(VC2 − VC3)(1 − K )T (14)

The above equation can be rewritten as

VC3 = 1 − K

1 + K
VC2 (15)

In one complete cycle, the capacitor voltage does not alter and thus it can be
viewed as a source of voltage, and this gives rise to

VC1 = VC3. (16)

Further mathematical simplification produces

1

1 − K
Vin + K

1 − K
VC2 = 1 − K

1 + K
VC2 (17)

Therefore, VC2 is given as

VC2 = 1 + K

1 − 3K
Vin (18)
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Substituting VC2 in VC3 gives rise to

VC1 = VC3 = 1 − K

1 − 3K
Vin (19)

Hence, the DC-link voltage is given as,

Vdc - link = 2

1 − 3K
Vin (20)

The boost factor as, B = 2
1−3K .

4 SBC Technique

The switching pulses are produced in comparison with the reference signal with
5 kHz triangular wave. In the present work, sine-based and THI-based references
signals were used. To control over shoot-through ratio ‘K’, a constant signal of
equal or greater magnitude with the reference signal is used; this technique is called
as SBCT. The switching pulse using SBCT methodology for both sine and third
harmonic reference signals is shown in Fig. 5.

The mathematical equation governing the third harmonic injection-based refer-
ence signal is given by

VTHI_REF = 2

3
√
3
sin θ + 1

3
√
3
sin 3θ (21)

The modulation index is given as

M = Magnitude of reference signal

Magnitude of carrier Signal
(22)

Fig. 5 THI reference wave-based shoot-through modulation technique
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From the above (21), it is evident that the modulation index valueM can be taken
up to 1.154 in THI-based reference, whereas in sine-based reference M value is
constrained for a maximum value of 1.

5 Simulation Results

5.1 Simulation Results of SL-qZSI

Figures 6 and 7 depict the simulated results of the SL-qZSI using SBC technique for
two combinations of K and M. The sine-based and THI-based reference signals are
used to generate PWM pulses. From Figs. 6b and 7b, it is observed that the voltages
ofC1 (Vc1) andC2 (Vc2) are 27 V, 6 V and 36.5 V, 20.6 V are in good agreement with
theoretical values as per the equation given in (1) and (2) for both the sine and THI
reference signals, respectively. In Fig. 6a, the DC-link voltage is raised to 33.4 V. In
Fig. 6c, the output voltage is raised to 33.4 V for 24 V input with a B value of 1.39
for sine reference. The input and output voltages of SL-qZSI at K = 0.22 and M =
0.9 for THI reference have been represented in Fig. 7. The obtained results through
simulation are matching with the theoretical values.

(a) (b)

(c)

Fig. 6 Simulation results of SL-qZSI at K = 0.1 and M = 0.9, a DC-link voltage, b capacitor
voltages and c input and output voltages
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(a) (b)

(c)

Fig. 7 Simulation results of SL-qZSI at K = 0.22 and M = 0.9, a DC-link voltage, b capacitor
voltages and c input and output voltages

5.2 Simulation Results of SL-IqZSI

Figures 8 and 9 show the simulation results of SL-qZSI using SBC technique for
two combinations of K andM. From Figs. 8b and 9b, it is observed that the voltages
across C1 and C2 are 30.8 V, 37 V and 55 V, 77 V are in good agreement with
theoretical values as per the equation given in (1) and (2) for both the sine and THI
reference signals, respectively. The DC-link voltage shown in Fig. 8a is raised to
68.5 V. In Fig. 8c, the output voltage is raised to 68.5 V for 24 V input with a B value
of 2.85 for sine reference. In addition, the input and output voltages of SL-IqZSI
at K = 0.22 and M = 0.9 for THI reference have been represented in Fig. 9c. The
obtained results through simulation are matching with the theoretical values.

6 Comparison of SL-qZSI and SL-IqZSI Topologies

Table 1 represents the comparative analysis of SL-qZSI and SL-IqZSI topologies
using sine reference-based SBC technique with theoretical and simulation results.
The comparative analysis is made on output voltage, voltage gain, and boost factor
for different ‘K’ and ‘M’ values. It is evident that, for 24 V input, the simulated
output of 52.92 V is obtained with a boost factor of 2.14 using SL-qZSI for ‘K’ and
‘M’ values of 0.3 and 0.7, respectively, using sine reference-based SBC technique.
Similarly, the output voltage of 119.22 V is obtained with a boost factor of 5 using
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(a)

(c) 

(b)

Fig. 8 Simulation results of SL-IqZSI at K = 0.1 and M = 0.9 a DC-link voltage, b capacitor
voltages, and c input and output voltages

(a) (b)

(c) 

Fig. 9 Simulation results of SL-IqZSI at K = 0.22 and M = 0.9, a DC-link voltage, b capacitor
voltages and c input and output voltages
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SL-IqZSI for the same ‘K’ and ‘M’. Therefore, the value of B of SL-qZSI is quite
high in comparison with the SL-IqZSI.

Table 2 represents the comparative analysis of SL-qZSI and SL-IqZSI topologies
using THI reference-based SBC technique with theoretical and simulation results.
The comparative analysis is made on output voltage, voltage gain, and boost factor
for different ‘K’ and ‘M’ values. It is evident that, for an input of 24 V, the simulated
output of 99.64 V is obtained with a boost factor of 4.19 using SL-qZSI for ‘K’ and
‘M’ values of 0.3 and 0.7, respectively, using THI reference-based SBC technique.
Similarly, the output voltage of 478.11 is obtained with a boost factor of 20 using
SL-IqZSI for the same ‘K’ and ‘M’ values. Therefore, the value of B of SL-qZSI
is quite high when compared to SL-IqZSI and also a higher output voltage can be
obtained with THI-based SBC when compared to sine reference-based SBC for the
same ‘M’.

Further, from Tables 1 and 2, the simulation results of SL-qZSI and SL-IqZSI
confirm the theoretical values with an acceptable error of 1%. Figure 10a shows the
boost factor analysis of SL-qZSI andSL-IqZSI topologieswith a variationof ‘K’ from
0 to 0.3. It can be concluded that the boost factor of both the topologies is increased
by varying ‘K’ and the SL-IqZSI is having the highest boost factor in comparison
with SL-qZSIwith both shoot-through and non-shoot-through conditions. Figure 10b
indicates the voltage gain of SL-qZSI andSL-IqZSI topologieswith a variation of ‘M’
from 0.7 to 1. Hence, it can be concluded that the voltage gain of both the topologies
is decreased by varying ‘M’ and the SL-IqZSI is having the highest voltage gainwhen
compared with SL-qZSI with both shoot-through and non-shoot-through conditions.

7 Conclusion

In this paper, three-phase, two-level SL-IqZSI topology is proposed for EV appli-
cations with an enhanced boost ability in comparison with the existing SL-qZSI
topology. The proposed SL-IqZSI topology verifies with theoretical analysis and
simulated result that it enhances the high boost voltage inversion ability and improves
the high efficiency of the conversion. Simulation results are verified with SBCT with
sine- and THI-based reference signals. Further, a three-phase, two-level SL-IqZSI
topology has been comparedwith an existing SL-qZSI. From the analytical and simu-
lation studies, it is concluded that the proposed SL-IqZSI topology has enhanced
boost factor and voltage gain when compared to existing SL-qZSI.
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Fig. 10 Analysis of SL-qZSI and SL-IqZSI topologies, a boost factor versus shoot-through ratio,
b voltage gain versus modulation index
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Study of Human Body Temperature
and Different Modes of Heat Transfer
Using Steady-State Energy Balance
Model

Shashikant Das and Sudhakar Subudhi

Abbreviations

CSIG Cold signals from the body
f cl Ratio of body area with cloth to without cloth
hcv Convective heat transfer coefficient
hrd Radiation heat transfer coefficient (W/m2 K)
Icl Insulating factor due to clothing (W/m2 K)
LR Lewis ratio (clo)
mbl. Blood flow per unit of skin area between core and skin (g/sm2)
mrsw Sweat production rate per unit skin area (W/m2)
M Metabolic rate
Qst Rate of heat stored inside the body (W/m2)
Qcv Convection heat transfer (°C)
Qevp Evaporation heat transfer (W/m2)
Qrd Radiation heat transfer (W/m2)
Qres Respiration heat exchange (W/m2)
Qe,sk Heat loss by evaporation (W/m2)
RH Relative humidity (%)
T cl Mean outer clothing temperature (°C)
T a Air temperature (°C)
T b Mean body temperature (°C)
T cr Body core temperature (°C)
T cr Core temperature (°C)
Tmrt Mean radiation temperature (°C)
T sk Skin temperature (°C)
Tmrt Mean radiant temperature (W/m2)
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W Work acquire (W/m2)
WSIG Warm signals from the body
wrsw Skin wittedness due to regulatory sweating
E Emission coefficient at the body surface
σ Stefan Boltzmann’s constant
α Fraction of total body mass concentrated in skin compartment

1 Introduction

It is important to study thermoregulatory mechanisms of human body under different
conditions and suggest practical ways for providing thermal comforts to the human
body. Analytical study helps to predict the behavior and comfort of human, which
may not be found through experiments. Moreover, there are conditions for which
experiments are difficult to perform or are too expensive. Under those situations,
theoretical study becomes a handy tool, which may not give exact results but predicts
results close to the actual results. It can help to estimate energy efficiency, safety and
tolerance limits in the design of indoor air-conditioning, mines applications, military
applications, aerospace, etc. [1, 2].

Several authors have given different models for this kind of study. Fanger [3]
has established a steady-state mathematical energy balance model, and this model
assumes no energy is stored inside the body. Kilic et al. [4] have derived a steady-
state mathematical model of the human body, in which their primary work is to
find the core temperature. This study combined the relationship of the heat balance
of the human body with thermoregulatory at steady state. They also compare their
results with ISO-7730. Cheng et al. [5] have numerically examined the behavior of
the human body with surrounding. In their study, they found the interactions of the
body with surrounding and self-regulation of the body by different thermoregulatory
mechanisms in the change in climatic condition. Stolwijk and Hardy [6] divided the
normal man body parts into three sections: head, trunk and extremities along with
the central blood compartment. Each cylinder was further divided into two or more
concentric layers. In this model, physiological variables as a function of time were
calculated by heat transfer equations at core and skin (also muscle for trunk), and
the nodes are used for all three compartments along with central blood. Li et al. [7]
studied the validation of mean skin temperature by measured and predicted average
skin temperature in a warm environment, which includes 21 typical conditions. They
also evaluate the efficiency of evaporation of sweat, relations of blood flow and heat
loss due to evaporation. Their new predicted modal was compared with two-node
model experimentally. For warm environments, they found that their model was
statistically precise in determining mean skin temperature.

In this study, a steady-state energy balance model is developed which investigates
body temperature and heat transfer. Different modes of heat transfer through the
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human body are examined with increase of ambient temperatures. Different physio-
logical parameters like core temperature, mean body temperature, evaporative heat
transfer, respiration heat transfer and fractions of body mass concentrate in the skin
are investigated with the increase of metabolic rate.

2 Mathematical Modeling

2.1 Steady-State Energy Balance Modal

Human body can be considered as a control volume, and energy balance can be
applied on it. A mathematical modeling considering steady-state energy balance
modal assumes that no energy is stored inside the body per unit area which is given
by

(
Qres + Qrd + Qevp + Qcv

) = (M−W ) (1)

where M is metabolic rate, Qrd is radiation heat transfer, Qcv is convective heat
exchange, Qevp is evaporation heat loss, Qres represents respiration heat transfer, W
is work obtained, and for light activity, work obtain is taken as zero [8, 9].

Considering clothing into account, the heat transfer by radiation is given by Stefan
Boltzmann’s law [4, 4]. The corresponding equation is expressed by:

Qrd = hrd(Tcl−Tmrt) fcl (2)

hrd = 4σ(0.72)ε(273.15+ ((Tcl + Tmrt)/2))
3 (3)

where σ represents Stefan Boltzmann’s constant, E represents emission coefficient
of outer body part, T cl is the average outer clothing temperature, and Tmrt is mean
radiation temperature.

The mean radiant temperature (Tmrt) is an significant environment parameter,
which contributes to the radiation [10]. Tmrt cannot be measured directly. Globe
thermometer is used to measure Tmrt in °C with the help Eq. (4). In this equation, T g

refers to the temperature measured by the globe in °C,D represents globe diameter in
meter, V is air velocity in m/s, E is black globe emissivity, and Ta is air temperature
in °C.

Tmrt = −273.1+
[(
273.15+ Tg

)4 + v0.6
a × 1.1× 108

D0.4ε

(
Tg − Ta

)]0.25

(4)

The convection heat transfer from the surface of the body (considering cloths into
account) to the surrounding can be expressed by [4]
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Qcv = (Tcl− Ta) fclhcv (5)

hcv represents the convective heat transfer coefficient in W/m2 °C and can be
determined as the maximum value of the following three equations [11]:

hcv = (PB/760)0.53 × 3 (6)

hcv = (PBV/760)0.53 × 3 (7)

hcv = [(M/58.2) − 0.85]0.535.66 (8)

where PB represents barometric pressure in mmHg. f cl represents cloth area factor,
which is the ratio of whole body area with cloth to without cloth, and it can be
estimated by [7]

fcl = 0.3Icl + 1 (9)

The mean outer surface temperature of clothing (T cl) can be estimated by [4]

Tcl = −(M −W ) × 0.0275− Rcl[(M −W ) − 0.42× (−58.2+ (M −W ))

− 3.05(5.73− Pa − 0.007(M −W )) − 0.0014 (34− Ta)M

− 0.0173 (5.87− Pa) M] + 35.7 (10)

The respiration heat exchange is the sum of dry heat exchange (sensible) and
evaporative heat transfer (latent), and it can be estimated by [12]

Qres = [0.0023 (44− Pa) + 0.0014(34− Ta)]M (11)

Evaporative heat loss (Qe,sk) is the sum of heat transfer due to diffusion of water
from the skin (Qe,dif) and evaporation of sweat secretion because of thermoregulation
(Qe,rsw), which is controlled by sweat gland, and it can be estimated by [13]

Qe,rsw = hfg × mrsw (12)

Qe,dif = 0.06(1− wrsw)Qe,max (13)

wrsw denotes skin wittedness, and it can be estimated by

wrsw = Qe,rsw

Qe,max
(14)

Qe,max denotes maximum evaporation potential, and it is determined by [13]
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Qe,max = Psk,s − Pa
Rcl

L Ricl
+ 1

fclhcvLR

(15)

LR represents Lewis ratio, which is the function of skin temperature, and it can be
estimated by [13]

LR = (273.15+ Tsk) × 15.15

273.15
(16)

mrsw represents sweat mass flow rate per unit skin area, and it can be determined
by [4]

Qrsw = 4.7× 10−5 × exp

(
WSIGsk

10.7

)
×WSIGb (17)

WSIGb = −36.49+ Tb (18)

WGsk = −33.7+ Tsk (19)

where T b represents average body temperature which is the weighted average of
skin and core temperature of the body. The skin temperature, which delivers thermal
comfort, is determined by [4]

Tsk,req = −0.0275(M −W ) + 35.7 (20)

Qrsw,req = 0.42× (M − 58.15−W ) (21)

Tb = Tsk × α + Tcr × (1− α) (22)

Equation (23) α represents fractions of mass concentrate in the skin section of the
body. mbl defines the blood flow per unit of skin area between core and skin. CSIG
and WSIG are body cold and warm thermoregulatory signals, respectively, [12].

α = 0.745

0.585+ (3600× mbl)
+ 0.0418 (23)

mbl = 200WSIGcr + 6.3

3600(0.5CSIGsk + 1)
(24)
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3 Flow Chat of the Calculation

Steady-state energy model is solved using simulation shown in Fig. 1. Following
are steps which have been used to solve this mathematical model. In first step,
input parameters required are metabolic rate, core temperature, air temperature,
air velocity, relative humidity, work obtained, clothing insulation and mean radiant
temperature. The core temperature is considered as initial guess. In next step of the
simulation, using input parameters, sensible heat transfer through the skin and respi-
ratory heat transfer are determined. Further core temperature is determined using
T sk,req, Qe,rsw and Qres,req. Core temperature is the only unknown in this steady-
state energy balance model, which can be solve using present simulation. Lastly,
evaporative heat transfer and all desired parameters are determined.

3.1 Validation of Present Model

Firstly, the present simulated model is solved for 21 °C and 50% RH, and then, it
is compared with results of Hoppe and Martinac [14]. For the validation, the input
parameters of the present model are taken as follows:M = 80 W/m2, V = 0.05 m/s,
RH = 50%, T a = T rd = 21 °C, Icl = 1 Clo. Table 1 shows the present model which
is found to give results, which is in close agreement with Hoppe and Martinac.
Therefore, it is used for further study.

Fig. 1 Simulation of present model
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Table 1 Validation of present model with Hoppe and Martinac

Qres (W/m2) Qe,sk (W/m2) Qcv (W/m2) Qrd (W/m2) Qtotal (W/m2)

Hoppe and Martinac
[14]

6.67 18.46 24.62 30.26 80.01

Present modal 7.86 15.78 26.39 29.38 79.42

4 Results and Discussion

4.1 Effect on the Body Due to the Change of Metabolic Rate

The variations of mean body temperature, core temperature and skin temperature
that deliver comfort, with an increase in activity level, are shown in Fig. 2. The fixed
input parameters used to find body temperature with increase in activity level are as
follows: T a = Tmrt = 24 °C, V = 0.05 m/s, RH = 40%, Icl = 0.5 Clo. The required
skin temperature, which delivers comfort, is calculated fromEq. 20. The graph shows
a decrease in required skin temperature with an increase in activity level. In order
to achieve thermal comfort when metabolic rate increases, skin temperature should
reduce. Figure 2 shows that with an increase of activity level, body core temperature
increases, and to compensate this increase of core temperature to attain thermal
comfort, skin temperature is supposed to decrease. The mean body temperature
(calculated from Eq. 22) also increases with increase in metabolic rate and follow
similar path that of core temperature.However,meanbody temperature is found lower
than body core temperature. The possible reason may be that for the calculation of
mean body temperature, it takes higher weightage of core temperature than that of
skin temperature.

With the increase of metabolic rate from 60 to 120 W/m2, the variations of heat
transfer due to respiration and evaporation are shown in Fig. 3. The fixed input
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Fig. 2 Body temperature variationswith differentmetabolic rate (T a = Tmrt = 24 °C, V = 0.05m/s,
RH = 40%, Icl = 0.5 clo)
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Fig. 3 Required heat transfer variations with metabolic rate (T a = Tmrt = 24 °C, V = 0.05 m/s,
Icl = 0.5 clo, RH = 40%)

parameters used here are as follows: T a = Tmrt = 24 °C, V = 0.05 m/s, Icl = 0.5 clo,
RH = 40%. Heat loss due to respiration heat transfer (Qres) increases from 5.7 to
11.4W/m2 but this increase is very less compare to heat loss due to evaporation. The
heat loss due to evaporation from the skin (Qe,sk) increases from 9.3 to 35.5 W/m2.
Evaporative heat transfer (Qe,sk) is the sum of heat transfer due to natural diffusion
of water from the skin to the environment (Qe,dif) and evaporation of sweat secretion
(Qe,rsw). In this condition, the contribution of Qe,rsw is more compared to that of
Qe,dif. Qe,rsw increases from 0.78 to 25.98 W/m2 and Qe,dif increases from 8.46 to
9.43 W/m2.

The variations of some physiological parameters with increase of metabolic rate
from50 to 120W/m2 are shown in Table 2.With increase ofmetabolic rate, body start
accumulating heat inside the body. For proper functioning of body, this heat must
release to the environment. Through the vasodilation, the blood vessels are dilated,
which results in increase of blood flow and heat release increases. This increase of

Table 2 Variations of some physiological parameters with increase of metabolic rate (T a = Tmrt
= 24 °C, V = 0.05 m/s, Icl = 0.5 clo, RH = 40%))

M (W/m2) T cr (°C) T sk (°C) Tb (°C) mbl (g/sm2) α Qres (W/m2) Qesk (W/m2)

50 36.79 34.33 36.46 2.07 0.135 4.75 0.51

60 36.81 34.05 36.50 2.74 0.113 5.69 9.31

70 36.83 33.78 36.53 3.58 0.097 6.64 14.45

80 36.86 33.50 36.57 4.59 0.085 7.59 19.00

90 36.90 33.23 36.61 5.72 0.077 8.54 23.29

100 36.94 32.95 36.66 6.91 0.071 9.49 27.45

110 36.99 32.68 36.70 8.10 0.067 10.44 31.51

120 37.04 32.40 36.75 9.27 0.064 11.39 35.50
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Fig. 4 Required heat transfer variations with air temperature (M = 80 W/m2, V = 0.05 m/s, Icl =
0.5 clo, RH = 40%)

blood flow rate with increase of metabolic rate is observed in Table 2. The blood
flow rate is found increasing from 2.07 to 9.27 g/sm2. Sensible heat releasing to the
environment is not enough when metabolic rate inside body is higher. At this stage,
majority of the heat loss is through the evaporative mechanism. There is an increase
of evaporative heat loss from skin observed with increase of metabolic rate from
0.51 to 35.5 W/m2. The much variation in respiration heat loss is not observed in
this condition. The relations between core and skin layer become closer when blood
flow rate increases, and hence, there is decrease of α from 0.135 to 0.064.

4.2 Effect on the Body Due to the Change in Air Temperature

With increase of temperature from 23 to 29 °C, the variations of different modes of
heat transfer are shown in Fig. 4. In this calculation, the input parameters used are as
follows: T a =Tmrt = 24 °C, RH= 40%,M = 80W/m2,V = 0.05m/s, Icl = 0.5. From
the graph, it is observed that the radiative heat transfer is maximum, and respiration
heat transfer is minimum at 19 °C. With the increase of ambient temperature, the
sensible heat transfer (radiation and convection) takes place from the environment
to the body. Hence, radiation and convective heat loss from the body is decreasing
in Fig. 4 and become low value at 29 °C. However, decrement of radiative heat loss
is faster than convective heat loss. For stable metabolic rate, evaporative heat loss
from skin is not varied much in this temperature range. The average heat loss from
skin is approximately 18.9 W/m2. The respiration heat loss shows a decrease in the
pattern as shown in the graph. As the temperature increases, the difference between
the body core and environment temperature also decreases, and this result in decrease
in respiration heat loss. The decrease of respiration heat loss was found from 8.5 to
6.4 W/m2.
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5 Conclusions

Thermal comfort study is the area that the researchers explore extensively to enhance
human performance. Here, analytical study is carried out on the human body’s phys-
iological behavior. The research focuses on the concept of a steady-state energy
model, where no energy is retained within the body. This energy balance is solved
by considering various modes of heat transfer; radiation, convection, respiration
and evaporation. The transfer of respiration heat is measured as the amount of the
transfer of dry heat (sensible) and the transfer of evaporative heat (latent). The flow
of evaporation heat is measured as the amount of evaporation sweat secretion due to
thermoregulation (Qe, rsw) that is regulated by sweat gland and natural water diffusion
from the skin (Qe, dif).

With the variations of metabolic rate from 50 to 120 W/m2, the impact on the
body is studied by fixing all other parameters of the climate. It is found that the core
temperature increases with increase of body activity rates. To account for this core
temperature change and achieve thermal comfort, the necessary skin temperature
should be needed. The mean body temperature also rises with the metabolic rate.
With increase of metabolic rate, the blood flow rate found increases from 2.07 to
9.27 g/sm2.With increase ofmetabolic rate, evaporative heat also found increase from
0.51 to 35.5 W/m2. However, α found decrease from 0.135 to 0.064 with increase of
metabolic rate. The contribution of evaporative heat loss because of sweat secretion
(Qe,rsw) is found more compare to that of heat loss due to natural diffusion (Qe,dif).

By fixing all other parameters, the impact on the body attributable to a raise of the
atmospheric temperature from 19 to 29 °C is studied.With the rise in air temperature,
the radiation and convection heat transfer reduces and becomes aweak value at 29 °C.
The rate of decrement of radiative heat loss found higher than convective heat loss.
For same metabolic rate, evaporative heat loss from skin found not varied much with
increase of ambient temperature. The respiration heat loss reductions from 8.5 to
6.4 W/m2. Further, with rise of air temperature the core temperature and mean body
temperature increases, which indicates immediate prevention is required at higher
ambient temperatures.
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Power Quality Analysis
and Enhancement Using DSTATCOM
for Three-Phase Variable Load

Shamshad Ali, Majid Jamil, and M. A. Khan

1 Introduction

DSTATCOM is known as distribution STATCOM or distribution static compensator.
STATCOM technology has a significant aspect in the field of power quality improve-
ment. The advantages of DSTATCOM technology are the advent of fast, solid-state
device, self-communicating device [1]. In 1976, the notion ofDSTATCOMwas given
by Gyugyi. To reduce the value, dimensions, loses with light mass of DSTATCOM,
PWM-basedVSCs are preferred. For the improvement of voltage profile and the elim-
ination of higher order harmonics, a small ripple filter is used at PCCofDSTATCOM.
AC distribution network is making availability compensation for reactive power,
balance load, neutral and harmonic currents compensation. DSTATCOM topology
includes a VSI having capacitor of direct current as energy saving material [2]. The
load basically depends on current (load current) a system demand current as nature of
load to improve power factor the load current can be minimized and also improve the
share of load current, that is why quality of power factor will improve. Poor power
factor system draws more load current and shows poor power quality. DSTATCOM
is a device which provides reactive power compensation, can compensate harmonics
in current, suppers the voltage flicker in AC network system. The DSTATCOM tech-
nology one of the most popular technologies to compensate reactive power, reduc-
tion of harmonics, improve pf, regulation of voltage, improve the voltage balance
in three-phase system and correction of reactive power. With the development of
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solid-state devices, DSTATCOM starts playing a vital role in power system applica-
tion. In AC distribution system, power quality problem has been faced for long time
in terms of poor pf and poor VR, disbalancing of load and enhanced load current.
DSTATCOM technology is a best technology to mitigate the entire current-based
power quality problem. Thyristor-controlled reactor (TCRs) and thyristor-switched
capacitor (TSCs) used for power system application as reactive VAR composition
and as a switching device. Flexible AC transition system is an important tool which
gives solution of problems of power system and application with the help power
electronics-based control for reactive power. FACTS is referred as the flexible AC
transmission system incorporate with power electronics-based controller [3, 4]. To
enhance the capacity to control and uplift the accomplishment of power transfer, it
makes power system protective and more controllable. Thus, line capacity increased
which improve reliability of power system [5–7]. Static VAR controller (SVC) can
control only voltage, impedance and phase angle to determine AC flow of power in
power system. It is a synchronous condenser feasible with the use of GTO.

2 Literature Review

Power quality plays an important role at every moment of power system. Consumer
required supply from AC substation is all about power quality, power quality issues
deal with harmonics in power system, power factor, voltage stability. The IEEE
standard coordination committee 22 has great contribution in the USA to support the
level of power quality.

The groups of IEC classification are done at low-level frequency criteria
harmonics, voltage fluctuation, down voltage and fluctuation in voltage imbalance,
power frequency alternation, induce low-frequency voltage. Redial low-frequency
phenomena (magnetic field and electric field), uplifted frequency criteria, issue
of high-frequency criteria, electro-static discharge criteria, nuclear electromagnetic
pulse.DSTATCOMshouldbe connected in transition line as shown inFig. 1. IL is load
current sending end current Zs is transition line impedance and Ic is the DSTATCOM
current DSTATCOM can be delivered current or take current as requirement of
transitions line (reactive power, leading, lagging) [8, 9].

Fig. 1 Single line diagram
of a DSTATCOM
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3 Methodology

3.1 Unit Template- or PI Controller-Based Algorithm

Unit template or PI controller-based algorithm is a simple control algorithm for active
compensating devices such as DSTATCOMs for AC VR at load side at PCC and
balance of load of unbalanced loads. This can be stated that the control algorithm of
DSTATCOM ismade adaptable and can be improved either for pf correction sayUPF
at PCC or for voltage control (zero voltage regulation at PCC) to compensate reactive
power along with balancing of load of unbalanced loads. This algorithm fundamen-
tally gives a self-supporting direct current bus of voltage source compesator used as a
DSTATCOM. It can be used for the DC control of VSC currents of the DSTATCOM
and provides an estimation of reference compensator currents. However, an indirect
current control of supply currents is preferred to attain pulse widthmodulation giving
signals for devices which is utilized in the CC-VSC functioning as a DSTATCOM.
This ancillary current control of DSTATCOM offers advantages for fast control,
reduced burden on the processor (DSP used for implementation), inherent elimina-
tion of sharp notches in currents and so on. For this purpose, 3-F reference currents
of supply are taken using sensed AC voltages (at PCC) and DC bus voltage of the
DSTATCOM as the signals of feedback. 2 PI voltage controllers, one to regulate the
DCbus of theVSCused as aDSTATCOMand other for amplitude regulation for PCC
voltages. These are utilized to evaluate the amplitudes of in-phase and quadrature
components of reference currents of supply [10–12].

VSC-sensitive load interface distribution and DSTATCOM are functioning in the
mode of captivity. If the voltage of grid has higher intensity than the DSTACOM
voltage, it consumes reactive power from the grid and it operates in inductive mode.
And if the grid voltage and DSTATCOM voltage are not different in the magnitude,
then there will be no exchange of reactive power between the grid and STATCOM
and also DSTATCOM operates in smooth way. The operation of DSTACOM can be
utilized to exchange real power with the grid by controlling the phase angle of its
output voltage. As for the operation of DSTACOM is concerned, it is used as reactive
power compensation on mode only and no difference can be observed between the
DSTACOM output voltages and grid voltages. Therefore, it is clear that DSTACOM
neither provides nor takes real power [13–15].

3.2 System Modelling

Designing of the model has been done by using MATLAB/Simulink.
Model configuration.
Alternating Current Source three-phase, 415 V (LL), 50 Hz;
Impedance Source.
Rs 0.07 �;
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Fig. 2 System model for DSTATCOM with three-phase nonlinear load

Ls 2 mH;
3-F full bridge rectifier (uncontrolled).
R1 10 �;
L1 90 mH;
Ripple filter.
Rf 5 �;
Cf 15 microfarad;
Bus capacitance (DC) 3500 microfarad;
Bus voltage (DC) 700 V;
By using an interfacing reactor of value 1 mH at 0.5 s DSTATCO is connected to

the system.

• The time period from 0 to 0.5 s shows the system behaviour when DSTATCOM
is not connected.

• DSTATCOM not connected in the period from 0.5 s onwards shows the system
behaviour.

The system is operated in both power factor correction as well as zero voltage
regulation mode (Fig. 2).

4 Results and Discussion

4.1 Power Factor Correction

In Fig. 3 Phase-A wave form of source voltage current is shown. During the period
0.4–0.5 s, when DSTATCOM is not connected the waveforms V and I are highly
distorted also source current lags source voltage. From the period, 0.5 s onwardswhen
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Fig. 3 Phase-A waveform for source voltage and current

DSTATCOM is connected unity power factor is achieved and the THD reduces to
satisfy IEEE 519 standard.

Figures 4 and 5 show the variation of voltage and FFT analysis of voltage (source)
waveform. The time period from 0.4 to 0.5 s shows the variation of source voltage
when DSTATCOM is not connected. During this period, the waveform has a peak
value of 326.9 V and THD of 18.57%. The time period from 0.5 s onwards shows
the variation of source voltage when DSTATCOM is connected. The peak value of

Fig. 4 FFT analysis of voltage (source) waveform when DSTATCOM is not connected



588 S. Ali et al.

Fig. 5 FFT analysis of voltage (source) waveform when DSTATCOM is connected

source voltage increases to 332.7 V, and the THD of the waveform reduces to 3.6%
satisfying IEEE 519 standard.

Figures 6 and 7 show variation of current and FFT analysis of waveform of
current. Time period from 0.4 to 0.5 s shows the variation of current (source) when
DSTATCOMnot connected.During this period, currentwaveformhas a peak value of
57.02A and THDof 23.19%. The time period from 0.5 s onwards shows the variation
of source current when DSTATCOM is connected. The peak value of source current
is 61.31 A, and the THD of the waveform reduces to 1.14% satisfying IEEE 519
standard.

Figures 8, 9 and 10 show the reactive power injected by the source, reactive power
injected by DSTATCOM and bus voltage of DSTATCOM across capacitor. Period
from 0.4 to 0.5 s shows the behaviour of uncompensated system. DC bus voltage
rises and attains a constant value after connecting the DSTATCOM to the system at
0.5 s.
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Fig. 6 FFT analysis of current (source) waveform once DSTATCOM not connected

Fig. 7 FFT analysis of current (source) waveform when DSTATCOM connected
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Fig. 8 Source reactive power

Fig. 9 Injected reactive power by the DSTATCOM

Fig. 10 Bus voltage (DC)

4.2 Zero Voltage Regulation

To achieve zero voltage regulation, the supply current should lead the voltage which
is achieved by the DSTATCOM by operating it in zero voltage regulation mode.

Figure 11 shows variation of source voltage during ZVR mode of DSTATCOM.
During no load conditions, DSTATCOM not connected to system up to this point the
source voltage is 338.8 V (peak value) at 0.25 s the nonlinear load is connected due
to which the voltage drops to 326.9 V (peak value).

At 0.5 s, DSTATCOM connected leading to zero voltage regulation. The voltage
is restored preload conditions, i.e. 338.8 V.
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Fig. 11 Variation of source voltage during ZVR mode of DSTATCOM

Figures 12 and 13 show the variation of source voltage and FFT analysis of voltage
(source) waveform. The time period from 0.4 to 0.5 s shows the variation of source
voltage when DSTATCOM is not connected. During this period, the waveform has
a peak value of 326.9 V and THD of 18.56%. The time period from 0.5 s onwards
shows the variation of source voltage when DSTATCOM is connected. The peak

Fig. 12 FFT analysis of voltage (source) waveform when DSTATCOM is not connected
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Fig. 13 FFT analysis of voltage (source) waveform when DSTATCOM is connected

value of source voltage increases to 338.8 V, and the THD of the waveform reduces
to 4.07% satisfying IEEE 519 standard.

Figures 14 and 15 show the variation of source current and FFT analysis of current
(source) waveform. Time period from 0.4 to 0.5 s shows the variation of current when
DSTATCOM not connected. During this period, current waveform has a peak value
of 57.02 A and THD of 23.19%.

The time period from 0.5 s onwards shows the variation of source current when
DSTATCOM is connected. The peak value of source current is 63.23 A, and the THD
of the waveform reduces to 1.32% satisfying IEEE 519 standard.

Figures 16 and 17 show the difference of load voltage and current waveforms with
time. Time period from 0 to 0.5 s shows the system behaviour when DSTATCOM
not connected. Load voltages and currents are highly distorted.

The period from 0.5 s onwards express system behaviour once DSTATCOM
connected to system. The THD of load voltage reduces to satisfy IEEE 519 standard
(Tables 1 and 2).
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Fig. 14 FFT analysis of current (source) waveform when DSTATCOM is not connected

5 Conclusion

This paper presents the enhancement in quality of power using DSTATCOM for
variable load by unit template technique/PI controller-based technique. From results
undoubtedly it is seen that there is a significant reduction in THD in voltage and
current also improvement in power factor from lagging to unity. Zero voltage regula-
tion is also achieved efficiently using this method. From results obtained above, it is
concluded that using the PI-based unit template technique DSTATCOMworks satis-
factorily to correct power factor correction as well as achieve zero voltage regulation
in addition to reducing harmonic content at the PCC/source voltages and currents.
Further, research can be done by using artificial intelligence-based control technique,
which improves the characteristics of DSTATCOMs for power quality of variable
load.
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Fig.15 FFT analysis of current (source) waveform when DSTATCOM connected

Fig. 16 3-phase load voltage waveform

Fig. 17 3-phase load current waveform
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Table 1 Comparative analysis in power factor correction mode for three-phase nonlinear RL load

Phase-A voltage and
current

V sa and Isa magnitude and THD before
compensation

Unit template

Magnitude THD (%) Magnitude THD (%)

V sa (V) 326.9 18.56 332.7 3.6

Isa (A) 57.02 23.19 61.31 1.14

Lagging power factor UPF achieved

Table 2 Comparative analysis in ZVR mode for three-phase nonlinear RL load

Phase-A voltage and
current

V sa and Isa magnitude and THD before
compensation

Unit template

Magnitude THD (%) Magnitude THD (%)

V sa (V) 326.9 18.56 338.8 3.6

Isa (A) 57.02 23.19 63.23 1.32

Low voltage and high THD ZVR achieved
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A Dopingless Tunnel FET
and MOSFET-Based Comparative Study
of a Simple Current Mirror

Harihar Nath, Suruchi Sharma, Abhishek Verma, and Baljit Kaur

1 Introduction

The rapid downscaling of MOSFET technology helps one to scale down the source
voltage, thereby increasing the current driving capacity with a reduced power supply.
However, the higher leakage by the off-state has always been detrimental toMOSFET
technology. Nonetheless, MOSFET limitations include restriction to a subthreshold
swing (SS) of 60 mV/dec, random dopant fluctuation (RDF), drain-induced barrier
lowering (DIBL), and short channel effects (SCE) [1–4]. Therefore, in order to ease
such MOSFET limitation, conventional doped TFET with the low off-state current
is adopted, the whole problem of SCE, DIBL is neutralized, and subthreshold swing
is reduced, but the result of the weak band-to-band tunneling (BTBT) the on-state
current is boosted by a small fraction [5–7]. Dopingless TFET has been introduced
to produce large current on-state and neutralize doping-related spontaneous doping
variability. The DLTFET has a low thermal budget [8–10].

1.1 Dopingless Tunnel FET

Many papers were published within the last few years regarding the tunnel FET.
Tunnel FET was implemented to lift the limitations of the MOSFETs like SCEs
ad SS. The on-current of the tunnel FET was very low because of the RDF due to
the physical doping of atoms. Kumar and Janardhanan utilized the charge plasma
principle to establish the source and the drain of the tunnel FET [8] (which is known
as dopingless tunnel FET), and now, the ion implantation technique is not required
for the tunnel FET. He also improved the BTBT to increase the on-current. Sharma
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et al. proposed another DLTFET [11] in which work function engineering was also
added which means the source and the drain were created with the help of two
different metals of different work functions. Nigam et al. [12] proposed the novel
DLTEFT with the control gate of dual material; holes were induced in the source
with the help of platinummetal of work function 5.93 eV and electrons were induced
in the drain with the help of hafnium metal of work function 3.9 eV. Yadav et al.
[13] proposed another DLTFET to replace the conventional TFET, in which he used
InAs material (heteromaterial) which is a narrow bandgap material in place Si in th
source region to reduce the source-channel lateral tunneling distance which helped
in increase in the on-current by improving BTBT rate. Harris et al. [14] proposed
heterostructure DLTFET in which GaAs material was used for the drain region to
reduce the off-current without affecting the on-current. Raad et al. improved the
conventional DLTFET by introducing the metallic layer between the gate oxide and
the source interface which lowered the SS and increased the on-current. Verma et al.
[15] proposed another DLTFET which is used in this paper for the circuit. The
sectional cross-view of DLTFET is shown in Fig. 1. The charge plasma concept was
used on the source region with p+ and drain region with n+ platinum was used to
produce the holes in the source region and hafnium was used to produce electrons in
the drain region. A strip of GaAs is inserted between the channel and the source to
increase the on-current because its electron mobility is 8500 cm2/Vs which improves
the tunneling of electrons at the channel and the source interface. The electron of the
valence band (VB) of the drain cannot pass to the conduction band (CB) of the source
during the off-state because the bands do not get aligned whereas they get aligned
during the on the state; so, the electron can easily pass from the VB of the source to
the CB of the drain by BTBT [8].

The channel length of DLTFET is only 20 nm, which means it covers the lesser
area on a chip than the other three NMOS technologies. SCE is lesser in DLTFET
than the NMOS technologies. The slope of the curve of the drain current in the output
characteristic of DLTFET is almost zero. Subthreshold swing (SS) of DLTFET is

Fig. 1 Sectional cross-view of DLTFET
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Table 1 Some critical
parameters of DLTFET

Parameters Values

Channel length (nm) 20

ION (A/um) 10–4

IOFF (A/um) 10–19

ION/IOFF 1015

Subthreshold swing (SS) (mV/dec) ~10.25

~10.25 mV/dec at V ds = 0.6 V [15], whereas it is above 60 mV/dec for the NMOS
technologies. Therefore, DLTFET should be preferred over NMOS technologies for
SCM due to the above reasons.

The following procedure is followed for the simulation of SCM by using the
NMOS technologies and DLTFET:

• GaAs DLTFET is modeled with the conditions mentioned in [15] using TCAD
Silvaco. Table 1 shows the results for the DLTFET.

• Id,Cgs andCgd lookup tables are created for DLTFET by using the same software.
• DLTFET is called in HSPICE with the help of Verilog-A and lookup tables.
• DLTFET SCM circuit is simulated on HSPICE.
• All three NMOS technologies BPTM models are used for the gate dielectric of

SiO2 to simulate the SCM circuit on HSPICE.
• All the results of all the four transistors SCM circuits are compared.

1.2 Simple Current Mirror

The current mirror can be called as a current amplifier with a current gain equal to
1, which means it is a circuit in which output current must be equal to the input
current. Figure 2 shows the SCM circuit. CM is one of the most critical building
blocks used to improve the performance of many analog ICs. It is used as a current
amplifier, dynamic load, and biased in many circuits like op-amp, ADC, DAC, etc.
[16, 17]. It is used as a dynamic load to improve the gain without increasing the

Fig. 2 Simple current
mirror circuit using NMOS
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supply voltage and the chip area [16, 17]. It copies DC current from one branch to
another branch of the circuit, which can detect the alteration in the given voltage.
Thus, it is used to replace an external resistor of a chip [16]. It is also used as a current
amplifier by calibrating the width of the transistors [16–18]. Hence, the performance
of the ICs depends on the performance of the CM. Some circuits require an ideal
CM like biomedical circuit, bioamplifiers, etc. [19, 20]. Perfect CM is also needed
as the current source for the differential amplifier to advance the CMRR [16, 17].
There are billions of transistors in a computer that require a constant current source to
performmost of the logic functions. Even signal processing, such as audio amplifiers
are based on the current source. But a constant current source does not exist in this
world. So, transistors were used to make a constant current source by using an SCM.
SCM circuit was made using the MOSFETs and a CNTFET [21]. Current errors for
different technologies SCM were compared in the paper. It was found that current
error increases as the MOSFETs scale down from 45 to 22 nm, and it was negligible
the CNTFET SCM. But input resistance was found high which should be as low
as possible. Researchers made many CMs like Wilson CM, Cascode CM, Advance
CM, etc., to improve the accuracy. But they were also a little inaccurate and were
complex. So, the main motive of the work in the paper is to make a CM with the
least error, high output resistance and not very complex.

It is almost impossible to get the output current similar to the input current in
MOSFET SCM because according to the drain current equation in the saturation
region,

Id = 1

2
μnCox

W

L

(
Vgs − Vt

)2
(1+ λVds) (1)

where
Id = Drain current
μn = Electron mobility
Cox = Gate to oxide capacitance
W =Width of the MOSFET
L = Length of the channel
V gs = Gate to source voltage
V th = Threshold voltage.
λ = channel length modulation constant
V ds = Drain to source voltage.
Generally, the value λ is considered 0 for the ideal MOSFET, but there is no such

MOSFET exist. λ always has some value greater than 0 due to which drain current
alters linearly with V ds even in the saturation mode. Input voltage in the SCM is
set to a voltage more significant than the threshold voltage of both the transistors
because they are similar to each other and put them in the saturation region and vary
the output voltage (>V gs − V th), M2 will not give constant current instead, and the
output current will vary linearly with output voltage. So, we can say that due to the
channel length modulation effect, we do not get the equal currents in the MOSFET
SCM.



A Dopingless Tunnel FET and MOSFET-Based Comparative Study … 601

Fig. 3 Output characteristics at Vgs = 0.8 V of a different NMOS and b DLTFET

2 Simulation Results and Discussion

There are two main parameters that describe the SCM. First is the current error, i.e.,
the difference of the output current and the input current should be 0. Second is
its AC output resistance, which should be high for an extended frequency band. It
helps us to determine how variable Iout is with the voltage applied to the SCM. There
are some more parameters that describe the SCM, like input resistance, transient
response, leakage current. So, the MOSFET SCMs are compared with the DLTFET
SCM on the basis of these parameters in this section.

2.1 Output Characteristics Comparison of the Devices

V gs for all the devices is kept constant at 0.8 V, and the drain to source is swiped
from 0 to 1.2 V to plot output characteristics of the four devices. Figure 3a shows the
output characteristic of the three NMOS, and Fig. 3b shows the output characteristic
of the DLTFET, and it can be observed that the current becomes constant for the
DLTFET in the saturation region, whereas currents for the other devices keep on
increasing in the saturation region. It means that the DLTFET is a more stable device
than the others.

2.2 Variation in the Output Current (Iout) W.R.T. the Input
Voltage (Vin)

The stability of the output current should be maintained in the SCM. Input current
changes with the input voltage, which must give rise to a similar change in the output
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Fig. 4 Error (�I = Iout −
I in) is shown in the plot
when V in is altered from 0 to
1.2 V. DLTFET is showing
the ideal behavior with
negligible error

current. SCM must show the minimum current error (�I = Iout − Iin). The output
voltage is altered from 0 to 1.2 V, and the input voltage is remained steady at 1.2 V
to see the current error for the four technologies. From Fig. 4, it can be observed
that the current error is maximum in 22 nm NMOS SCM and minimum in DLTFET
SCM. DLTFET SCM exhibits a typical behavior with the negligible current error. It
is all because of the less effect of channel length modulation on DLTFET.

2.3 Variation in the Output Current (Iout) W.R.T. the Output
Voltage (Vout)

The production of the input current in SCM relies on the input voltage applied, and
the achievement of the output current equal to the input current relies on the output
voltage. Input voltage is kept constant at 1.2V, and the output voltage is altered from0
to 1.2 V for the analysis. Input voltage drawn in DLTFET SCM is minimum, which
can be observed from Fig. 5a. It is a disadvantage of DLTFET. Leakage current
is minimum in DLTFET SCM among all the four transistors SCM which can be
observed from Fig. 5b.

The proportion of the output current to the input current is knownas the normalized
output current. The normalized output current should be equal to 1, and it is the
necessary condition that should be fulfilled by the SCM. DLTFET SCM reaches the
condition first, which can be observed from Fig. 6.
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Fig. 5 a I in produced at V in = 1.2 V. b leakage current obtained at V in = 1.2 V and Vout = 0 V

Fig. 6 Normalized Iout is
plotted with Vout varying
from 0 to 1.2 V

2.4 Transient Response to the Square Wave Input

The pulse voltage supply is applied to V out with initial voltage = 0 V, final voltage
= 1.2 V, delay time = 100 ps, rise time = 100 ps, fall time = 100 ps, pulse width =
2 ns and time period= 4 ns. V in is kept constant at 1.2 V. Figure 7 shows the current
transient response of all the four transistors SCM. From Table 2, it can be observed
that delay time is maximum in DLTFET SCM, but power consumption is minimum,
so PDP is not too high among the four transistors SCM.
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Fig. 7 Transient response of I in and Iout of the SCM using different technologies. a 22 nm NMOS,
b 32 nm NMOS, c 45 nm NMOS, d DLTFET

Table 2 Compared parameters for current transient response of I in and Iout of BCM technologies
at V in = 1.2 V and pulse Vout

Parameters Unit 22 nm NMOS 32 nm NMOS 45 nm NMOS DLTFET n-type

Output current mA 2.498 1.976 1.613 0.406

Rise time ps 77.43 66.91 63.84 62.95

Fall time ps 77.66 68.22 64.91 71.77

Negative overshoot µA 12.5 13.69 14.9 51.48

Positive overshoot uA 11 11.7 12 24.84

Delay 50% (low to
high)

ps 11 12 11 80

Delay 50% (high to
low)

ps 20 2 7 80

Total delay ps 31 14 18 160

Power mW 3.835 3.04 2.48 0.62

Power delay
product

fJ 118.88 42.56 44.64 99.2



A Dopingless Tunnel FET and MOSFET-Based Comparative Study … 605

Fig. 8 a Z in versus frequency plot of the SCM for different technologies. b Z in versus frequency
plot of the SCM for DLTFET

2.5 Input Resistance (Zin) Alter with Frequency

The input resistance of SCM must be as low as possible and must be stable for an
extended frequency band. From Fig. 8a, it can be detected that the input resistance of
DLTFET SCM is the lowest among the four transistors SCM. But it is not possible
to make it clear that input resistance is stable for an extended frequency band, so
another graph is plotted for the same, i.e., Fig. 8b.

2.6 Output Resistance (Zout) Alter with Frequency

The output resistance of SCMmust be as high as possible for an extended frequency
band. From Fig. 9, it can be concluded that the output resistance of DLTFET SCM
is highest among the four transistors SCM for the frequency up to 10 GHz.

2.7 AC Analysis

Input voltage and output voltage are set to 1.2 V DC each for biasing and set both
the transistors in the saturation mode. Furthermore, 1 mV, 1 kHz sinusoidal signal
is applied over the DC supply. To evaluate the input current response, the output
current response, and the gain concerning frequency for the SCM for the different
technologies, AC sweep is applied up to 1 PHz. From Fig. 10a, it can be observed
that SCMof all the four transistors has shown nearly the same input current response.
From Fig. 10b, the output current becomes constant for all the frequencies. From
Fig. 10c−3 DB gain is 0 for the frequency up to 100 GHz for DLTFET. It is difficult
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Fig. 9 Zout versus frequency plot of the BCM for different technologies

Fig. 10 SCM a I in b Iout c −3 dB gain versus frequency response for different technologies
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to understand the response of gain for the DLTFET for the frequency higher than
100 GHz.

3 Conclusion

This manuscript investigates a DLTFET-based simple current mirror using numer-
ical simulations. It is found that 20 nm DLTFET can be used as a better substi-
tute for NMOS technologies at and beyond the 45 nm technology node for the
analog applications such as current mirror because of its low threshold voltage (V th),
high transconductance (gm), high output impedance (Zout), and low input impedance
(Z in), symmetrical response, stable bandwidth response over frequency, and negli-
gible leakage. This paper compares the 20 nmDLTFET technology because it works
better in the SCMover 45, 32, and 22 nmNMOS technologies by considering several
comparative parameters. Furthermore, a small length of transistors is desired for the
accumulation of a higher number of transistors in an IC. Additionally, the analysis
can also be done for more complicated circuits such as cascaded current mirrors,
differential amplifiers, and operational amplifiers in the future.

Acknowledgements SMDP-C2SD has supported thework as per the reference letter no. 9(1)2014-
MDD (NIT Delhi, INDIA).

References

1. Choi WY, Park B, Lee JD, Liu TK (2007) Tunneling field-effect transistors (tfets) with
subthreshold swing (ss) less than 60mV/dec. IEEEElectronDeviceLett 28(8):743–745. https://
doi.org/10.1109/LED.2007.901273

2. Wang F, Hilsenbeck K, Nirschl T, Oswald M, Stepper C, Weis M, Schmitt-Landsiedel D,
Hansch W (2004) Complementary tunneling transistor for low power application. Sold-state
Electron 48(12):2281-2286. https://doi.org/10.1016/j.sse.2004.04.006

3. AsenovA,BrownAR,Davies JH,KayaS, SlavchevaG (2003)Simulation of intrinsic parameter
fluctuations in decananometer and nanometer-scale MOSFETs. IEEE Trans Electron Devices
50(9):1837–1852. https://doi.org/10.1109/TED.2003.815862

4. Shin C, Sun X, Liu TK (2009) Study of random-dopant-fluctuation (RDF) effects for the trigate
bulk MOSFET. IEEE Trans Electron Devices 56(7):1538–1542. https://doi.org/10.1109/TED.
2009.2020321

5. Jhaveri R, Nagavarapu V, Woo JCS (2011) Effect of pocket doping and annealing schemes
on the source-pocket tunnel field-effect transistor. IEEE Trans Electron Devices 58(1):80–86.
https://doi.org/10.1109/TED.2010.2089525

6. Le Royer C, Mayer F (2009) Exhaustive experimental study of tunnel field effect transistors
(TFETs): from materials to architecture. In: 2009 10th international conference on ultimate
integration of Silicon, Aachen, pp 53–56. https://doi.org/10.1109/ULIS.2009.4897537

7. Leonelli D, VandoorenA, Rooyackers R, DeGendt S, HeynsMM,GroesenekenG (2010) Opti-
mization of tunnel FETs: impact of gate oxide thickness, implantation, and annealing condi-
tions. In: 2010 Proceedings of the European solid-state device research conference, Sevilla, pp
170–173. https://doi.org/10.1109/ESSDERC.2010.5618408

https://doi.org/10.1109/LED.2007.901273
https://doi.org/10.1016/j.sse.2004.04.006
https://doi.org/10.1109/TED.2003.815862
https://doi.org/10.1109/TED.2009.2020321
https://doi.org/10.1109/TED.2010.2089525
https://doi.org/10.1109/ULIS.2009.4897537
https://doi.org/10.1109/ESSDERC.2010.5618408


608 H. Nath et al.

8. Kumar MJ, Janardhanan S (2013) Doping-less tunnel field effect transistor: design and inves-
tigation. IEEE Trans Electron Devices 60(10):3285–3290. https://doi.org/10.1109/TED.2013.
2276888

9. Damrongplasit N, Shin C, Kim SH, Vega RA, King Liu T (2011) Study of random
dopant fluctuation effects in germanium-source Tunnel FETs. IEEE Trans Electron Devices
58(10):3541–3548. https://doi.org/10.1109/TED.2011.2161990

10. Damrongplasit N, Kim SH, Liu TK (2013) Study of random dopant fluctuation induced vari-
ability in the raised-Ge-source TFET. IEEE Electron Device Lett 34(2):184–186. https://doi.
org/10.1109/LED.2012.2235404

11. Sharma N, Chauhan SS (2017) Dual metal drain Ge-source dopingless TFET with enhanced
turn-ON steep subthreshold swing and high ON-current. Electron Lett 53(14):960–962. https://
doi.org/10.1049/el.2017.0157

12. Nigam K, Pandey S, Kondekar PN, Sharma D, Kumar Parte P (2017) A barrier controlled
charge plasma-based TFET with gate engineering for ambipolar suppression and RF/linearity
performance improvement. IEEE Trans Electron Dev 64(6):2751–2757. https://doi.org/10.
1109/TED.2017.2693679

13. Yadav DS et al (2017) Performance investigation of hetero material (InAs/Si)-based charge
plasma TFET. In: Micro Nano Lett 12(6):358–363. https://doi.org/10.1049/mnl.2016.0688

14. Haris M, Loan SA, Mainuddin (2017) An ambipolar immune Si/GaAs hetero-junction doping-
less TFET. In: 2017 International conference on microelectronic devices, circuits and systems
(ICMDCS), Vellore, pp 1–4. https://doi.org/10.1109/ICMDCS.2017.8211539

15. Verma A, Sharma S, Bharti S, Bharti M, Kaur B (2020) Design of tunnel junction engineered
dopingless TFET for low power application. In: The 21st International symposium on quality
electronic design, pp 1–6

16. Sedra S, Smith KC (2009) Microelectronics circuits theory and applications, 5th edn. Oxford
University Press, New York

17. Jaeger RC, Blalock TN (2011) Microelectronic circuit design. McGraw-Hill, New York
18. Allen PE, Holberg DR (2011) CMOS analog circuit design, 2nd edn. Oxford University Press,

United Kingdom
19. Laskovski AN (2011) Biomedical engineering trends in electronics, communications, and

software. Published by InTech, Rijeka
20. Tanguay L, SawanM, Savaria Y (2008) A very-high output impedance current mirror for very-

low voltage biomedical analog circuits. APCCAS 2008–2008 IEEE Asia Pacific conference
on circuits and systems, Macao, pp 642–645. https://doi.org/10.1109/APCCAS.2008.4746105

21. Gupta R, Rana AK (2013) Study of CNTFET based basic current mirror in comparison
with NMOS technologies. In: 2013 International conference on advanced computing and
communication systems, Coimbatore, pp 1–6. https://doi.org/10.1109/ICACCS.2013.6938695

22. Sharma S, Kaur B (2020) Performance investigation of asymmetric double gate doping less
tunnel FET with Si/Ge heterojunction. IET Circuits Devices Syst 14(5):695–701. https://doi.
org/10.1049/iet-cds.2019.0290

https://doi.org/10.1109/TED.2013.2276888
https://doi.org/10.1109/TED.2011.2161990
https://doi.org/10.1109/LED.2012.2235404
https://doi.org/10.1049/el.2017.0157
https://doi.org/10.1109/TED.2017.2693679
https://doi.org/10.1049/mnl.2016.0688
https://doi.org/10.1109/ICMDCS.2017.8211539
https://doi.org/10.1109/APCCAS.2008.4746105
https://doi.org/10.1109/ICACCS.2013.6938695
https://doi.org/10.1049/iet-cds.2019.0290


Energy Harvesting Techniques
for Self-sustainable Energy Systems

Bishal Nahak , Yogesh Dewang , and Vipin Sharma

1 Introduction

Energy demand of the world is increasing due to technological advancement and
increasing population, whereas fossil fuels are depleting at a faster rate [1–4].
According to energy researchers, it was estimated that 30 trillion watts more energy
will be needed by 2050 due to global population growth [3]. The majority of energy
being produced depends on fossil fuels like gas, coal and oil. Unfortunately, the use
of these resources leads to degradation of human health and raises environmental
concern, and extensive use of these products causes scarcity of the fossil fuels [4].
In order to overcome this, the concept of renewable energy has been established.
It represents a way to produce clean and safe energy from the eco-friendly sources
present in the environment.

Reduction in weight usually in turn enhances the versatility in performance of
electronic devices. Manually operated devices with compactness are commercially
available which can operate large operations and can communicate wirelessly. These
devices are driven by battery supply which offers a finite amount of energy [5, 6].
Apart from that these batteries occupy a large amount of space, and sometimes,
it becomes economically expensive which ultimately affects the price hike of the
device. Energy crisis and globalwarming are someof themajor concerning issues that
are increasingly discussed worldwide. With the passage of time, electronic devices

B. Nahak
Department of Electronics and Communication Engineering, National Institute of Science and
Technology, Berhampur, Odisha, India

Y. Dewang
Department of Mechanical Engineering, Lakshmi Narain College of Technology, Bhopal, MP,
India

V. Sharma (B)
Department of Mechanical Engineering, Sagar Institute of Research & Technology, Bhopal, MP,
India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
R. C. Bansal et al. (eds.), Advances in Energy Technology, Lecture Notes in Electrical
Engineering 766, https://doi.org/10.1007/978-981-16-1476-7_54

609

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-1476-7_54&domain=pdf
http://orcid.org/0000-0002-6770-9896
http://orcid.org/0000-0003-3958-3939
http://orcid.org/0000-0003-3243-5423
https://doi.org/10.1007/978-981-16-1476-7_54


610 B. Nahak et al.

are becoming smaller, thus, requiring a very small amount of energy. There is contin-
uous research being carried out to increase the energy density of batteries, but the
amount of power available in batteries is limited, which ultimately affects the lifetime
of devices [5–7]. Therefore, it becomes necessary to extend the life of the device,
especially in the areas where instruments present in a manufacturing plant are used
to synthesize chemical processes in hazardous conditions. It requires a source supply
independent of the limited energy available in batteries.

Currently, several developed ideas and options exist, to provide new ways to
harvest energy. In upcoming years, there is possibility of dependency on ambient
energy resources which may remove present constraints. The aim of this work is
to review the various types of materials that emerged as an advance for energy
applications.

2 Various Aspects of Energy Harvesting

Energy harvesting is the technique to recover lost energy or to tap the ambient energy
on a smaller scale. The lost energy can be utilized to create a self-sustaining energy
system [5–7]. It is similar in concept to renewable energy generation, like solar or
wind power. The renewable energy power generation is concerned with megawatts
of power, whereas energy harvesting is limited to micro to milliwatts. The energy
harvesting can be a better alternative for batteries. As batteries contain a fixed supply
of energy and require periodic recharging. In remote or unreached locations and
medical devices which reside in the human body, the energy harvesting technique is
the promising solution [5–10].

In the last decades, the energy harvesting concept gained a boost and explosive
research and development were carried out by researchers in the past. The basic aim
is to deliver power from the sources that are available in the environment [5]. This
concept can also be related to capturing the energy coming out as by-product of an
automated process.

The use of this energy promotes wireless devices and also reduces the battery
maintenance problem [6]. The output of the harvesting system can take in form of
voltage and current, depending on the nature of the harvester. Then, the output from
the harvester is supplied to the energy management system, where it modifies the
output to desired excitation so that it can be fed into subsystems (sensors). It is
always not possible to generate continuous energy from the harvester. Considering
the example of solar energy, in which themaximum power will be generated from PV
cells in day time which also depends on the position of sun at sky, and it is obvious
that there will be no power generated during night. Therefore, it becomes necessary
to store the generated power on a temporary basis so that it can be delivered in a
controlled fashion to the subsystem [7]. Figure 1 shows the generalized block diagram
of the energy harvesting system attached with subsystems. Examples of various
energy harvesting techniques involve electromagnetic energy in the form of light
energy, radio frequency energy, mechanical energy, vibration energy, piezoelectric
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Fig. 1 Basic energy harvesting system

energy, energy generated by human motions and thermal energy. These energies are
stored and converted into useful electrical energywith the aid of different sensors. On
the other hand, recently, triboelectric has come to be known for its competitive energy
harvesting approach [8–10]. Though this process of energy harvesting is efficient,
there is a need for proper research to bring it in commercial use [11–17]. Such
renewable energy systems can increase the life span and capability of the devices
and also lessen the environmental concern caused by disposal of batteries.

3 Energy Harvesting Techniques

3.1 Thermoelectric Energy Harvesting

The most abundant form of energy present in the environment is thermal energy
after solar energy. Devices working on the basis of thermal energy get their input
from different sources such as humans, animals and heat produced by machines. In
order to harvest, the energy thermoelectric effect or pyroelectric effect can be used.
In the thermoelectric generator, different materials junctions are kept at hot and cold
temperature to generate electricity. The schematic presentation of a thermoelectric
generator is shown in Fig. 2.

3.2 Piezoelectric Energy Harvesting

Out of all other energy harvesting techniques, piezoelectric materials-based energy
harvesting techniques are the most studied once because of its high efficiency and
applicability. It converts the available mechanical energy into electrical energy. The
piezoelectric generators work on the piezoelectric effect exhibited by the piezo-
electric materials. The piezoelectric generator is presented schematically in Fig. 3.
Worthington et al. [18] designed a model which accounts for the amount of energy
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Fig. 2 Schematic illustration of thermoelectric generator

Fig. 3 Schematic illustration of the piezoelectric generator

generation via vibration of cantilever beam that are connected to piezoelectric trans-
ducer elements. They found that model to be efficient through experiments and do not
depend upon load résistance. This experiment proved to be the base in several other
experiments. Further, Hagood et al. [19] developed this model by using PZT shunt
damping circuits to control passive vibration. Such types of advanced technologies
are utilized in order to eradicate problems in concern to wearable electronics and
health monitoring.

Thermoelectric effect consists of Seebeck effect, Thomson effect and Peltier effect
[20]. Heat source is vital for generation of energy via using these effects. The effi-
ciency depends mainly on the temperature gradient. More is the temperature differ-
ence, better will be the energy transfer. Spontaneous polarization of anisotropic
solids due to instantaneous temperature variation is responsible for generation of
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pyroelectric effect. It can be used when there is availability of uniform tempera-
ture gradient in the environment [21]. The output generated varies from 10 μW/cm2

and can go up to 60 W/cm2. Though this technology is good to use, durable and
scalable, it does not provide much output or efficiency due to low temperature
gradient. Therefore, a subsequent research is needed to use human activity for thermal
energy harvesting. Piezo-thermo-fluidic and piezo-thermo-mechanic are the alterna-
tive conversion methods that are also implemented for thermal energy generation,
and these methods can be used to run appliances [22].

Humans are the reservoir of energy, since human body stores the chemical energy
and use it to do work, i.e., converting the chemical energy to mechanical energy.
Energy can be harvested from everyday activities of the human being. The related
devices must be wearable and consist of a sensor and based on wireless technology.
Implantable sensors are being used to monitor the activity; energy can be gener-
ated from the body movement (kinetic). Research is going on to combine human
movement and piezoelectric materials to maximize the output [23, 24]. It has been
observed that human actions such as exhalation and inhalation produce less that 1W,
body heat produces around 2.1–4.8 W, finger movement produces <60W or football
(heel strike) produces 67 W [25].

3.3 Triboelectric Energy Harvesting

With the growing advanced technology and electronics, it is necessary to explore
renewable and portable energy sources. The environment is a rich source of energy,
mechanical, wind, solar, thermal and chemical energy [26–29]. The traditional
systems could not meet the energy requirement with high efficiency and also in
a sustainable manner. The triboelectric generator harvest energy due to electrostatic
charge developed on contact materials. Schematic presentation of the triboelectric
generator is displayed in Fig. 4.

In a study, Wang et al. [30] had developed a triboelectric nanogenerator (TENG).
The TENG converts mechanical input into electrical output. These devices are low
cost, simple fabrication and highly efficient. Till now, there have been some TENGs
fabricatedwhich are able to generate power up to 500W/m2 with an efficiency of 85%
[31, 32]. With the fast growing of flexible technology, the flexible TENGs have been

Fig. 4 Schematic illustration of triboelectric generator
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extensively studied. One of the main principles on which TENGs work, it contains
two different contact materials that are arranged in a face to face fashion. It is well
known that when twomaterials are placed close to each other, opposite static charges
appear to the surface, owing to contact electrification. To enhance the performance
of TENGs, different methods have been investigated. Materials such as polyamide,
polytetrafluroethylene, polyvinylidene fluoride and silk are found to be the most
favorable one, due to their lower cost, portable and disposable characteristics.

Recently, several investigations have been performed to increase output of TENGs
by using carbon nanotubes, nano-Ag ink and graphene [33]. Also, the interchange
of TENGs can be done with other types of generators, and the output performance
can be increased dramatically.

4 Applications

The concept of energy storage has made wide range of products to work through
without wire fashion. Use of energy harvesting techniques helps in reducing tradi-
tional battery-based systems and also enhances the lifetime of the sensors. Jason et al.
[34] presented a “duty cycle algorithm which is adaptive in nature, i.e., the sensor
nodes can autonomously adjust their duty cycle as per the energy availability in the
environment.”

4.1 Biomedical Applications

With the extensive research on energy harvesting, a lot of effort is being invested
in the development of medical applications. Portable medical devices have attracted
major concern because these devices need to be small in size, lightweight and either
wearable or implanted in the body. These devices require very less amount of energy
consumption. Tomeet this requirement, small size batterieswould be enough, but due
to technological issues, these batteries have not gone undersize evolution. This limits
the lifetime of the portable devices. Replacement of the battery after every 8 years
is essential for smooth functioning of the pacemaker. Implantable neuro-stimulator
has a battery life of nearly five years. In order to overcome this, ZnO nanogenerators
[21] based on piezoelectric effects are used inside the human body. Thus, there is a
need for low powered medical equipment and research is being carried out.

4.2 Biomedical Applications

Apart from biomedical applications, energy harvesting techniques are also promi-
nently used in the field of industrial applications. Piezoelectric material (PFCB) is
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utilized for making piezoelectric shoes [35]. A sensor senses the motion created on
PFCB, and then it converts it into electrical energy which is further used to power
small appliances. This process can be adopted by everybody as it is easy to use
and it also does not require any additional care. Another example, in 2009, few
Harvard undergraduates designed a prototype “power ball” [35]. It has an induction
coil inside the ball which detects when it is kicked or any motion occurs. Further,
they enhanced the prototype in which other electronic gadgets can be charged by
connecting it through the USB port. Energy harvesting trees are based on advanced
nanotechnology which has a cable to convert solar and wind energy into usable
electrical energy.

5 Materials for Energy Harvesting

Exceptional characteristics of nanoparticles make them appropriate candidates for
energy storage applications. The properties of nanoparticles are significantly different
from their bulk owing to an increase in fraction of surface atom and higher surface
area [1, 2]. The fraction of surface atoms in the nanoparticles increases with the
reduction in size as shown in Fig. 5.

Carbon is one of the most abundant elements that are being present in the environ-
ment and its allotropes like fullerenes, carbon nanotubes, graphene, etc., have been
known as good sources for energy harvesting and storing materials [36, 37]. One of
such prominent applications of carbon nanotubes is in the fuel cell devices. These
devices convert the chemical energy into direct electricity instead of heating it to get
energy. It consists of an anode, cathode and electrode. In the typical mechanism of
the fuel cell involved, hydrogen is being supplied at the anode which further gets
split into its constituent’s electrons and protons. The generated protons get diffused

Fig. 5 Increase in surface
atoms of nanoparticles on
decreasing the diameter
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at cathode and electrons flow out of anode providing electricity. At the end electron
and proton, both combine to form water [36]. Since the early 1960s, considerable
research has been conducted to increase the proton exchange membrane fuel cell
(PEMFC). In order to increase the performance, carbon nanomaterials have been
used. For instance, carbon blacks like Acetylene black, Ketjen Black, Vulcan XC-
72, etc., are commonly usedmaterials for PEMFC. They support large surface area to
ensure high activity. Carbon nanomaterials are also used in making improvised elec-
trolyte materials for fuel cells. Kannan et al. [37] in their experiment he had added
functionalized single wall nanotubes into nafion matrix. This provides a network for
proton mobility and also improved the mechanical stability of membranes in H2/O2

cells.
In recent years, conducting polymers have emerged as a prominent candidate

for thermal energy harvesting [15]. In comparison with traditional inorganic semi-
conductors or semiconducting polymers having relatively lower thermal conduc-
tivity, while their electrical conductivity is as high as ~1000 s/cm. This distinctive
combinational property of these materials makes it a favorable condition for energy
harvesting. Additionally, these polymers have advantages like printable, flexible and
moldable. In order to increase its properties, doping is also performed. For example,
poly (3, 4-ethylenedioxythiophene) turned dark blue to transparent when it turned
from undoped state to heavily doped state [16, 17].

During the 1880s, piezoelectric materials are used to be naturally occurring
substances (quartz). After 140 years, researchers were able to develop piezoelec-
tric materials bearing outstanding characteristics which are similar with those natu-
rally made quartz. Piezoelectric ceramics and piezoelectric crystals are the two
major forms of inorganic materials which are majorly applied in mechanical energy
storage [38–40]. ZnO nanowires and quartz films are piezoelectric crystals which
exhibit single crystal structure. In contrast to piezoelectric crystals, piezoelectric
ceramics have shown multiple crystal structures. These piezoelectric ceramics show
the piezoelectricity under application of a high electric field for arranging orienta-
tions of crystals. Pb[ZrxTi1-x]O3, AIN and barium titanate (BaTiO3) are examples
of piezoelectric ceramics [40].

Polymers, for example, poly (vinylidenefluoride-co-tri-fluoroethylene) (PVDF)
offers superior characteristics such as easy fabrication, sufficiently mechanically
tough and flexible as compared to inorganic materials [41–47]. PVDF polymers
found to be more appropriate for piezoelectric energy harvesting applications. PVDF
exhibits five semi-crystalline different phases, namely as α, β, γ, δ and ε. β phase
found to be most strong among all five phases [47].

It is noteworthy that biological tissues or microorganisms like bone, virus and silk
demonstrate property of piezoelectricity [48–50]. With the advancement of biotech-
nology, thesematerials offer an eco-friendly approach to energy harvesting. Lee et al.
[51] have demonstrated that M13 bacteriophage shows piezoelectric behavior and
can be utilized for energy storage purpose. It exhibits strength up to 7.8 pm/V. Further,
studies show that the generator of piezoelectric based on M13 bacteriophage shows
a voltage of about 400 mV and current intensity up to 6 nA. Gosh and Mandal [52]
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have designed a nanogenerator bio-based nanogenerator piezoelectrically driven-
based through the swim bladder of Catla fish. It showed open circuit voltage up to
10 V and short circuit current up to 51 nA at a stress of ~1.4 MPa.

Solar cells as a sustainable source of energy have gained an intensive research
interest [53]. One of the major problems associated with this is the recombination
rate of electron and hole pairs [54–56], in which the use of graphene materials has
significantly enhanced the efficiency of the solar cell [57–61]. It has magnificent
electrical and optical properties. It provides a large interface for efficient exciton and
dissociation of charge carriers in solar cells and also it acts as a buffer layer and slows
down the charge recombination rate [62]. Thus, novel nanostructure fabrication of
graphene is very significant research to further improvise the device efficiency.

6 Conclusions

Energy harvesting techniques, materials used in energy harvesting and their applica-
tions were briefly summarized. The energy harvesting techniques become increas-
ingly important to address technological advancement in the field of Internet of
things, wireless sensor, biomedical equipment and self-sustained systems. Conven-
tional battery technology in remote or in biomedical applications was successfully
replaced by energy harvesters. Flexibility of energy harvesters makes them suitable
for wearable energy devices. Recent research focuses on increasing the efficiency of
energy harvesters and hybridization. The hybrid energy harvesters, i.e., harvesting
energy from multiple sources are gaining importance owing to high efficiency and
higher energy output.

Acknowledgements Authors gratefully acknowledges virtual internship program of science
leadership.
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A Novel Color-Coded Light-Based
Communication for Autonomous Swarm
Robotics Research

Abhishek Kaushal and Anuj Kumar Sharma

1 Introduction

A system with several autonomous robots operating together severe difficulties on
the design of control schemes when using the traditional approach to accomplish
the given task. Inspired from the natural swarm systems (bees, ants, and other social
animals), swarm robotics in conjunction with swam intelligence aims at providing
solution to control such large multi-robot system. The individual robots of a swarm
robotic system are relatively simple and can only perform some basic operations on
their own. Swarm robots accomplish the given task by interacting and cooperating
with each other and with the environment they are in. Thus, communication between
the agents of the artificial swarm system plays an important role in the completion
of the given task [1].

The control in swarm robotic system is generally decentralized [2, 3] which gives
the system self-organizing feature, thus making the system highly robust, scalable,
and self-reliant [4]. While using swarm system, a complex task can be distributed
among the agents of the swarm, and hence, various tasks can be performed simul-
taneously [5]. The robots of the swarm can be interconnected over a network over
which they can share the information among other agents of the swarm and to the
human operator as well [6].

The robots of the swarm can communicate with each other using three ways
[7] to accomplish some collective behavior. Firstly, by interacting with the environ-
ment they are in, the robots communicate with each other by changing or modifying
certain characteristics of their surrounding like placingmarkers or bymoving objects
in certain order. This mode of communication involving the environment for indi-
rect coordination is referred as stigmergy. Secondly, the robots can communicate via
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Table 1 Wireless communication technologies

Communication
technologies

System accuracya (m) Advantages Limitations

Cellular 20–50 Global coverage Base station
synchronization

ZigBee 1–10 Low power and cost Low data speed,
insecure

Wi-Fi 1–5 Low cost Environment dependent

Bluetooth 1–5 Low power and cost Low accuracy, short
range

RFID 1–2 Low power and cost,
easy to implement

High response time,
mobility limitations

Infrared 1–2 Low power
requirements

Short range, affected by
environment

Ultra-Wideband
(UWB)

0.1–1 Low power, high data
rates, noise immunity

High cost, interference
to other radio
technologies

Ultrasonic 0.03–1 Less expensive, quick
startup

Environment sensitive

aCan be found in [9–12]

sensing by utilizing the on board sensing and actuation system. By using this mode of
communication, robot can easily detect the presence of neighboring robots and obsta-
cles. Lastly, robots can interact with each other via direct wireless communication,
exchanging data with nearby robots over a network. In this mode of communication,
the robot can either communicate to its closest neighbor referred as local communica-
tion or to the whole swarm via broadcast known as global communication [8]. Table
1 shows a comparison of various communication technologies that are typically used
in multi-robot systems.

Several communication modes have been studied for swarm system. Image
processing technique has been used by some researchers for swarm system [13–15],
such systems tend to be complex and require more computation resources. Conven-
tional radio communication is also used which allows for long distance communi-
cation and comes with its own limitations [16, 17]. Based on low power long range
wide area network protocol, LoRa can be used for efficient long range inter-robot
communication [18], limited by low bandwidth availability, small network size, and
network latency.

As the robots in the swarm robotic system are very simple in design so as to
maintain easy scalability of the system and hence are severely limited in computation
power making them unable to handle multi-channel radio communication networks.
Moreover, due to their mobility it becomes challenging for distance and location
estimation. Thus, making the local sensing-based communication the most suitable
for multi-robot swarm systems [19]. Table 2 shows various swarm robotic platforms
developed earlier and communication technology used by them.
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Table 2 Some swarm robotic
platform communication
technologies

Robot Communication

Alice [20] Infrared

S-bot [21] Infrared, Wi-Fi

E-puck [22] Infrared, Bluetooth, Serial

Kilobot [23] Infrared

Thymio II [24] Infrared, Wi-Fi

Droplet [25] Infrared

Pheeno [26] Wi-Fi, Bluetooth, Serial

Mona [27] RF, XBee

This paper presents a novel communication technique based on the local sensing
utilizing color-coded light signals for information and command transfer from one
agent of the swarm to another. This communication technique can be very helpful for
swarmbehavior studies. As color light signal can be easily observed, the performance
and activity of every agent of the swarm can be monitored with ease. Thus, impact of
individual robot on the emergent behavior of the swarm can be studied giving more
insight into swarm behaviors.

The rest of the paper is divided into following sections, and Sect. 2 describes the
hardware implementation of the color-coded light communication system. Section 3
describes the experiments using the communication. Section 4 concludes the work
and discusses in brief about the future scope of the current work.

2 Hardware Implementation

2.1 Color Light Receiver

The main work of the receiver is to capture the color-coded light signals from the
transmitter and convert them into digital signals, and these signals will then be
processed by a microcontroller to generate actuation commands. As the signals used
in the current work are mostly within the visible range, with wave length ranging
from approximately 400 nm to approximately 700 nm (see Fig. 1), therefore, the IR
and UV noise needed to be filtered.

Broadcom APDS 9960 RGBC (red, green, blue, clear) digital sensor (see Fig. 2)
was chosen as receiving light sensor. The sensor has integrated optical lens colli-
mating the incoming light and thereby improves the sensitivity of the sensor. The
sensor gives red ‘R’, blue ‘B’, green ‘G’, and clear ‘C’ light data in terms of the
respective intensity. Each of the channels has individual data converters producing
16-bit data simultaneously, making the sensor very quick. The sensor also has a
programmable gain amplifier which contributes to its high sensitivity. The sensor
uses I2C communication protocol for interfacing with the microcontroller.
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Fig. 1 Part of electromagnetic spectrum used for communication

Fig. 2 RGBC color sensor; aAPDS9960 sensor, bAPDS9960 photodiodes, cAPDS9960 breakout
module, d circuit diagram

2.2 RGB Transmitter

The transmitter converts the digital signals from themicrocontroller into color-coded
light signals and sends it to the receiver. For transmitter WS2812B intelligent RGB
LED is used. The transmitter LED comes in 5050 SMD package making it easy to
implement. The LED can emit the three-primary color with brightness ranging from
0 to 255 and therefore can be used to display complete 16777216 color.
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Fig. 3 RGB Transmitter;
a 5050 SMD Package,
bWS2812B breakout

The LED has built in control chip (see Fig. 3), which enables the control of the
full color via single input. The LED can also be connected serially and individual
LED from the series can be controlled to emit any color combination.

3 Validation Experiments and Results

3.1 Transmitter LED Performance Analysis

The transmitter LEDWS2812B was tested for current consumption at various inten-
sities and for RGB colors, and the test was performed in order to determine the
power consumption, which plays a significant role in case of miniature swarm robot
with small battery. The LED was connected to a 3.3 V power supply, controlled via
Arduino Uno current measurements were taken with the help of a digital multimeter
(see Fig. 4).

Fig. 4 WS2812B current versus light intensity
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Fig. 5 APDS9960 readings versus distance

3.2 Color-Coded Communication

The WS2812B LED was connected to Arduino Uno (Atmega328P) for giving color
control commands and was supplied with 3.3 V supply of the Arduino Uno. The
APDS9960 sensor was connected to another Arduino control board and was fixed
at one point; while the transmitter LED was moved, the readings of the sensor were
recorded with the changing distance of the transmitter LED (see Fig. 5). The sensor
readings were calibrated by subtracting the ambient light reading from the useful
data.

It was observed that a reliable and distinguishable data reception takes place
at around 25–30 cm distance from the sensor, thus making the sensor suitable for
communicating with neighboring robots in multi-robot configuration. The informa-
tion can be encoded in form of colors and data can be distinguished at the receiver
based on the percentage of the RGB values in the received signal. Received light
intensity can be used to determine the approximate distance between the transmitter
and the receiver.

The data can also be sent in form of color-coded pulses; thus, more complex data
can be sent. At the receiving end, pulse-on time and color are used to decode the
data. A combination of different color and different duration pulses can also be used
encode the data (see Fig. 6).
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Fig. 6 Different types of data received. a One color slow pulse, b one color fast pulse, c one color
fast variable pulses, d one color slow variable pulses, e two color fast pulses, f three color pulses

4 Conclusions and Future Scope

Communication using the color-coded signals with the help of RGB LED and
APDS9960 color sensor is efficient, cost-effective, and easy to implement. The
current work can be concluded as follows:

• Characteristic analysis of the transmitting LED WS2812B at various intensities
was conducted in order to determine the power consumption by the transmitting
system.

• Reception range of communication system at which received data can be
distinguished from the environmental noise was determined.

• Various light pulsing techniques for the data transfer and its reception were
developed.

• The developed system is compact and can be easily controlled using low
computing power system,making it suitable for local communication inminiature
swarm robotic systems.
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Fig. 7 Miniature robot prototype using color-coded communication system

In the future, further investigation can be made in order to develop more modu-
lation technique for the fast and efficient communication. A miniature robot (see
Fig. 7) equipped with this communication system for swarm robotics system is under
development.

Moreover, multiple color sensors can also be implemented in order to capture light
signals from multiple directions. Similarly, multiple WS2812B LEDs connected in
series canbeplaced around the robot bodygiving it the ability to transmit directionally
constrained data.
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Recent Advancement of Weed Detection
in Crops Using Artificial Intelligence
and Deep Learning: A Review

Puneet Saini

1 Introduction

With the continuously increasing world population, the global hunger index has also
increased rapidly. This can be dealt with the means of digital farming which in turn
will help in production of disease free crops and can provide high nutritional food
[32]. By 2050, the global population will reach 9 billion according to reports by the
United Nations. So automating the farming techniques can help in feeding the human
population in the near future [33]. Climate crisis is also impacting the agriculture,
and with extreme rainfall to severe shortage of rains in the past few years have also
degraded the agriculture output. Extreme rainfall leads to plant diseases and threats
from pests and weeds [18]. Researchers and farmers for past many years have been
trying to overcome the provocations posed by the weeds, initially by introducing
herbicides and then using mechanical means to remove weeds.

Weeds can appear anywhere in the field, and they compete for essential nutrients
with crops, if not controlled, it could result in lower crop yield and quality [22].
Numerous techniques were tried to control weeds, and some of them includesmanual
weeding with hands or by simple hand tools. These methods were used for many
years and still being used in small fields [31]. Herbicides used for weedsmanagement
may destroy weeds but are mistrusted for being problematic to the environment. For
example, arsenical-based herbicides likemonosodiummethyl arsenate (MSMA)may
be the reason for groundwater contamination [21]. Mechanical way of removing
weeds is efficient and cost-effective but they are not able to remove intra-row weeds
and may damage the crops, though efforts are being made to design mechanical hoes
[34]. Intra-row weeding is still a challenging task which needs different assisting
methods, like using real-time kinematic GPS (RTGPS) for measurement of diameter
and height of agriculture crops.
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Fig. 1 An example of CNN architecture: CaffeNet. Source caffe.berkeleyvision.org [15]

Agriculture ecosystem is complex, unpredictable, and multivariate and can be
understood in a greater way by constant observation and analyzing various traits
related to it. This means need of big agriculture data and obtaining new infor-
mation from it [3]. Data can be collected from satellites, unmanned aerial vehi-
cles (UAV), airplanes, drones, field robots, providing large dataset of images of the
agriculture environment. Raw images provide variety of challenges and need to be
passed through various image processing techniques for decision-making purposes
[12]. There are various techniques used for analyzing images, some popular tech-
niques include machine learning (ML) (artificial neural networks (ANN), K-means
clustering, support vector machines (SVM) amongst others) [38].

Besides the above-mentioned techniques, deep learning is gaining momentum in
the past fewyears [29].DLbelongs tomachine learning class and is similar to artificial
neural network (ANN). However, it differs from conventional neural networks as
they are deeper and have complex layers of interconnection with the requirements
of strong computational power for extraction of desired parameters [27]. There are
various network architectures used in deep learning (i.e., recursive neural networks
(RNN), pre-trainednetworks, recurrent neural network, convolutional neural network
(CNN) [15] (Fig. 1).

2 Methodology

The review presented aims to identify weeds in crops using artificial intelligence
and deep learning methods. A procedure was established to interpret and compare
the results relevant to the research using a systematic literature analysis. As deep
learning in agriculture is relatively new, focus was on the research papers published
from 2015 to 2020 with areas related to removal of weeds. The papers were selected
from databases like ScienceDirect, Springer, IEEE Xplore, and Google Scholar.
An expression-based research was initiated with keyword: (“weed detection” OR
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Fig. 2 Images from Grass–Broadleaf dataset. Upper row shows images of broadleaf weeds and
lower row shows images of soil class. Adapted with permission from Elsevier, Copyright 2019.
Source [5]

Fig. 3 Images from DeepWeeds dataset showing two examples of each weed species. Adapted
with permission from Elsevier, Copyright 2019. Source [5]

“deep learning in agriculture”) and (“deepweeds”). For each study, information was
obtained and classified into: year of publication, problems described, architecture of
the deep learning framework used, labels, classes, and data used (Figs. 2 and 3; Table
1).

3 Deep Learning

DL learning is an extension of classical ML with more depth and complexity in
the neural network which allows data to be represented in hierarchical way, through
abstraction at several levels [27]. Feature learning is the biggest advantage of deep
learning in comparison with ML. In ML, the input image has to go through prepro-
cessing, segmentation, and feature extraction steps, in which normalization, size
reduction, spectral property, etc., are done and the image is then fed to a machine
learning model [33]. In DL due to the hierarchical representation, the features at
higher level are formed by the lower level features.

The papers reviewed showed convolutional neural network (CNN) used as a class
of deep learning framework to identify weeds from crops. CNN layers represent data
with general features at the first layer, then becoming more specific going to the
deeper layer [17]. Maxpooling was used to reduce the dimensionality of the layers,
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Table 1 Deep learning methodology used by authors for weed detection

S. No. References Problem description Data used DL model used

1 [13] Classify weeds from
RGB images

Dataset of 17,509
images taken from
DeepWeeds dataset

Graph weeds net
(GWN), author defined

2 [14] Classify weeds from
four different weed
dataset

Cornweed—4200
images
Lettuceweed—560
Radishweed—280
Mixed—5040 images

Graph convolutional
network (GCN), author
defined

3 [9] Combining pre-trained
CNN with SVM and
XGBoost

2 crops, tomatoes and
cotton and two weed
species

Inception-ResNet with
SVM classifier

4 [10] Improving neural
network pre-trained on
agriculture datasets
instead of ImageNet

504 RGB images of
four different species

VGG-19, ResNet

5 [16] Calculation flow in
real time for neural
network

Dataset of images
collected in carrot farm

Author defined

6 [36] Several DCNNs were
constructed to identify
weed in perennial
grass

15,486 negative images
(no weeds) and 17,600
images (with weeds)

Comparison between
VGGNet, GoogleNet

7 [1] Methodology was
developed to
accelerate labeling of
pixels

906 images from
canola fields

Comparison between
VGG-16 and
ResNet-50

and fully connected layers were placed near the output of the network which acts as
a classifier to classify input image or to make predictions.

3.1 DL Architectures and Frameworks

There are various prevalent architectures which were used by researchers reviewed
in this paper either for using as pre-trained weights or for comparison of accuracy
with their own DL model. AlexNet, VGG, CaffeNet (Fig. 1), GoogleNet among
others were used for comparison. Various tools which researchers have utilized
to experiment with their model were TensorFlow, Py-Torch, Caffe, Theano, Keras
(programming interfacewhich is integratedwith TensorFlow 2.0), andDLMATLAB
Toolbox.
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4 Deep Learning in Weeds

The papers presented in the review were classified according the problem they
addressed, sources of data with classes and labels, DL architecture implemented,
whether data segmentation or preprocessing done, performance according to metrics
chosen and comparison with other DL architectures.

4.1 Data Sources

DL model works best when fed with lots of image data containing thousands of
images either captured through a camera, UAV, satellite, or mounted on a movable
platform [25]. Some authors have synthetically increased the number of images by
altering the images through various operations [2, 12]. Some researchers have used
publically available dataset for weeds identification purpose like DeepWeeds [5, 14,
23], while other have generated their own dataset for their required research [35].
Papers dealing with weed identification who generated their own dataset used small
dataset of images to be fed into DL model [25]. In general, problems in which large
number of weeds species were to be identified required large number of data [26].
Many researchers have used camera mounted on a moving platform to catch images
of weeds, and it turned to be most economical way to collect data [24, 26].

4.2 Data Preprocessing and Augmentation

Many researchers opted to do some image preprocessing or segmentation steps,
before the specific features of the image were fed as input to the deep learningmodel.
Themost commonwas image resize,mostly converting into an image of smaller sizes
of 128 × 128 or of 60 × 60 pixels [15]. Image segmentation was done to alter the
size of the dataset or for expediting the learning process by feature enhancement [4,
8]. Pixel extraction [2, 12], background removal [26, 29] of images were done. The
work under study utilized data augmentation to synthetically increase the dataset of
training images. This was done when the datasets available were smaller in size and
to increase the performance and the learning procedure of the deep learning model
[9]. This process became important for authors who trained their model on artificial
images and tested them on original ones.
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4.3 Technical Details

Many researchers employed faith in CNN architectures like Inception-ResNet,
GoogleNet, VGG16, andAlexNet, and some also developed their own architecture to
compare their performance metrics with them [8, 13, 16]. Some of the research work
also compared deep learning models with traditional machine learning models like
support vector machines (SVM), artificial neural networks (ANN) [19] to evaluate
performance between them.

Regarding deep learning framework used, papers published from 2015 to 2019
have employed Caffe followed by TensorFlow. Some authors also developed their
own framework on top of Keras/Theano, Keras/TensorFlow. In [32], TensorFlow
2.0 was released which used Keras as API this prompted authors to use this as their
programming framework [14].Many studies divided their dataset into training/cross-
validation and testing in the ratio of 90–10 or 95–5, respectively, with learning
rate varying from 0.001 and 0.005 up to 0.01 [15]. Moreover, many authors used
pre-trained weights as transfer learning to influence the learning efficiency [20].

4.4 Overall Performance

Measuring the performance of the deep learning model is to check with what
percentage of accuracy the weeds have been correctly identified [19]. Authors have
used different performance metrics related to their study. Kounalakis et al. [6] dos
Santos Ferreira et al. [17] used precision and recall as their performance metrics with
accuracy more than 90% indicating good performance. Jiang et al. [14] compared
F1 score of their self-developed CNN architecture with other deep learning architec-
tures. In nearly all of the cases reviewed DL approach outperformed the traditional
ML approach (SVM, ANN, K-Means) when comparison was done to identify weed
[29].

5 Discussion

The analysis of the research published in last five years shows the superiority of
Deep learning in identifying weeds. It offered better accuracy and performance
when compared to other ML approaches. Traditional ML approach required various
preprocessing steps for feature extraction from the image such as histogram, scale-
invariant feature transform (SIFT), texture- and shape-based algorithms and many
more, whereas in DL, the hierarchical representation helps the features to get auto-
matically extracted. Many of the author’s preferred CNN models to perform clas-
sification and some modified their model for complex problems like plant disease
detection. Dyrmann et al. [7] used DetectNet CNN to detect weeds in cereal crops
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Table 2 Performance comparison of deep learning models with different framework used

S. No. Framework
used

Error estimation
method used

Measure of error
in (%)

CNN
architecture and
comparison

Reference

1 Caffe CA 98% Modified
VGG-16 used
(no more details)

[8]

2 Keras Intersection over
union (IOU), F1

IOU—(99.05%),
F1—99.52%)

VGG-16,
ResNet-50

[32]

3 MATLAB, DL
Toolbox

CA 94.72% N/A [11]

4 Machine Vision CA 98.93% CNN and DCNN [28]

5 N/A CA 90.19% N/A [3]

6 Keras Precision, recall,
F-1

99.25% for F1 AlexNet,
VGG-16, and
ResNet-101

[14]

7 Caffe CA with
probability
distribution

98% Compared with
SVM, Adaboost

[6]

8 Keras Precision and
recall

3.3 ± 0.2
(Precision), 78.5
± 2.5 (Recall)

CNN with SVM
and logistic
regression
classifiers

[17]

using bounding boxes. This establishes a very promising future in the research to
identify weeds in real time as it will be helpful for an automated machine or a robot
to detect and remove weeds (Table 2).

The biggest advantage of using deep learning to identify weed was the reduced
effort to extract features from the images as it can be very time-consuming and
requires considerable time to put the images in a shape that can be fed into a traditional
machine learning algorithm [37]. A considerable shortcoming in using DL is that
it needs large amount of data for training purpose and even longer time to train the
model than ML approaches. There is an immense potential for the application of DL
in agriculture and specifically in weed identification.

6 Conclusions

In this paper, a review of weed detection in crops using artificial intelligence and
deep learning was summarized. Papers were identified with the technical details of
the DLmodels employed, DL framework used, data preprocessing and augmentation
techniques utilized, performance of themodel according to the classification accuracy
and comparison with other ML models were done. The finding indicates that DL
deals with better classification accuracy, performance and offers better confidence
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in finding weeds than other image processing techniques. For future work, DL could
be applied to complex agriculture problems like plant disease detection and weeds
removal. AI and DL can significantly improve farming practices and could lead to
smarter and sustainable farming.
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A Review of Performance of Solar
Photovoltaic Refrigeration System

Shailendra Kasera, Rajlakshmi Nayak, and Shishir Chandra Bhaduri

1 Introduction

Refrigeration technology is required for the preservation of food and vaccine cold
chains in hospitals butmany villages are still not connected to the grid.Many far-flung
areas of India have an uneven power supply. Without electricity, the low tempera-
ture cannot be achieved. Kattakayam and Srinivasan [1] explained that solar energy
appears to be a good solution to this problem, especially in countries where high
solar irradiations are available; therefore, solar refrigerators may be considered as
an optimal solution for storing the vaccines and life drugs. Secondly, conventional
fossil fuel-based power plants are used in order to supply electricity that causes global
warming. Consequently, the use of new and renewable energy has become the center
of attention for all researchers around the world. Ekren et al. [2] told that technolo-
gies related to DC compressors are more useful as compared to AC compressors. It
is especially suitable for a renewable type of energy sources. DC compressors do not
require the power inverter. Opoku et al. [3] discussed that during the refrigeration
cycle, DC compressors have low surge power as compared to AC compressors. Khan
et al. [4] told that VRF technology coupled with solar refrigeration brings additional
advantages. A variable speed solar DC refrigerator can reduce the size of the solar
PV array and reduce the overall cost.
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2 Studies of Solar Photovoltaic Refrigerator

The studies on solar photovoltaic refrigerator are divided into two sections. The first
section consists of the researches based on the DC compressor, and the later section
reviews the researches of AC compressors. A brief summary of the same is also
shown in Tables 1 and 2 for DC and AC compressor, respectively.

2.1 Studies Related to DC Compressors

Su et al. [5] proposed a variable speed solar DC refrigerator. It is directly run by
solar PV without any help of batteries and inverter. The speed of the compressor
changed as per the change in solar radiation. They have presented a dynamic model
for simulation of variable speed DC milk refrigerator and performed the various
tests to validate the models. They have studied the surrounding temperature, solar
radiation intensity and compressor speed. They have published that cooling capacity
and average PV utilization efficiency for variable speed refrigerator are increased by
32.76 and 45.69%, respectively, as compared to fixed speed. They concluded that
the average cooling capacity decreases with increment in surrounding temperature
but the surrounding temperature has less effect on power consumption.

Khan et al. [4] designed the milk chilling system using VRF technology. The
main aim of this work is to minimize the torque load of the solar-driven milk chilling
system. VRF system can also reduce the peak power of the solar array. They coupled
the 200 L milk chilling tank with one ton of a refrigeration system which is powered
by 2 kW. They conducted the experiments using the batch size of 50, 100, 150 and
200 L to decrease the raw milk refrigerator from 30 to 4 °C. Three different types
of compressor, i.e., reciprocating, rotary with compressor and VRF-based rotary
compressor are utilized for the study. The power required to run all the three compres-
sors was 1.8 kW, 1.2 kW and 0.8 kW, respectively, and the torque loads were 3.3 kW,
1.6 kW and zero kW for, respectively. They concluded that the less than one kW
power is required to chill the 200 L milk with zero torque load.

Salilih andBirhane [6] studied solar PV refrigerator equippedwithR134a variable
speed DC compressor for the purpose of simulation and analysis. It is done with the
help of datasheets of the compressor and solar PV under the condition of real weather.
Solar PV of capacity 175 was connected with the DC compressor. They reported that
the COP of the system was 2.25 and 1.85, respectively for low and high speed. They
indicated that the minimum solar radiation required for running the compressor is
700 and 350W/m2 for 4200 RPM and 1800 RPM, respectively. They concluded that
such a method can be successfully utilized to know the performance of a variable
speed DC compressor coupled with solar PV.

Daffallah [7] studied the effect of surrounding temperature on 12 and 24 V refrig-
erator solar PV DC refrigerator with and without load. He chose the surrounding
temperature between the 25 and 35 °C. He performed the experiment under different
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Table 1 Studies related to DC compressors

Researcher Refrigerant Evaluation

Su et al. [5] R-134a Proposed a dynamic model of variable
speed solar milk refrigerator and validate
using experimentation work

Khan et al. [4] R22, R410A Designed the solar milk chilling system
using VRF technology. 1 kW power is
sufficient to chill the 200 L milk with zero
torque load

Salilih et al. [6] R-134a Simulation of solar PV refrigerator fitted
with variable speed compressor using the
data sheets of compressor and solar PV

Daffallah [7] R-134a Experimental performance evaluation of
12 and 24 V refrigerator under various
loading condition and effect of
surrounding temperature

Daffallah et al. [8] R-134a Experimental performance analysis of
solar direct current refrigerator for various
thermostat conditions

Opokuet al. [3] R-134a Comparative techno-economic study of
solar powered both AC and DC
refrigerator

Toledoet al. [9] R-134a Designed the solar DC ice-maker and its
adaptive control unit

El-Bahloul et al. [10] R-134a Designed and developed the solar-driven
refrigerator with thermal energy storage

Tina and Grasso [11] R-134a Developed a web-based remote
monitoring system for solar refrigerator
for energy performance

Ekren et al. [2] R-134a Experimental performance evaluation of a
variable speed direct current compressor

Kaplanis and Papanastasiou [12] R-134a Energy-efficient refrigerator was
developed by using insulation, DC
compressor and its variable speed

Toure and Fassinou [13] R-12 Design and development of solar
refrigerator for vaccine storage

Tom et al. [14] R-12 Performance analysis test of solar PV
refrigerator in the tropical climate of
Sudan

thermostat settings and calculated the energy consumption on both monthly and
annual basis. They investigated the operation time of compressor per day from 25 to
35 °C. Themaximum andminimum values were found as 0.912 h/°C and 0.216 h/°C,
respectively, for 12 V. Similarly, he calculated 1.079 and 0.317 h/°C for 24 V for
various thermostat setting. He reported 91.7 and the 76.9 Wh/L energy consumption
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Table 2 Studies related to AC compressors

Researcher Refrigerant Evaluation

Verma and Dondapati [15] R134a Designed the solar PV plant to run the
domestic refrigerator

Oualiet al. [16] R134a Studied the effect of thermal influence in
domestic 160 L refrigeration on energy
efficiency

Gupta et al. [17] R134a Determine the optimum size of solar PV,
battery and insulation thickness for 50 L
refrigerator

Kattakayam and Srinivasan [18] R-12 Reported the performance analysis of a
lead–acid battery system as a part of a
refrigerator

Modi et al. [19] R134a Carried out the experimental performance
analysis of 165 L capacity domestic
refrigerator working with R134a

Cherif and Dhouib [20] – Demonstrated the simulation responses of a
solar photovoltaic refrigeration system with
energy storage system

Kattakayam and Srinivasan [21] R-12 Determined the thermal performance of a
solar photovoltaic refrigerator

Kattakayam and Srinivasan [1] R-12 Described the major characteristics of a
small refrigerator driven by solar PV and
backed up small generator

Taha [22] – Demonstrated the over sizing and
mismatching in solar photovoltaic
refrigerators

per day, respectively, for 24 for 12 V. He concluded that the 12 V operation is more
efficient than 24 V operation.

Daffallah et al. [8] carried out the experimental performance evaluation of solar
PV refrigerator under different loading conditions. They connected the 158 L refrig-
erator with 12 V, 150 Ah gel battery, charge controller and 150 W solar PV. The
refrigerator was incorporated with R134a DC compressor with an AC/DC converter.
The temperature inside can be maintained using a thermostat. They investigated the
performance of the refrigerator under different thermostat settings. They reported
that the ampere hour of refrigerator changed between 25–88 Ah and 55–110 Ah
for no loading and loading conditions, respectively. They also tested the refrigerator
without photovoltaic and reported that the battery can operate the refrigerator for
36 h.

Opoku et al. [3] did the comparative study of both DC and AC refrigerator driven
by solar PV on the basis of techno-economic analysis. They selected the two 92 L
identical refrigerators for study. AC refrigerator is connected with 250W solar panel,
100 A-hour battery, 500 W inverter and 25 A charge controller. DC refrigerator is
equipped with a BD35F DC compressor which is manufactured by Danfoss. DC
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refrigerator is connected with 200 W solar panel, 100 A-hour battery and charge
controller of 20 A. They experimentally reported that the evaporator and cabinet
temperatures for both the refrigerators attain temperatures of 2 °C and 10 °C, respec-
tively, at 3000 rpm. They told that DC compressor has a very less power surge of
75 W as in comparison with 250–425 W of AC compressor during the cycle. They
concluded that the DC refrigerator can bring down the total installation cost of about
18% as compare to the AC refrigerator.

Toledo et al. [9] designed the solar DC ice-maker and evaluated its performance
using an adaptive thermal unit in Tunisia. They presented the design methodology
to optimize the supply system of solar energy for producing 12 kg of ice per day.
They connected 600 W solar PV array and 65 Ah battery to the ice-maker. They
further developed the new control unit so that the compressor can adapt the suitable
operation as the availability of solar energy. They reported through the simulation
results that ice-maker is able to produce the ice for 89% of the year. Thereafter, they
experimentally studied the two weather profile of warm and hot day with low solar
radiations using climate chamber, test bench and PV simulator. They concluded the
autonomy of 5 days under the low solar irradiance.

El-Bahloul et al. [10] carried out the functioning of a solar-driven vapor compres-
sion refrigerator in high ambient conditions with thermal storage using R134a.
The experimental facility consists of a solar module, UPS and battery. The solar
module has 130W nominal power and 13% efficiency. Like a refrigerator, a portable
compressor cooler of 50 L capacity was used in this process. It has a average input
power of about 52 W. It has the temperature range of +10 to −22 °C which could
be insulated with polyurethane foam. Outer frame and lid were from polypropy-
lene. The temperature in the refrigerator was put at 5 °C without PCM condition.
Similarly, −10 °C was set with PCM condition. During sunset time, PCM, which
was employed as thermal storage for the covering of cooling demand, is rubbermaid
reusable blue ice at around the evaporator’s inner surface. In this experiment, they
informed the following: For without PCM at no load indoor condition, the overall
COP was noticed at 2.51 during working these three working days. Maximum tilted
solar radiation was 670 W/m2 and the ambient temperature reached 26.5 °C on the
third day. The refrigerator was loadedwith a full capacity of 21 L of water for without
PCM. The COP was 2.28 during four working days for indoor conditions. For PCM
at no load condition, the COP was 1.25 during five working days. Maximum tilted
solar radiation was 716 W/m2 and the ambient temperature reached 30.4 °C. For
PCM at full load condition and indoor test, the COP was 1.32 during six working
days. The COP for the outdoor test was 1.22. The storage temperature of 5 °C and
0 °C was attained on the third and sixth day, respectively. The results showed that it
could be successfully used for hot arid areas for refrigeration.

Tina andGrasso [11] focused on the onlinemonitoring system to check the perfor-
mance of the solar stand-alone PV plant with the help of a refrigerator. Renewable
sources of energy should be monitored for ensuring consistent operation. Early fault
detection is necessary to save money and reliable operation. Their system incorpo-
rated refrigerator, DC compressor, 50-W solar PV, two batteries of each 18 Ah in
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parallel and boostMPPT charge controller. They have chosen one commercial refrig-
erator of 70W for the study andmounted the solar panel on its vertical and horizontal
surface. They developed the web-based data acquisition system and distributed the
data over the Internet. It was helpful to detect problems like high temperatures of
battery, refrigerator, compressor and soiling of solar PV. They identified the critical
operating conditions for applications like vaccines. Experimentally evaluated data
of prototype were further utilized for an outdoor refrigerator which is equipped with
horizontal solar panels. They concluded that the refrigerator worked successfully,
and such type of monitoring system can be successfully adopted.

Ekren et al. [2] had done the experimental performance analysis of a variable
speed direct current compressor. They compared the performance of the same direct
current compressor with reference to cooling capacity, COP and energy efficiency
in two modes, namely constant speed and variable speed during ON and ON/OFF.
Experiments were carried out on 79-L refrigerator using R134a refrigerants. In this
study, the Danfoss BD35 DC compressor of semi-hermetic reciprocating type was
utilized. This resulted in the efficiency of the variable speed of DC compressor more
than the constant speed of compressor at higher speeds.

Kaplanis and Papanastasiou [12] converted the conventional refrigerator into a
solar-powered system. They introduced some changes like polyurethane insulation
for the refrigerator which was increased by 25 mm. Refrigerator double door glass
was replaced by insulation to reduce the heat loss. Danfoss DC compressor was used.
It was compatible with R134a refrigerant. In this experimental setup, 255W capacity
of solar PV was used to generate electricity. These panels were not suitable for
refrigeration. 190Ah lead–acid batterywith 80%depth of dischargewas connected in
series to provide the backup power. The thermostat was connected to the compressor
for the controlling of variable speed. They determine the constant ratio of V /f for the
compressor. Motor speed increased from 2000 to 3500 rpm for resistance values 0,
277, 692, 1523 � and V /f value equal to 0.35 ± 0.01 were also reported during this
experiment. Theyperformed the pull-down test to findout the power consumedversus
time. A maximum of 102 W was recorded during the pull-down test and 84 W at
3000 rpm for steady-state operation. The energy consumption of a solar photovoltaic
powered refrigerator was 1.53 kWh for 15 h of operation, and for conservation, the
loadwas 1.7 kWh for 24 h of operation. TheDCcompressor increased the transferring
of power up to 92%with a speed ratio of 2.5. They have reduced the distance between
the components to minimize the power losses in cables.

The results of the solar refrigerator utilized for storage of vaccine, freezing
chamber and personal use of medical employees were noticed by Toure and Fassinou
[13]. They coupled the 335 W solar PV with R12 refrigerator through 150 Ah-12 V
battery. They made cold storage around the evaporator for increasing the autonomy
of the system. They analyzed the thermal performance of the refrigerator. The inner
temperatures stayed for about three days as per WHO norms showing the signifi-
cance of water solidification when the compressor was off. They further showed that
superior insulation of the refrigerator would enhance the cold autonomy without any
thermal loss. In exergy analysis, exergetic efficiency was 17%. They reported that the
maximum losses were at the compressor and evaporators which may be reduced by
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minimizing the magnetic and mechanical losses. Practical COP and thermal losses
were 1.63 and 11 W, respectively.

Tom et al. [14] done the performance analysis test of solar PV refrigerator in the
tropical climate of Sudan. The experimental setup consisted of the solar PV array,
two batteries, charge controller and 180 L refrigerator based on R12 refrigerant. It
had six photovoltaic modules of 40 W each with the connection of three modules
in parallel. It formed the two main branches, which have an open-circuit voltage
of 18 V. 12 V and 105 Ah capacities of two batteries that were utilized in order
to store the energy. A 24 V DC motor compressor was utilized for the refrigerator.
After conducting the test, they concluded that the electricity produced by solar PV
was not sufficient to charge the batteries fully, especially for overnight operation.
They calculated the refrigerator efficiency that was 77 and 64% for low cooling and
maximum cooling, respectively. They found that 0 °C temperature can be achieved
within 2–3 days, in order to freeze the sufficient ice in the compartment. They further
reported that the low evaporation temperature could also be achieved for 40 °C.

2.2 Studies Related to AC Compressors

Verma and Dondapati [15] designed the solar PV system to run the domestic air
conditioner in order to utilize the renewable source of energy. They calculated the
power required to operate the solar refrigerator which was 356 Wh/day. They told
that 1.3 modules of 100 W are required for power the refrigerator. Similarly, the size
of the battery and inverter is 58 A-h and 462.3 W, respectively. They reported that
the solar PV generates 41,760.67 kWh/day in 25 years using the degradation factor
of 0.05%. They justified the levelized cost of energy with 0.0870 in 25 years.

Ouali et al. [16] studied the effect of thermal control in 160 L domestic refrigerator
using R134a. Energy use was affected by room temperature, thermostat position and
door closing and opening. The refrigerator is connected with 450W solar PV, 100 A-
hour battery and 750 W inverter. They revealed the temperature difference between
the evaporator and thermostat due to mechanical error in thermostat, the thermal
inertia of thermostat and poor contact between the surface of the evaporator and bulb
of the thermostat. They calculated the estimated loss which was 2 min/periodic cycle
and 1107 h yearly. They revealed that Algeria can save up to 72 million euros per
year. Finally, they concluded that this energy efficiency brings down the cost of solar
PV refrigerator so one firm energy policy is required.

Gupta et al. [17] focused on the problem of vaccine preservation in the absence of
electricity for rural areas and tried to solve the problem with the help of a solar PV
refrigerator. They determined the optimum size of solar PV, battery and insulation
thickness for 50 L refrigerator. They simulate the solar refrigerator with the help of
TRNSYS—transient simulation software and validate through experimental study.
They connected the 50 L refrigerator with 24 V battery, solar PV, 1 kVA inverter and
charge controller. They reported that the refrigerator of 25 mm thickness insulation
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required 320 W solar PV and 50 Ah capacities of batteries. They further reported
that 200 W solar PV is required if insulation thickness is doubled to 50 mm.

Kattakayam and Srinivasan [18] reported the performance analysis of a lead–
acid battery system. It was the part of a refrigerator. Their experimental setup had
a 165 L refrigerator with a cooling capacity of 100 W. They fitted refrigerator with
240 W capacity of AC hermitic compressor and 180 Ah lead–acid batteries of deep
discharge type along with the invertors. These batteries will be operated at 0.5 <
SOC < 0.8 where SOC is the state of charging. The refrigerator was operated with
the help of battery invertors during the charging process and observed that the battery
temperature increased swiftly which being a no load opens circuit voltage at 27 V.
Charging current should be reducedmanually after about 500min so that temperature
can be maintained within the limits. They reported that the heating effects would
significant for SOC > 0.8 and the requirement of reduction of charging current after
13 continuous days. They showed charging characteristics of battery with mains
and 1 kVA generator (two-stroke air-cooled kerosene engine) via a rectifier. The
voltage increased steadily with the charging from the mains, but open-circuit voltage
decreased exponentially in the case of the generator set. The engine reached the
steady-state operating conditions after a long time. Further, they reported that initially,
the battery open-circuit voltage was 26 V corresponding to SOC greater than 0.7
which decreased to 25 V. Due to this mismatch, power loss was more than 4%. That
is why they operated the battery at 0.5 < SOC < 0.8 without the use of maximum
power point tracking. It generally consumes 7% of the power generated.

Modi et al. [19]) carried out the experimental performance analysis of 165 L
capacity domestic refrigerator working with R134a. It is driven by 140 W solar
photovoltaic arrays. The power of the compressor which was rated at 110 W had
electricity on 50 Hz. Two lead–acid batteries 12 V-135 Ah were coupled in series in
order to provide the backup power. The battery bank was connected to the invertor-
transformer system. Its function is to convert the direct current into alternating
current. The charge controller had its link with the battery bank and solar panels. The
function of the charge controller is to regulate the amount of charge coming from
the panel and avoid overcharging of batteries. Their results showed that 140 W solar
PV capacity and 135 Ah batteries were the least possible configurable to work the
system with satisfactory. They reported that the maximum COP was 2.012 at 7:00
AM, and it was decreased from morning to afternoon. They further informed that
the larger PV module and larger battery bank are essential.

Cherif and Dhouib [20] demonstrated the simulation responses of a solar photo-
voltaic refrigeration system. They utilized the latent energy storage, which was
referred to as less battery storage system (LBSS). The LBSS refrigeration plant
consists of solar photovoltaic panels, dc/ac converter, dc/dc convertor, refrigerator
and data acquisition system. There were two sections of the refrigerator; one exists
for latent storage and last for the conservation of product which was separated by
a controlled flap. When sufficient solar radiations were available, the compressor
worked in order to accumulate the ice and maintains the required temperature. The
latent storage can be utilized in the night or bad weather conditions. They reported
that for good climatic conditions, the storage energy was 705 Wh/day that ensures
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the autonomy of 1 day. The energy consumption and storage were 179 kWh/year
and 115 kWh/year, respectively, for both the solar plant of 200 W and a load of
1000Wh/day. They further concluded that the door opening and closing increase the
thermal loss but there is no effect on the process of storage temperature. The LBSS
parameters decreased with solar irradiation perturbation.

Kattakayam and Srinivasan [21] determined the thermal performance of a solar
PV refrigerator. They chose 100 W cooling capacities, 165 L domestic refrigerator
working with R12. Experiments were performed with mains and inverter as a power
source. For different voltage, they showed the variations in compressor body temper-
ature. The lowest surface temperatures were obtained at 200 V with the least power
consumption. The current drawn was larger due to copper losses at a voltage above
and below the optimum without any benefit to the cooling capacity. They showed
the influence of the refrigerator door opening when it got power from the inverter.
The performance of the refrigerator was checked for the 30 s at 30 min interval
when the door was opened. Due to this, the left wall of the cabinet touched the level
beyond 8 °Cwhich is unhygienic for the purpose of storing the vaccines. They further
elaborated on the capacity of the refrigerator in terms of icing. They loaded 5 kg of
water into the freezer that took 6 h to freeze it. During this transient condition, the
compressor inlet and outlet had no same temperature and indicated that the pressure
equalization had not been there. It was found that the inverter might not be suitable
for such large cooling loads, and the refrigerators utilized for vaccine operation could
not be suitable for ice making. They further identified that the heat which was gained
through the panels was the reason for the loss in the refrigerator. Vacuum insulated
panels should be utilized instead of conventional insulation. In the case of inverter
operation, losses in the inverter can be minimized with the help of a robust controller.

Kattakayam and Srinivasan [21] described the major characteristics of a small
refrigerator that is mechanized by solar PV. It got backing through a 1 kVA petrol
start, a portable generator set which is run by kerosene. The main source of electrical
energy was 280 W capacity of solar PV, which can maximum generate 1450 Wh of
electrical energy against the actual demand of 1300 Wh per day. The storage system
had deep discharge type four lead–acid batteries each of 6V× 180Ah. Fully charged
batteries are sufficient for 3 days backup. Another important component was inverter,
a pulse width which had a modulated square wave. As the compressor motor was
induction start, it required a voltage of 230–250 V when starting and 200–220 V
for normal running conditions. It can be done using the transformer and the power
transistors. Due to the continuous operation of the inverter, parasitic consumption
resulted in a loss of inverter. To overcome this, the inverter had to put in taken off
condition from the circuit during the system “off-cycle” with the help of a relay.
They noticed that the 8–12 min of the delay were needed during the “off-cycle” of
the refrigerator in order to equalize the pressure across the compressor, and time
delay circuit was introduced. During their tests, they concluded that the 10 min delay
did not affect the inside temperature. They observed that the cycle time is increased in
the case of inverter operation using time delay which resulted in considerable energy
saving. The inverter discharge current was fairly steady. To simulate the monsoon
period, they allowed running the systemwith the help of batteries only. They observed
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that the batteries voltage decreased most of the time except for a steep fall during low
discharge rate. They showed that the steady temperature inside of the refrigerator
could be maintained during the whole time, and there was a backup of 3 days. It took
3600 min to a generator for charging the battery fully.

Taha [22] demonstrated the oversizing and mismatching in solar photovoltaic
refrigerators. The experimental setup consisted of a refrigerator compartment, PV
array, charger controller and batteries. Refrigerator-1 had two PV modules in series
and three parallel strings. Similarly, refrigerator-2 had three photovoltaic modules in
series and two parallel strings. He calculated the load mismatch and oversizing. The
average mismatch losses were 2.26% and 2.5% for refrigerator-1 and refrigerator-2,
respectively, which resulted into a reduction in the overall efficiency of PV arrays.
He further showed that for refrigerator-1, photovoltaic modules were adequate to run
the system in all operating condition but refrigerator-2 was not suitable for higher
cooling levels. The oversizing concept justified the surplus which was being supplied
by the solar PV modules. The climatic working conditions made the PV modules
oversized with 40%.

3 Conclusion

This review study focused on a detailed overview of the solar photovoltaic refrig-
eration system. Refrigeration technologies are required for food preservation and
storage of vaccines. Electricity is not available in all rural areas, especially in devel-
oping countries. Solar energy is a proper solution to this problem. DC compressor
is more energy-efficient than AC compressor as it avoids the use of inverter and
hence improves the overall performance. It also reduces the cost of components.
The cost of equipment can also be reduced by inculcating VRF technology. It can
reduce the overall size of the solar photovoltaic array by reducing the peak power.
Various studies show that the solar refrigeration system can be successfully utilized
for high ambient temperature. Researchers have shown that it is possible that solar
refrigeration can be achieved without the use of any battery and inverter. However, it
also imposes the minimum solar radiation required to run the DC compressor. Proper
utilization of insulation can reduce heat loss and enhance performance. Performance
can also be improved by utilizing the solar tracking system and thermal storage. Solar
refrigeration requires comparatively higher time to achieve the temperature 0 °C or
lower. Therefore, optimum design conditions are required for better performance.
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A New Design Based on Grid Integrated
Solar PV Array Using Vector Control

Jaya Singh and Vineet Kumar Tiwari

1 Introduction

This paper shows the effective utilization of renewable energy towards fulfilling
the load requirement. In current era of 2020–2021, the continuous increment of
population of the country demands more load power from generating source. As
it could be seen that conventional generating sources are limited, and with lot of
restrictions, these are unable to meet the excessive load requirement. Photovoltaic
solar residential (PV) technology is becoming an even more critical part of green
energy in the country. Usually, PV array at home is connected with the grid at distri-
bution side using single-phase inverter. PV single-phase power unit will optimize
PV array power production while ensuring overall electricity grid interface perfor-
mance, safety, reliability and controllability [1–6]. The photovoltaic solar connected
grid (PV) network is one of the electricity pools transforming DC power produced
in an AC capacity. The primary function of grid interconnected solar photovoltaic
network is to pass solar limit array electricity of cohesion capacity component via
system. The structure is tied together through solar inverter which is a type of DC
converter which supports if full power is derived from solar PV panels When the
device is switched on it is fired appropriately. Delivering quality control is the main
problem for photovoltaic (PV) solar-driven grid network. The quality control of the
system suggested is determined by the transient existence of photovoltaic control,
using electronic converters and the related nonlinear changes to grasp and evaluate
the device correctly [7–10]. A significant consideration in the deployment of single-
phase PV inverter which is integrated with grid is the introduction of harmonics
current is very less in the integrated grid system. Particularly a linear current control
scheme along with a resonating Harmonic compensator is connected in cascaded
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series connection type of tracking regulator (normal harmonic compensation is shunt
to tracking regulator). The series cascaded partnership gives an efficient avoidance
of voltage connected with grid background intervention, a consistent synchroniza-
tion with grid voltage and also low response time relative to the traditional control
scheme [11, 12]. The sliding control mode (SMC) is known as robust high-stability
controller in a large variety of operating environments, even though it suffers from
chattering problem. Furthermore, it cannot be extended explicitly to power converters
from multi-switches. A good efficiency, set switching frequency for a single-phase
unipolar inverter is suggestedwith slidingmode switch through smoothing eradicates
the chattering issue of SMC. The control rule in a thin boundary layer as well as pulse
width modulator provides the inverter with a fixed frequency switching regulation.
The smoothing technique is based on reducing the modulator’s pulse width [13, 14].
In today’s situation, despite the sudden transition increasing energy competition and
regional climate change resources like fuel, wind and solar distributed generation
(DG) society that switches to traditional energy such as sun and wind. Alternate
sources like solar panels are required for compensating the surplus demand. In this
case, a significant issue is ensuring everything is emission-free, healthy, fair and
unrestricted. Microgrid concept is planned which is used in the boost converter to
use PV module. Essentially this layout is applicable in remote or island charging
schemes [15–19]. The study provides the output of universal active power filter inte-
grated with solar PV battery which is linked in both grid and shielded modes of
service. The device consists of a right uniform shunting active control filter where
the system’s PV array has been connected to DC bus. The battery is attached to the
DC-bridge converter through a bidirectional interface. Photovoltaic grid-connected
electricity system was introduced. Two FOV MPPT controllers and FSC solutions
were developed and used in deduction. The optimum point of activity needed and
configured for the maximum full power. A DC-to-DC boost-type converter with PI
controller is connected to the first one to raise and stabilize performance DC [20–23].
In this paper, integration of grid with solar PV array and conventional done. After
that switching of the boost converter is assessed by using P&O vector control in
order to harness the maximum power out of the PV array. It is observed that load
requirement is fulfill by using solar PV array.

2 Structure of Solar PV Array

It can be observed that there is continuous fall of irradiation on solar PV array which
allow producing certain level of power which is used to store in battery. The basic
structure of solar PV array is shown by Fig. 1. In this figure, solar PV array is
combination of current source and diode with internal resistance. It is represented
by voltage and current. From Fig. 1, it can be drawn that

I = Ipv − Id − Ish (1)
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Fig. 1 Structure of solar PV
array

Id = Io
(
eV/ηV t − 1

)
(2)

where V t = KT/q

Ish = (V − IRs)/Rsh (3)

from Eq. (1) it can be obtained as

Ipv = I + Io
(
eV/ηV t − 1

) + (V − IRs)/Rsh (4)

Maximum power extracted from PV array is dependent on relationship between
O.C voltage and S.C current

Pmax = Vmax Imax (5)

From Fig. 2, characteristics between current and voltage, power and voltage are
drawn for different set of irradiations. It is observed thatPmax and current are extracted
from PV array at irradiation of 1 kW/m2.

3 Design of Boost Converter

The purpose of boost-type converter is to increase magnitude of input voltage. It is
observed that output of solar PV array is stored in battery, and this voltage is not
sufficient to provide adequate power back to grid terminal. The PV array output acts
as input for boost converter. With the help of firing angle, output voltage (V o) can be
adjusted on higher side with respect to input voltage (Vi).

Vo = Vi/(1 − α) (6)

The structure of boost converter has been shown in Fig. 3. In Fig. 3, switching
of switch is done by using vector control and maintain voltage constant due to the
presence of capacitance which resist the change in voltage. From Fig. 3, it can be
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Fig. 3 Structure of boost
converter
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depicted that selection of inductance and capacitor value always play a significant
role. Its value can be given as

L = Vi ∗ α/ f ∗ �Io (7)

C = Io ∗ α/ f ∗ �Vo (8)

These values of L and C also calculated the power loss of switching converter
which is given by
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Ploss = Vgs2/R (9)

Vgs is voltage appear across switch terminal.

4 Design of Proposed System

The structure of proposed topic is described in Fig. 4, in which it is observed that
both solar PV array and AC source are connected directly to DC grid via converter.
The design aspect of solar PV array is already discussed above. It is observed that
Pmax is fetched from PV array using P&O method which is discussed in [24]. After
this output voltage is stored in battery, this voltage is not sufficient in order to provide
adequate amount of power. This is being possible by using boost converter only. Both
of conventional source and solar PV array fulfill the load demand. The maximum
contribution of load is shared by solar PV array. The switching of boost converter is
done by using vector control only which is discussed in Fig. 5. The brief discussion
of Fig. 5 is discussed in Sect. 4.1.

Fig. 4 Layout of the proposed topic
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Fig. 5 Vector control scheme

4.1 Vector Control

In order to switch the converters, vector control is used in which grid voltage is
compared with open-circuit voltage from P&O method and difference between two
passes to PID controller which gives reference value of current as shown in Eq. 10

Iref = (
Kp + sKd + Ki/s

)(
Vgrid − Voc

)
(10)

Kp = 0.23, Ki = 1.32, Kd = 2.32

Further, reference value of current compared with short-circuit current and give
reference voltage for PWM converter in order to generate pulse for switching the
converters. In PWM converter. reference voltage is compared with carrier voltage in
order to give pulses for switching.

4.2 Conventional Source

It can seen from Fig. 4, conventional AC source is also connected to DC grid via
uncontrolled converter. It is connected in parallel with solar PV array. In this case,
400 AC source is given as input to uncontrolled rectifier. The output of rectifier is
the input of DC grid.

The output of the rectifier is V o which is shown in Eq. (11)

Vo = 3V m/π
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Vm = 400
√
2 (11)

Power flow to DC grid is Po which is shown in Eq. (12)

Po = Vo ∗ Io (12)

The total load of 200 MW is connected at DC grid
After switching the boost converter through vector, certain amount of power is

obtained. Now it has to realize that how the solar PV array and conventional AC
source combined to meet the load demand. The role of contribution of each source
varies on day-to-day basis.

It is better observed in Table 1.
It can be concluded that contribution of solar PV array and conventional method

varies time to time on each day. It is observed that during morning time contribution
of conventional method is more than solar PV array, while in afternoon contribution
of solar PV array is more than conventional. In evening time, there is almost equal
contribution of both sources to meet the load demand. By using vector control for
switching boost converter, it is observed fromFig. 6 that o/p voltage of boost converter
is quite smooth and it has lesser THD which is somewhat around 6.42 as shown in
Fig. 7.

Table 1 Power flow effect Time Load (MW) Solar (MW) Conventional (MW)

Morning 100 30 50

Afternoon 400 250 100

Evening 300 100 102

time0 1 2 3 4

250

V

Fig. 6 O/P voltage of boost converter
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Fig. 7 THD of boost converter output voltage

5 Conclusion

This paper shows the integration of grid with solar PV array and conventional AC
sources. The solar PV array has been connected to grid via boost converter. Boost
converter switching is assessed by using P&O method with vector control. The
boost converter is connected to grid via uncontrolled rectifier. It is observed that
performance parameter output of solar PV array gives better reliable solution with
better power quality waveform like lesser THD.
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Performance-Based Study of HFC134A,
HC600A, and HFO1234YF in a VCR
System

Sunil Kumar Gupta, B. B. Arora, and Akhilesh Arora

1 Introduction

To fulfill both energetic and environmental requirements, it is necessary to
develop new energy-efficient and environment-friendly refrigerants. Global warming
produced by high GWP refrigerants has driven the efforts to search for replacement
refrigerants which reduce the negative impact on the environment besides producing
energy-efficient operations. Many alternative refrigerants have been applied to
replace the conventional ones but still, there is a want of refrigerants which have
shorter atmospheric life to reduce the impact of global warming.

The very important consideration of introducing any substitute refrigerant is the
energetic and exergetic optimization of the system. The energy and exergy are influ-
enced to a great extent by the ambient temperature [10]. The exergy efficiency is
incredibly affected by modifying the evaporator and condenser temperature [15].
Exergetic efficiency would be enhanced by reforming different components and
including the effect of dead state temperature [1]. A modified VCRS used a heat
exchanger as a superheater in the primary loop and a condenser in the secondary
loop. It was found that the modified system gave better results on energy and exergy
analysis than separate systems [13]. HFO1234yf used in air conditioning foundmore
exergy efficient thanHFC134a. The compressor produced the highest exergy destruc-
tion [4]. The compressor’s exergy destruction rate obtained with HFO1234yf was
found lower than that calculated for HFC134a [11].

With low specific volume achieving the same cooling capacity as with HFC134a,
the HC600a compressor would require larger displacement [14]. HC600a required
66% lower mass than HFC134a [6]. Navarro et al. concluded that HFO1234yf
resulted in lower cooling capacity by approximately 9% and COP by 19% compared
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to the HFC134a [9]. According to Daviran et al., HFO-1234yf produced lower COP
as compared to HFC-134a for fixed cooling volume, and the COP was higher for the
fixed refrigerant mass flow rate [4]. The COP of the VCRS employing HFO1234yf
was 4–8% lower and also cooling capacity about 4–7% lower than that obtained using
HFC134a [12]. Through experimental work, it was shown that isobutene (HC600a)
increased the refrigeration capacity of a VCRS with the refrigeration loads [8]. Jarall
concluded that refrigerating capacity, COP, and compressor efficiency were reduced
with HFO1234yf [5].

HFO1234yf was recommended as a major substitute to HFC134a as regards the
energy intake, the cooling scope of the refrigeration, and the corresponding safety
requirements [3]. HFO1234yf was found as a good alternative for HFC134a in a
thermodynamical sense. However, safety requirements have to be taken care of [11].

Going through the literature review, it is concluded that very few works are avail-
able on the performance of HC600a and HFO1234yf in an air conditioning system.
The authors investigate these refrigerants as a potential alternative to HFC134a
based on energy and exergy criteria. The refrigerants used in this study with their
thermophysical properties are listed in Table 1.

2 Materials and Methods

A vapor compression cycle (VCC) was employed for the analysis of refrigerants
HFC134a, HC600a, and HFO1234yf. Diagrams representing schematic and p–h
curves of the VCC are shown in Fig. 1a, b. The evaporator, condenser, and passenger
cabin temperatures were used as input variables.

2.1 Energy Analysis

The coefficient of performance (COP) gives the measure of energetic performance
of the VCC as:

COP =
.

Qe

Ẇc
(1)

where Q̇e is the heat abstracted from the evaporator and Ẇc is the compressor work
input during a cycle.

S. No. Component Heat/work transfer Equation

1 Evaporator Q̇e = ṁr(h4 − h1) (2)

2 Compressor Ẇcs = ṁr (h2s − h1) (3)

(continued)
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(continued)

S. No. Component Heat/work transfer Equation

Ẇc = Ẇcs
ηs

(4)

3 Condenser Q̇r = ṁr (h3 − h2) (5)

where ṁr = refrigerant mass flow rate (kg s−1)

Ẇcs = isentropic (ideal) work input to the compressor

Ẇc = actual work input to the compressor
ηs = isentropic efficiency of the compressor

2.2 Exergy Analysis

Exergy is represented by the upper limit of possible work which a system can deliver
by reaching the state of the environment through a reversible process. Exergy shows
dependence on the system as well as the environment [2]. Therefore, any change in
the system or environment will lead to a change in the exergy potential.

Applying the exergy balance, the expressions for component exergy destruction
per unit refrigerant mass can be represented as follows:

Component Exergy destruction Equation

Evaporator ĖD,e = [(h4 − h1) − T0(s4 − s1)] + Q̇e(1− T0/Tr) (6)

Compressor ĖD,c = Wc + [(h1 − h2) − T0(s1 − s2)] = T0(s2 − s1) (7)

Condenser ĖD,k = [(h2 − h3) − T0(s2 − s3)] (8)

Expansion valve ĖD,v = (h3 − h4) − T (s3 − s4) = T0(s4 − s3) (9)

Total ĖD,t = ĖD,c + ĖD,k + ĖD,e + ĖD,v (10)

The following assumptions have been made for this analysis:
Q̇e = 3.5167 kW.
Isentropic efficiency of the compressor, ηs = 75%,
Evaporator Efficiency, ηe = 80%
Evaporator Coil Temperature, T e = 2 to 8 °C.
Condenser Temperature, Tk = 40 to 60 °C (in steps of 5 °C).
Cold Room Temperature, T r = 20 to 26 °C.
Ambient or environment temperature, T 0 = 35 °C.
Refrigerants: HFC134a, HC600a, and HFO1234yf.
Superheating in evaporator = 2°.
Subcooling in the condenser and pressure losses in the evaporator and the

condenser have beenneglected.Amodel has beendeveloped for performing energetic
and exergetic analysis run on engineering equation solver (EES) software [7].
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Fig. 1 Simple vapor compression cycle (VCC)

3 Results and Discussion

For a fixed cooling capacity, the refrigerant requiring less power will havemore COP.
The increasing evaporation temperature would reduce the pressure ratio and, conse-
quently, lower the compressor power requirement. The variations due to changes in
condenser temperature are also noteworthy. The outcomes of the different evaporator
and condenser temperatures are discussed below.

3.1 Effect on Exergy Destruction

Figure 2a shows exergy destruction in components at condensing temperatures of 40
and 60 °C while the evaporator temperature is fixed at 5 °C. Exergy destruction in
the condenser is highest at higher condensing temperature, whereas it is the lowest
at lower condensing temperature. The exergy destruction increases in all the compo-
nents except the evaporator with increasing condensing temperature. It is also found
that exergy destruction in the evaporator is unaffected by variation in condensing
temperature. This is because in the case of the evaporator the exergy flow involves
evaporator temperature only, while exergy flow in other components has interaction
with both evaporator and condenser temperatures. HFO1234yf shows the highest
exergy destruction in all components except the evaporator.

Referring to Fig. 2b, total exergy destruction (ĖD,t ) in the system is found to be
lowest for HC600a, whereas it is slightly higher for HFC134a and HFO1234yf at
different condenser temperatures. The total exergy destruction is more at a higher
condensing temperature. The figure also depicts the reduction in total exergy destruc-
tion with the increase in the evaporator temperature, and the rising trend is shown
with an increase in the condenser temperature. Hence, to minimize exergy destruc-
tion, it is desired to bring both these temperatures close to each other, in other words,
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keeping the evaporator temperature higher and the condenser temperature lower as
much as possible within the specific requirement of the refrigeration system.

3.2 Effect on Compressor Work (Ẇc)

Ẇc decreases with an increase in the evaporator temperature and it increases with
increment in the condenser temperature. The effect of evaporator temperature on Ẇc

is presented in Table 2a, b. The largest work is consumed by HFO1234yf, whereas
HC600a consumes the least work.

3.3 Effect on COP

COP weighs the cooling effect produced in the evaporator against energy input to
the compressor. For the fixed cooling effect, the COP varies according to the energy
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Table 2 a Ẇc (in kW) at Tk = 40 °C (varying T e), b Ẇc (in kW) at Tk = 60 °C (varying T e)

(a)

Tk = 40 °C T e (°C)

2 3 4 5 6 7 8

HFC134a 0.7425 0.716 0.6898 0.664 0.6387 0.6137 0.5891

HC600a 0.7363 0.7097 0.6835 0.6577 0.6324 0.6075 0.5829

HFO1234yf 0.773 0.7444 0.7163 0.6888 0.6617 0.6351 0.609

(b)

Tk = 60 °C T e (°C)

2 3 4 5 6 7 8

HFC134a 1.376 1.338 1.301 1.265 1.23 1.195 1.161

HC600a 1.343 1.306 1.269 1.233 1.198 1.163 1.129

HFO1234yf 1.523 1.479 1.435 1.392 1.35 1.308 1.268

supplied to the compressor. As anticipated, since energy consumption for HC600a is
the lowest, it shows the highest COP at all condenser and evaporator temperatures.
HFC134a has lower COP than HC600a, whereas the COP of HFO1234yf is the
lowest. It is also seen in Fig. 3a, b that the COP increases at higher evaporator
temperatures and decreases at elevated condenser temperatures.

3.4 Effect on Mass Flow (ṁr)

Figure 4a represents ṁr of refrigerants at different condensing temperatures keeping
the evaporator temperature fixed (5 °C). For the same refrigerating effect, the mass
of refrigerant HC600a circulated is almost 40% and 60% less than that required
for HFC134a and HFO1234yf, respectively. The ṁr increases at higher condensing
temperatures. HFO1234yf shows a slightly steeper rise in ṁr at higher condensing
temperatures. As anticipated, the required ṁr is more for producing higher cooling
effects, as shown in Fig. 4b.

4 Conclusions

Based on the above study, the concluding points are summarized as follows:

1. ĖD,t in the system turns out lowest for HC600a (0.403 at T k = 40 °C and T e

= 8 °C), whereas it is the largest for HFO1234yf (1.316 at T k = 60 °C and T e

= 2 °C). Exergy destruction reduces as the evaporator temperature approaches
condenser temperature.
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Fig. 3 COP variation a at Tk = 60 °C, b at T e = 5 °C

2. The compressorwork required to run the system forHC600a is lowest (0.583kW
at T k = 40 °C and T e = 8 °C), and it is highest for HFO1234yf (1.523 kW at T k

= 60 °C and T e = 2 °C). The compressor work decreases at elevated evaporator
temperatures but increases as the condenser temperature increases.

3. The COP of HC600a is the highest (ranging from 2.1 to 4.2), whereas the
COP of HFO1234yf is found to be the lowest (ranging from 1.83 to 4.05) at
the corresponding condenser and evaporator temperatures. The COP at higher
evaporating temperature is more, and it gets lower at the higher condensing
temperature.

4. For the same refrigerating effect, the amounts of charge with HC600a are 40
and 60% less than that required for HFC134a and HFO1234yf, respectively.
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Fig. 4 Effect on ṁr at T e = 5 °C a varying Tk, b varying Qe

Finally, it is concluded that HC600a can be a promising substitute to replace
HFC134a.
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STT-MRAM A Universal Memory
from Device to Circuit

Jyoti Garg and Subodh Wairya

1 Introduction

In a mobile or computer system, memory is a central element. Earlier, we use
those systems that have very little memory, and the device size was also signifi-
cant. According to new technology, the requirement of a small area with high speed
has increased. Due to that, memory has a very vital role in any device esp. computers,
mobile phones. The existence of smartphones is due to onlymemory.Any technology
depends mainly on these three parameters: area, power, and speed. If any technology
can reduce any parameter significantly, the same can replace all. Due to changes in
technology, scaling of devices occurs, resulting in a decrease in channel length and
an increase in leakage current that impacts device performance, power consumption,
battery life, and many other parameters.

A nonvolatile memory consumes less power as compared to volatile memory. For
a decade, a search for nonvolatile memory is going on. Spintronics-based memory
MRAM has become the excellent memory because of its properties of persistence,
energy-efficient (consumes little power). Spintronics devices deal with the swapping
of electron spin, matching of magnetic properties, and different magnetic materials
are used for the top and bottom layers as ferromagnetic material. Many materials are
compatible with the CMOS processes [1–3].

In the upcoming sections, we discuss the history of MRAM, then MRAM device
that includes STT-MRAM, its write and read operation. After that, reliability issues,
challenges in MRAM, its future aspects have been discussed.
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2 Background

In the early 1950s, magnetic memories were used in whichmagnetic rings as an array
form were used to store the information [4]. Later in 1968, dynamic random access
memory (DRAM) was introduced that was based on semiconductor technology, and
it was also compatible with the electronic components. Due to that, DRAM emerged
as standardmemory for usage [5]. DRAMhas the option of massmanufacturing. The
existence of MRAM started to come into the picture in late 1960. MRAM has the
advantages of non-volatility, low power consumption [6]. Later in the early 2000s,
it was experienced that with the usage of Spintronics to switch the magnetization in
MRAM, and it can be a future perspective memory [7–10]. MRAM devices work
on the principle of Spintronics. In Spintronics, state of a transistor can be changed
by only flipping the spin of electrons. There is no movement of charge (electrons),
so there is not any flow of current (I2R avoidable Power dissipation). Due to that,
MRAM has an essential feature of low power [11]. In MRAM, magnetic tunnel
junction (MTJ) is also formed that uses a ferromagnetic material. These types of
materials have magneto resistance property, which means variable resistance due
to magnetization. In MTJ, there are two types of layers one is fixed, and the other
is the reference layer. Both layers use ferromagnetic material (Co is mostly used).
Different materials can be used for better performance [12].

3 Magneto Resistive Random Access Memory

In the early 1980s, MRAM was promoted. This is the first technology that uses a
magnetic element as storage. MRAM works on the principle of magnetoresistance
(MR)means it changes its resistancewith the change inmagnetizationmeansmagne-
tization direction is used to encode a binary value.MRAMcell has two layers—one is
the anisotropic magnetoresistive layer, and the other is non-magneto resistive layer.
The upper layer (AMR layer) is a ferromagnetic layer, while the bottom one is a
permanent magnetic material. In the upper layer, polarity can be changed through
polarized current. MR of a single cell is the angle between the path of magnetization
and the flow of current in the anisotropic magnetoresistive layer. The higher the value
of MR shows the more significant changes in the anisotropic magnetoresistive layer.
In the late 1980s, changes in MRAM were proposed with a new concept of GMR
[13], PSV [14]. Later, in the 1990s, tunnel magnetoresistance (TMR) was discovered
in magnetic tunnel junction (MTJ) materials [15], and after that, MTJ became a vital
part of MRAM devices.

Themagnetic tunnel junction is the central key element inMRAM(MTJ). InMTJ,
there are two layers: one that is free and the other that is reference. Ferromagnetic
material is used to create both layers. There is an oxide layer between these two
layers for tunnelling purposes. The magnetization of the free layer with respect to
the magnetization of the reference layer stores information in a bit type of ‘0’ (low
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Fig. 1 Representation of magnetic tunnel junction [17]

Fig. 2 States of MTJ—‘0’ low resistance state, ‘1’ high resistance state [18]

resistance state) or ‘1’ (high resistance state). If the magnetic moments of the free
layer and the reference layer are in the opposite directions, the MTJ is in a high
resistance state, and it is referred to as ‘1.’ The condition of MTJ is called low
resistance when the free layer magnetic moment is in the same direction as the
reference layer magnetic moment, and it can be read as ‘0’ [16]. The representation
of MTJ is shown in Fig. 1, and the low and high resistance states of MTJ are shown
in Fig. 2.

3.1 Spin Torque Transfer MRAM (STT-MRAM)

This version of magneto RAM came into existence in late 1996s. In the previous
section, MTJ is discussed. It can be inferred that writing current in MTJ is inversely
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Fig. 3 Structure of 1T1MTJ
model and schematic

proportional to MTJ size, i.e., as MTJ size decreases, write current increases, and
vice versa. To design a small sizeMTJ, a large amount of current is needed.MRAM’s
biggest bottleneck was this. STT-MRAMwas created in order to solve this problem.
The basic structure of STT-MRAM is 1T1MTJ, which has one transistor and one
MTJ. Figure 3 depicts the 1T1MTJ [19] concept and schematic.

In the STTmechanism, spin polarization of current is used to change the magneti-
zation, and due to this, required voltage and current can be supplied by minimum no.
of transistors. The minimum no. of transistors is a significant advantage in terms of
scalability. As per the semiconductor technology roadmap, CMOS logic technology
is going to be scaled down in the coming years. Suppose technology scales down,
then switching current will increases. This current is the biggest drawback of conven-
tional MRAM, and STT-MRAM is used to avoid this problem. In STT-MRAM, the
current is applied vertically through the magnetic tunnel junction, so when scaling
of CMOS technology occurs, the area of magnetic tunnel junction decreases, and
the total current also decreases [19]. STT-MRAM has better writing methods than
earlier ones. In STT-MRAM, two models that are used—(a) iMTJ (b) perpendicular
magnetic anisotropy PMA (pMTJ). Compared to iMTJ, pMTJ has a lower switching
current because in pMTJs, due to spin torque transfer (STT), the reversal of magne-
tization occurs and in the same high energy state, thermal radiation takes place and
because of that high efficient switching takes place [20].

3.2 Write Current

Inmemory, there are two crucial operations—read andwrite. In the previous sections,
it is already discussed that write current should be minimum. Many approaches have
been used to minimize the write current. One of the oldest methods to store data in
memory is using a magnetic field generated by a current-carrying wire [21]. Other
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(a) Anti-Parallel (AP) to Parallel(P) Switching            (b) Parallel (P) to Anti-Parallel(AP) Switching 

Fig. 4 Electrons flow in STT-MRAM [12]

researches were also done in MRAM, but it was not successful. After that, STT-
based switching writes current came into existence; it was also an exciting area of
researchers [22]. In the spin torque transfer method, the external magnetic field is
not required to change the magnetization state because magnetization is produced
with the help of current that is sent in the device [23]. In STT-MRAM, the polarized
current is used to write in the cells in that there is the only requirement of state change
rather than the electric field. STT magnetization takes place due to the movement
of angular momentum and the flow of electrons in the magnetic tunnel junction.
Figure 4 shows the movement of electrons from parallel to antiparallel state and vice
versa.

3.3 Read Current

The read operation is also a fundamental criterion inmemory. Themagnetoresistance
is one of the critical terms regarding reading operation. In MRAM, low resistance
and high resistance difference should be more than 0.2 V for reliable information. A
higher value of TMR is essential for reliable read function. This MR effect has risen
due to spin–orbit coupling [24]. While doing the scaling of STT-MRAM, the size
of the bit and pitch shrink, the width of resistance distribution increases; however,
their optimization can be done [25, 26]. Few materials can help to achieve higher
MR [27].
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4 STT-MRAM Products

Spin torque transfer switching has an attractive solution for scaling. As cell size
decreases, writing current also decreases. The iMTJ, as shown in Fig. 5 [28], has
the solution for higher writing capacity, due to iMTJ has been used in commercial
products, and till now, it is in use.

Tables 1 and 2 compare the feature of conventional memory with the emerging
memory [29].

Fig. 5 Three generations of MRAM. a FIMS, b TAS, c STT [28]

Table 1 Features of conventional memory

DRAM SRAM 3D NAND
flash

eFlash
(NOR)

Toggle—MRAM

Non-volatile No No Yes Yes Yes

Endurance Unlimited Unlimited 103–105 104–107 Unlimited

Capacity Medium Small–medium Large Small Small

Speed writing 1–10 <1 105–106 105 1–10

Power
consumption

High Low Low Lowest Low
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Table 2 Features of emerging memory

PCM ReRAM FeFET NRAM (CNT) STT-RAM

Non-volatile Yes Yes Yes Yes Yes

Endurance 106–109 105–109 104–105 1015 109–1012

Capacity 100–104 10–105 10 10 1–100

Speed writing Medium Medium Medium Medium Medium

Power consumption High Medium Low Substantial low Low

5 Reliability Issues in STT-MRAM

Reliability plays an essential role in memory. Memory devices should show stable
behavior in different environments like thermal stability, MTJ stability, write current
stability. Two types of errors temper the reliability of STT-MRAM—soft error and
hard error. Soft errors are that can be corrected, but it is complicated to correct hard
errors. Soft errors are mainly caused by thermal instability, stochastic switching,
while hard errors are due to magnetic tunnel junction thickness, TMR ratio [30].

Sometimes in the read operation of STT-MRAM, read current changes the stored
data erroneously. So it leads to soft error [30]. Thermal stability leads the data reten-
tion. If there is an error due to thermal instability, the orientation of magnetization
can change. The value of temperature should be as low as electrons in the free layer
should not change their spin. Because of temperature, switching in MTJ takes place
randomly. The solution to the above problem is to raise the temperature of MTJ and
include the circuits to the design so that errors can be corrected [31].

Magnetic tunnel junction errors lead to hard error. MTJ resistance depends on the
oxide layer thickness between ferromagnetic layers. If oxide layer thickness changes
slightly, it shows a considerable change in TMR. So this is an important criterion to be
considered for the reliability of STT-MRAM [32]. TMR also affects the structure of
the cell due to the performance of STT-MRAM is affected. Ferromagnetic materials
have the orientation of magnetizations in the plane of the film to evade magnetic
poles of the surface. pMTJ has reduced the demagnetized field.

6 Future Aspects of STT-MRAM

In STT-MRAM, write current is low, and size is also small as compared to MRAM.
In STT-MRAM, there is no need for current, only the spin of the electron is changed,
and it needs very low voltage for reading and writing information. As STT-MRAM
has many advantages, it has many future aspects. Many other new technologies have
also come into the picture as spin Hall effect (SHE)MRAM, spin–orbit torque (SOT)
MRAM, voltage control of magnetic anisotropy (VCMA).

SOT interaction takes place between the heavy metal film and the oxide layer. For
heavy metal, we use Pt/W or Ta. Now, MTJ is in direct contact with metal. Due to
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this, write current flows directly in heavy metal, not in a magnetic tunnel junction.
There is less stress voltage across the magnetic tunnel junction that results in higher
endurance [33].

VCMA is an approach that can manipulate the magnetization direction. This
approach provides precision control of switching [34].

7 Conclusion

In this paper, Spintronics-based memory has been discussed. Mostly everywhere,
MRAM memory is used, but as technology is scaling down and due to that increase
of leakage current makes STT-MRAMmore critical. STT-MRAM has the properties
of non-volatility (NVM), low power, and unlimited endurance, very lowwrite current
as there is no movement of charges, and the only spin takes place. Magnetic tunnel
junction takes place a vital role in STT-MRAM.MTJ properties can be changed with
the use of different materials for ferromagnetic layers. Usually, MgO is used. Write
current also has a vital role in the use of STT-MRAM. We have discussed some
approaches to write information. The selection of the process of writing information
should be appropriate. There are some reliability issues associated with STT-MRAM
like thermal instability, TMR stochastically data change. However, these errors can
overcome with the help of circuit designing. STT-MRAM has its broad future appli-
cations. STT-MRAM can replace all the existing memories if the reliability-related
issues could be addressed.
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Designing and Analysis of Dynamic
Model for Robotic Manipulator

Aditi Saxena , Jitendra Kumar, Kamal Sharma, and Debanik Roy

1 Introduction

Robotics is very much needed in industrial world; there are various factors which
vouch for the need of robotics. Skilled labor shortage is also one of the main factors
as it is very tough for human to learn and perform certain works with perfect accuracy
in comparison with a robot. Second factor is improved quality product; the products
that are being manufactured by machines like robot have very high quality which is
impossible to achieve by a human. Third factor is competition which is present in
market; there is a huge amount of pressure to increase production rates, and to fulfill
this demand, robotics is very necessary. Fourth factor is less preparation time and
increased productivity; with the help of a robot, we canmanufacture products in large
quantity with lesser period of time and also with high quality; the waste produced
after production with the help of robots is very less and we could achieve lower
rejects and less waste than labor intensive production. In past few years, robots have
started working with real-life applications and also provide a ease to human being.
Robotics itself is an interdisciplinary branch which involves many different technical
topics like designing, modeling, innovation, programming and robotics has itself a
wide range of application in almost every field; for example production, painting,
welding, pick and place, underwater robots are also widely using. Nowadays, even
in medical field robots are now being used as a replacement of care-taking staff in
hospitals. In almost every aspect of real life we are using robotics. The term robot
is basically a Czech word which means slaved laborer, and it came into existence
in 1920. Robot basically acts like a machine and is controlled by a controller; in a
robot, human body parts are being replicated especially three H: human hand, heart,
and head; this human hand in terms of robotics is known as a robotic manipulator.
We can move, grip things with the help of it; we could operate it through various
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programmed motions as it is programmable as well as multifunctional device [1].
Robotics itself is a combination of two branches [2, 3], that is electronics through
the field of control and mechanical through the field of manufacturing, designing
and kinematics which help in positioning, and orientation of the manipulator devices
having multidegree freedom can be positioned with the help of these manipulator,
we require high and improved control strategies to achieve accuracy in the trajectory
tracking of the manipulator, dynamic model of a robotic manipulator also plays a
very important role and it is responsible for the performance of a robotic manipulator,
we need to design an accurate mathematical model and after this we need to apply
various control strategies to get precise trajectory tracking [4]. For industry purpose,
the manipulators that are being used are highly nonlinear and coupled, second-order
nonlinear differential equation is being used to design mathematical model [5]. As
the number of links increased, complexity also increased; the position and velocity
of the manipulator are being controlled using a separate control system and thus it
became a challenging task for control engineers to control such manipulator system
[6], especially after designing a dynamicmodel it is very tough to attach a precise and
powerful controller to the plantwhich could dealwith nonlinearites and uncertainties,
and then to make it adaptable, we need to perform optimization in today’s scenario as
the world is moving toward automation so we should be very careful while choosing
the tuning algorithm. There are many tuning that are present today for optimization
like cuckoo search algorithm (CSA), PSO, optimizationmethod of ant colony, genetic
algorithm; here we have used genetic algorithm for optimization.

2 Literature Review

Because most practical systems are nonlinear and dynamic in design, it is a diffi-
cult task for control engineers to control rigid robotic manipulators with multiple
connections and payloads. In today’s production industry scenario, the use of artifi-
cial intelligence with classical control techniques is helpful for efficient operation.
In order to control the nonlinear complexities in this job, tuned fuzzy PID controller
is used to control the two-link manipulator that controller can also perform well for
monitoring the trajectories..

Sharma et al. conducted several tests on robustness, uncertainties, noise rejection
in [7] and as a result found that the fractional order fuzzy PID controller is better
among the remaining four controllers. Implementation of fractional order fuzzy PID
controller (FOFPID) and for tuning CSA is being used, she also concluded that
PID controller was performing better for LINK 1 in comparison with FPID in the
presence of noise, and on the contrary, FPID has contributed a lot in achieving perfect
trajectory tracking for the two-link manipulator.

A fractional order Fuzzy P + Fuzzy I + Fuzzy D was investigated in [8], Kumar
et al., which demonstrates the nonlinear and uncertain system’s self-tuning function.
And as a result, a comparative analysis of Fuzzy p + Fuzzy I + Fuzzy D was also
conducted. Fractional order Fuzzy p + Fuzzy I + Fuzzy D was found to be superior



Designing and Analysis of Dynamic Model … 685

in all performance parameters compared to basic Fuzzy P + Fuzzy I + Fuzzy D
controller. Genetic algorithm is being used for optimization and the controllers are
also being evaluated for regulatory and servo problems by taking all aspects.

In [9], for the two-linkmanipulator system,V.Kumar investigated nonlinear adap-
tive fractional order fuzzy PID, finding that fractional order has enhanced architecture
flexibility and trajectory monitoring has also improved with this controller. The main
aim for which this controller is being designed is to control nonlinear system. This
industrial environment is being created by injecting disturbances and as a result found
that this controller was robust in handling all the nonlinearites adaptively.

In [10], Kumar et al. have proposed fractional order fuzzy PD + I to control
an electrically driven robotic manipulator to step and sinusoidal signal are being
inserted at the output of the controller; its robustness can be tested for the analysis
of uncertainty; the mass and length of the links are being increased by some factor.
And after all simulation results the above proposed controller found superior among
the rest.

In [11], Weile et al have applied genetic algorithm optimization to electromag-
netics because GA can easily optimize multimodal problems; they show excellent
results in electromagnetic device design.

In [12], Kong et al., for normal parameter reduction in soft set, the used particle
swarmoptimization algorithm (PSO) saves theoptimization timeas it gives optimized
result in a very short period of time and also efficiencyhas been increased; dispensable
core-related normal parameters reduction is being done using PSO, and the reduction
of these parameters is being carried out very fastly.

In [13], Ghanbari et al. used fuzzy control and ant colony optimization; this
algorithm provides flexibility, adaptability, and a very fast response. This algorithm
also helps in improving the accuracy and stability in the outcomes.

In [14], Jagatheesan et al. design a PID controller for an automatic generation.
The three gains, that are proportional gain, controller gain, derivative gain, are tuned
by firefly; this algorithm provides less settling time and less overshoot with more
number of iterations; the performance of this algorithm is being increased but on the
contrary the settling time is also increased.

In [15],Yang et al. used cuckoo search algorithmand then compared the resultwith
the rest of the algorithm like GA and PSO; as a result observed that parameters are
being finely tuned byCSA; it can also help to solveNP problems and the combination
of cuckoo with other algorithm can also be very fruitful.

In [16], Yang et al. used the help of the echolation effects of bats by using bat
algorithm found better in comparison with other algorithms.

In [17], Ohtani et al. have used the concept of sliding mode the with the help of
fuzzy controller to control the manipulator; this method acts as a learning method.

In [18], A. Hazzab has proposed a hybrid fuzzy controller and a traditional PI
controller and the combination provides it with FLC-PI controller as a result over-
shoot was completely removed rise time was minimum disturbance rejection was
also very best.
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In [19], Sharma et al. have proposed fuzzy logic combination with fractional order
PID and also inserted switching-based scheme; this controller has the advantage of
flexibility with fuzzy controller.

In [20], Lin gave equations that are mathematical and can be used for designing
a dynamic model.

In [21], George Thuruthel, Thomas et al. have described the various control strate-
gies that we can use for soft robotic manipulator by writing a review paper. In [22],
Zhang et al. haveused adaptive neural control for controllingof roboticmanipiulators.

In [23], Bing et al. have done work in tracking the control of robotic manipu-
lator having uncertain kinematics and dynamics. In [24], Khairudin et al. have done
research on how to control flexible robotic manipulator as it is tough to control flex-
ible robotic manipulator in comparison with rigid robotic manipulator. In [25], Rus
et al. have done research on designing fabricating and controlling of soft robot; these
robots are designed by soft material and also provides us with flexibility. In [26],
Good et al. have designed a controller for integrated robot and drive system. In [27],
Gravagne et al. have done analysis on planar continuum robot. In [28], Xiao has
used neural network for controlling robotic manipulator. In [29], Islam et al. have
compared the control strategies on multi-degree of freedom robotic manipulator. In
[30], Yanga et al. have used a PDE model for observing the design for a flexible link
manipulator. In [31], Wu et al. have done dynamic modeling on design and opti-
mization of spherical parallel manipulator. In [32], Sun et al. have used fuzzy neural
network for controlling a flexible robotic manipulator. In [33], Mohammed et al.
have used advance control techniques for trajectory tracking. In [34], Ajwad et al.
have designed a controller for multi-degree of freedommanipulator. In [35], Noohoji
et al. have designed constrained neural adaptive PID control. In [36], Shabana et al.
have done analysis on dynamics of multibody system. In [37], Ardeshiri et al. have
implemented fuzzy logic and fractional order PID collaboration.

3 Dynamical Model for Two-Link Manipulator

By the help of the equations given below, a dynamic model has been developed
(Table 1; Fig. 1)

[
S11 S12
S21 S22

][
θ̈11

θ̈22

]
+

[
P11
P21

]
+

[
fr1
fr2

]
+

[
f n1p
f n2p

]
=

[
τ f1p
τ f2p

]
(1)

where

S11 = I1p + I2p + m11l
2
c1 + m22l

2
c2 + 2m22l11lc2 cos θ22

+ mv pl
2
11 + mv pl

2
22 + 2mv pl11l22 cos θ22 (2)

S12 = I2P + m22l
2
c2 + m22l11lc2cosθ22 + mvpl

2
22 + mvpl11lcosθ2222 (3)
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Table 1 Representing the value of specific parameters

Parameters for link 1 Values for link 1 Parameters for link 2 Values for link 2

m11 0.392924 kg m22 0.094403 kg

lc1 0.104648 m lc2 0.081788 m

l11 0.2032 m l22 0.1524 m

I1P 0.0011411 kg m2 I2P 0.0020247 kg m2

b1vp 0.141231 N-m/radian/s b2vp 0.3530776 N-m/radian/s

mvp 0.56699 kg

g 9.81 m

Fig. 1 Two-link manipulator diagram

S21 = S12 (4)

S22 = I2P + m22l
2
c2 + mvpl

2
22 (5)

P11 = −m22l11lc2(2 θ11 + θ22) θ22 sin θ22

− mvpl11l22(2 θ11 + θ22) θ22 sin θ22 (6)

P21 = m22l11 ˙θ2
11lc2sinθ22 + mvpl11θ̇2

11l2sinθ22 (7)

fr1 = b1vp ˙θ11 (8)

fr2 = b2vp ˙θ22 (9)
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f n1p = m11lc1g cos θ11 + m22g(lc2 cos(θ11 + θ22)

+ l11 cos θ11 + mvpg(l22 cos(θ11 + θ22) + l11 cos θ11 (10)

f n2p = m22lc2gcos(θ11 + θ22) + mvpl2gcos(θ11 + θ22) (11)

Final equations

θ̈11 = τ f1p − fn1p − fr1 − P11 − S12 ∗ θ22

S11
(12)

θ̈22 =
(
τ f2p − fn2p − fr2 − P21 − S12 ∗ θ11

)
S22

(13)

4 Dynamical Manipulator Model Deigning in Simulink

For designing this dynamic model, the software which we are seeking for help is
MATLAB/Simulink as this software has large library by the help of which we can
design the dynamic model; its library has small blocks of adder/subtractor/and many
more operators. Firstly, we have to simplify the equations and arrange these equation
in terms of theta and hence we obtained two final equations in the form of theta after
getting those an individual dynamic model of each block has been made (Figs. 2, 3,
and 4).

Fig. 2 Dynamic model design in Simulink
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Fig. 3 Dynamic model subsystem structure

Fig. 4 Subsystem of the
whole dynamic model

5 Conclusion

In this article, we studied the formulation and mathematics involved in the creation
of the dynamic robotic manipulator model; we also understand the kinematics
inverse kinematics, the manipulator’s orientation and positioning after extensively
studying it, the dynamic model of two-link rigid robotic manipulator on Simulink
was developed to handle this dynamic model.
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Design and Implementation of Energy
Efficiency Augmentation Using
Renewable Energy Source
for Small-Scaled Residential Micro-grid

Ikbal Ali and Swati Sharma

1 Introduction

Nowadays, renewable energy sources are the chronic technical advance which has
caused a significant decline in the price of electrical generating system.The handiness
of the technology has helped in obtaining the best efficiency in small-scaled gener-
ating stations. The discharge of the electricity market has endorsed the combination
of the distributed generation (DG). The non-renewable sources such as fossil fuels,
natural gas, coal and nuclear energy are not sufficient to bump into supply needs.
Thus, renewable energy sources such as solar, wind, tidal and wave energy come in
light to fulfil the supply needs of distribution grid [1]. The scientific advancement,
policies and the motivation to report the climatic changes have retained renewable
at the key centre of the universal energy revolution [2]. For electric power DG,
the renewable energy source has taken an elementary state. The solar energy plays
a crucial role in improving the efficiency of the grids. The integration of renew-
able energy sources restores electrical distribution networks and provides various
remuneration and opportunity. For protection, control and operation of the electrical
networks bring new challenges due to integration of the renewable energy sources
[3].The most important challenge, the renewable DG systems faces at the time of
the integration are intermittent power generation, i.e. weather conditions. The Indian
Department of Energy such as PGCIL and power grid defines micro-grid a set of
organized loads and DER’s which defines the electrical limitations that act as the
particular unit with respect to the grid. A micro-grid operates in both grid connected
mode and islanding mode and disconnect from the grid as per the requirement. Some
organizations definemicro-grid as the point of commoncoupling (PCC) of distributed
generation and various controllable loads [4]. In India, the generation of electricity
through coal-based generation, hydro-based generation, solar generation and wind
generation is described in Fig. 1.
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Fig. 1 Distribution of electricity all over India through solar

According to the above-mentioned description, a micro-grid has two operations:
grid connected and islanding. In grid connected mode, the main network to a low or
medium voltage level is connected through PCC [5]. In islanding mode, the micro-
grid works devoid of any interconnection of leading grid. The grids are controlled
on the basis of the three hierarchical levels: primary, secondary, and the tertiary
control levels. Thus, control levels help in energy management within a micro-grid.
Nowadays, the renewable energy sources play a crucial role in managing the micro-
grids, and it is the topic which is widely dealt in the world. This work focuses
on recuperating the energy efficiency of the micro-grid with the help of renewable
energy source, i.e. solar energy. The model explains the phasor solution in order to
accelerate the simulation speed. The work completely works on the tertiary control
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Fig. 2 The share of different types of general capacity (source CEA monthly review of power
sector, March 2019)

level. Figure 2 explains about share of varied types of common capacity (SourceCEA
monthly review of power sector, March 2019).

The tertiary control level in grid connected mode explains about power flow
between micro-grid to the central grid. For this purpose, the power flow and the
energy efficiency within the grid is improved. In context of tertiary control, the
energy efficiency within the micro-grid is improved [6–9].

Other work focussed on several micro-grid is focussed on the coordination of
micro-grids using optimization-based scheduling strategies, mixed integer linear
programming, lyapunov programming and algorithms such as particle swarm
optimization, ant-colony optimization technique, PID and MPC [10].

In this work, the model of small-scaled micro-grid for residential area is based on
improving the energy efficiency of themicro-grid using renewable energy source, i.e.
solar energy. The micro-grid was formed by solar panels, battery controllers, power
grid, three ordinary houses and battery. The model is formulated in such a way that
maximum generation will help in reducing the number of losses, and energy will
be distributed as per the load. They are simulated through the simulation toolbox in
MATLAB®. The performance of the micro-grid is tested using real data from the
Power Grid India Limited.

This paper comprises four sections: Sect. 2 micro-grid components, Sect. 3 opera-
tion strategy andmodelling of small-scaled micro-grid, Sect. 4 results and discussion
and Sect. 5 conclusions followed with acknowledgement and references.
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2 Micro-grid Components

Micro-grid components comprise of a power network of single phase AC, storage
battery, pole mounted transformer, solar panel and battery controllers.

2.1 Power Grid

Power grid is the composition of three phase source, three phase transformer,
three series RLC load and voltage measurement mask. The three phase source has
following values: Voltage—66,000 kV, Frequency—50 Hz, Transformation ratio—
7, Bus-type—PV, Qmin—(−∞) and Qmax—(+∞). The three phase transformer
consists of Lm = 500 and Rm = 500. The RLC load has following data: Nominal
Voltage—1000, Nominal Frequency—50 Hz, Active Power—10,000, Inductive
Power—100, and Capacitive Power—100.

2.2 Pole Mounted Transformer

The pole mounted transformer having Primary Voltage—6.6 kV and Secondary
Voltage—200 V which decreases voltage from 6.6 KV to 200 V.

2.3 Battery Storage

The battery storage has 150 V, 13 Ah. Battery controller controls the storage of
the battery. If there is power shortage in micro-grid, it supplies insufficient power;
otherwise, it absorbs surplus power in the micro-grid.

2.4 Solar Panel

The renewable energy source which helps in solar generation with the help of solar
panel, i.e. maximum 5 KW generation. The single phase AC converts DC power
sources in battery storage and generates solar power. It is assumed in control scheme
that the micro-grid does not depend on the system for power consumption. For solar
power generation, the required power is provided to the system.
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2.5 Ordinary Houses

The ordinary houses consume maximum power, i.e. 2.5 KW as electric loads.

3 Operation Strategy and Modelling of Small-Scaled
Micro-grid

In most parts of Indian districts, efficiency tests and the electricity prices have been
executed. Tomaximize, the energy efficiencyof the systemby solar energy is based on
the peak shaving strategy and minimizing energy loss. Battery controllers have been
used for reducing the consumption of electricity and estimating the lower electricity
cost.

3.1 Scenario 1: Analysis of On-Grid Installed Capacity
of Solar Energy

Out of some districts of India, the total amount of solar energy installed capacity
was 941 MW till March 2012. Later, it was improved to 4995 MW till March 2017.
Similarly, the modelling of small-scaled micro-grid for three ordinary houses works
on the transmission of solar energy. As 13th plan of the government, the generation
of solar energy till 2022 will be 20,000 MW, and the total capacity at the end of the
13th plan will be 72,400 MW from other renewable sources as shown in Table 1[7,
11].

Table 1 Renewable capacity addition programme (MNRE)

Resource 12th plan
projection for RE
addition

Total projected
capacity by end
of 12th plan
(2017)

13th plan
projection for RE
addition

Total projected
capacity by end
of 13th plan
(2022)

Wind power 11,200 27,300 11,200 38,500

Small hydro
power

1600 5000 1600 6600

Biomass 500 1525 1000 2525

Bagasse
cogen

1400 3216 700 3916

Waste to
energy

200 324 500 824

Solar power 3800 4000 16,000 20,000

Total 18,700 41,400 31,000 72,400
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Fig. 3 Layout of small-scaled micro-grid systems

3.2 Scenario 2: Modelling of the Small-Scaled Micro-grid

The small-scaled micro-grid acts as a single phase A.C power network (200 V). The
solar power generated by the system is about 5 kW. The battery controller controls
storage battery and surplus power absorbed by the system. If the surplus power so
absorbed is unsatisfactory, then the power will directly transfer to themicro-grid. The
micro-grid is connected with the pole mounted transformer voltage source (66 kV)
of three phase alternating current which is connected primary side of the transformer
(66 kV) to the secondary side of the transformer 6.6 kV (when voltage decreases).
But it changes the voltage 6.6–200 kV from primary to the secondary side. Thus, the
power is provided by solar power generation. Figure 3 explains the schematic layout
of small-scaled micro-grid systems.

4 Results and Discussion

The results according to small-scaled micro-grid for residential load determine that
the battery controller controls the battery storage for 00–08 h and the current traced by
the battery controllerwhich is set to zero(0), so that the active power start flowing from
the secondary side of the pole transformer. Figure 4 determines the battery storage
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Fig. 4 Operational battery storage curve for battery management system

data for three ordinary houses through solar energy generation. Figure 5 determines
Haryana typical solar energy generationmonth wise from January 2018 to December
2018. Figure 6 determines the small-scaled micro-grid solar Power_PV variations,
Power_secondary, Power_Load, Power_battery, state of charge (SOC) and total no.
of hours. The state of charge determines the amount of charge stored in the battery
after solar energy generation for the three ordinary houses, so that there will be better
energy efficiency and low losses. Figure 7 determines the solar energy voltage and
current output of three ordinary houses. Table 2 shows the data FY 2017–2018 solar
energy-based capacity addition Programme (Fig. 8).

Fig. 5 Haryana typical solar generation pattern month wise (source POSOCO-PGCIL)
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Fig. 6 PV power efficiency w.r.t. the time

Fig. 7 Voltage and the current value of the solar PV panel per hour for three ordinary houses

Table 2 Solar-based capacity
addition Programme

State/year 2015–2016 2016–2017 2017–2018

Haryana 350 300 405

Delhi (NCT) 125 150 200

J&K 1 101 0

Rajasthan 500 1000 900

Total 976 1551 1505

Source Powergrid
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Fig. 8 Solar generation pattern of Haryana Dec’ 2017 (source GETCO/Haryana Power grid)

5 Conclusions

Micro-grid has the ability to provide energy efficiency improvement for residential
or regional buildings by profilematching. In this paper, the battery controller controls
the battery storage and the amount of solar energy generation. Battery control tracks
the current such that the active power of pole transformer is set to zero. Thus, the
number of losses will be minimized by keeping battery storage state of charge (SOC)
constant such that the efficiency of the system improves. The maximum amount
of solar energy is stored in day time and the low price of the electricity at night.
The phasor measurement in steady-state condition and initial condition has been
calculated for three bus types. The battery management system has peak-to-peak
value, i.e. 2.583e + 02; Rise time: 15.199 ks; Slew rate: 9.654 (/ks). The value of
peak-to-peak values of power_PV so obtained is 5.029e + 03; Rise time: 22.385 ks;
Slew rate: 177.923 (/ks); fall time: 11.832 ks; slew rate: −336.614 (/ks) and voltage
peak-to-peak value is 1.698e−01; fall time: 2.959 ks; slew rate: −23.408(/Ms). The
real data provided by power grid for the consumption and generation of solar energy
in the area of Haryana has been shown. The integral part of the future includes
the demand response challenges and their effects on demand curve using renewable
energy sources.
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Application of Modified Clonal PSO
in Distributed Generator Placement
for Enhancement of Efficiency
and Voltage Stability in Distribution
System

Vikas Singh Bhadoria, Shiva Pujan Jaiswal, Nidhi Singh Pal,
and Vivek Shrivastava

1 Introduction

Nowadays, living standard of people has increased, which increases the power
demand. Industrialization is also one of the main reasons for the rise in power
demand. This rise in power demand has created an unbalance in the generation and
demand. To fulfil this gap, installation of DG may be one of the solutions. Several
advantages of DG have motivated utility, government and researchers towards this
solution. Installation of DG has encouraging effects only if optimal capacity of DG
is installed at optimal location in a distribution network. Various types of DG tech-
nologies are available in literature. A few DG and their effects in the distribution
network are summarized [1, 2]. The effect of DG may be broadly categorized into
three groups: technical, economical and operational [3]. These effects of DG on the
systemmainly depend on the location and capacity of it in distribution system. If it is
installed at any bus of distribution network, then it may result in theworst effects also.
Due to this reason, some optimization technique has to apply for best assignment
of DG in distribution system [4]. Authors have discussed different conventional and
other advanced techniques for the best possible assignment of DG with single and
multi-objective function. These techniques are categorized as analytical, numerical,
heuristic and hybrid [5].
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Optimization methods discussed in the literature have considered different objec-
tive functions and different test systems [6–8]. Modified clonal particle swarm opti-
mization (MCPSO) algorithm is applied in this paper for optimum placement of
DG in IEEE 30-bus and IEEE 14-bus distribution system. The objectives of the opti-
mization problem are curtailment of cost involved in the power generation and power
losses and enhancement of voltage profile of the system. Main contributions of the
article are:

a. Formulation of a multi-objective function including generation cost, power
losses and equivalent voltage profile index.

b. Incorporate the AIS conception in traditional PSO to make a proficient
algorithm.

In this article, Sect. 1 discusses a brief introduction and literature review related to
the optimum placement of DG. Section 2 is devoted to the formulation of objective
function which is formed considering different indices. Different forms of PSO are
discussed in Sect. 3. Results of the MCPSO are discussed and compared in Sect. 4.
Conclusion of the paper is given in Sect. 5.

2 Formulation of Objective Function

Every optimization process has an objective function. It may be single or multi-
objective. A multi-objective function is developed in this paper. It consists of gener-
ation cost, bus voltage and line losses. These three parameters are used to indices,
considered as cost index (Ci), power loss index (Pi) and voltage profile Index (Vi).
Detailed discussion of these indices follows:

2.1 Cost Index (Ci)

Augment in the percentage of theDG in a distribution network has created a challenge
to power system planners to reduce capital expenditure (CAPEX) and operational
expenditure (OPEX) of DG [9]. This reduction should consider different equality and
inequality constraints also. The fixed cost and maintenance cost of DG are the main
factors to fix the electricity tariff. These costs are the main factors in determination
of the proficiency of the DG. The total cost of power plant consists of three parts:
INSCO, MAINCO and RUNCO.

INSCO incorporates the cost included common developments, cost of various
types of gear of the plant and other cost identified with instrumentation and control.
With increase in the capacity of DG, INSCO also increases. MAINCO included the
expenses engaged in the care of equipment of power plant and DG. It incorporates
the yearly upkeep cost, wages to the persons involved in the operation of the plant
and other different expenses. MAINCO is straightforwardly corresponding to the
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capacity and uptime of the generating plant. RUNCO incorporates the expense of
consumed fuel and other material required for the generation, expenses involved in
waste management, the pay of the personal involved in the running of the plant.
It relies upon the energy production and the operational long stretches of DG. By
consolidating every one of these costs, a single cost index can be formed, which can
be written as (1).

TC = NDG ×
⎡
⎣

cap∑
p=1

INSCO +
T∑
t=1

cap∑
p=1

MAINCO+
T∑
t=1

cap∑
p=1

RUNCO

⎤
⎦ (1)

where TC: overall cost; INSCO, MAINCO and RUNCO: installation cost, mainte-
nance cost and operational cost per unit capacity, respectively; NDG: total number of
DGs; T: uptime of DG. Generally cost function of a thermal power plant is quadratic
in nature and can be given by Eq. (2) [10].

Ck = a + bPdgk + cP2
dgk (2)

In this equation, k = serial number of generators; Ck = expenses involved in
operation of kth generator; Pdgk = output power of kth generator; a, b and c = fuel
cost coefficients of kth generator.

Above cost function and generating capacity of generator are utilized in the
formation of a cost index which is formed and can be written as Eq. (3).

Ci = Ck

Pdgk
(3)

2.2 Power Loss Index (Pi)

Power losses in every network depend to real and reactive power injection in the
system at different buses. A generalized formula in N-bus system can be written as
Eq. (4) [10]. This equation is also known as exact loss formula.

PL =
N∑
i=1

N∑
j=1

[
αi j

(
Pi Pj + Qi Q j

) + βi j
(
Qi Pj − Pi Q j

)]
(4)

where αi j and βi j are given as:

αi j = Ri j

Vi Vj
cos(δi − δ j ),
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βi j = Ri j

Vi Vj
sin(δi − δ j ),

Qi and Pi are the amount reactive power and active power injection at ith node,
respectively,

Vi and δi are the magnitude and the angle of the voltage at ith node, and Zi j =
Ri j + j Xi j is the ijth element of [ZBUS] = [YBUS]−1.

For formulation of Pi, line losses in the network are determined before and after
integration of DG at each node. Mathematically Pi can be expressed as Eq. (5).

Pi = Losses with DG

Losses without DG
(5)

2.3 Index of Voltage Profile (VPi)

Objective of the optimization problem is to get better profile of the bus voltage.
For this purpose, a voltage profile index is formed which is written as Eq. (6).
Minimum voltage of ith bus in proposed objective function supports the voltage
profile enhancement.

V Pi =
√

(1 − Vi min)
2

Vi min
(6)

2.4 Objective Function (OF)

The purpose of the optimization process is to reduce production costs, as well as
line losses and bus voltage profile improvement. To achieve the preferred goals, an
objective function is constructed by mingling VPiCi and Pi. Selection of weights
x, y and z is done in a manner that their sum is one [11]. Thus, combining all the
elements, a multi-objective function can be constructed, which can be written as an
Eq. (7).

OF = xCi + yPi + zV Pi (7)

The constraints are stated below:
The bus voltage and active power generation at each bus are limited as mentioned

in Eqs. (8) and (9):

Vi min < Vi < Vi max (8)
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Pmin
DG ≤ PDG < Pmax

DG (9)

Reactive power generation is 20% of active power generation:

QDG = 0.2PDG (10)

The power balance is given by Eq. (11)

∑
PG +

∑
PDG = Pd + T L (11)

3 Evolutionary Algorithms

Evolutionary algorithms belong to set of heuristic algorithms.Nowadays, thesemeta-
heuristic algorithms are becoming very popular due to their advantages over other
conventional optimization method. In this article basics of PSO, clonal PSO and
modified clonal PSO are discussed.

3.1 Particle Swarm Optimization (PSO)

PSO is good practice that is promoted by the social behaviour of the migration of
birds or fish in hunt of the foodstuff. Eberhart and Kennedy developed this algorithm
[12]. Food search process by birds or fishes is initiated in group. This group is
known as swarm and each bird/fish can be considered as particle. Each member of
the swarm has little bit information about location of food. The search process is
based on individual data and shared information between group members. Each time
the iteration particle examines the gap between its position and the food in relation
to the previous location and the excellent herd of the herd closest to the food area.

Initially in PSO random value is assigned to the velocity vi(t) and position xi(t).
In the next iteration, these particles shift in the search space to search the superlative
position. Its movement in next iteration is influenced by the best location of each
individual (Pbest) and its best location in the swarm (Gbest). During the search process,
its position and velocity are given by Eqs. (12) and (13), respectively. The process
is repeated till achievement of the target.

V n
i = w×V n−1

i + c1 × R1 × (
Pn−1
besti − Xn−1

i

) + c2 × R2 × (
Gn−1

besti − Xn−1
i

)
(12)

Xn
i = Xn−1

i + V n
i (13)
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where

w The inertia weight
c1 and c2 Acceleration coefficients
R1 and R2 random numbers between 0 and 1
Xi and Vi Position and velocity of ith particle
Pbesti Best position of the ith particle
Gbest Achieved best position.

The velocity Eq. (12) has three mathematical terms. The first term in velocity
equation is the local particle speed, the second and third terms are cognitive and
social component, respectively. Particle velocity is affected by the inertia weight
(w) [11] which is kept in the range of 0.4–0.95.

Usually speed of PSO is fast but sometimes it may be trapped locally in complex
optimization process. Reasons for the local trapping can be explained as follows:

a. Initialization of inertia weight affects the particle speed throughout the opti-
mization process. This inertia weight has to be selected very carefully. If value
of inertia weight is low, then optimization problem may trap in local optimum
solution, and if inertia weight is high, then it will result in faster movement of
particles and this can lead to skipping the global solution.

b. Social component velocity is responsible for sharing information of Gbest to all
particles in the swarm which decides the movement of the swarm. This results
in a decline in swarm diversity.

The PSO directs the herd to find a single result to the optimization process through
particle position information. The position of the Gbest particle serves as a guide for
other particles. However, the identification of this Gbest particle is problematic. This
problemwill only getworse if the search space has toomany local optimumsolutions.
Thismaybe evaded by insertingAIS’s clonal selection policy into the PSO.This leads
to better interactions within particles trying to reach global optima as the chances of
finding a global solution are much higher for Gbest particles compared to all other
search sites. Therefore, the chances of being caught around a small area are very low.
Therefore, the CPSO speeds up the process of efficiency and avoid any premature
mergers.

In general, the PSO is self-improving but can be caught around the local optima
while the clonal selection process protects that problem. Therefore, the integration
of AIS and PSO will give better investigate potential.

3.2 Clonal Particle Swarm Optimization (CPSO)

In PSO,Gbest works as a guide for all particles in swarm, though it may be located far
away from different particles. In each iteration, movement of all particles is towards
theGbest. There are some particles in the swarm,whichwill never achieve the position
of Gbest. This may result in wastage of computational asset. Such issues can be kept
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away by consolidating correlative highlights of clonal selection principle and PSO.
CPSO is a combination of the idea of logical hypothesis of immune system and the
PSO. Hypothesis of the immune system clarifies the reaction cycle of antibodies
during any disease. As per the hypothesis, lymphocytes existing in the body are
delicate to a unique sort of antigen. If antigen ties with the lymphocyte, then this
phenomenon results in formation of plasma and memory cells. Plasma cells stay for
very short duration but memory cells will stay alive for expanded time frame fully
expecting future attacking of same antigen. This cycle of clonal determination can
be clarified by Fig. 1 [13].

By and large inCPSO fundamental administrator of clonal determination, cloning,
mutation and reselection are combined in PSO. PSO is performed to refresh speed
and places of particles after cloning, transformation and reselection. All particles are
chosen for cloning and all clones will be transformed which creates new population
in search space. During reselection liking is assessed and arranged in rising request.
Low proclivity particles are supplanted by the new randomly produced particles for
keeping up assorted variety in the populace. Because of this, an appropriate corre-
spondence stays between particles in a multitude, which helps in their development
towards the Gbest. Consequently, fuse of clonal determination supplements the local

Fig. 1 Clonal selection
principle [13]
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trapping of PSO and henceforth making CPSO a superior a proficient method than
PSO.

3.3 Modified Clonal Particle Swarm Optimization (MCPSO)

For improvement of the performanceofCPSO, somemodification is done inMCPSO.
InCPSO, all particles are selected for cloning at their individual positions. Inmodified
version of CPSO, a slight modification is done in this procedure, and consequently,
particle having Gbest location in the swarm is selected for cloning. After cloning of
this particle ‘n’ new particles will be created at Gbest location in search space. After
this, movement of cloned particle will be towards the ideal situation.

During the movement, all particles will move with their individual speeds from
the location of Gbest. For MCPSO, values for velocity and position are given by
Eqs. (14) and (15).

V n′
i = w × V n′−1

i (14)

Xn′
i = Xn′−1

i + V n′
i (15)

In velocity Eq. (14), inertia weight is a significant factor. In this condition, new
velocity can be obtained by multiplying the inertia weight. It implies that there will
be direct increment or reduction in velocity which is relying upon the estimation
of inertia weight. CPSO proposed by [14] utilized inertia weight which is changing
with time. If this type of inertia weight is used, then due to continuous decrease
in the velocity, towards the convergence of the optimization problem the particles
velocity will be very low. This low speed of particles restricts the convergence of
the optimization problem during dynamics. To keep away from such incidences,
inertia weight ought to be chosen cautiously. To beat the disadvantage of the CPSO,
another modified clonal particle swarm optimization is proposed by making some
alteration in the inertia weight of the speed of the particles. Various strategies for
determination of inertia weight are available in literature. Fifteen distinctive inertia
weight methodology evaluation concludes that random inertia weight procedure has
better efficiency [15].Hence, this feature is incorporated in clonal PSOand amodified
clonal PSO is proposedwhich beat the disadvantage ofCPSO.Random inertiaweight
is given by equation (16).

w = 0.5 + Rand()

2
(16)

Above condition produces an irregular weight somewhere in the range of 0.5 and
1 with a mean estimation of 0.75. This evades the issue of constantly diminishing
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velocity. Steps of MCPSO are similar to the PSO except position update equation.
Detailed description of steps is given below:

1. Input the framework information (bus, line, load and generation data, etc.).
2. Determine power losses using power flow analysis without DG.
3. Find the value of objective function.
4. Initialize parameters of MCPSO randomly for size and location of DG.
5. for bus=2 to n (exclude the slack bus).
6. Start iteration.
7. Update particle speed and position as Eqs. (14) and (15) individually and check

for limits.
8. Determine the fitness of all particles positions by considering multi-objective

function.
9. Do comparison of Pbest and Gbest in complete population.
10. Calculate the best value of the fitness function.
11. Check termination criteria, otherwise go to step 3.
12. Record all information and print optimum result.

4 Results and Discussion

Outcomes of the MCPSO strategy are authenticated by comparing results of some
existing techniques for two test systems. These two test networks are IEEE-30 bus
and IEEE 14-bus distribution systems. Based on two test systems, two different
cases are considered: IEEE 30-bus system (Case-I) and IEEE 14-bus distribution
system (case-II). IEEE 30-bus system consists of six synchronous generators, four
transformers. Load of 283.4 MW and 126.2 MVAR is divided into 21 load points.
The information for the test system is taken from [16]. Generator coefficients are
considered from [17]. Total active and reactive losses in the system are 17.594 MW
and 22.233 MVAR, respectively.

4.1 Case-I

For IEEE 30-bus system, parameters of MCPSO are: swarm size: 25 and number of
iterations: 50. Results for the case-I are compared with the analytical [8], Modified
Differential Evolution (MDE) [18] and PSO [19] techniques and shown in Table
1. Comparison shows that except MDE and PSO all techniques consider real and
reactive power injection both and value of injected reactive power is 0.2 times of
injected active power while MDE and PSO consider only active power injection.
In analytical technique and MDE, objective function of the optimization problem
considers active losses and cost of DG, in PSO only active losses are considered as
objective function. CPSO and proposed MCPSO are applied to reduce active losses,
cost of DG and voltage profile enhancement. The obtained results confirm that the
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Table 1 Results and comparison of MCPSO in case-I

Name of
technique

OF Capacity of DG
(MW)

Bus No. Losses (MW) DG power
injection

Analytical
[8]

Active losses
and cost of DG

35 11 13.61 Pinj and Qinj =
0.2 * Pinj

MDE [18] Active losses
and cost of DG

49.96 5 13.32 Pinj

PSO [19] Active losses 14.80 6 15.519 Pinj

CPSO Active losses,
cost of DG and
VPI

45 21 12.982 Pinj and Qinj =
0.2 * Pinj

MCPSO Active losses,
cost of DG and
VPI

46.95 23 12.93 Pinj and Qinj =
0.2 * Pinj

proposed size by the MCPSO gives maximum loss reduction. In compared methods,
although size proposed by the PSO is less but losses in that case are maximum as
15.519MW. ProposedMCPSOmethod suggests higher size with minimum losses in
the system. In case ofMCPSOsize is 46.95MWand this size givesminimum losses of
12.93 MW. This size is less than that of MDE with lesser losses. Although analytical
and CPSO gives lesser size than that of MCPSO as 35 and 45 MW, respectively,
but in these cases, losses are more than that of MCPSO. Active and reactive line
loss comparison of base case and optimum results with MCPSO are demonstrated
in Figs. 2 and 3, respectively. These figures also show that the optimal placement of
DG reduces the line losses in the system.
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Fig. 2 Active line losses comparison in case-I
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Fig. 3 Reactive line losses comparison in case-I

Table 2 Variation in different indices in case-I

Ci VPi Pi OF

Base case – 0.0266 4.066 –

CPSO 2.168 0.0221 2.7488 1.6301

MCPSO 2.1761 0.0229 2.7211 1.6236

Variation in different indices in case-I with CPSO and MCPSO is shown in Table
2. Table shows that Ci and VPi in case of MCPSO are slightly higher than that of
the CPSO but MCPSO results in minimum objective function. Due to minimum
objective function, it can be concluded that MCPSO results in optimum size DG for
multi-objective optimization. With the first test system the voltage profile in base
case and with optimally placed DG is shown in Fig. 4. Voltage profile is compared
for the base case and for the best case as suggested by MCPSO. Figure 4 shows that
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Fig. 4 Voltage profile comparison in case-I
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if optimal size DG (46.95 MW) is installed at optimum location (bus #23) then it
also supports profile bus voltage.

4.2 Case-II

In case-II, IEEE 14-bus network is considered. In this the proposedMCPSO is judged
against other existing approach as analytical [8] and MDE [18], PSO and CPSO. For
PSO, CPSO and MCPSO number of particles are 12 and number of iterations are
25. Comparative results of MCPSO with other methods in case-II are shown in
Table 3. For optimization using PSO, CPSO and MCPSO a objective function is
considered as given in Eq. 7, whereas analytical and MDE techniques consider bi-
objective function. Bi-objective function takes the real losses and cost of DG and
multi-objective function is a combination of the real losses, cost of DG and voltage
profile index. Except MDE, in all other techniques, DG may provide both active and
reactive power support. The reactive power provided by DG is related to the active
power capacity and is only 20%. According to analytical method, most suitable place
for the DG is 8th bus and optimal capacity is 16 MW.With installation of it at bus no.
8, losses in the system are 11.70 MW. According to the MDE, a DG with a capacity
of 34.12 MW should be installed at bus number 3. This installation generated losses
of 11.54 MW. In the same system with same conditions PSO, CPSO and proposed
MCPSO are also applied.

According to PSO, size of DG is 32.45 MW and its place is 6th bus. In this
approach, loss is 10.914 MW. This loss is lesser than that of MDE. CPSO suggests
the 33.95 MW DG 6th bus. This size results loss of 10.811 MW and these losses are
lesser than that of PSO. Size suggested by the MCPSO is in the order of as proposed

Table 3 Results and comparison of MCPSO in case-II

Name of
technique

OF Capacity of DG
(MW)

Bus No. Losses (MW) DG power
injection

Analytical
[8]

Active losses
and cost of DG

16 8 11.70 Pinj and Qinj =
0.2 * Pinj

MDE [18] Active losses
and cost of DG

34.12 3 11.54 Pinj

PSO Active losses,
cost of DG and
VPI

32.45 6 10.914 Pinj and Qinj =
0.2 * Pinj

CPSO Active losses,
cost of DG and
VPI

33.95 6 10.811 Pinj and Qinj =
0.2 * Pinj

MCPSO Active losses,
cost of DG and
VPI

34 14 10.093 Pinj and Qinj =
0.2 * Pinj
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Table 4 Variation in different indices in case-II

Ci VPi Pi OF

Base case – 0.01 4.3054 –

PSO 2.1217 0.01 3.2051 1.5058

CPSO 2.1273 0.01 3.1639 1.4974

MCPSO 2.1275 0.01 3.0143 1.4600

by the CPSO but this size results in the maximum loss reduction in IEEE 14-bus
system. According to MCPSO optimal capacity of DG is 34 MW at bus number 14.
This installation results in 10.093 MW losses only. These losses are least among the
compared techniques. Although size suggested by MCPSO is higher than analytical
and approximately equal to MDE and CPSO but this size gives minimum losses
in the system. These results show that results of the MCPSO are best among the
compared methodologies. Variation in different indices in case-II for PSO, CPSO
andMCPSO is shown in Table 4. This tables shows that CI is increased in case of size
suggested by theMCPSO but overall objective function is lowest in case of MCPSO.

Active and reactive line losses comparison for base case and optimum case
proposed by MCPSO are shown in Figs. 5 and 6, respectively. These figures also
prove that optimum size suggested by the MCPSO is able to reduce active as well
as reactive line losses although in objective function only active losses are consid-
ered. Voltage profile of the IEEE 14-bus system without DG and with optimum DG
is shown in Fig. 7. Figure shows that optimum installation suggested by the proposed
MCPSO improves the overall voltage profile of the system.
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5 Conclusion

In this paper, a principle of clonal selection is combined with the PSO and a new
modified clonal PSO is proposed. Selection of inertiaweight strategy is also discussed
for proposed MCPSO. It also used to optimize a multi-objective function to find
the optimal location of DG in IEEE 30-bus and IEEE 14-bus distribution system.
Objective of the proposed objective function is to minimization of generation cost
and line loss and enhancement of voltage profile. In both cases, results of MCPSO
are compared with other existing methodologies. Results are found better than the
compared methods in multi-objective optimization.

As a future scope, this MCPSO can be implemented in other types of distri-
bution networks. The proposed work can be extended by considering placement of
multiple and different types of DGs. Time varying load can also be considered during
optimization.
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Performance of an L-shaped Duct
Oscillating Water Column Wave Energy
Converter Device Under Irregular
Incident Waves

Kshma Trivedi and Santanu Koley

1 Introduction

The importance and significance of renewable energy resources increase in the energy
production industry due to their expeditious and long-term accessibility. Moreover,
renewable energy sources are classified as clean energy because there is no conse-
quence of environmental issues during the process of producing electricity. In this
regard, wave energy will play a crucial role in the upcoming future. Out of various
wave power generation techniques, the OWC-WEC is the long-established tech-
nique to transform the wave power into the electricity. This OWC-WEC comprises
a collector chamber which is partly submerged into the water and the PTO system
[1]. Thiruvenkatasamy and Neelamani [2] used a 1:50 scale model to analyze the
performance of multi-resonant OWC placed in arrays. In this research, the following
conclusions are obtained: (i) the efficiency of anOWC-WEC is inversely proportional
to thewave steepness, (ii) the energy reflection rate of the device increases as the rela-
tive water depth decreases. Tseng [3] developed a multi-resonant OWC model, and
it was found that the structural configurations of the OWC-WEC enhance the ampli-
fication factor and the energy extraction rate for small wave heights. Wang et al. [4]
used the 3D BEM method to develop the numerical model to analyze the efficiency
of a bottom-mounted OWC-WEC placed in the nearshore region. It was reported
that the capture-width ratio and wave-amplification factor strongly depend on the
slope of the bottom bed. Rapaka et al. [5] analyzed the performance of a floating
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multi-resonant OWC device experimentally and found that at a lower frequency
range, there was no effect of wave steepness on the RAO of sway, heave, and roll
motions. Bhattacharjee and Guedes Soares [6] used the semi-analytical method to
analyze the working mechanism of the floating OWC-WEC over the stepped bottom.
It was reported that the horizontal wave force increases and the vertical wave force
decreases with an increase in submergence depth. Sheng et al. [7] developed the
physical modeling and scaling for the OWC-WEC, and it was reported that the large
Reynolds number guarantees the existence of turbulent flow. Kuo et al. [8] developed
a numerical model to investigate the efficiency of breakwater-integrated OWC-WEC
using FLOW-3D software. It was concluded that the production of average power by
the air strongly depends on the size of the caissons. Mahnamfar and Altunkaynak [9]
analyzed the working mechanism of an OWC-WEC experimentally under the action
of regular wave series, and it was concluded that the geometrical configuration of
the OWC-WEC contributes significantly to enhance the performance of an OWC-
WEC. Ning et al. [10] studied the performance of a double chamber cylindrical-
shaped OWC-WEC. In this research, the following conclusions are obtained: (i)
the wider chamber length and smaller shell thickness enhance the efficiency of the
OWC-WEC, and (ii) chamber volume and rotational speed of turbine are impor-
tant factors for energy conversion. Elhanafi et al. [11] investigated the performance
of single-chamber OWC-WEC and double chamber OWC-WEC using 2D and 3D
CFD models, and it was reported that the capture-width ratio of the double chamber
OWC-WEC is higher than the single-chamber OWC-WEC. Zheng et al. [12] studied
the hydrodynamic characteristics of multi-OWC using the eigenfunction expansion
method, and the following conclusions are obtained: (i) multiple chambers in the
OWC-WEC increase the wave energy extraction from the device platform, and (ii)
the smaller submergence depth of the sea side wall and larger draft of the back wall
of an OWC-WEC significantly enhances the performance of an OWC-WEC. In the
above-mentioned research works, the performance of an OWC-WEC is analyzed
under the regular incoming waves.

Nevertheless, in the real sea environment, the incoming waves are highly irreg-
ular in nature. Therefore, it is relevant to analyze the performance of an OWC-WEC
under random incident waves. Gouaud et al. [13] developed the experimental study to
analyze the performance of anOWC-WECplaced over an underwatermound. Ashlin
et al. [14] studied the working mechanism of an OWC-WEC over the various bottom
profiles such as flat, sloping, and curved shaped and the following conclusions are
obtained: (i) due to the shape of the bottom profiles and higher amount of wave reflec-
tion from the front wall, the efficiency of OWC-WEC increases as the wave steepness
decreases, (ii) due to the higher amount of fluid flow, the efficiency of OWC-WEC
increases as the relative water depth increases. Rezanejad and Soares [15] developed
the dual-mass system to determine the hydrodynamic performance of anOWC-WEC.
It was reported that the existence of stepped bottom in the OWC-WEC configuration
enhances the efficiency of an OWC-WEC in the presence of regular and irregular
incoming waves. Rezanejad et al. [16] examined the performance of an L-shaped
OWC-WEC under random incoming waves. The amplification factor and the hydro-
dynamic efficiency of an OWC-WEC strongly depend on the submergence depth of
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the OWC-WEC. Zabihi et al. [17] used the 1:15 model to analyze the performance
of an OWC-WEC experimentally under random waves. It was reported that within
the OWC-WEC chamber, the shape of the spectrum is influenced by the form of
the wave spectrum. Zhang et al. [18] investigated the performance of breakwater-
integrated floating-WEC under the assumption of potential theory. It was concluded
that the seaside wall plays a vital role in enhancing the hydrodynamic performance
of floating-WEC. Recently, Chen et al. [19] studied the performances of an OWC
device integrated with a cylindrical shape caisson breakwater experimentally. It was
shown that the peak efficiency of this OWC-WEC could be reached up to 81% for
certain optimized designs.

The structure of this study consists of the following sections: Sect. 2 contains the
detailed BVP and the solution technique, Sect. 3 represents the parameters related to
the performance of an OWC-WEC under the irregular incident waves. Results and
conclusions are discussed in Sects. 4 and 5.

2 Solution Methodology Using BEM

The present study yields the mathematical modeling of an L-shaped duct type OWC-
WEC. For the modeling of an OWC-WEC, the 2D Cartesian coordinate system is
usedwith the alignment of axes are shown in Fig. 1. AnOWC-WECcomprises a rigid
and impermeable seaside wall of uniform thickness d and situated at x = L − b.
Moreover, the rigid backside wall of the OWC device is placed at x = L and b
is the chamber length. The draft of the front wall of the OWC-WEC is a and the
length of protrusion of the L-shaped duct from its chamber is c.. An OWC-WEC
is situated at z = −h. Internal free surface �4 and external free surface �6 are two
components of the free surface (Fig. 1). For the sake of BEM, a fictitious boundary
�1 is situated at the origin. Further, the submerged boundaries and the L-shaped

Fig. 1 Schematic of the physical problem
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front wall are represented by �5 Moreover, the bottom boundary and back wall of
the OWC-WEC are denoted by �2 and �3, respectively. The mathematical modeling
is similar as mentioned in [20]. The expression for the velocity potential is given as
�(x, z, t) = Re{φ(x, z)e−iωt }. Here, we choose governing equation is given by

∇2φ(x, z) = 0 (1)

φ contains the φS and φR (see [21] for details). Now, φS and φR satisfy the bc at
z = 0 and is provided as,

∂φS,R

∂n
− KφS,R =

{
γ, on �4,

0, on �6.
(2)

Here, we choose γ = 0 for φS and γ = 1 for φR , respectively, and K =
ω2g. Derivative in the normal direction is represented by ∂/∂n. Now, the boundary
conditions on the impenetrable boundaries �2 ∪ �3 ∪ �5 are given by

∂φS,R

∂n
= 0, on �2 ∪ �3 ∪ �5 (3)

Now, the radiation boundary condition on auxiliary boundary �1 is given by

∂φS,R

∂n
− ik0φ

R,S = γ

(
∂φ I

∂n
−ik0φ

S,R

)
, on �1 (4)

Here, k0 satisfies ω2 = gktanh(kh) and the expression for φ I is given as

φ I (x, z) =
(−igH

2ω

)
coshk0(h+z)
cosh(k0h)

eik0x and H is termed as incident wave height. In

Eq. (4), for γ = 1 for φS and γ = 0 for φR , respectively.
The solution methodology for the above-mentioned BVP is discussed using the

BEM. In this method, firstly, the BVP related to the φS and φR is converted into
the Fredholm integral equations. Now, the BEM is used to transform these integral
equations into number of algebraic equations. The Green’s function G(x, z; x0, z0)
is given as (see [20] for detailed derivations).

G(x, z; x0, z0) = −4π i
cosh k0(h + z0) cosh k0(h + z)

(2k0h + sinh 2k0h)
eik0|x−x0|

− 4π
∞∑
n=1

cos kn(h + z0) cos kn(h + z)

(2knh + sin 2knh)
e−kn |x−x0| (5)

Now, applying Green’s theorem on φR,S and G(x, z; x0, z0) and using the bcs (2),
(3), and (4), the following integral equations for φS and φR are obtained as
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− 1

2
φS +

∫
�1

φS

(
∂G

∂n
− ik0G

)
d� +

∫
�2+�3+�5

φS ∂G

∂n
d�

+
∫
�4

φS

(
∂G

∂n
− KG

)
d� +

∫
�6

φS

(
∂G

∂n
− KG

)
d� =

∫
�1

G

(
∂φ I

∂n
− ik0φ

I

)
d�

(6)

− 1

2
φR +

∫
�1

φR

(
∂G

∂n
− ik0G

)
d� +

∫
�2+�3+�5

φR ∂G

∂n
d�

+
∫
�4

φR

(
∂G

∂n
− KG

)
d� +

∫
�6

φR

(
∂G

∂n
− KG

)
d� =

∫
�4

Gd� (7)

Now, Eqs. (6) and (7) are transformed into a number of algebraic equations using
the BEM method. The detailed procedure is available in [21]. Finally, the discrete
values of φ and ∂φ/∂n are obtained over each boundary of the domain.

3 Performance of the OWC-WEC in Real Sea Environment

For random incident waves, the concept of wave spectrum along with a number of
sea states are used. In the present analysis, the Pierson–Moskowitz spectrum [22] is
used, and the form for the same is given by

Sinc(ω) = 263H 2
s T

−4
e ω−5exp

(−1054T−4
e ω−4

)
(8)

where Hs and Te are termed as SWHand the energy period, respectively. The chamber
pressure standard deviation βp is given by (see [22] for details)

β2
p =

∞∫
0

Sinc(ω)

∣∣∣∣ Pr(ω)

amp(ω)

∣∣∣∣
2

dω (9)

where amp(ω) = √
2Sinc(ω)iδωi is the incident wave amplitude for each regular

wave component. Here, Sinc represents the incident wave spectrum. Now, the average
efficiency of an OWC device is obtained as

ηA = WA

PA
, (10)

where PA andWA are termed as average incident wave energy flux, and the averaged
available power to the Wells turbine, respectively. The expressions for PA and WA

are given by
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PA = ρgω

∞∫
0

Sinc(ω)Cg(ω)dω, (11)

WA = εβ2
p. (12)

Here,w andCg are thewidth of the chamber and the group velocity of the incoming
waves. Further, ε is the turbine damping coefficient.

4 Results

In this section, the OWC device performance is analyzed under the irregular
incoming waves environment. The parameters associated with the OWC device
and the incoming waves are the following: h = 10 m, ρ = 1025 kg/m3, g =
9.81 m/s2, L = 3h, b = h, d = 0.05h, c = 0.5h, a = 0.5h unless mentioned
explicitly. The characteristics of two different most occurrence sea states for the
incoming wave spectrum as in Eq. (8) are the following (see [22] for details): the
significant wave heights Hs = 1.18 m, 1.96 m and the corresponding energy periods
Te = 6.50 s, 7.97 s.

Figure 2a, b depicts the change of the free surface elevation ζ for different (a)
chamber length b/h and draft a/h, respectively. Figure 2a illustrates that the ampli-
tude of ζ increases outside the chamber as b/h increases. Moreover, the amplitude
of the ζ inside the device chamber becomes lower for higher b/h. Further, certain
phase change occurs in the free surface elevation ζ for various b/h. Similarly, in
Fig. 2b, it is observed that the amplitude of the ζ increases as the a/h decreases.
Moreover, certain phase changes are also observed for various a/h.

Figure 3a shows the variation of ζ for various c/h. It is noticed that ζ decreases
as c/h increases. Moreover, the amplitude of ζ decreases significantly within the

Fig. 2 ζ for a variety of a b/h, and b a/h with Kh = 1.0



Performance of an L-shaped Duct Oscillating Water Column Wave … 725

Fig. 3 ζ for a variety of a c/h, and b d/h with Kh = 1.0

chamber as c/h takes higher values. This happens as c/h increases, the front wall
of the OWC-WEC obstructs the incoming wave more to enter into the chamber.
Further, change in phase also occurs with the variation in c/h. On the other hand,
the amplitude of ζ increases as the front wall thickness d/h becomes higher. This
happens as more wave energy is reflected back as the thickness d/h increases.

In Fig. 4a, b, the variation of the average efficiency ηA is plotted for various b/h
with Hs = 1.18 m, Te = 6.50 s and Hs = 1.96 m, Te = 7.97 s, respectively. It is
observed in Fig. 4a that ηA decreases as the chamber length b/h increases. Further,
ηA attains maximum for moderate values of ε and thereafter decreases for larger ε.
In addition, Fig. 4b reveals that the ηA becomes lower for smaller and larger values
of b/h=0.5, 2.0, whereas for transitional values of b/h = 1.0, 1.5, the efficiency ηA

becomes higher. In summary, it is concluded that the incident wave characteristics
perform a vital role to determine the efficiency of the OWC-WEC.

Figure 5a, b show the variation of average efficiency ηA versus ε for various a/h

Fig. 4 ηA versus ε for various b/h with a Hs = 1.18, Te = 6.50 and b Hs = 1.96, Te = 7.97
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Fig. 5 ηAversus ε for various a/h. a Hs = 1.18, Te = 6.50 and b Hs = 1.96, Te = 7.97

With Hs = 1.18 m, Te = 6.50 s and Hs = 1.96 m, Te = 7.97 s, respectively.
Figure 5a depicts that ηA becomes higher for smaller and moderate values of a/h.
However, the efficiency ηA significantly decreases for very higher values of a/h.
This happens as a/h becomes higher, the gap between the OWC device’s front
wall and the bottom decreases. Therefore, water flow cannot enter the OWC device
chamber. Figure 5b reveals that the ηA becomes lower for smaller and larger values
of a/h = 1/8, 3/4, whereas for intermediate values of a/h=1/4, 1/2, the efficiency
ηA takes higher values. In summary, it is concluded that the incoming wave’s sea
states perform a vital role in determining the efficiency of the OWC-WEC. Similar
observations were reported in Fig. 4.

Figure 6a, b show the variation of average efficiency ηA versus ε for various c/h
with Hs = 1.18, Te = 6.50, and Hs = 1.96, Te = 7.97, respectively. It is observed
in Fig. 6a, b that ηA decreases as the c/h increases. Further, average efficiency ηA

reaches its maximum value for intermediate values of ε. Similar patterns of ηA with
the change in ε are observed in Figs. 4 and 5.

Fig. 6 ηAversus ε for various c/h. a Hs = 1.18, Te = 6.50 and b Hs = 1.96, Te = 7.97
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5 Conclusions

In this work, the average efficiency of an L-shaped duct OWC device is investigated
in real sea conditions. For the present study, the Pierson–Moskowitz spectrum is
considered as the incoming wave spectrum. To solve the associate BVP, the BEM
is used. It is observed that the free surface elevation decreases for higher values of
submergence depth and the length of protrusion of the L-shaped OWC-WEC, and
an opposite pattern is observed for higher values of the thickness of the seaside
wall and the chamber length. Further, it is seen that for Hs = 1.18, Te = 6.50,
the average efficiency increases with a decrease in chamber length, submergence
depth, and length of the protrusion of the L-shaped duct. On the other hand, for
Hs = 1.96, Te = 7.97, the average efficiency of OWC-WEC is higher for the
moderate values of chamber length and submergence depth.
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Study of Human Behaviour During
Lockdown Owing to Corona Epidemic

Brijesh Singh

1 Introduction

Outbreaks of epidemics account for a great number of deaths [1]. Across the globe,
with more than 370 million patients and more than one million deaths, the Corona
virus epidemic has brought the world to standstill like not even large scale conflicts
or world wars could do. It has proved the power of the unknown, unfamiliar and small
over the big, powerful and bulky countries, businesses and systems while attacking
and ravaging and killing people and animals in different parts of the world. It has
also made humans feel helpless and insignificant. Movements have been restricted
for everyone, and all of these are confined to their homes.

Almost all the countries imposed lockdown and social distancing, just to reduce
spread of Corona virus. Owing to this, citizens are residing at their present home loca-
tion and abiding the rules and guidelines suggested by all concerned and competent
authorities. Work from home, devoting time with family members and uncertainty
about the Corona epidemic are influencing the obvious behaviour and attitude of
human beings. Thus, during this ongoing period, it is important to know whether
the public is really aware about Corona epidemic and is there any shift in their atti-
tude/behaviour and time devoted to various regular activities? With these questions
in mind or objectives, this study has been planned to be conducted.
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2 Review of Literature

Corona virus that belongs to the genus Corona virus with its high mutation rate
in the Corona viridae [2] causes respiratory infections that included common cold,
Middle East respiratory syndrome, severe acute respiratory syndrome and COVID-
19 [3]. World Health Organization (WHO), in the beginning of ongoing year, owing
to high risk of spreading of Corona virus, declared COVID-19 as pandemic, and
thus, the stress is being generated throughout the global population [4]. Spreading
of Corona virus is a global public health emergency [5] that necessitates immediate
actions to reduce spreading of COVID-19 and, thus, [6] insisted that learning of
lessons for future is also very important. The epidemiology of the disease can be
understood with the information of public behaviours/attitudes towards COVID-19
which is vital in its control and in reducing its spread [7, 8]. Spreading of Corona
virus can be reduced by exercising lockdown and social distancing, and thus, these
can be considered as defensive public health strategies [9], which is supported by
[10]. West et al. [11] added isolation as measure and quoted that these measures offer
huge cost to individuals and society [11].

According to a report published by [12], during this global crisis which is evolving
at unprecedented speed and scale, governments and organizations have to take urgent
actions to save the life of their citizens. This is changing human attitudes and
behaviours at present. Human behaviour may be affected by a large numbers of
factors that varies from media to person-to-person communication [13]. Addition-
ally, behavioural responses are also affected by religious and cultural beliefs and
norms that can be clustered both spatially and socially. Families play an impor-
tant role in the development of individuals as the findings of [14] indicated that a
significant positive relationship exists between family conflict, psychological needs
and externalizing behaviour of preadolescents. Further, stay at home restrictions
and other measures restricting the movement of people contribute to an increase in
gender-based violence, a finding confirmed by media reports official statements and
information received from human rights defenders in many countries [15].

In a research, [16], found that participants were reflecting a mile stressful state,
the majority of participants (53.3%) did not feel helpless due to the pandemic; while
on the other hand, about 52% of participants felt horrified and apprehensive due to
the pandemic. Additionally, the majority of participants received increased support
from friends and family members, increased shared feeling and caring with family.
Even for households free from the virus, the pandemic is likely to function as a major
stressor, especially in terms of chronic anxiety and economic difficulties. Such effects
may be exacerbated by self-isolation policies that can increase social isolation and
relationship difficulties [17]. Distress, boredom, social isolation and frustration are
directly related to confinement, abnormally reduced social/physical contact with
others and loss of usual habits [18]. Further, to understand the implications of the
pandemic on the mental health and psychosocial well-being of children including the
increased risk of violence and abuse and to provide resources for caregivers to help
engage with children positively and effectively, a manual for parents and caregivers
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entitled ‘Psychosocial Support for Children during COVID-19’ has been published
by UNICEF [19].

3 Methodology

An online survey, in English language, was conducted through a questionnaire during
April, 2020. Initial findings are discussed on the basis of descriptive statistics that
uses mean, standard deviation (SD) and frequency distribution, usingMS Excel. The
Cronbach’s Alpha is being computed for reliability analysis. Further, to establish
a relationship among few identified variables, correlation analysis is being done.
The bivariate correlation procedure computes Pearson’s correlation coefficient (a
measure of linear association), with its significance levels, that generally varies from
−1 to +1 through 0 for acceptable results. To elaborate further, figures and tables
are introduced at suitable places.

A total of 274 respondents (211—male and 63—female) participated in this online
survey, out of which about 129 (47%) were of upto 20 years, 25 (9%) were of
20–30 years, 56 (21%) were of 30–40 years, 53 (19%) were of 40–50 years and
11 (about 4%) were of more than 50 years age. Further, a total of 148 students,
49 business/self-employed/professional personnel and 76 service-related personnel
participated (1 respondent belongs to not-working category). About 152 respondents
have their qualification upto under-graduation level, while 122 respondents have their
qualification of post-graduation and above (57 respondents possessed PhD and above
qualification). The respondents who were residing in villages were 55, in town were
37 and in cities were 182 respondents (that majorly included 79 respondents who
were residing in flats/apartments and 72 respondents who were residing in open
houses/posh colonies).

4 Findings of the Survey

4.1 Present Health, Exercise Habit and Awareness
Regarding Corona Epidemic

In the reply of a question related to suffering of any prolonged disease and routine
habit of doing exercise, 117 (42.7%) respondents quoted that they were neither
suffering from any prolonged disease nor doing routine exercise, while 123 (44.9%)
respondents replied that they were not suffering from any prolonged disease, but
doing routine exercise. In its continuation, eight (2.9%) respondents replied that they
were suffering from some minor disease, and in-spite of this, they were not doing
routine exercise, while 19 (6.9%) respondents reported that they were suffering from
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Table 1 Awareness regarding Corona epidemic, symptoms and safety measures

S. No. Parameter Number of respondents Per cent of respondents

1 Not aware about Corona
epidemic

1 0.4

2 Little bit aware about Corona
epidemic

5 1.8

3 Well aware about Corona
epidemic

45 16.4

4 Well aware about Corona
epidemic and symptoms of
Corona infected people

36 13.1

5 Well aware about Corona
epidemic, symptoms of
Corona infected people and
safety measure/care to be
taken

187 68.2

some minor disease and were doing routine exercise. The seven (2.6%) respon-
dents reported that they were suffering from major disease and taking utmost care.
With this, it can be said that majority of people (142 respondents) whether suffering
from any minor disease or not, doing routine exercises.Then, a question related to
their awareness regarding prevailing Corona epidemic, symptoms of Corona infected
people and care to be taken to avoid Corona infection were asked. Refer Table 1 for
outcomes.

With this data, except six (2.4%) respondents, all were well aware about Corona
epidemic. So, it can be inferred here that almost all the people are aware about Corona
epidemic and symptoms and safety measures concerned with Covid 19.

4.2 Opening of Shops/Schools/Business Entities, etc.

The present situation related to opening of shops/schools/business entities, etc., at
respondents residing location was enquired. In its reply, none reported for having
situation (fully open and operational) similar to prior to lockdown. Only 17 (6.2%)
respondents reported that shops/schools/business entities, etc., are operational with
minor restrictions. In its continuation, 32 (11.7%) respondents reported that signifi-
cant restrictions have been imposed on the shops/schools/business entities to be the
operational, and these have very limited freedom. A larger population, 201 (73.4%)
respondents reported that there is complete lockdown, having availability of daily
needs items like milk, grocery, etc., in their localities, while 24 (8.8%) respondents
reported that there is curfew like situation in their residing locations.With this, it
can be inferred that nearly 94% respondents reported that there is state of lockdown,
and shops/schools/business entities, etc., are not operational with full pace. They are
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following the imposed/requested restrictions just to safeguard from prevention and
spreading of Corona.

4.3 Obedience of Social Distancing and Willingness
to Participate in the Fight

Aquestion related to obedience of social distancing and other measures suggested by
government/competent authorities was asked from the respondents. In its reply, only
one respondent reported for not having awareness about social distancing and other
suggested measures and none reported that they are not following these restrictions.
However, only eight (2.9%) respondents reported that they are following these rules
andmeasures little bit, while 56 (20.4%) respondents reported that they are following
these to a satisfactory level. A larger proportion, 209 (76.3%) respondents reported
that they are following social distancing and taking utmost care in following all
suitable measures to avoid spreading of Corona infection, as suggested by various
competent authorities and government.

In its continuation, respondents were enquired about their willingness to partici-
pate in the fight against Corona by obeying further notified rules, measures and social
distancing, etc. Only one respondent reported that he/she will not follow, and only
one respondent reported that he will provoke others not to follow the rules, measures
and social distancing. Out of total 274 respondents, 21 (7.7%) respondents reported
that they will follow all such rules in future also, while 47 (17.2%) respondents
reported that they will follow all of these rules and measures strictly. And, a larger
portion of population, 204 (74.5%) respondents show their strict willing to obey all
concerned rules, measures and social distancing and will request others to follow.

Here, it can be stated that almost all the people are following social distancing
and taking care of other prescribed measures to avoid infection/spreading of Corona
and shown their affirmation for such obedience in near future also.

4.4 Time Devoted to Various Activities

In prevailing situation of restrictions/lockdown, almost all the persons (except
those who are involved in security like police, taking care of patients like doctors
and health-workers, involved in essential services like bank, LPG distribution,
sweeping/cleaning, shops of grocery, etc., distribution/supply of vegetables, fruits,
milk, etc., andother related oneswhoare serving for society) are at homeand indulged
in the various activities, listed below, from present residing location. With this, the
time devoted to these activities get increased/decreased/not affected. So, a questions,
having multiple tick options, were asked from the respondents to state whether time
devoted to these activities have been increased significantly, decreased significantly
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Table 2 Effect on time spent in activities during ongoing lockdown state

S. No. Activities on which change in
time spent has been noticed
(permitted for multiple entry)

Numbers of respondents (out of total 274) who
reported for devoted time get ---

Increased Reduced No change

1 Work from home 149 38 42

2 Interaction with family
members

173 36 61

3 Usages of Internet/online
contents/chat/Whatsapp, etc.

177 42 54

4 TV 114 50 68

5 Indoor and outdoor
games/playing with kids

77 112 39

6 Kitchen/cooking 116 30 63

7 Telephonic or mobile calls 76 75 83

8 Reading books, newspapers,
novels, etc.

105 90 66

9 Skill learning/online
courses/regular studies/trying
or doing new knowledge
gaining things

161 56 53

or not affected during prevailing situation. The outcomes are summarized in below
mentioned Table 2.

With the help of Table 2, it can be seen that majority of respondent reported that
the time devoted to ‘work from home’, ‘interaction with family members’, ‘usages of
Internet, accessing online contents, chat, whatsapp, etc.’, ‘TV’, ‘Cooking/Kitchen’
and in ‘Skill Learning/Online Courses/Regular Studies/Trying or doing new knowl-
edge gaining things’ has been increased significantly. Further, there is no change in
the time spent in telephonic/mobile call. However, time devoted for indoor/outdoor
games/playing with kids has been reduced in prevailing lockdown state.

4.5 Behaviour Towards Family Members

In prevailing restricted situations, the attitude/behaviour towards the familymembers
may change. In this respect, 168 (61.3%) respondents reported for no change in their
behaviour during ongoing lockdown. However, 45 (16.4%) respondents reported that
their behaviour towards their family members became somewhat compromising,
while 40 (14.6%) respondents reported for significantly compromising behaviour.
In its extent, 14 (5.1%) respondents reported that their behaviour became some-
what rude, irritating and arguing, while seven (2.6%) respondents reported that their
behaviour became significantly rude, irritating and arguing.
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Table 3 Performance of local, district, state government and central government level authorities
(numbers of responses, out of 274 total responses)

Level of authorities Mean Standard
deviation

Very
good
(5)

Good
(4)

Satisfactory
(3)

Poor
(2)

Very
poor
(1)

Local/district-level
authorities

3.91 0.97 86 102 66 15 5

State level authorities
(state
government-related
works)

4.11 0.90 106 111 44 8 5

Country level
authorities (central
government-related
works)

4.26 0.88 132 96 36 6 4

In thisway, during the lockdown, the change in human behaviour can be noticedfor
about 39% respondents, including about 8% respondents who were becoming rude
and irritating. In contrary, about 31% respondents adopted compromising habit.

4.6 Support Provided by/Performance of Authorities

Overall performance of various authorities in the fight against Corona epidemic (in
present scenario), as mentioned in Table 3, was enquired from the respondents. The
value of Cronbach’s Alpha is 0.790 that shows that outcomes are reliable.

With this data, it can be said that there are only little few respondents who are not
satisfiedwith government support. Only ten (3.7%) respondents are not satisfiedwith
central government, while 13 (4.7%) respondents are not satisfied with state level
government/authorities, followed by 20 (7.3%) respondents who are not satisfied
with local/district-level authorities. However, most of the people are appreciating
the efforts of all the government authorities in the fight against Corona in prevailing
situations. The support provided and performance of central government is well
appreciated, followed by state government and then followed by district/local level
authorities.

4.7 Correlation Among Age, Profession, Qualification,
Awareness, Obedience and Behaviour

The correlation among various parameters that included age, profession, qualifica-
tion and ‘awareness regarding Corona Epidemic, its symptoms and safety measures’,
‘Obedience of Social Distancing and other prescribedmeasures’, ‘attitude/behaviour
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Table 4 Pearson correlation values (Sig.—2-tailed)

Parameters Age Profession Qualification Awareness
Corona
epidemic

Obeying
social
distancing
and other
measures

Attitude
towards
family
members

Age 1 0.817**

(0.000)
0.825**

(0.000)
0.032
(0.598)

0.136*

(0.024)
0.065
(0.289)

Profession 0.817**

(0.000)
1 0.750**

(0.000)
0.033
(0.587)

0.122*

(0.044)
0.090
(0.142)

Qualification 0.825**

(0.000)
0.750**

(0.000)
1 0.079

(0.190)
0.128*

(0.034)
0.108
(0.078)

Awareness
Corona
epidemic

0.032
(0.598)

0.033
(0.587)

0.079
(0.190)

1 0.366**

(0.000)
0.042
(0.494)

Obeying
social
distancing and
other
measures

0.136*

(0.024)
0.122*

(0.044)
0.128*

(0.034)
0.366**

(0.000)
1 0.033

(0.591)

Attitude
towards
family
members

0.065
(0.289)

0.090
(0.142)

0.108
(0.078)

0.042
(0.494)

0.033
(0.591)

1

Correlation is significant at the 0.01 level** (2-tailed) and at the 0.05 level* (2-tailed)

towards family members’ have been computed by using bivariate analysis that
computed Pearson’s correlation coefficient. The outcomes are presented in Table
4.

With Table 4, it can be inferred that there is strong correlation (significant corre-
lation at 0.01 level) between age and profession, between age and qualification,
between profession and qualification and between ‘obeying social distancing and
other prescribedmeasures’ and ‘awareness regardingCoronaEpidemic’, etc. Further,
there is significant correlation at 0.05 level between age and obeying social distancing
and other prescribedmeasures, between profession and obeying social distancing and
other prescribed measures, between qualification and obeying social distancing and
other prescribed measures. Thus, it can be inferred here that the age, profession and
qualification influence obedience of social distancing and other prescribed measures
concerned with Corona epidemic. In the same line, this can also be inferred that
the awareness regarding Corona epidemic influences greatly the obedience of social
distancing and other prescribed measures concerned with Corona epidemic.

Hence, it can be concluded that the obedience of social distancing and other
prescribed measures concerned with Corona epidemic is influenced by age, profes-
sion, qualification and awareness regarding Corona epidemic.
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5 Discussion

In prevailing situations, each nation is taking all suitable measures to safeguard
their citizens from Corona infection and curing the Covid 19 infected patients. The
suggested measures which are being adopted by almost all the nations include social
distancing and lockdown. During lockdown state, outdoor and collective activities
are banned, and citizens are being forced to stay at home, just to make them safe.
Majority of people whether suffering from any minor disease or not, doing routine
exercises as they want to remain fit. Immunity may also get better with routine small
exercises.

People, in a majority, are well aware regarding Corona epidemic, ways through
which people get infected and measures to be taken when any symptom similar to
Covid infection is being noticed. In the lockdown state, everyone is following the
restriction by their own as everyone feel that these restrictions are just to save their
lives. People are staying at home and doing all regular activities in presence of their
family members. With this, interaction time with family members gets increased,
and in some cases, conflicting/arguing behaviour has been reported. However, there
are many people who are following compromising behaviour just to avoid stress
feeling and to ensure healthy and entertaining environment at home places. Work
from home is the need for most of the personnel, and they are devoting much more
time. In this respect, usages of Internet, accessing online contents, chat, whatsapp,
etc., and in ‘Skill Learning/Online Courses/Regular Studies/Trying or doing new
knowledge gaining things has been increased significantly. However, time devoted
for indoor/outdoor games/playing with kids has been reduced in prevailing lock-
down state because of restrictions imposed by competent authorities. Citizens are
well aware about Corona epidemic and appreciating the respective efforts of central
government, state government and local/district-level authorities. Everyone must do
all his own sincere efforts, in accordance with the instructions of government, so that
we can remain safe from the Corona virus infection.

6 Conclusions

In this research, a total of 274 responses were collected through an online survey
that was conducted in English language during April, 2020. In prevailing situations,
every country is fighting with infection, spreading and deaths owing to Corona virus.
In almost all the countries, the adopted measures include awareness programs, social
distancing and lockdown. In this scenario, the outcome of this study shows that
almost all the people are aware about Corona epidemic, and larger population is
well aware about its symptoms and concerned safety measures. During the lock-
down, shops/schools/business entities, etc., are not operational and following the
imposed/requested restrictions just to safeguard from prevention and spreading of
Corona. Almost all the people are following social distancing and taking care of
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other prescribed measures to avoid infection/spreading of Corona and shown their
affirmation for such obedience in near future also.

In its continuation, this has been identified that the behaviour of more than
one-third respondents gets changed owing to prevailing lockdown state and nearly
one-tenth respondents becoming rude and irritating, while nearly one-third respon-
dents reported for adopting compromising behaviour with their family members.
Indians are showing great faith in their government, and the performance of central
government is anonymously well appreciated, followed by state government and
district/local-level authorities’.
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1 Introduction

Electrokinetic is the study of flow of ionic fluid induced with the application of static
or alternating electric fields [1]. Electrokinetic flow process is vital in movement
of fluids when electrically charged particle is there in ionic fluid. The development
of nano- and micro-scaled channel in bioengineering played an important part in
electrokinetics. This miniaturization of lab-on-a-chip created revolution in microflu-
idics. The microfluidic systems application is limited to a vast research field such as
immunology, drug delivery, lab-on-a-chip development, and biomedical diagnostics
[2].

Currently, computational as well as mathematical models are important means for
the experimental studies. Moreover, they amplify the noval designs, and those are
problematic for persistent execution in diverse domain of medicine, aerospace, and
other field of engineering. Paul et al. [3] considered the use of electrokinetic pump
in micro-total investigation systems. He studied the fluid flow via a porous medium
and offered the model and experimental outcomes for the frequency response for this
pump.

Kang et al. [4] examined the installation of electrokinetic micro-pumps and flow
characteristics. Sayed et al. [5] and tripathi et al. [6] studied the electro hydrody-
namic upshots on the peristaltic movement of dielectric oldroyd fluid which shows
elastic and viscous behavior during deformation while transmitting from a flexible
microchannel. Sinha and Shit [7] have taken in account the electro magneto hydro-
dynamic results with heat transfer by radiation on flow of blood through capillary.
Electro magneto hydrodynamic and heat transfer consequences on the model of
non-Newtonian fluid through two microchannel were examined by Wang et al. [8].
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In recent times, Oh [9] presented the mathematical study by applying magnetic field
in transverse direction on a peristaltic wave with electrical double layer effects.

Shuaib et al. [10] study viscous fluid rotating through disk, and electric field
is applied across the disk. In this paper, the governing equations were solved
numerically by means of parametric continuation method.

Mahbub et al. [11] studied electrokinetic fluid flow in wavy channel. The
numerical solution of electro-osmotic flow in wavy channel is with the help of
COMSOL.

Duffle et al. [12] have done CFD modeling of microscale mixing of conduc-
tive fluids driven by applying electric field externally and predicted that velocity is
increasing with increase in electric field.

Zhao et al. [13] have studied flow of non-Newtonian fluid actuated with the help
of electric field in a rectangular microchannel. Authors presented that the flow with
a higher value of behavior index ‘n’ responds more quickly to the external applied
DC electric field and reaches the steady state more quickly.

Some past studies are presented in tabulated form. Apart from duffer et al.
and Zhao et al., all other papers tabulated here had solved governing equations
mathematically.

Author (year) Physiological flows Electoosmosis Nano fluids Power law fluids

Chakraborty et al.
(2008)

N Y Y N

Murshed et al.
(2008)

N Y Y N

Xuan (2008) N Y N N

Choi et al. (2011) N Y Y N

Mao et al. (2015) Y Y N N

Prasad et al. (2015) N Y Y N

Shirsavar et al.
(2015)

N Y N N

Tripathi et al.
(2016)

Y Y N N

Chakraborty et al.
(2016)

Y Y Y Y

Rokni et al. (2016) N Y Y N

Tripathi et al.
(2016)

N N N N

Duffle et al. (2018) N Y N N

Zhao et al. (2017) N Y N Y

Based on the above applications and discussion, the main emphasis of the current
study is to study the electrokinetic transfer through tapered medium with Newtonian
fluid. This induced electro-osmotic flow in tapered nano-channel is governed by
physics involved in laminar flow, electric current, and transport of diluted species.
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This multyphyiscs phenomenon is solved with the help of COMSOL. The effect of
various parameters such as zeta potential and applied potential field is discussed for
velocity profile, pressure variation along the axis, trapping phenomenon, and flow
rate. This study is helpful in development of organ on a chip and for drug delivery
applications.

2 Methodology

COMSOL (5.3) multiphyiscs divides a large numerical problem having nonlinear
equations into smaller parts (small meshing element) for the outcome of approxi-
mate solutions to boundary value problems for nonlinear governing equations. The
workflow is stated in given Fig. 1.

A tapered channel generated with the help of berzier curve in COMSOL. The fluid
considered in channel is ionic fluid, and flow is taking place with the application of
fluid. To govern this flow, electric current, creeping flow, and transport of diluted
species have been selected.

Electric Current: The governing equations in electric current physics is

∇.J = Qi

J = σ E + Je

Fig. 1 Workflow for the problem
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Fig. 2 Geometry of tapered channel

E = −∇V

The inlet boundary provided electric potential of 100 V and outlet boundary
grounded. Walls of channel have been given zeta potential (Fig. 2).

Creeping flow: To govern fluid flow, naviers stocks equation is used with equation
of continuity. Since flow is taking place, only due to application of electric field so
at inlet and outlet boundary, zero pressure is provided.

ρ
∂u

∂t
= ∇[−PL + μ

(∇u + (∇u)T
)] + F

∂ρ

∂t
+ ρ∇.(u) = 0

Transport of Diluted Species: In COMSOL, we have selected physics of transport
of diluted species to govern the ionic distribution. At inlet, initial concentration was
provided, and outlet was selected.

∂ci
∂t

+ ∇.(−Di∇ci ) + u.∇ci = Ri

Ni = −Di∇ci + uci
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3 Result and Discussion

This part offers the graphical results of the parameters associated in the modeled
fluid flow issue. The results are generated at different applied voltage of 100, 200,
and 300 V to envision the nature of volume flow rateQ, potential function�, pressure
rise�p, and velocity profileuin tapered microchannel.

In Fig. 3, generated velocity profile at applied voltage of 200 V in tapered channel
is shown. This flow is plug type of flow at initial section and converted into fully
developed flow at the end of section.

Figure 4 presents variation of velocity at different applied voltage. It is evident
from the figure that velocity magnitude is increasing with increase in potential value.
The flow profile generated in channel is plug profile which one is characteristics of
electro-osmotic flow [3].

Figure 5 presents pressure variation along the axis of channelwith applied voltage.
It is clearly evident that high pressure is being generated at higher voltage. Pressure
decrease along the axis as voltage decrease.

From Fig. 6, it can be deduce that velocity is increasing with increase in zeta
potential. Velocity profile is drawn for zeta potential −10, −20, and −30 mV at
applied voltage of 100 V.

Fig. 3 Velocity profile in tapered channel at 200 V
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4 Conclusion

The present numerical results may provide deep understanding into electrokinetic
flow mechanisms for the applications which involves microscale channels including
lab-on-a-chip devices for drug delivery, various fluid flowmixing, cell manipulation,
etc. Since lot of work related to electrokinetic flow reported is solved analytically,
we need to use lubrication approximation and low Reynold number assumption to
convert nonlinear governing equation into linear one [4]. This numerical method by
COMSOL will avoid such approximation, and published results can be compared.
The current work has been limited to a one-fluid model and has overlooked slip
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effects at the walls, and geometry considered is simple tapered conduit. The non-
Newtonian fluid with complex geometry may institute interesting ways for spreading
the current work and will be addressed in future.
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Optimal Placement of Distributed
Generators in Power System Using
Sensitivity Analysis

Anoop Arya , Swatantra Singh Verma, Shweta Mehroliya, Shilpi Tomar,
and C. S. Rajeshwari

1 Introduction

Electricity is the most popular and clean form of energy, being utilized in the world,
today. The electrical power is the major source of the world today. Due to economics
of scale and environmental concerns, generation facilities have been favoring for
large power plants, which are of the order of hundreds of mega-watts and located in
non-populated areas away from the loads. The generation plants that operate on coal
or nuclear fuel cause a lot of pollution. The energy available from sun and wind are
absolutely clean and do not produce any pollutants that can damage the atmosphere.
Solar cells and windmills can be installed, and electricity can be produced from
them. DG cost has recently decreased because of introduction of new technologies,
which are more viable. It is hard to add new transmission lines due to its high cost
and problem of right of way considering the fact that the existing lines are getting
overloaded, and there is a need to add the new generation closer to the load centers.
This requires new technologies and distributed generation to be adopted.

Distributed generation uses small electrical power generations by its definition and
nearly less than 30 MW located near to the load centers. Deployment of distributed
energy system on the consumer side acts as a supplement to the micro-grid that
enhances reliability of the power system and provides continuity of power supply
to critical loads in case of grid collapse and natural disasters such as earthquake
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and war [1]. There are many solar system, micro-turbine and wind turbine system
that can be distributed generation. Basically, a DG is a small electric power system,
which is placed near to the consumer side and satisfies end user demand.A distributed
energy system satisfies end user load demand and also solves the difficulties of power
transmission system over long distances [2].

Sizing and proper location allotment plays an important role in distributed gener-
ation. Once proper allotment of location is done, then the system has lower losses [3,
4]. Sensitivity factors obtained from sensitivity analysis are applied to find the candi-
date bus locations for best installment of DG units in the radial system [1]. Several
optimization programming like linear, nonlinear programming, and mixed integer
linear programming have done for best siting of DG [5]. Optimal DG placement
improves system performance and voltage stability [6], and thus, it enhances the
system reliability. Multiple DG allocation in the distribution system reduces the loss
factor [7]. Various computational techniques have been seamlessly applied to solve
the optimization and performance evaluation in power system [8, 9]. The optimal
locator index factor has introduced inobtaining thebest siting and sizingof distributed
generation [10, 11]. A new methodology has been developed for optimization and
coordination of the placement of dispersed generators [12, 13]. MATLAB [14] has
been used as a tool for the analysis of the algorithm.

2 Research Methodology

2.1 Network Losses

Distribution network in the electric power system having high R/X ratio of lines
suffers from the significant power loss. The losses are dependent on the line resis-
tances and current flows in the lines. While the line resistances are fixed, the current
flows in the lines are dependent on the network parameters and the loading [15]. The
complex power injection (Si) at any bus I can be expressed as

Si = Pi + j Qi (1)

where Pi and Qi are the real and reactive power injection at bus i. The power flow
equations describing power balance at bus i can be shown as,

Pi = Vi

n∑

j=1

Yi j Vj cos(δi − δ j − θi j ) (2)

where various notations have their usual meaning as described in [3]. The system
loss is defined as
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PL =
n∑

i=1

PGi −
n∑

i=1

PDi (3)

wherePL is total real power loss; PGi and PDi have their usual meaning at node-i. The
losses in the above equation may perhaps be difficult to calculate investigative. For
this reason, amethod known as “Exact loss formula” is employed for loss calculation.

The loss formula is expressed as,

PL =
n∑

j=1

n∑

i=1

αi j (Pi Pj + Qi Q j ) + βi j (Qi Pj − Pi Q j ) (4)

where n defines number of buses; αij and β ij are loss coefficients. The expressions
for loss coefficients are given as [16]

αi j = ri j
Vi Vj

cos(δi − δ j ) (5)

βi j = ri j
Vi Vj

sin(δi − δ j ) (6)

where rij is the real part of the ijth element of ZBus matrix.

2.2 Optimal Placement of DG

In this work, a set of loss sensitivity factors, utilizing the load flow equations, has
been used to establish the optimal location for placement of dispersed generators.
A sensitivity index (SI) has been used to discover and rank the nodes, within the
network, with respect to adding new generation. From the expression of exact loss
formula as given in Eqs. (5) and (6), the loss sensitivity factors with respect to real
and reactive power injections are derived as,

Cpi = ∂PL

∂Pi
= 2

n∑

j=1

(αi j Pj − βi j Q j ) (7)

Cqi = ∂PL

∂Qi
= 2

n∑

j=1

(αi j Q j + βi j Pj ) (8)

Since the distributed generation is used to supply mainly real power, only real
power sensitivity factor (Cpi) for placement of DGs has been considered. Ranking of
buses for DG placement has been done on the basis of decreasing order of absolute
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sensitivity values. The optimal locations, according to the number of DGs to be
placed, have been chosen starting from the highest sensitive bus.

3 Test System

The efficacy of the projected method has been demonstrated on a 15-bus test system.
To evaluate the system performance under different conditions, a computer program
in MATLAB was developed for distribution load flow (DLF) [5, 6] having multiple
sources. The loss sensitivities were evaluated for the 15-bus system, and the impact
of the installation of the DGs was studied, as given below. Figure 1 shows you the
line diagram of the 15-bus test arrangement; the line and load data are given in Table
1. The distribution feeder is emanating from a 132/11 kV grid substation. The grid
substation (bus number one) is considered to be slack bus. The total real and reactive
power loads in the network are 1226 KW and 1251.07 KVAR correspondingly (p.f
of load is 0.7).

For this system, two cases were considered.

• Case 1: base case
• Case 2: outage of line 3–11 and interconnector between bus 8–13 switched on

The resistance and reactance of the interconnectors were taken as 0.32530 � and
0.42360 �, respectively.

j0.4611

3 4 521
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8

9

10

11

12

13

14

15

132/11 kV
Substation

Fig. 1 Line diagram of 15-bus test arrangement
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Table 1 Line and load data

Line data Load data

Branch
no.

Sending
node

Receiving
node

Line impedance Bus
no.

Real
power in
kW

Reactive
power in
kVAR

R (in ohm) X
(in ohm)

1 1 2 1.35309 1.32349 1 0 0

2 2 3 1.17024 1.14464 2 44 44.98

3 3 4 0.84111 0.82271 3 70 71.41

4 4 5 1.52348 1.02760 4 140 142.82

5 2 9 2.01317 1.35790 5 44 44.98

6 9 10 1.68671 1.13770 6 140 142.82

7 2 6 2.55727 1.72490 7 140 142.82

8 6 7 1.08820 0.73400 8 70 71.41

9 6 8 1.25143 0.84410 9 70 71.41

10 3 11 1.79553 1.21110 10 44 44.98

11 11 12 2.44845 1.65150 11 140 142.82

12 12 13 2.01317 1.35790 12 70 71.41

13 4 14 2.23081 1.50470 13 44 44.98

14 4 15 1.19702 0.80740 14 70 71.41

– – – – – 15 140 142.82
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Fig. 2 Voltage summary for 15-bus test system (case 2)
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Fig. 3 Real power sensitivity of 15-bus test system (base case)

3.1 Case 1: Base Case

The voltage magnitudes at all the buses are shown in Fig. 2. The real power loss
sensitivities at all the buses are presented in Fig. 3. For sensitivity calculation, one
needs non-singular Z-busmatrix, but for any radial distribution network, Z-busmatrix
is singular. Thus, to make Z-bus non-singular, a shunt of value 0.4611 p.u. was
considered to be connected at the slack bus.

From Fig. 2, it is seen that the voltage is the lowest at bus-13, followed by bus
14 and 15. The maximum value of loss sensitivity is 0.66525 at bus-13. Thus, it is
the most appropriate location for DG placement. Bus-12 is the next choice, as it has
second highest loss sensitivity factor. Table 2 shows the value of voltages, sensitivity
factors, and ranking for all the buses.

3.2 Case 2: Outage of Line 3–11 and Inter Connector
Between Bus 8–13 Switched On

In this case, interconnector between bus-8 and bus-13 was switched on, and outage
of line between bus-3 and bus-11 was considered as shown in Fig. 4. For case-2, the
system real and reactive powers loss are 70.15 kW and 61.27 KVAR. The voltage
magnitudes at all the buses are publicized in Fig. 5. The real power loss sensitivities
at all the buses are presented in Fig. 6.

From Fig. 5, it is clear that voltage is lowest at bus-11, followed by bus 12 and
13. The maximum value of loss sensitivity is 0.8925 at bus-11. Thus, it is the most
appropriate location for installment of DG. Bus-12 is the next choice, as it has second
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Table 2 Voltage and
sensitivity factor for 15-bus
system (case-1)

Bus no. Voltage (magnitude
in p.u.)

Sensitivity factor Rank of bus

1 1.00000 0.00000 15

2 0.99975 0.33205 14

3 0.99962 0.50030 11

4 0.99955 0.56667 7

5 0.99954 0.58008 6

6 0.99962 0.51125 10

7 0.99960 0.54175 8

8 0.99961 0.52878 9

9 0.99971 0.37799 13

10 0.99970 0.39283 12

11 0.99953 0.59161 5

12 0.99949 0.64751 2

13 0.99948 0.66525 1

14 0.99952 0.59792 4

15 0.99952 0.60022 3

           j0.4611
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Fig. 4 Line diagram of 15-bus arrangement (case 2)
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Fig. 6 Real power sensitivity of 15-bus test system (case-2)

highest loss sensitivity factor. Table 3 shows the value of voltages, sensitivity factors,
and ranking for all the buses.
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Table 3 Voltage and
sensitivity factors for 15-bus
system

Bus no. Voltage magnitude
(p. u.)

Sensitivity factor Rank of bus

1 1.0000 0.0000 15

2 0.9995 0.3325 14

3 0.9994 0.4413 11

4 0.9994 0.5070 10

5 0.9994 0.5208 9

6 0.9993 0.6419 6

7 0.9993 0.6723 5

8 0.9993 0.7223 4

9 0.9995 0.3785 13

10 0.9995 0.3924 12

11 0.9991 0.8924 1

12 0.9992 0.8239 2

13 0.9992 0.7394 3

14 0.9994 0.5386 8

15 0.9994 0.5408 7

4 Results

Results presented in Table 4 shows the ranking of buses for DG placement in the
below two different cases. It is observed that in case-2, only three out of five ranked
buses (in other cases) appear viz. bus-11, bus-12, and bus-13.Hence, as a compromise
between the cases, the bus-12 and bus-13 have been selected for DG placement.

An efficient set of sensitivity factors has been suggested in this paper, for locating
the optimal location of DGs in the system. A load flow program was developed for
distribution network with multiple sources to study the impact of DGs. For 15-bus
system, sensitivities at the base case and reconfigured cases were determined, and
the best locations for DG placement were found to be at bus-13 and bus-11.

Table 4 Ranking of buses
for 15-bus system

Rank of buses Case 1 (Bus no.) Case 2 (Bus no.)

1 13 11

2 12 12

3 15 13

4 14 8

5 11 7
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5 Conclusion

On-site generation allows for the use of new renewable technologies, such as micro-
turbines and combined heat and power (CHP), fuel cells which are having better
efficiencies. Dispersed generation will also lower the emissions of pollutants and
minimize operating costs through reducing losses and increased efficiencies.

A sincere attempt has been made in this paper, to find the most suitable location
for DG placement, in order to minimize the system loss. In addition, it has also
focused on evolving strategies for finding the optimum output of DGs. The most
important and vital contribution of this paper is to suggest a loss sensitivity factor
of dispersed generation for its suitable deployment and evolves an optimal power
flow-based formulation to determine the optimal settings of DGs.

In this paper, several case studies for different configuration of the network were
performed to find the appropriate site for DG assignment. The most optimum loca-
tions for the DG placement were found, where the loss sensitivity was maximum
in most of the cases. Accordingly, few buses were ranked based on decreasing
order of the loss sensitivity magnitude, and several combinations of DG placements
were studied on 15-bus distribution networks. The results of the case studies reveal
that in all the combinations of DGs considered, the system loss has considerably
reduced. Thus, the proposed loss sensitivity factors can be effectively used for the
DG placement.
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A Review on Performance of Electric
Motor Vehicle

Gagandeep Singh, Harshit Manchanda, and Sunny Bhatia

1 Introduction

The increase in pollution is a major problem in today’s life. So many automotive
industries are focusing more on electric vehicle technology. Electric vehicles are
eco-friendly and have a big hand in reducing global environmental pollution because
transportation sectors are responsible for approximately 25%of global CO2 emission
[1]. These vehicles enjoy a lot of benefits over IC engines and reduce dependence
on petroleum depletion. It has high efficiency, zero-emission, quiet operation, and
cost-saving operation. Electric motor vehicle has better over the gasoline vehicle,
but it has one major drawback. Electric motor vehicles are facing a major problem
nowadays like the range and charging time of the vehicle. Studies have shown that
weather control loads will significantly range reduction in both winter and summer
seasons [2]. Manufacturers are trying to scale back this problem by using various
cooling or heating systems for battery packs [3]. Manufacturers of electrical motor-
cars sometimes make use of an electrical pre-heat function to warm up the battery
during charging [4]. Through this paper, wewill discuss someways to extend electric
vehicle performance and range.We have got and shown some factors which influence
the electrical vehicle range and check out to beat it by make use of suitable battery
charging system. On the opposite hand, battery size affects the vehicle curbs weight
and price [5]. The proper size of the battery pack also can extend the range of the
vehicle [6]. If your vehicle is running less distance not more than 50 km in a day only
for the office purpose with a 24 kWh battery pack but 50 km distance electric vehicle
can be used with half battery capacity means 12 kWh or 8 kWh. The charging of
EV influences the scattering grid because these vehicles require a large amount of
energy, and this demand for electrical energy can lead to the consumption of more
electricity. The batteries of EV can be charged at petrol pumps or at our houses.
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The alternate of conventional vehicles by EVs also will need a particular or specific
charging infrastructure. Several solutions may arise to suit different EV owners’
needs, namely charging stations dedicated to fleets of EVs, fast chargers at petrol
pumps, battery charging stations, charging facilities at homes. Battery and electric
cell EVs only run on electrical power while current hybrid EVs have also an inside
combustion engine. Since the hybrid, EVs require high-capacity batteries and with
big voltage capacity, this results in create an enormous impact on electrical power
system design and operation but will allow using the non-polluting energy resources
[7, 8]. In this present paper, we are proceeding to discuss the methods that how to
increase the range of vehicles and making it more convenient for the customers and
can they use it without any major problem. We must need to enhance the range of
the electric motor vehicle by using suitable methods. We need to enhance the range
of the electric motor vehicle because EV’s average range is very shorter, and it is
around 200 miles, and it is very lower as compared to the conventional vehicles for
the long-distance routes. Electric vehicle recharging stations are also very few and
located very far from each other. So, in this case, if our battery is discharged between
the stations, we cannot do anything. So, here we proposed some ways to increase the
EV range to make electric vehicles more efficient.

2 Factors Influencing the Electric Vehicle Range

There are mainly three factors that influence the vehicle range the vehicle design,
driver driving style, and external environment.

2.1 Vehicle Design

The effect of the maker or manufacturer and design of electric automobile has also
may impact on the range. In-vehicle design, generally, we focused on the overall
dimension of the vehicle, passenger space, body type, luggage space, type of tire,
and the construction of the vehicle should be kept in view of all the forces acting on it.
It should be mentioned that the body of an electrical automobile influence the air pull
resistance through the precise front area generally with major influence for speeds
beyond 36 km/h [9], and this suggested that it is necessary that the development
of the vehicle design contains a lower aerodynamic coefficient. Research studies
have shown that important parameter of EVs which may directly affect the range
characteristics is their weight [10, 11]. But the current situation is our most of the
automotive manufacturer’s industries use the existing design or body shape for the
electric vehicle which is not aerodynamically correct for the electric vehicle.
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2.2 Driver Driving Style

The aggressive result of the driver driving style also may reduce the range of the
electric motor vehicle. It all depends upon the driver’s aggressiveness at that time.
The driver’s aggressiveness mainly indicates how the driver uses the accelerator
pedal, and research has found that an EV’s range is not only influenced by vehicle
design, but it also may influence by the driver [10]. Another direct factor of influence
of the driver’s behavior how is he use the vehicle in heavy traffic conditions. But
this is impossible to design a specific algorithm that precisely determines the effect
of the driver driving style on the range. Because every driver has their own style
to drive a vehicle. Some have driven accordingly to traffic conditions and rules and
regulations, but some have driven rudely.

2.3 External Environment

The range of the electric vehicle has also been affected by the outside environment
(outside ambient temperature). Climate control loads will significantly range reduc-
tion in both seasonswinter and summer, respectively. In summers, the battery temper-
ature will also increase along with the outside temperature and that may change the
battery chemical composition and battery charging efficiency, and specific energy
may also change. Similarly, in winters, temperature plays an important role to reduce
the electric motor vehicle range because the chemical composition of the battery will
also change in this season. In summers, the cooling load will reduce the range from
17.1 to 37.1% while this reduction in range further reduces to about 17.1–54.1%
in winters owing to heating load [2]. Hence, it becomes difficult to carry out the
charging operation, especially at lower temperatures due to lower diffusion rates of
lithium ions in the electrodes [12, 13].

3 Methods to Increase the Range of Electric Vehicle

There are few methods to increase the range.

3.1 Dual Inverter Drive System

In this system, a dual inverter drive systemwith an open winding motor is an alluring
system to supply a higher voltage current to a motor for run an electric vehicle. In this
method, we are using two batteries that one is primary, and another one is a secondary
battery. A primary battery is the main battery for the electric vehicle which is directly
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connected to a motor which runs the vehicle, whenever the primary battery means
that the main battery is fully discharged, then it will change to a secondary battery,
and now, this battery will deliver power to the motor for run an electric vehicle.
On the other hand, the primary battery is charging simultaneously by the charging
sources like an alternator, dynamo, or other sources. When the secondary battery
starts discharging its charge from the main battery through the motor, whether it is at
standby andmoving.The shifting from the primary battery to the secondary battery on
discharging the primary battery via sensors. These sensors sense the battery discharge
level. When the battery gets fully discharged, there is some mechanism that uses a
sensor to change the power supply from primary battery to secondary battery. This
method is feasible but due to the dual battery system, the weight of the vehicle has
somehow increased that will may impact the motor. To compensate for this increase
in the weight, the vehicle body weight should be kept minimum. Usually, in a year,
an automobile is driven for about 250 h [14] which is approximately equal to 115 h of
air-conditioning operation [15] and corresponds to around 45% of the vehicle usage.
Further, air-conditioning usage generally results in a decrease of about 33% in the
range of EVs [14].

Figure 1 shows that the four different battery packs corresponding to capacity,
weight, andEVweight. According to this graph, the 24 kWhbattery pack the capacity
is 300 Ah, weight is 240 kg, and EV weight is 540 kg. The 20.8 kWh battery pack
the capacity is 260 Ah, weight is 225 kg, and the 485 kg. The 16 kWh battery pack
the capacity is 200 Ah, weight is 182.5, and EV weight is 382.5 kg. The 18 kWh
battery pack the capacity is 100 Ah, weight is 80 kg, and EV weight is 180 kg.

Figure 2 shows that the four different vehicle weights corresponding to range,
and these ranges are approximate, because the range is not only depending upon
vehicle weight but also it depends on lots of factors. This shows that the effect of
increasing the electric vehicle weight on the range. EV with an 8 kWh battery pack
having approximately 75 km range in the city traffic with a 24 kWh battery pack
having approximately 200 km range in the city traffic. Only these two battery packs
are clearly visible from the graph which are most efficient than the other two. But,
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Table 1 Different battery
pack with range per km [16]

Battery pack KWh Range km/kWh

24 8.333

20.8 8.173

16 8.75

8 9.375

for the daily routine for 70 km in a day, the 24 kWh is less efficient than the 8 kWh
battery pack, because the lower battery pack is having less weight and low cost. For
showing a better comparison, we will take a range of electric vehicle in a 1 kWh of
energy for a 700 kg weight of the vehicle.

According to this Table 1 and the above graph, it is clearly shown that a battery
pack with 8 kWh is the highest range than the others.

3.2 Dynamic Wireless Charging System

For high-power applications, a superior wireless charging systems (WCS) has been
anticipated, including plug-in electric vehicle andEVs in stationary applications [18–
20]. Stationary charging is one of the major constraints of using a wireless charging
system as such vehicles can only be charged when they are parked [20]. Bulky
structures, limited power transfer, electromagnetic compatibility (EMC) problems,
shorter range, and lower efficiency are some other challenges in using stationary
WCS [21–23]. Authors [24, 25] have discussed the dynamic WCS, to overcome the
problems associated with the stationaryWCS. The dynamicWCSmethod allows the
operation of the battery charging while the vehicle is in motion [26]. Infrastructure
of this system is quite difficult and more expensive. In this system, wireless charging
of electric vehicles is done by an inductive power transmission. It is the technology
that allows power transfer between two mutually coupled inductors across a large air
gap. In an inductive power transmission system, there is a transmission of electric
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Fig. 3 Block diagram of wireless charging system

energy through air andwithoutwires. The general illustration of thewireless charging
system is Fig. 3.

In this system, a transmitter device is driven by electric power from a power
source, and this transmitter device is embedded on the ground and generates an
electromagnetic field in the primary coil of the transmitter and transmits power across
the air gap to a receiver device through which the magnetic field is induced in the
secondary coil of the receiver device by mutual induction which is fitted below our
vehicle and which received the power and convert it back into DC electric current,
and this current is used for charging the battery. A circular pad device which acts
as a secondary coil or receiver which is mounted below the vehicle and transmitter
device on the one pathway of the highway. So, if the battery is going to discharge, the
driver must move its vehicle to this lane, and by this system embedded on the ground,
the battery will charge without any wire or without stopping the vehicle. It will also
charge the batterywhile the vehicle is inmotion.Weuse thismethod at the parking lots
and office parking area, while working in the office, we utilized that time for charging
our vehicle. But there are a lot of losses in transmitting the power wirelessly. It harms
the surrounding species badly, and this transmitting power is not enough to charge
the battery because due to the losses, the efficiency of the system has decreased.
So, preventing these losses, we use magnetic shielding to prevent this interference
or losses. With ferrite material, it is possible to manage or thereby improve the
efficiency of power transfer. Material like ferrite has a greater permeability to the
magnetic field than the air around them. By using this material, we concentrate these
magnetic fields, and further, it improves efficiency and reduces the coupling effect.
The dynamic wireless charging system is an agreeable technology, which could
reduce the complication linked with the range and cost of EVs. It is also known as a
“roadway powered” [27]. Since the establishment of wireless charging systems for
electric motor vehicle, there are four techniques of the wireless charging system are
using: inductive power transfer, capacitive wireless power transfer, magnetic gear
wireless power transfer, and resonant inductive power transfer. The assorted graphs
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present the summary of obtainable wireless power transfer technologies for battery
operated in electric motor vehicles (BEVs).

Figure 4 shows that theWPTMETHODS corresponding to the efficiency, EMI of
the WPT technologies. In this graph, it shows the WPT METHODS like inductive,
capacitive, permanent magnet, and resonant inductive. In inductive wireless power
transfer, the graph shows that the efficiency of this method is medium to high, and
EMI is medium. In capacitive wireless power transfer, the efficiency of this method
is between low to medium, and the EMI of this method is medium. In permanent
wireless power transfer, the efficiency is from low to medium, and EMI is high. In
resonant inductive wireless power transfer, the efficiency is medium to high, and
EMI is low.

Figure 5 shows that the WPT METHODS, like Inductive, capacitive, permanent
magnet, and resonant inductive WPT technologies corresponding to price, size, and
complexity of the design. In the inductive WPT method, the price of this method
is to medium to high, size is medium, and design is medium. In capacitive WPT
technologies the price is low, and the size is also low, and the complexity of design is
medium. In permanent WPT technologies, the price is high, and the size is high, and
the complexity of design is high this means that it is difficult to design or set up the
system. In the resonant inductive WPT method, the price of this method is medium
to high, and the size is medium, and the complexity of design is medium.

Figure 6 shows us the WPT METHODS, like inductive, capacitive, permanent
magnet, resonant inductive corresponding to the power level, and suitability of
WEVCS of WPT technologies. In the inductive WPT method, the power level is
medium to high, and the suitability for WEVCS is high. In the capacitive WPT
method, the power level is low, and the suitability for WEVCS is low to medium. In
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the permanent magnet WPT method, the power level is low to medium, and the suit-
ability for WEVCS is also low to medium. In the resonant inductive WPT method,
the power level is low to medium, and the suitability for WEVCS is high.

Figure 7 shows that the frequency range in kHz corresponding to the WPT
methods, like inductive, capacitive, permanent magnet, and resonant inductive. In the
inductive WPT method, the frequency range is between 0 and 50. In the capacitive
WPT method, the frequency range is between 0 and 450. In a permanent magnet,
the frequency range is 0–10. In the resonant inductive WPT method, the frequency
range is 0–150.
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3.3 Solar Panel Charging System

In this system, solar panel is operated to charge the battery pack of an electric
motor vehicle. The solar panel is a device that is used to charge or run the other
electrical appliances. As day by day renewable resources are decreasing, then this
system is useful for charging the electric vehicle’s battery. The solar panel uses
the sunlight for its working, and this sunlight is available in a vast amount in the
atmosphere. Everyday enough amount of sunlight reaches to our ground to meet the
energy demand for the humans, but we are wasting this source of energy. It is easily
available in the atmosphere, and there is no cost for it and light drawn from the sun
is also very easy. Solar energy is an infinite source of energy, and it is accessible at
no cost [29, 30]. This technique is extremely efficient and helps the environment to
create it pollution-free. The best good thing about alternative energy over the opposite
conventional power generators is that the daylight may be directly transformed or
converting into alternative energy with the employment of small photovoltaic solar
cells [31, 32]. Because no pollutants substances are emitted from this system. The
solar system is used everywhere like industrial, residential, and commercial areas.
In solar panel, photovoltaic cell converts light energy which is coming from the sun
directly into direct electrical energy using a small photovoltaic cell. It converts light
energy into DC electric current, and therefore, this DC current is passed through the
solar inverter which converts this DC current in AC current. Now, this AC current is
used to run or charge the other home electrical appliances and other electrical devices.
In an automobile, we have mounted this system at the rooftop of the vehicle, so that
there is no other new space which is required for establishing the system. The solar
system has many advantages like the easy installation of a solar panel system and
does not require any wire, eco-friendly, and it is re-use resource. It has no working
parts and does not require any other thing than sunlight. The disadvantages are the
initial setup cost is high. The major drawback is no generation of energy when the



770 G. Singh et al.

Sun Rays

AC Current                                                                                                      DC Current

Solar Panel

Charge 
Controller

Battery

Sun

Solar Inverter

Fig. 8 General block diagram of solar panel charging system [33, 34]

sunlight is not shining or less generation when the clouds are in an atmosphere. But
overall, this system is very useful for us to increase the electric motor range (Fig. 8).

3.4 Changing Battery Chemical Composition

We are using various types of batteries for our automobiles. In which commonly
we are using a lead–acid battery, nickel-metal hydride (NiMH), and lithium-ion
battery. These kinds of the battery were used in the earliest automobile for running
the electrical component but now for the electric vehicle, the battery is used as a
primary component or the main source for supplying the current to the DC motor.
Lead–acid batteries are seen in conventional vehicles like diesel or petrol vehicles.
Although, such batteries include a substandard specific energy (34 Wh/kg) [35].
But lead–acid battery incorporates a plus that it is inexpensive. NiMH batteries
are superior, as they have up to double the precise energy (68 Wh/kg) compared
with lead–acid batteries [35]. Due to this high energy density, NiMH is employed
in an electrical vehicle compared to a lead–acid battery. NiMH battery includes a
significant advantage which is lower in weight, because of this reduction in weight
of the battery our vehicle weight has also reduced, which ends up in less power
consumption and energy cost for propelling the vehicle. But it is one major drawback
which is auto discharging of the battery. There is also a significant problem with this
battery that is self-discharge (up to 12.5%) that is exacerbated when the batteries
are in an exceedingly high-temperature environment [36]. This makes that NiMH
battery is not carrying there where the atmospheric temperature remains always



A Review on Performance of Electric Motor Vehicle 771

Table 2 List of batteries in the market and their interrelating capacity [37]

EV make Battery (Wh) Range meter (mi) Wh/m (mi) Energy
cost/m (mi)

BMW i3 22,000 135,000 (85) 165,000 (260) |2.42 (|3.82)
Chevy bolt 60,000 383,000 (238) 255,000 (411) |2.28 (|3.68)
Fiat 500e 24,000 135,000 (85) 180,000 (290) |2.65 (|4.26)
Ford focus 23,000 110,000 (75) 200,000 (320) |2.94 (|4.85)
GM spark 21,000 120,000 (75) 175,000 (280) |2.57 (|4.12)
Honda fit 20,000 112,000 (70) 180,000 (290) |2.65 (|4.26)
Mitsubishi MiEV 16,000 85,000 (55) 190,000 (300) |2.79 (|4.41)
Mercedes B 28,000 136,000 (85) 205,000 (330) |2.94 (|4.85)
Nissan leaf 30,000 160,000 (100) 190,000 (300) |2.79 (|4.41)
Smart ED 16,500 90,000 (55) 200,000 (320) |2.94 (|4.85)
Tesla S60 60,000 275,000 (170) 220,000 (350) |3.23 (|5.15)
Tesla S85 90,000 360,000 (225) 240,000 (380) |3.53 (|5.59)

high. Lithium-ion batteries are now considered because the most useful in without
fuel using vehicles, i.e., an electrical vehicle. These types of batteries are used for
a long period and for high-range efficiencies. There are many sorts of lithium-ion
batteries. Some of our lithium cobalt oxide, lithium manganese oxide, and lithium
iron phosphate each type has their different characteristics and chemical properties.
If we compare lithium-ion battery over other types of battery, then lithium-ion battery
has several advantages. They tend to have a higher energy density, voltage capacity,
and lower self-discharging rate. It has superior energy density and specific energy
(140Wh/kg), making it perfect for electric vehicles [35]. It can retain its energy with
a self-discharging issue. But as well as on the other hand, it has a few disadvantages.
Firstly, its cost is too much or expensive than the other batteries. Secondly, it has a
problem with overcharging and overheating. The battery is too much overheat when
it is charging for a long period or where the temperature is quite high. There had
been assorted cases where the Tesla Model S, which uses the Li-ion batteries, had
outrageous caught fire due to problems with oscillate charging and damage to the
battery [36]. But there has been a lot of work on it for its better performance and to
fix this overheating and overcharging problem. Because mostly, this type of battery
only delivers a large amount of energy, and it is best for our electric vehicle (Table
2).

3.5 Regenerative Braking System

Regenerative braking is a braking technique that makes use of the mechanical energy
from the motor by transforming the kinetic energy (K.E) into electrical energy and
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returns it back to the battery. Theoretically, the regenerative braking system can
convert a good fraction of its K.E to charge up the electricmotor vehicle battery, using
the same principle as of an alternator. The regenerative braking system uses vehicle’s
speed and changing its kinetic energy into a form of heat, and that form of energy
is being used by this system to charge the battery. This highlights with conventional
braking systems, where the inordinate K.E. is changed to undesired and squandered
warmth because of scraped area inside the brakes, or with dynamic brakes, any place
the energy is recuperated by utilizing an electrical engine as a generator; however, it is
promptly scattered as warmth in resistors. In regenerative slowing down, the electric
vehicle engine works like a generator to energize the battery [38]. It will improve
the efficiency of electric vehicles by reducing the waste of energy. In a regenerative
braking system, the K.E of the wheels is transforming into electricity and stored back
into a battery or a capacitor. Some existing systems can store as much as 70% of
the energy. This method has been enhanced by using flywheels, DC-DC converters,
and supercapacitors. Moreover, to improving in general efficiency of an electric
motor vehicle, regeneration can significantly increase the viability of the braking
system, and the mechanical parts of the braking system will not wear out as quickly.
The regenerative braking system makes use of an electric vehicle’s DC motor as a
generator for transforming the greatest amount of the K.E lost when de-accelerate
back into stored energy in an electric vehicle’s battery. Then, after whiles when the
car accelerates, it uses this maximum energy of the previous energy keeps from the
regenerative braking system. It is important to realize that the regenerative braking
system is a superior system for increasing the range booster for electric vehicles,
and it makes electric vehicles more efficient and economical. In the early “70s,”
the researchers have studied the feasibility and practicality of apply hybrid power
trains incorporating regenerative braking which have the potential to increase the
fuel economy of vehicles operating under metropolitan driving conditions [39–41].
However, themain aim behind this system is to lower fuel consumption, thus reduced
the emissions of greenhouse gases and many expenses [42–45].The regenerative
braking system is significant for the city driving because in metropolitan cities, there
is a lot of braking systems which are used while driving the vehicle because of the
traffic and road conditions. Due to this, lot of energy is wasted as heat. If totally all the
brake energy is often regenerated with no loss within the regenerative system, fuel
consumption would be improved by 33% [46]. A vehicle weighing 1 ton may reach
savings (theoretical) of fifteen percent. Research by Volkswagen has indicated that
hybrid electric motor vehicle with both electric drive and ICE provides potential fuel
saving of over 20%. Electrical vehicles can give a sparing of energy if it is with all
appropriate control hardware, they will convert all energy to control for capacity and
re-use for the vehicle. An electrical transport to be utilized as public transportation
in New York has additionally been created, and this is operated on Nickel–Cadmium
batteries and highlights the regenerative braking system. It is a virtuous step taken
by New York, and a ton of fuel and energy is saved from this way (Fig. 9).

This block diagram shows the energy flow in the regenerative braking system.
The diagram determines the path in which the energy flow and the losses along the
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energy flow pathway. These major losses are traction force, drag, or in transmission
and mostly in conversion losses.

3.6 List of Various Advantages and Disadvantages
of the Charging Methods

In Table 3, it is showing the list of advantages and disadvantages of the methods that
help us to figure out the best and suitable method for charging our electric vehicle
battery, according to our need.

4 Conclusion

There aremanymethodswhich affect the performance of the electric vehicles in terms
of the range. The main factors that have major influence on the range of the EVs are
driver driving style and vehicle body shape. Effects of these factors were reviewed,
and methods for enhancing the range of the electric vehicles were discussed. The
dynamic wireless charging and solar panel charging were reported to be the most
efficient and successful methods for the electric vehicles. The dual battery charging
system can also be employed for enhancing the range of the vehicles, but the weight
of the vehiclewill be increased due to additional battery. Therefore,methods focusing
on reduction of the vehicle’s weight should be given importance in the research for
increasing the vehicle’s range which will lead to the increased application of such
vehicles.
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Table 3 List of advantages and disadvantages of methods

Methods for increase the
range

Advantages Disadvantages

Dual invertor drive system • It has high efficiency
• Due to dual battery, weight of
the EV will be increased

• Due to dual battery system,
the range will be increased

Dynamics wireless charging
system

• Without stopping the EV, we
can charge our vehicle in
motion

• No excessive wire is use

• Charging efficiency is low as
compared to other methods

• Cost is very high
• There are lot of losses in
transmitting

Solar panel charging system • Free source of sunlight
energy which we use for
charging our EV

• No excessive wire is use

• The major demerit of this
system is that the energy is
available for charging the
battery is 12 h in a day when
the sunlight shining

Changing battery chemical
composition

• By changing battery chemical
composition, we can make
our battery more efficient and
increase the range for EV
battery and specific energy

• By the changing chemical
composition, the price of the
battery will be increased, but
it is depending on the
chemical composition use in
battery

Regenerative braking
system

• Utilized the wasted heat due
to friction on applying brake
to charge the EV battery

• Cost of component,
manufacturing, and
installation is high
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Comparison of SVM and ARIMAModel
in Time-Series Forecasting of Ambient
Noise Levels

S. K. Tiwari, L. A. Kumaraswamidhas, and N. Garg

1 Introduction

Noise pollution has become a major apprehension in developing countries like India.
Population growth, urban development and migration of people from rural areas to
cities have led to a heavy motorization in metropolitan cities. The increase in noise
pollution has an adverse effect on humanhealth likemental disturbances and irritation
[1, 2]. It is observed that high-intensity noise creates more annoyance as compared
to low-intensity noise. Today, in world growing economy, it is very complicated task
to setup noise monitoring stations at each site of the metropolitan cities due to its
nonlinear behaviour.

Thus, there have been few studies on long-term noise monitoring strategy
versus short-term noise monitoring strategy like temporal sampling and time-series
modelling [3, 4]. Time-series technique can be succour as suitable substitute to
continuous long-term noise monitoring for prediction and forecasting of ambient
day and night noise levels. It helps us to discover the series with some margin of
error. Several studies have been done by researchers to analyse long-term noisemoni-
toring data using time-seriesmodels. Kumar et al. [5] predicted traffic noise usingNN
model such as FHWA, CORTN, STOP and GO at all identified location in Lucknow.
Garg et al. [6] analysed continuous long-term noise data using ARIMA model to
calculate equivalent noise level, Lday and Lnight, for a period of 6 months. Again,
Garg et al. [7] compared time-series models ANN and ARIMA to evaluate Lday and
Lnight in which ANN outperforms ARIMA model in prediction and forecasting.

However, due to high nonlinearity in the noise monitored data, it is imperative
to investigate the suitability and applicability of various time-series modelling tech-
nique. One such technique is support vector machine (SVM). SVM is widely used
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for time-series forecasting, datamining, regression, classification andfinancial-based
modelling like banking data analysis and forecasting, credit scoring [8–10]. In some
studies, support vector machine (SVM) is compared with other traditional neural
network (NN) models and concluded that SVM has better performance in compar-
ison with the other NN models based on the prediction of data [11, 12]. In statistical
learning, SVM is an adaptable technique for the prediction of air pollution and
noise pollution due to its high dimensional tuning ability for processing a long-term
assessed data. The Kernel parameters (C, γ) affect the performance of support vector
regression (SVR) forecasting [13, 14]. The increasing exponential value of cost (C)
and gamma (γ) is an optimized way to get optimal parameter using grid search
method which is a time consuming method [15]. Pazakawambwa et al. [16] studied
about time-series forecasting of Windhoek rainfall up to 2047. ARIMA model has
been considered despite irregular fluctuation in rainfall from year 1891–2011.

The continuous long-term noise monitoring strategy is a cumbersome and expen-
sive process. Thus, it is necessary to conduct noise monitoring study at various sites
of major cities in terms of four zones, i.e. commercial, industrial, residential and
silence zone. The present study utilizes SVM and ARIMA technique to compare
ambient day and night noise levels, Lday and Lnight. The main focus of the paper
is to succour the best time-series approach as an alternative of continuous noise
monitoring strategy for commercial zone in Indian perspective.

The rest of work is arranged as follows. Section 1 gives a glimpse of introduction
about health issues due to noise pollution and various time-series models used by
researchers. In Sect. 2, collection of noise data and brief description of site opted for
noise modelling is described. In Sect. 3, support vector machine (SVM) is described.
Section 4 demonstrates autoregressive integratedmoving average (ARIMA)method.
In Sect. 5, a statistical comparison of applied models has been performed. In Sect. 6,
we finally draw a conclusion substantially.

2 Long-Term Noise Level Analysis

The study primarily focuses on noise data collected under the National Ambient
Noise Monitoring Network (NANMN) project by Central Pollution Control Board
(CPCB) in seven major cities of India [17–22]. A case study of a commercial zone
of continuous day and night noise levels (3 yr × 365 days × 24 h) is analysed.
The day levels were measured from 6.00 a.m. to 10.00 p.m., while night levels were
measured from 10.00 p.m. to 6.00 a.m. in the study Marathali site of Bangalore city
which was considered for developing time-series models, namely SVM and ARIMA
technique. The 24-h ambient day and night noise data were obtained from the CPCB
reports. Figure 1a shows the time-series plot of day equivalent level, Lday in dB(A)
for 3 years, i.e. January 2015 to December 2018. Figure 1b shows the time-series plot
of day equivalent level, Lnight in dB(A) for 3 years from January 2015 to December
2018.



Comparison of SVM and ARIMA Model in Time-Series … 779

Fig. 1 Measured values of noise levels in commercial zone in dB (A): a day, b night

2.1 Parameters Defining Accuracy of Model

The statistical parameters used to acknowledge the performance and accuracy of
models are root mean squared error (RMSE), mean average error (MAE), mean
square error (MSE) and coefficient of determination (R2). The formula used for
these parameters is:
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√
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where Pi is the set of predicted values, and Oi is the set of observed values.

3 Support Vector Machine (SVM) Model

3.1 Methodology

SVM is a time-series modelling technique developed by Vapnik [13] based on struc-
tural riskminimization (SRM) concept [14] thatmake it perform better than otherNN
methods. The basic idea of SVM ismapping the input data x from lower-dimensional
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space to higher- dimensional space. The hyper-plane classifies into positive and
negative classes.

Suppose X i is the set of input data, where {i = 1, 2, … n}, then the hyper-plane
is formulated as [13]:

g(x) = wt Xi + b (4)

where vector (w) represents the direction of hyper-plane, and b is constant term that
determines the position of hyper-plane. Themapping of data from lower-dimensional
space to higher-dimensional space is possible with Kernel functions. Suppose Y and
Y ′ are two vectors in feature space F(y) and F(y′). The dot product of Y and Y ′ is
called Kernel functions [13]. The study focuses on radial basis Kernel functionwhich
is demonstrated as:

RBF Kernel Function: K
(

y, y′) = exp
(−γ ‖y − y′‖2), γ > 0 (5)

3.2 Statistical Analysis of SVM Model

The SVM modelling focuses on three stages mainly: Preparing the data, 80% of the
input data was used as training dataset and rest of the 20% as testing dataset. The
second stage involved the selection of hyper-parameters, i.e. gamma, Epsilon and
cost (γ, ε, C). The third stage involves simulation of data corresponding to training
and testing data.

The present study utilizes the combination of three hyper-parameters gamma,
Epsilon and cost (γ, ε, C) where ε (Epsilon) is the accuracy approximation, C is the
penalty factor, and γ defines the distance of single training data from classifier [13].
Hit and trial approach is followed to implement the range of hyper-parameter. It
may be noted here that the current work considered the cost and gamma function in
2ˆ(−5: 5) range on the similar lines as had been discussed by Peña et al. [23], while
the value of epsilon is kept constant at 0.4. Table 1 shows the statistical performance
of a SVM model in commercial zone.

Table 1 SVM model statistic

SVM parameters γ E C RMSE MSE MAE R2

Lday 25 0.4 25 1.3 1.8 1.2 0.7

Lnight 25 0.4 25 1.6 2.4 0.9 0.6
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Fig. 2 Comparison of measured (blue line) and predicted (red line) values of commercial zone in
dB(A) using SVM: a Lday, b Lnight

3.3 10-Fold Cross-Validation

Ten-fold cross-validation was used for grid search that divide the sample data into ten
subsets for further iteration. The optimum value of hyper-parametric combination
for minimum RMSE was (25, 0.4, 25).

Figure 2a represents the time-series plot of observed and predicted day noise
levels (Lday) in commercial zone. The RMSE in training data was observed to be
1.3 dB(A) dB(A) while R2 was observed to be 0.7 for commercial zone. Figure 2b
represents the time-series plot of observed and predicted night noise levels (Lnight)

in commercial. The RMSE in training data was observed to be 1.6 dB(A) while R2

was observed to be 0.6 for commercial zone.

4 Autoregressive Integrated Moving Average (ARIMA)
Approach

4.1 Methodology

ARIMA is a composite time-series model that combines two processes: 1. autore-
gressive (AR) and 2. moving average (MA) process. The ARIMA is represented as,
ARIMA (p, d, q). The key elements of ARIMA model are as follows:

• Autoregressive process (AR): A process that is dependent between an observed
sample value and number of lagged observation (p).

• Integrated (I): Difference between the observed values at different instant of time
(d) to make the model stationary.
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• Moving average (MA): A process that is dependent between an observed sample
data and residual error (q).

ARIMA models can predict and forecast both stationary and non-stationary data
variables. Box-Jerkins methodology is often used to build ARIMAmodels [24]. The
model involves three stages: (1) model identification stage, (2) model parameters
estimation stage and (3) model diagnostic stage.

4.2 Statistical Analysis of ARIMA Model

The first stage is to verify the stationarity of the variable data, i.e. values does not
change with respect to time under constant values of mean and variance. In order to
make series stationary, difference (d) is used. The study starts with the lowest value
of d = 1 and is further increased until the series become stationary. The stationary of
time-series datawas analysedwithDickey- Fuller test. The augmentedDickey-Fuller
test results is as follows:

Dickey-Fuller = −6.7385, lag order = 3, p-values = 0.03

The second stage is the model estimation stage in which p and q values are
ascertain to determine ARIMA (p, d, q) model. Based on the parametric conditions,
ARIMAmodels, mainly (0,0,13), (0,0,14), (0,1,12) and (0,1,10) were used. The best
model will have low Bayesion information criteria (BIC) and Akaike information
criteria (AIC) values.

Figure 3a represents the time-series plotation of measured value and predicted
value of day noise levels (Lday) in commercial zone. The RMSE in training data

Fig. 3 Comparison of measured (blue line) and predicted (red line) values of commercial zone in
dB(A) using ARIMA: a Lday, b Lnight
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was observed to be 1.9 dB (A) while R2 was observed to be 0.2 for commercial
zone. Figure 3b represents the time-series plotation of measured value and predicted
value night noise levels (Lnight) in commercial zone. The RMSE in training data was
observed to be 2.3 dB(A) while R2 was observed to be 0.9 for commercial zone.
Table 2 shows the statistical analysis of a ARIMA model in commercial zone. The
statistic for Lday has been 24.52 while for Lnight 18.28 that signifies the model validity
and compatibility, a low value of BIC ≤ 1 was determined for noise levels, i.e. 0.6
and 0.9. The statistic for Lday has been 27.88 while for Lnight 21.89, a low value of
BIC ≤ 1 was determined for noise levels, i.e. 0.7 and 0.8.

5 Comparison of SVM and ARIMAModel

However, ARIMA approach is quite capable to predict and forecast time-series data
for both stationary and non-stationary data. Table 3 shows the comparison of all
the two models of ambient day and night noise levels for a period of three years.
The mean squared error (MSE), root mean squared error (RMSE) and coefficient of
determination (R2) were observed to compare the time-series models for training and
testing data. It can be determined from Table 3 that the RMSE andMSE are quite less
in SVM model as compared with ARIMA model for ambient day and night sound
level parameter. The coefficient of determination (R2) has been higher in SVMmodel
for both day and night noise levels for the time-series approach developed by using
SVM model.

6 Conclusion

The study focuses on time-series modelling using conventional SVM and ARIMA
approach on a statistical performance of 3 years continuous long-term noise moni-
toring data in an interval of January 2015 to December 2017. The quantification
has been done for commercial that including ambient day and night noise levels. A
SVMmodel has been developed with tenfold cross-validation with optimum value of
hyper-parameters as a forecasting technique for prediction and forecasting of ambient
day and night noise levels. The ARIMA models, mainly (0,1,12) and (0,1,10) for
commercial zone, have been classified for predicting ambient day and night equiv-
alent levels. The performance of SVM and ARIMA model is ascertained at various
stages. To be specific, the observed and predicted noise levels have been profoundly
to match. The statistical parameters like mean square error (MSE), mean average
error (MAE), root mean squared error (RMSE) and coefficient of determination (R2)
have been validated to estimate the performance of the model developed using SVM
andARIMAmodels for prediction and forecasting. Furthermore, it can be concluded
from the present study that ambient day and night levels can be a suitable substitute
to continuous long-term noise monitoring strategy and is even cost saving also.
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Table 3 Parametrical comparison of time-series models for Lday and Lnight

Parameters Lday Lnight

SVM ARIMA SVM ARIMA

MAE in dB(A) 1.2 1.8 0.9 1.8

MSE in dB(A)2 1.8 3.6 2.4 5.2

RMSE in dB(A) 1.3 1.9 1.6 2.3

R2 0.7 0.2 0.6 0.3

The study also compared the performance of radial basis function SVMmodel in
comparison to Box-Jerkin ARIMAmodel. The statistical analysis revealed that SVM
model outperforms ARIMAmodel. The characteristics that demonstrates the superi-
ority of SVMmodel over ARIMAmodel are as follows: maximal marginal concept,
tenfold cross-validation and adaptability towards nonlinearity. SVM model can be
a suitable substitute for forecasting ambient noise levels irrespective of continuous
long-term noise monitoring strategy.
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Circuit Theory Base Loss Allocation
Methods for Contemporary Distribution
System: A Comparative Study

Pankaj Kumar, Nikhil Gupta, K. R. Niazi, and Anil Swarnkar

1 Introduction

The deregulation in electric power industry leads to the formation of generation,
transmission and distribution companies. The deregulationwants competition at each
level. Earlier, the network usage charges are done on heuristics basis, but now their
correct allocation has become very important. Substantial shares of these charges
are holds by system power losses. These power losses are occurred while delivering
power to the consumer. Therefore, these losses are disbursed among the network
users.

From last two decades, the problem of loss allocation (LA) is discussed for trans-
mission and distribution systems. The prime difficulty in LA is that power losses are
nonlinear function of branch currents. In fact, there is no unique or ideal procedure
exists for LA but it must have these properties [1]: The method must be consistent
with the power flow results, take care of energy produced or consumed, topological
dependent, can to avoid arbitrariness in result, easy to understand and implement. In
addition, method must ponder load power factor (pf) while allocating losses.

Initially, the LA method has gained popularity in transmission system. There are
many methods for LA like pro-rata [2], proportional sharing [3], quadratic sharing
[4], geometric [4, 5], marginal loss coefficient (MLC) [6]. Pro-rata method is easy
to understand and implemented but does not consider network topology. This limi-
tation is overcome in proportional and quadratic method but it does not provide
any theoretical foundation. Geometric loss allocation method considers logarithmic
scheme for allocating losses. This method may not suitable to distribution system
with wide variety of load. MLCmethods suffer from the issues like slack bus depen-
dency, cross-subsidies and over recovery. In addition to these methods, there is one
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more category which has gained popularity that is game theory-based method [7, 8]
for loss allocation. The conventional game theory-based method has the problem of
combinatorial explosion.

In past few years, LA for distribution system is getting equal attention. For this
system, majority of methods are based upon circuit theory. These methods are based
upon system structures which are expressed by bus impedance matrix and power
flow results [9]. These methods are Succinct method [10], power summation method
for loss allocation (PSMLA) [11], energy summation method for loss allocation,
branch current decomposition loss allocation (BCDLA) [9], etc. Succinct’s method
[10] has a paradox according to which it is unable to provide meaningful LA for
certain type of reactive loads [9]. BCDLA [9] method removes the paradox in [10]
by ignoring the line reactance. This method is further improved by branch current
decomposition method (BCDM) [12] which allocates losses by tasking projection of
the load currents over constrained branch voltage drop. The PSMLA [11] allocates
losses in quadratic way. In [13], it presented a cross-term decomposition method
(CTDM) where loss allocation factor (LAF) is derived analytically. Exact cross-term
decomposition method (ECTDM) [14] allocates losses by bifurcating load current in
active and reactive component, and their loss allocation factor is derived analytically.

The contemporary distribution systemcanbe seenwith large number of distributed
generation (DGs). DG further complicates the problem of LA by changing line flows
from unidirectional to bidirectional. This paper presents a comparative study for
active distribution system.

2 Circuit Theory-Based Loss Allocation Methods

In circuit theory-based LA method, losses can be seen as either I2R or projection
based. Let us consider losses by I2R means. Let a branch ij as shown in Fig. 1. The
current in the branch ij is phasor sum of the contributing load current. The real power
loss in branch ij can be calculated as [13].

ploss(i j) =
∑

k∈CN (i j)

ploss(i j, k) = R(i j)
[�(I(i j))2 + Im(I(i j))2

]
(1)

Fig. 1 Single line diagram
of a distribution feeder
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Table 1 Table for loss allocation factor used for different methods

Methods Loss allocation factor (LAF)

Quadratic(PSMLA) P2
k

P2
k +P2

q

Geometric 1 + 1
2 ln

Pk
Pq

CTDM I (i j,k)∑
k∈CN (i j) I (i j,k)

ECTDM Active: R[I (i j,k)]
R[I (i j,k)]+R[I (i j,q)] Reactive: Im[I (i j,k)]

Im[I (i j,k)]+Im[I (i j,q)]
Pk : Active Power of kth node, I(ij, k): contributing current of kth node in branch ij

= R(i j)

⎡

⎣

⎛

⎝
∑

k∈CN (i j)

I (i j, k) cosφ(i j, k)

⎞

⎠
2

+
⎛

⎝
∑

k∈CN (i j)

I (i j, k) sin φ(i j, k)

⎞

⎠
2⎤

⎦

(2)

= R(i j)
∑

k∈CN (i j)

(I (i j, k))2 + R(i j)

∑

k∈CN (i j)

∑

q∈CN (i j)
q �=k

I (i j, k)I (i j, q) cos{φ(i j, k) − φ(i j, q)} (3)

= ST (i j) + CT (i j) (4)

Equation (4) has two terms, namely squared-term (ST) and crossed-term (CT). The
allocation of ST is straightforward; however, CT needs bifurcation. The bifurcation
of CT is done by employing LAF which must have the aforementioned properties
and should be derived analytically. There aremanymethods available in the literature
which provides loss allocation using different LAFs. Some of them are listed in Table
1. The table shows the methods and their corresponding LAF.

The projection-based approach employed the projection of the load currents
over branch voltage drop. These methods are Succinct’s method [10], BCDLA [9]
and BCDM [12]. BCDM is extension of BCDLA method. These methods may be
expressed as

ploss(i j, k) = �γ(i j)[�{I(i j, k)} cosψ(i j) + Im{I(i j, k)} sinψ(i j)] (5)

where �γ = branch voltage drop (Succinct’s method)/virtual branch
voltage(BCDLA)/constraint branch voltage drop (BCDM).

Ψ (ij) = angle between �γ and contributing load currents.
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3 Simulation Results

In order to compare these methods, results obtained in [5, 12–14] are considered for
33-bus distribution system. The results are presented in Tables 2 and 3. The DGs
are chosen from [5], i.e. DG1 is placed at node 6 with 2058.71 kW and 997.10
kVAr rating, DG2 is placed at node 25 with 738.39 kW and 457.60 kVAr rating,
and DG3 is placed at node 32 with 499.55 kW rating. Table 2 shows that for system
without DG (WODG), all the methods are giving at par LA at almost all the node,
except at few nodes (like 30) owing to load pf. Node 30 is having poor pf (0.32 pf
lag.), and therefore, loss allocated must be high which is obtained using [11, 13,
14]. This proves that these methods are effectively considering pf for LA. The total
system losses under this condition will be 202.67 kW. However, when the DGs are
considered, the total system losses are reduced to 43.44 kW.With this, a reduction in
LAs to load points has been observed for all method except [12–14]. Table 3 shows
the comparison of remuneration allocation (−ve LA) using various methods. Since
the DG1 is feeding highest reactive power to system for loss reduction, it deserves
higher remuneration, as allocated by [13, 14]. Moreover, for the same value of NRU
(43.44 kW), all the methods allocate different LA to load points and DG owners
(DGOs). Since the losses are reduced by DGOs, complete benefit, i.e. (202.67–
44.44) kW equal to 159.23 kW (as indicated by TRDG in table) should to be given
to DGOs but not to consumers who are playing no role in loss reduction. Methods of
[12–14] allocate complete benefits to DGOs for their contribution in loss reduction.

4 Conclusion and Future Scope

The paper presents a comparative study of circuit theory-based LA method for
contemporary distribution system. For the system without DG, method of [11, 13,
14] is found to be more sensitive to load pf for LA. However, with DG, every method
behaves differently. Moreover, the methods of [5, 9, 11] allocate lesser benefits to
DG owners by diverting benefits towards load points, whereas [12–14] allocate fair
amount of loss reduction benefits (TRDG) to DG owners. In addition, [13, 14] give
due consideration to reactive power flow while allocating remuneration to DGOs.
Thiswork can be further be extended by incorporating battery energy storage systems
(BESSs) and electric vehicle (EV) as a stake holder in distribution system.
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Table 3 Comparison of remuneration allocation

Indices BCDLA [9] BCDM [12] PSMLA [11] Method [5] CTDM [13] ECTDM [14]

RDG1 −0.04 −105.11 −71.9 −56.28 −118.09 −118.84

RDG2 −0.05 −24.27 −20.05 −8.37 −21.14 −20.89

RDG3 0.04 −29.85 −32.34 −12.87 −20.01 −19.49

NRU 43.44 43.44 43.44 43.44 43.44 43.44

TRDG −0.05 −159.23 −124.29 −77.52 −159.23 −159.23

RDG Remuneration to DG owners, NRU Net revenue to utility, TRDG Total revenue to DGO
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A Comparative Study
on the Performance of Energy Storage
Systems for Hybrid Electric Vehicles

Kanchan Yadav and Sanjay Maurya

1 Introduction

We are very clear with the fact that the energy storage system is not the new thing,
as we are using batteries since the early 1800. The various emerging concepts in the
transportation and the increase in the usage for various hybrid, all-electric or plug-in
vehicles are the main reasons behind the significant role of ESS [1]. The demand
for the construction of new energy storage systems has been increased significantly
when the more dynamic and cleaner grid requirement has came into existence, and
thus, it led the policymakers to think about new and better solutions for the energy
storage applications.

Basically, the purpose behind the storage of energy is to capture it and deliver this
stored energy for the future usage. For the sustainable use of resources, the concern
should be focused on environmental impacts of fossil fuels and various solutions for
the energy storage systems. Thus, the various characteristics of the ESS contribute to
the performance of the hybrid vehicles [2]. With the involvement of energy storage,
the intermittency of solar power and wind power has also been addressed and it
can also be effective in reducing the need for building backup power plants. With
the change in demand, how quickly the energy storage is able to respond shows the
effectiveness of this facility. It is also dependent on several other factorswhich involve
the rate at which energy loss occurs during the process of storage, the overall capacity
of the energy storage systems and also on its quicker action during recharging.

Generally, the fossil fuel is themost used form of the energy. Their transportability
and the practicality in stored form allow the control in energy supplied. If we look at
the energy generation of other resources like solar andwind, then it clearly shows that
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they are intermittent sources and relied on the seasonal changes and environmental
factors. In order to achieve improved efficiency and better power quality, these energy
storage systems become the viable solution [3].

2 Selected ESS and SOC Estimation

There are many ways to store the energy and each of them has their own pros and
cons. The energy storage systems are looked upon with various view points by the
researchers. These consideration points can be the use of ESS in power systems or
the automotive applications. There is a debate in the automotive industry to select the
ESS option for the HEV which is best suitable. There are a number of research prac-
tices happening so that these storage devices can be made available with the reduced
cost, increased lifetime and the improved energy density [4, 5]. In the automative
applications energy storage systems are used in combination which can be applied in
only battery electric vehicles, hybrid electric vehicles, fuel cell electric vehicles etc. If
we look at different technologies, then it covers various chemistries like lithium ion,
nickel metal hydride, lead acid, nickel cadmium, Ni-Zn, fuel cell, ultra-capacitors
or flywheels. In the current scenario, the developments are going on for the various
battery technologies, some are already available commercially in the market, while
some are in the study struggling in the experimental observations [6]. For the sustain-
able energy generation taking long term in the view, the three important parameters
that are generation, conversion and storage play a crucial role. The clean and efficient
energy storage can be used as the strategy if we want to tackle this immense problem
of sustainable energy economy [7].

The different storage technologies and their characteristics are observed so that
it will serve the purpose to categorize and compare various ESS and it can help in
selecting the most appropriate type of ESS for the particular application [8]. Here is
the schematic block diagram of the system’s configuration model. This block models
the ESS as an SOC-dependent voltage in series with the SOC and current direction-
dependent internal resistance. By assuming constant current A-h capacity, SOC is
computed but limited in a way so that it can never exceed the minimum voltage level
of the given ESS.

The most important parameter for the battery pack is its SOC which is defined as
the ratio of current capacity Q(t) to the nominal capacity Qn. The maximum charge
that can be stored is given by the nominal capacity and is given by the manufacturer
itself and thus we can define SOC as

SOC(t) = Q(t)

Qn
(1)

The estimation of state of charge for different battery technologies is discussed in
this paper and various methods are illustrated systematically [9]. There are various
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SOC estimation methods as well that include direct, book keeping, adaptive or the
hybrid methods.

(A) Open Circuit Voltage Method For this method, the OCV value at 0% SOC and
100%SOCneeds to be known, and then, we can predict the SOC by estimating
its open circuit voltage and then the battery OCV is calculated as

VOC(t) = a1 ∗ SOC(t) + a0 (2)

(B) Terminal Voltage Method During battery discharging, the terminal voltage
drops due to internal impedance and thus its emf is taken as proportional to
SOC.

(C) Coulomb Counting Method This method is most common for the SOC esti-
mation. With the initial SOC value, the sate of charge at different time instants
(t) is calculated by the following integration

SOC(t) = SOCi + 1

3600

ηbat(i(t), T )

Cap(T )

t∫

t0

i(t)dt (3)

where Cap (T ) is the capacity and ηbat(i(t), T ) is the columbic efficiency of
the battery.

3 System Configuration and Description

In the energy storage block, the charge reservoir is the battery pack, and then, we
will make the equivalent circuit by considering the remaining charge of reservoir as
the parameters of this circuit. The battery model is Rint which considers the charge
contained by the ESS as the constant value and it is subjected to theminimum voltage
limit. After discharging, the battery replenishment gets affected by the columbic
efficiency. In order to evaluate the performance and state of health for the battery,
internal resistance can be used to get the information. If there is a need to estimate the
battery SOC, its open circuit voltage can play an important role by considering the
intrinsic characteristics of the battery technology [10]. The power which is given by
the battery is limited to the maximum value which can be delivered by the equivalent
circuit or which the controller is able to accept subjected to the minimum voltage
requirements. After obtaining these values, the comparison is done in order to find
that the changes occurred in the beginning and ending of cycle are not too large; thus,
in ADVISOR, two methods are offered for this SOC balancing as it is very necessary
during vehicle analysis [11] (Fig. 1).

ESS block represents the energy storage unit which contains the onboard energy
for the modeled vehicle. With the power requests, this block provides the output
battery power. During modeling, the charge gets reserved and the equivalent circuit
accounts for the circuit parameters and the minimum voltage limit is subjected to the
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Fig. 1 Schematic block diagram of ESS model

ESS. The charging parameters are limited to maximum voltage level and the charge
replenished in the ESS gets affected by the columbic efficiency.

With the response of the SOC requirements, the ESS is modeled to fulfill the
requirements of output available power. For computing the power loss, the i2R and
the columbic efficiency losses are included. For the equivalent circuit, theV oc and the
Rint are taken as the linear functions of SOC. As the total power available is limited
in the allowable range thus in addition to V oc, Rint actual power available is also
taken as the variables for solving the quadratic equation. This quadratic equation is
used for obtaining the circuit. The ESS current is used to update the effective SOC.
Taking an example, we can say that if the incorrect SOC estimation takes place it
can lead to the overcharged or the over-discharged battery and it will in turn damage
the battery technology [12].

Maximum power available is also limited to certain parameters; the maximum
power limit is obtained by

P = Vbus ∗ Voc − Vbus

R
(4)

where V bus is either VOC/2 or minimum battery voltage.
Power is given as

P = V ∗ I (5)

V = P

I
(6)

When we combine this power equation with the KVL, then it will yield

P

I
= VOC − (R ∗ I ) (7)

By multiplying with I on both sides, the equation becomes

P = (VOC ∗ I ) − RI 2 (8)
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Now, the equation is solved in the block diagram

RI 2 − (VOC ∗ I ) + P = 0 (9)

The solution with lower voltage requirement is taken to produce the same amount
of power. On charging, the maximum allowable voltage limit should not be exceeded
and then the minimum raw current is calculated by

I = VOC − Vmax

R
(10)

For the prediction of the state of charge values for different battery technologies,
the new SOC-based algorithm is proposed in the research which is based upon the
back-stepping method by using the partial differential equations [13].

In order to estimate the SOC value with the columbic efficiency, the discharging
current is integrated over time. By investigating SOC(t) from i(t) integration and
with the already estimated SOC values SOC(t −1), we can obtain the state of charge
by

SOC(t) = SOC(t − 1) + i(t)Qn�t (11)

In ADVISOR, the SOC algorithm determines the residual capacity in Amp-hr
charge unit. With the series of steps, this value is approximated, and during this
estimation, the columbic efficiency and the maximum capacity remain the functions
of temperature. The model used has the open circuit voltage source and internal
resistance. These parameters are proportional to the changes in the state of charge,
temperature and current direction [14]. With the average columbic efficiency estima-
tion, the total effective Amp-hr change is determined. For the initial SOC, non-zero
Ah is used, and then, it is calculated by

SOC = Cmax − Ah

Cmax
(12)

where Cmax—Maximum capacity, Ah—Amp-hr used.
Now, the SOC is computed according to the power bus requirements and the output

has the available power. Thus, here the battery modeling is done with controlled
voltage source which is taken in series with the constant resistance value [15].

4 Result and Discussion

In this section, we are going to present the schematic diagram of the model used for
analysis and the comparison based on different attributes of the ESS. This analysis
is done on ADVISOR with the following vehicle parameters (Table 1).
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Table 1 Parameters for the
analysis

Component Parameter Value

Vehicle Veh_Cargo mass
Veh_Glider mass

136 kg
592 kg

ESS
Vnom

ESS_Pb 308

ESS_Li-ion 267

ESS_Ni-Mh 335

ESS_Ni-Zn 307

ESS_Ni-Cad 159

ESS_Ultra-cap 44

On the basis of above parameters, the different specifications for the selected ESS
are tabulated and the analysis is also presented with their obtained characteristics
(Table 2).

The analysis based on different characteristics is shown and illustrated with the
following figures. The characteristic variation with state of charge is shown for
four different ESS technologies, i.e., valve-regulated lead-acid battery, li-ion battery,
nickel metal hydride and nickel cadmium. In the result figures, the different char-
acteristics like the SOC variation of the given ESS with the variation in the model
parameters like internal resistance, and the efficiency, are analyzed by taking the four
different ESS technologies. From Fig. 2a–d, the curves are shown for the internal
resistance variation with the SOC. In Fig. 3a–d, the curves are given for the efficiency
illustration.

In these figures, resistance variation with SOC is shown and we can notice that
the larger changes are noticed in the nickel-based batteries. For nickel metal hydride
battery, the resistance level is highest when SOC is at lower level. We can say that
just after the full charge, the higher battery performance cannot be achieved. Low
internal resistance is the important factor needs to be noticed as it determines the run
time in the large extent. During delivery, the power spikes require the lower resistance
value and import the less restriction on the battery itself. The internal resistance value
varies widely with the lower value for nickel cadmium, the higher value for nickel
metal hydride and the moderate value for li-ion battery.

The critical factor defining the usefulness of the battery storage technology is the
roundtrip efficiency which is illustrated in the above figures. In the charge efficiency

Table 2 Obtained ESS specifications

Parameters/ESS VRLA Li-ion Ni-MH NiCad

Voltage (max) 16.5 11.7 15.67 6.9

Voltage (min) 9.5 6 9.13 5.9

Capacitive module 660 795 830 770

Effective res (off) 0.645 7.81 1.59 0.845

Effective res (on) 0.364 1.12 0.53 0.38
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Fig. 2 State of charge variation with resistance

characteristic, the Ni-Mh battery is similar to Ni-cad one, as the efficiency is higher
for 70% SOC and then it drops. The batteries’ ability to absorb charge is shown
with the charge efficiency and has similarities with columbic efficiency. Comparing
with lead-acid or li-ion batteries, nickel-based batteries are more complex to charge.
For li-ion battery, during a roundtrip, it lost approximately 5% of energy; that is,
we can say that it has 95% roundtrip energy efficient when compared with the lead-
acid batteries in which the energy lost is approximately 20–25%. The technological
and very innovative advancements are happening nowdays to boost the energy effi-
ciency for the li-ion battery storage. Thus, li-ion batteries are often preferred more
as compared to lead acid due to their higher energy and power density. We can say
that the storage with the higher roundtrip efficiency has the capability to retain more
energy and be able to provide more power.
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Fig. 3 State of charge variation with current

5 Conclusion

The energy storage technologies came in varieties and the vehicles rely on them
so it would be the fair perspective to select the best for the required application.
The conventional lead-acid batteries are also proved for extreme reliability with
low maintenance and have higher efficiency. NiCad battery chemistry requires high
charging rate andhas lowvalue of internal resistance, but at the same time it has higher
level of discharge cycle. The advantageous attribute of longer cycle life and lower
maintenance requirementsmakes itmore suitable. It can be analyzed that its cycle life
is dependent on the depth of discharge and has energy efficiency greater than 70%.
Li-Ion battery chemistry stores high amount of energy and makes the hybrid vehicles
more attractive for them who have high horse power demand. Their use is newer but
due to their popular attributes like longer lifetime, quick recharging process, cost and
weight effective, thus becomes the best choice, and with the development of science
and technology, they have gained the mainstream. By analyzing the different ESS, it
can be concluded that in some or the other way if one ESS proves to be superior to the
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other but at the same time it does not contain the sufficient attributes to completely
replace the existing one. Thus, the combination of ESS proves to be better way to
use them effectively and take the automotive technologies to the viable mode.
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