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Abstract. Wrist pulse contains important information of human health,
so the diagnosis and analysis based on pulse signal is of great significance.
In this study, a one-dimensional convolutional neural network (1D CNN)
model is proposed to distinguish from pregnancy pulse normal pulse. The
performance of the proposed 1D CNN was validated with a collected data
set consists of 160 subjects. The 1D CNN proposed with clique blocks
style architecture and transition blocks is employed. Furthermore, the
three clique blocks go through the pooling layer, and extend the one-
dimensional data into vectors through the full connection layer, respec-
tively. By using stacked blocks and transition blocks, the proposed CNN
leading a promising classification performance. The F -score, accuracy,
precision and recall were used to evaluate the effectiveness of this method
in pregnancy pulse detection. The experimental results showed that the
proposed 1DCNN has a very high averaged accuracy of 97.08%, which
indicated that the method can better used for pulse classification.
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1 Introduction

Traditional Chinese medicine (TCM) is a complete medical system that has
widely application in disease diagnosis, treatment and prevention for over 30
centuries [1]. As one of the most important complementary and alternative
medicines, TCM has been accepted and used increasingly in the world. In Ori-
ental as well as Western medicine, pulse is considered as a fundamental signal
of life, carrying essential information about a persons physical condition and
health status [2]. In TCM texts, various pulse qualities have been described
[3–5]. The Chinese medical doctors usually use the three fingers of index, middle
and ring fingers simultaneously or individually to determine various characteris-
tic features of the pulse [6,7]. It is generally believed that every pulse can reflect
people’s different physical conditions, which is widely used in aid of diagnosing
cardiovascular disease etc. [8–12].
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An important application of pulse diagnosis is the discrimination of preg-
nancy. A series of physiological changes will take place in women’s body, which
can be manifested in pulse condition after pregnancy. The pulse condition of
pregnancy can objectively reflect a series of changes of the mother’s body dur-
ing pregnancy, which is helpful to judge and understand the health status of
the mother. Since the pulse examination has no stimulation, no damage and
no radiation, which is better than gynecological examination and is easy to be
accepted by pregnant women. Therefore, the in-depth study of pregnancy pulse
has clinical application value. A well trained doctor can take the radial pulse to
evaluate whether a woman has conceived, to determine the weeks of gestation,
and to predict the outcome of pregnancy. Descriptions of the pregnant womens
pulse are abundant, as the Huangdi Internal Classic described, but opinions dif-
fer on this article [13]. For example, some physicians explain that the slippery
pulse is taken on Cun at the first stage of pregnancy, but some describe that the
slippery pulse is detected on the cubit during pregnancy. Most doctors believe
that Chi pulse is unique compared with inch pulse to pregnant women, and
pulse will change with the progress of pregnancy. In addition, there are differ-
ences among pulse conditions for pregnant women of different ages. Nevertheless,
pulse assessment is a skill that requires long-term experience and is subject to
subjective influence. Consequently, an objective and automatic computer assist
tool for pregnancy pulse signals analysis is strongly required.

In recent years, more and more attention has been paid to the diagnos-
tic model of combining TCM with artificial intelligence (AI). AI technology
can simulate the process of clinical diagnosis thinking and reasoning judgment,
automatically analyze and calculate clinical data, and provide a effective way
for disease prevention, management, diagnosis and treatment. As the core of AI,
deep learning provides an effective way to solve the complex autonomous learn-
ing and data analysis problems, such as self coding neural network [14], support
vector machine (SVM) [15] and convolutional neural network (CNN) [16], etc.
A typical CNN structure is consist of input layer, convolution layer, pooling
layer, fully connected layer and softmax layer etc. Owing to the strong feature
representation power of deep learning technologies, deep convolutional neural
network, as one of the typical deep learning architecture, has achieved tremen-
dous success recently in variety of practical fields. However, CNN is often used
to process two-dimensional signals, and the pulse collected is a one-dimensional
model. Thus, the 1D pulse signal is usually mapped to a 2D space (for example,
a 1D speech signal can be converted into 2D feature maps [17], static feature
maps [18], or frequency-time feature [19]) when processing a 1D signal with
CNN, which brings inconvenience to signal processing.

In order to meet the characteristics of one-dimensional signal, 1D CNN has
become one of the hot spots in the current research. Compared with the 2D
CNN, the 1D CNN has the following advantages. Firstly, the 1D temporal signal
is directly collected from data acquisition system, so it is more natural to use the
1D input. Secondly, the 2D CNN requires additional 1D-to-2D conversion process
(e.g. time-frequency representation method) that may lose some useful informa-
tion related to faults due to irreversible conversion. Finally, the 2D input signal
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usually has a higher dimension than the 1D input, which makes the CNN calcu-
lation more complex and time-consuming [20,21]. Nowadady, 1D CNN is widely
used in image and engineering problems and has achieved good results. Xu et al.
study on efficiently real-time behavior recognition algorithm using acceleration
sensor. They propose a human behavior recognition method based on improved
One-Dimensional Convolutional Neural Networks (1D CNNs) and the method
can reach the average accuracy of 98.7% in the recognition of 11 human activi-
ties [22]. Wang et al. proposed a novel attention mechanism and multi-attention
1D CNN to diagnose wheelset bearing faults. The 1D CNN used can adaptively
recalibrate features of each layer and can enhance the feature learning of fault
impulses [23]. Fu et al. study the features in the pulse waves of women during
pregnancy. They choose continuous cycles waves with different period length
and then do the LSQ regression by 12 harmonics fitting to build mathematical
model, then do classification and identification of pregnant women [24]. Chowd-
hury et al. proposed 1D triplet convolutional neural network to combine the
two features (Mel frequency cepstral coefficients and linear predictive coding)
in a novel manner, thereby enhancing the performance of speaker recognition in
challenging scenarios [25]. Hussain et al. present a new dynamic self-organized
network immune algorithm that classifies term and records, over sampling and
cross validation techniques are evaluated [26]. These literature show that 1D
CNN could be used for TCM clinical diagnosis study with intelligent thought.

In this work, a novel 1D CNN structure is proposed in this paper for effective
pregnancy pulse classification. Firstly, each layer of the 1DCNN network adopts
the block stack structure, including the block and the transition block. Moreover,
a bidirectional connection structure is constructed by using the updated layer
to update the previous layer alternately, which the system can obtain effective
features. Secondly, the three clique blocks go through the pooling layer, and
extend the one-dimensional data into vectors through the full connection layer,
respectively. Finally, by combining the feature map blocks of different groups,
the fusion of multi-scale features is realized. On this basis, the pulse of pregnant
women was identified and the expected effect was achieved. The experiment
verifies the feasibility and effectiveness of the proposed method.

The rest of paper is organized as follows. In Sect. 2, some related work will be
present. In Sect. 3, the 1D CNN system was proposed and introduced. In Sect. 4
the experimental result and discussion were given. Finally, the conclusions and
perspectives of future work are presented in the last section.

2 Related Work

In this part, pulse data acquisition, sample expansion, and train and test data
were performed.

2.1 Data Acquisition

A total of 80 health volunteers from Zhengzhou University and 80 pregnant
women from the Fifth Affiliated Hospital of Zhengzhou University have been
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recruited in this study, with a mean age of 24.2 ± 5.5. All volunteers agreed
with the exposed terms by signing a written informed consent. In addition,
each participant has a questionnaire to ensure the accuracy of the experiment.
Data were collected by ZM-300 Intelligent Pulse Meter of Traditional Chinese
Medicine, which the sampling frequency 200 Hz. The volunteers were asked to
sit still or rest for at least 5 min before the acquisition. During the collecting pro-
cess, participants were required to sit or stay supine, relax, not talk and breathe
normally. Then, the TCM pulse bracelet was placed over the Chi position in the
left hand to capture the pulse signals under six pressures for 10 s, respectively.
Subjects were excluded from analysis if they lacked complete data for control
or outcome variables or had significant disease. Each person collects six groups
of data under six different pulse pressures, each group of data consists of 2000
data points. The waveform under the optimal pressure was selected as the exper-
imental object. So the pulse dataset contains a total of 160 pulse signals that
are unevenly distributed into normal people and pregnant women. As shown in
Fig. 1 and Fig. 2, pulse wave cycle data were obtained in all subjects.

Fig. 1. ZM-300 intelligent pulse meter. Fig. 2. Pulse acquisition.

2.2 Sample Expansion

In order to make better use of the structure of 1D CNN, the data collected is
amplified. Since the acquisition frequency 200 Hz and acquisition time of each
group data is 10 s, we use 2 s as a segmentation cycle to expand the data and take
them as the research object. Therefore, 160 pulse signals were segmented and
amplified. Finally, 800 effective waveforms sets were obtained after expanding
the data.

2.3 Train and Test Data

1DCNNs require numerous samples to train for improved generalization. How-
ever, the data set used in our experiment is relatively small. In order to obtain
as much effective information as possible from the limited data, the 10-fold cross
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Fig. 3. Original pulse wave.
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Fig. 4. Filtered pulse wave.

validation was used to process the data and obtained the training set and test
sets. The training set contained 560 samples, and the test set contained 240
samples (Figs. 3 and 4).

3 1D CNN Design for the Proposed System

The 1D CNN is analogous to a regular neural network but it has generally raw
data as input instead of handcrafted features. Such input data is processed to
learn the appropriate representation of the input by several trainable convolution
layers. The proposed models consist of batch normalization, residual learning,
and down-sampling in the initial layers of the CNN. The structure of the 1D
CNNs was simplified as a basic structure of convolution layer, a pooling layer,
and a full network layer. The convolution layer had feature maps, and the transfer
function was sigmoid. The pooling layer used max-pooling, and the stride was
3. The softmax classifier was used in full network layer to output the posterior
probability of each class.

3.1 1D CNN Topology

As described in Fig. 5, the proposed 1D CNN takes pulse set as inputs and
outputs predicted results of the corresponding classier. The proposed model is
mainly constituted by three clique blocks and two transition blocks. Each tran-
sition block connects the subsequent blocks and gradually reduces the mapping
features. The feature map of each block is not only input into the next block,
but also the original data was compressed in channel dimension. The features
connected and compressed by different blocks are sent into pooling to obtain the
multi-scale representation. Finally, the compression features of different scales
are combined together and the full connect layer is implemented by softmax to
achieve the classification results.

3.2 Network Model of 1D CNN

The 1D CNN model has a multi-layer structure, which is mainly divided into the
following five parts: input layer, convolution layer (Conv), pooling layer (Pool),
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Fig. 5. Flow chart

fully connected layer (FC), and softmax layer. The 1D CNN model structure
constructed in this paper is shown in Fig. 6.

Fig. 6. Network structure of the proposed 1D CNNs

Input Layer: The input layer of 1D CNN can handle one-dimensional data. In
this paper, the original data is processed and input in 1× 480 form. The hidden
layer is composed of convolutional layers, pooling layers, and fully connected
layers.

Convolutional Layer: The convolutional layer extracts feature from input
data. The pool layer receives the eigenvalues from the convolutional layer and
carries out feature selection and information filtering. With the increase of the
number of convolution layers, low-level features can be merged into high-level
features, and the objects can be classified according to the features. For a typi-
cal one-dimensional convolution mechanism, information flows to the next layer
through convolution operation and then processed by activation function.
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Pooling Layers: The pool layer is called down sampling. It is mainly used to
reduce the dimension of features, compress the number of data and parameters,
reduce over fitting, and improve the fault tolerance of the model. Mean-pooling
and max-pooling are two common pooling functions. Max-pooling divides the
input feature mapping into several subregions, while preserving the maximum
value of each sub region, reducing the phenomenon that the convolutional layer
parameter error causes the estimated mean shift, and makes the image texture
information better expressed.

Fully Connected Layers: The fully connected layer is equivalent to the hidden
layer in the feed forward neural network, which expands the multidimensional
data into vectors and transfers them to the next layer by using the excitation
function. The fully connected layer is obtained by adding the weight coefficient
to the nodes of the previous layer for many times and adding bias.

Softmax: Softmax is the classifier of this architecture, it makes the prediction
using the inputted features. Softmax is a generalization of logistic regression to
the problem of multi-class classification. The class label y takes on more than
two values. Softmax function can be defined to be

wijzi =
N∑

j=1

hjwij (1)

softmax(z)i = pi =
ezi

N∑
j=1

ezi
(2)

where ezi is the input of softmax, hi is the activation and wij is the weight value.

Output Layer: The output layer of 1DCNNs uses the softmax function or the
logistic function to output the classification results.

4 Experimental Result and Discussion

In our experiments, the number of iterations is set to 100, and the batch size
varies according to the size of the input feature. The models with the best
validation accuracy were saved. All experiments were conducted on a desktop
computer equipped with Intel Core i7-9700 CPU (72 core, 16.0 GHz) having
16 GB RAM and Nvidia GeForce GTX 1050 GPU. The operating system was
Ubuntu version 16.04.

Experiments based on 1D CNNs for pregnancy pulse recognition have effec-
tively improved the recognition accuracy. The curve of accuracy rate and loss
rate of the 1D CNN proposed were shown in the Fig. 7 and Fig. 8, respectively.
It can be seen from the Fig. 7 that the average accuracy of the identification
of pregnancy pulse is 97.08%. ROC curve was shown in Fig. 9. In addition, the
F − score was used to indicate the tests accuracy in the statistical analysis of
binary classification, The F − score is the harmonic mean of the precision and
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recall, where an F − score reaches its optimal value at 1 and worst at 0. The
F − score, precision and recall to quantify the performance of the method in
this study, shown in Table 1.
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Fig. 7. Test accuracy rate of 1DCNN.
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Fig. 8. Test loss rate of 1DCNN.

(1) Accuracy: The ratio of the number of correctly classified samples to the total
number of samples.

(2) Precision: The ratio of the number of activities of a certain type to that of
all activities of that type. It is an index for predicting results.

(3) Recall: A certain type of activity is correctly predicted as the ratio of the
number of such activities to the original total number of such activities. It
is an indicator for the original sample instance.

The F − score, accyracy, precision and recall can be calculated using the
following equation.

F − score = 2 ×
TP

TP+FP × TP
TP+FN

TP
TP+FP + TP

TP+FN

(3)

Accyracy =
TP

TP + TN + FP + FN
(4)

Precision =
TP

TP + FP
(5)

Recall =
TP

TP + FN
(6)

where, TP is the number of activities correctly predicted to be positive, TN is
the number of activities correctly predicted to be negative, FP is the number of
activities incorrectly predicted to be positive, and FN is the number of activities
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Table 1. Displacement spans for different acquisition position.

Criteria F-score Accuracy Precision Recall

Values 0.9709 0.9708 0.9669 0.9750

incorrectly predicted to be negative. The accuracy, the recall, and the precision
range from zero to one. A larger value means a better discrimination perfor-
mance. The experimental results of 10-fold cross-validation are summarized in
Table 1.

When compared with other well-established methods on average accuracy,
the designed 1DCNN network also performs satisfactorily. Table 2 showed the
classification accuracy of different algorithms for pregnancy pulse, which indi-
cated that the proposed 1DCNN is feasible.

Table 2. Displacement spans for different acquisition position.

Research work Accuracy

Fu [24] 0.86

Hussain [26] 0.90

The proposed 1DCNN 0.97
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Fig. 9. ROC curve of the proposed 1DCNN
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5 Conclusion and Recommendations for the Future

Traditional Chinese medicine believes that human wrist pulse wave contains a
lot of important information, which can reflect pathologic changes of the human
body condition. In this paper, a 1D CNN model is proposed to distinguish normal
pulse from pregnancy pulse. The three clique blocks go through the pooling layer,
respectively and extend the one-dimensional data into vectors through the full
connection layer. The experimental results show that the accuracy rate of this
method is about 97.08% in classifying the pregnancy pulse. In summary, the 1D
CNN proposed in this study can effectively improve the classification accuracy
of pregnancy pulse.

In the future, the noises factors will be taken into consider to build a model
with more robustness for the practical clinical conditions. We will extract more
pulse features and use feature dimension reduction to eliminate feature interfer-
ence caused by feature increase. In addition, the extracted pulse characteristics
were used to identify pregnancy pulse from normal pulse, and further verify the
new pulse diagnosis method.
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