
Pulse Recognition of Cardiovascular
Disease Patients Based on

One-Dimensional Convolutional Neural
Network

Yi Jiao1, Nan Li1, Xiaobo Mao1, Guoliang Yao1, Yuping Zhao2,
and Luqi Huang2(B)

1 School of Electrical Engineering, Zhengzhou University, Zhengzhou 450001, China
2 China Academy of Chinese Medical Sciences, Beijing 100020, China

Abstract. In the clinical diagnosis and treatment of traditional Chinese
medicine (TCM), The classification of pulse is an important diagnostic
method. The pulse signal of patients with cardiovascular disease is quite
different from that of normal people. In pulse classification, traditional
methods generally need to manually extract feature information of the
time domain and frequency domain, and then perform pulse classifica-
tion through machine learning methods such as KNN and SVM. How-
ever, the manually extracted features may not really represent the true
features of the signal. Convolutional neural network (CNN) can automati-
cally extract local features through different convolution kernels, and it can
extract the original features of the signal very well. This paper designs a
one-dimensional convolution (1D-CNN) residual neural network structure
to identify the pulse signal. First, the original data is sliced and normal-
ized, and then the data set is divided into training set and test set, Then
take the processed pulse signal directly as input. This allows the computer
to perform feature self-learning through the network structure, Finally, it
is classified through the fully connected layer. The final classification accu-
racy rate can reach 97.14%, which is better than traditional machine learn-
ing classification methods such as SVM and KNN, It provides new ideas
and methods for the classification and objectification of pulse signals.

Keywords: Deep learning · Pulse recognition · 1D-CNN · Residual
network structure

1 Introduction

Pulse diagnosis is very important in traditional Chinese medicine. Most researches
focus on obtaining objective evidence of Chinese medicine. Pulse diagnosis anal-
ysis is an important objective method of traditional Chinese medicine [1]. Early
research found that pulse signal can reflect some symptoms of hypertensive
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patients. Research found that pulse signal can reflect some symptoms of hyperten-
sive patients. This proves that the pulse condition can be used to predict whether a
person suffers from hypertension, which shows that hypertension has a very impor-
tant relationship with pulse signal. In the theory of traditional Chinese medicine,
it is believed that the pulse of most patients with cardiovascular disease is rela-
tively weak [3–5]. It is possible to classify and identify the pulse of patients with
cardiovascular disease and the pulse of normal people to achieve the prediction of
cardiovascular disease and carry out early intervention treatment.

In the traditional pulse classification methods, most scholars use artificial def-
inition of features, Then use traditional machine learning classification methods
such as KNN and SVM to conduct pulse recognition research, However, there is
a relatively complex non-linear mapping relationship between the pulse category
and the pulse characteristics, and it is difficult to find a suitable characteristic
data set for pulse recognition. In recent years, convolutional neural networks
have developed rapidly due to their ability to automatically extract features,
If there are enough data sets and labels, convolutional neural network (CNN)
has a very excellent performance one-dimensional convolutional neural network
(1D-CNN) can process time series signals very well, and has good performance
in fault detection and other fields. Since 1D-CNN only performs scalar multi-
plication and addition, 1D-CNN has very good real-time performance and low
hardware requirements [6]. This paper proposes a 1D-CNN-based pulse recogni-
tion network structure, which is implemented by the deep learning framework
Pytorch. The overall research block diagram is shown in Fig. 1.
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Fig. 1. The overall framework of the system.
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2 Pulse Data Collection and Processing

2.1 Pulse Data Collection

In the traditional Chinese medicine theory, the collection and analysis of pulse
signal are generally divided into three different positions: Cun, Guan and Chi.
The Guan pulse signal is the position with the strongest signal among the three
positions, and the influence of the Guan pulse signal by the noise signal is rela-
tively small. And the signal is also the easiest to observe and obtain. Therefore, in
order to ensure the stability and reliability of the pulse data, The data collected
in this article are all signals at the Guan position, and the collection equipment
used is ZM-300, and the collection frequency of the pulse diagnosis instrument
200 Hz. The pulse signal collection objects are the students of Zhengzhou Uni-
versity and the patients with cardiovascular disease in the Affiliated Hospital of
Zhengzhou University. The pulse signal of patients suffering from cardiovascular
disease is generally weak. In traditional Chinese medicine theory, this kind of
pulse signal is generally called Xuan mai. The pulse conditions of college students
and those of cardiovascular patients are shown in Fig. 2 and Fig. 3.

Fig. 2. Pulse of college students. Fig. 3. Pulse of a patients with cardio-
vascular disease.

After data collection and data screening, the pulses of 60 college students and
54 cardiovascular disease patients were obtained.

2.2 Data Preprocessing and Expansion

The sampling frequency of the acquisition instrument used in this article 200 Hz,
and each individual collects the left and right hand pulse signal. Each signal has
a length of 10 s and a total of 2000 sampling data points. For pulse signal clas-
sification, generally a single cycle pulse signal is used for identification research,
However, the period of the pulse signal is difficult to identify and determine. For
the deep learning network structure, a certain amount of data set is required, so
this article adopts a method of directly slicing the original data, This not only
solves the problem that the pulse cycle is difficult to identify, but also maintains
the original characteristics of the data, Each set of slice data basically contains
three pulse cycle signals [8], and the acquisition time is set to 3.2 s. Because the
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data samples are too less, the overlapped part can be appropriately increased
during the data slicing process. Since the patient’s sample data is lower than
the university student’s sample data, in order to ensure the consistency of the
data, the repetition rate of the patient’s signal during the sectioning process is
slightly higher. This expanded data is more conducive to the training of deep
learning networks, The process of data processing is shown in Fig. 4.

Fig. 4. The process of data slice processing.

After slicing the data, there are a total of 500 sample data. The pulse data
of students and cardiovascular disease patients are shown in Table 1.

Table 1. Data type and quantity after slicing operation.

Pulse type College students Cardiovascular disease patients

Quantity 250 250

Finally, normalize the sliced data, which is more conducive to the computer
training network. And it is necessary to label the processed data, using 0 and
1 to represent normal college students and patients with cardiovascular disease.
The pulse data processed in this way can be directly used as the original input
of the network structure. The network is trained through the training set and
the classification accuracy of the network is verified on the test set.

3 Neural Network Structure of Pulse Classification

3.1 The Difference Between 1D-CNN and 2D-CNN

With the rapid improvement of computer hardware and computing power, deep
convolutional neural networks such as “AlexNet” and “GogleNet” appeared,
these convolutional neural networks have excellent performance on public data
sets. Convolutional neural networks can automatically extract features, while
traditional machine learning methods are to manually define features, these
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manually defined features are sub-optimal, Convolutional neural networks can
extract optimized features from the original data to obtain high Accuracy
[6]. However, most of the above network structures are for processing two-
dimensional signals, and these neural network structures cannot be directly used
to process one-dimensional time series signals. To solve this problem, Kiranyaz
et al. in 2015 proposed the first compact adaptive 1D-CNN that can directly
manipulate patient-specific ECG data. Pranav Rajpurkar [9] developed an algo-
rithm that surpasses cardiologists in detecting widespread arrhythmia using elec-
trocardiogram. 1D-CNN has a great advantage when processing time series sig-
nals, and pulse signal is a typical time series signal, so this paper designs a neural
network structure based on 1D-CNN. The working principles of 1D-CNN and
2D-CNN are shown in Fig. 5 and Fig. 6. The main differences between 1D-CNN
and 2D-CNN are as follows:

• The convolution kernel of 1D-CNN only moves in one direction, and the data
of input and output are two-dimensional, mainly used to deal with time series
problems; the convolution kernel of 2D-CNN moves in two directions, both
input and output data Is three-dimensional, mainly used to process image
signals

• 1D-CNN generally uses a lower network depth than the 2D-CNN network
structure, and fewer parameters need to be learned during the training pro-
cess, making it easier to obtain training results

• 1D-CNN usually only uses the computer’s CPU to run, while 2D-CNN usually
requires a special GPU for accelerated calculations. Compared with 2D-CNN,
1D-CNN has better real-time performance and lower hardware Equipment
requirements.

Fig. 5. The working principle of 2D-CNN. Fig. 6. The working principle of 1D-CNN.

3.2 Network Structure

In convolutional neural networks, it is not purely increasing the depth of the
network to increase the accuracy of prediction. In the process of training the
network, it is necessary to use the backpropagation algorithm to continuously
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pass the gradient to the front network. When the gradient is passed to the front
network, the gradient value will be very small, so that the weight value of the
front network cannot be effectively adjusted. In order to avoid the problem of gra-
dient disappearance, a residual network structure is added to the hidden layers.
The residual network structure connects the input directly to the output part,
so that the learning target can be changed to the difference between the desired
output H(x) and the input x [10] The network structure is mainly composed
of one-dimensional convolution layer, activation function layer, batch normal-
ization layer, dropout layer, and residual block. The specific network structure
diagram is shown in Fig. 7.

Input Layer: It directly converts the sliced signal into a two-dimensional signal
as input. The two-dimensional signal represents the number of channels and the
length of the signal. The signal dimension of the input layer is 1 * 640 in this
article, where 1 represents only one input channel, and 640 represents the length
of the signal. The specific structure diagram is shown in Fig. 8.

Fig. 7. Block diagram of neural
network.

Fig. 8. Structure diagram of the input layer.

Convolutional Layer: The convolutional layer is the most important layer in
the neural network. The core part of the convolutional layer is the convolution
kernel. Various local features of the original signal can be extracted through
convolution kernels. The convolution kernel has two attributes of size And the
number, The size and number of the convolution kernel are manually specified,
and these weight values of convolution kernels are constantly adjusted during
the training process, so that the convolution kernel can learn the optimal weight
value. Convolution operation also has the advantages of local connection and
weight sharing, The number of parameters is only related to the size and number
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of the convolution kernel and the number of channels of the input signal. The
calculation method of the size of the output signal is shown in formula 1:

L = (L1 − F + 2 ∗ P )/S + 1 (1)

L represents the length of the output signal; L1 represents the length of the
input signal; F represents the length of the convolution kernel, P represents the
number of zero padding at the end, and S represents the step length of the
convolution kernel.

As shown in Fig. 9, the size of the convolution kernel is 1 * 3, where the value
[0.1, 0] in the convolution kernel represents the weight value of the convolu-
tion kernel. During the training process, the convolution kernel will be adjusted
continuously. The weight value will finally get an optimal model.

Fig. 9. Principle of 1D-CNN calculation.

Batch Normalization Layer: In deep learning, the main task is to train the
neural network to obtain the distribution law of the data. The function of the
batch normalization layer is to distribute the data as close to the origin as possi-
ble, make the data distribution meet the normal distribution as much as possible,
reduce the absolute difference between the data, and highlight the relative differ-
ence of the data, so as to accelerate the training of the network, It will perform
well in classification tasks.

Activation Function Layer: There is a complex nonlinear mapping relation-
ship between the input and output of the network. If only linear multiplication of
the matrix or array is used, then the deep network Will become meaningless, In
order to map the nonlinear relationship between input and output, an activation
function layer is generally added after the convolutional layer. Commonly used
activation functions are sigmoid and Relu.

Pooling Layer: The pooling layer is mainly to maintain the invariance of signal
characteristics, improve the robustness of signal characteristics, while reducing
the number of parameters and reducing the amount of calculation, which can
effectively prevent overfitting, while the pooling layer is generally Including max-
imum pooling and average pooling, etc. The principle of average pooling is shown
in Fig. 10.
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Fig. 10. Principle of average pooling.

Fully Connected Layer: A series of detailed features of the signal will be
extracted from the front convolutional layer and pooling layer, and the function
of the fully connected layer is to combine these detailed features to determine
whether it is a feature of a signal. The number of neurons in the last layer is the
number of classified categories.

4 The Results and Analysis of the Experiment

4.1 Prepare the Data Set

The original pulse data was screened, and a total of 114 data samples were
obtained, Data labels are marked by experts from China Academy of Chinese
Medical Sciences. Divide the sliced data set into two parts: test set and training
set. In order to ensure that the trained model has sufficient generalization ability,
the sample of training set and the test set are completely independent, and the
distribution of the training set and the test set is shown in Table 2.

Table 2. Allocation table of training set and test set.

Label of sample Training set Test set

College students 180 70

Cardiovascular disease patients 180 70

Total 360 140

4.2 Analysis of Results

In the classification model, the test set will be divided into two types, positive
and negative, which will produce the following four situations respectively [11]:

• True Positive (TP): The true label of the sample is positive, and the model
predicts that the label of the sample is positive

• False Negative (FN): The true label of the sample is positive, but the model
predicts that the sample label is negative

• False Positive (FP): The true label of the sample is negative, but the model
predicts that the sample label is positive

• True Negative (TN): The true label of the sample is negative, and the model
predicts that the label w of the sample is negative
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According to the above four situations, the following indicators can be intro-
duced:

True Positive Rate (TPR), also known as Sensitivity: The ratio of the number
of correctly classified positive samples to the total number of positive samples:
as shown in formula (2):

TPR =
TP

TP + FN
(2)

True Negative Rate (TNR): the ratio of the number of correctly classified nega-
tive samples to the number of negative samples, as shown in formula (3)

TNR =
TN

FP + TN
(3)

Accuracy: the proportion of the number of correctly classified samples to the
number of all samples [11], as shown in formula (4)

accuracy =
TP + TN

TP + FN + FP + TN
(4)

Precision: The proportion of the number of correctly classified positive samples
to the number of positive samples in the classifier, as shown in formula (5)

precision =
TP

TP + FP
(5)

F1-Score: the harmonic average of precision rate and recall rate, the calculation
method is shown in formula (6)

F1 =
2 ∗ precision ∗ recall

precision + recall
(6)

The cross entropy function is selected as the loss function in the training process,
and the optimization algorithm uses the batch gradient descent algorithm. The
cross entropy function is shown in formula (7).

loss = − 1
N

N∑

n=1

yn log ŷn + (1 − yn) log(1 − ŷn) (7)

The indicators and parameters of the classifier are shown in Table 3.
The hardware platform used to train the neural network model is CPU i5-

4210H@2.9 GHZ, the memory is 12G running memory, the operating system
platform is Windows10, the deep learning framework based on Pytorch. The clas-
sification accuracy rate can reach about 97.14%. The loss function and accuracy
rate of the training set and test set are shown in Fig. 11. The ROC curve describes
the relationship between the True Positive Rate (TPR) and the False Positive
Rate (FPR) of the classifier [12]. The ROC curve of the classifier designed in
this paper is shown in Fig. 12.
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Table 3. Indicators and parameters of the classifier.

The name of each evaluation index Parameter values of evaluation index

TPR 0.9851

TNR 0.9571

Accuracy 0.9714

Precision 0.9583

F1-score 0.9715

Fig. 11. The change curve of the accuracy
rate and the loss function of the training set
and the test set.

Fig. 12. Curve of ROC.

Compared with the traditional manual definition of features, and finally clas-
sification with machine learning methods[7], The accuracy of traditional classi-
fication methods such as SVM and KNN is basically around 85% [2]. The one-
dimensional convolutional neural network used in this paper can automatically
identify features [13] and has a 97.14% accuracy rate. Compared with traditional
methods, the neural network in this article has lower computational complexity
and higher accuracy.

5 Conclusion

Pulse diagnosis occupies an important position in traditional Chinese medicine.
The pulse signal can reflect the physical condition of the human body to a certain
extent. In this paper, a 1D-CNN pulse classification is proposed by analyzing
the pulse conditions of cardiovascular disease patients and normal people. In the
test set, a classification accuracy rate of 97.14% is achieved, which proves that
the pulse signal has a certain relationship with cardiovascular disease, and has
certain practical value for future clinical diagnosis of Chinese medicine. However,
because the data samples in this article are not particularly large, the trained
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model may not have sufficient generalization ability. Therefore, the next step is
to obtain as many data samples as possible to improve the generalization ability
of the model.
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