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Preface

NationalConference onRenewableEnergy andSustainableEnvironment (NCRESE-
2020) opened the pan-India platform for researchers and scientists to present and
discuss research results in the areas of Renewable Energy and Environmental Engi-
neering. The NCRESE-2020 conference was organized by the School of Renewable
Energy and Efficiency, NIT Kurukshetra, in association with Bureau of Energy Effi-
ciency, Government of India (GOI); Department of New and Renewable Energy,
Haryana; and Haryana Renewable Energy Development Agency, Panchkula during
August 28–29, 2020. The aim of this conference was to disseminate state-of-the-art
information about Green Energy and Alternate Energy Resources, Wind Energy,
Solar Energy, Solar Thermal, Bio-Energy Technologies, Energy Storage, while
encouraging collaboration among multidisciplinary investigators across various
diverse engineering disciplines. The conference wholeheartedly welcomed the
contributions at the junction between theory and practice with immediate impact on
applications, as well as interdisciplinary research involving cutting edge technolo-
gies. The NCRESE-2020 conference also discussed the practical challenges encoun-
tered and the solutions adopted by encapsulating the various theories, methods,
applications, and tools for sustaining the environment.

NCRESE-2020 unfolded the stimulating and informative platform with a
wonderful array of keynote and invited speakers in the field of Renewable Energy.
The online format of this conference was conducive to foster significant interaction
among attendees.

For the NCRESE-2020 conference, about 100 papers were received, out of which
41 made it to the final. We would like to take this opportunity and warmly thank
all the authors who submitted their work to NCRESE-2020. Their contribution to
the conference is greatly appreciated. Each paper submitted to NCRESE-2020 was
peer-reviewed by at least twomembers of the reviewer committee (37members, from
20 reputed institutes), who judged it for originality, significance, technical contents,
application contents, and presentation style. In fact, most of the papers were reviewed
by three or more reviewers who provided their input in the acceptance decision
process.

vii



viii Preface

Moreover, we would like to thank the developers and other professional staff of
EasyChair.org, who made it possible for us to use the resources of this excellent and
comprehensive conference management system, from the call of papers and inviting
reviewers to handling paper submissions, communicating with the authors, and
creating the online volume of the conference proceedings. In addition, we owe great
thanks to the NCRESE-2020 conference organization members for their dedication
and professionalism in taking care of the many aspects of conference management.

Collectively, the research discussed at the conference enhanced the knowledge and
did value addition to one and all. This knowledge will lead to progress in renewable
energy technologies and strategies. It will also empower all the readers to think out
of the box solutions for sustainable growth of our environment.

Haryana, India
Nagpur, India
Melbourne, Australia
August 2020

Shelly Vadhera
Bhimrao S. Umre

Akhtar Kalam



About This Book

This book presents select proceedings of the National Conference on Renewable
Energy and Sustainable Environment (NCRESE-2020) and examines a range of reli-
able energy-efficient harvesting technologies, their applications and utilization of
available alternative energy resources. The topics covered include alternate energy
technologies, smart grid topologies and their relevant issues, solar thermal and
bioenergy systems, electric vehicles and energy storage systems and their control
issues. The book also discusses various properties and performance attributes of
advance renewable energy techniques and their impact on environmental sustain-
ability. Further, importance of the key issues related to policy for renewable energy
field and energy audit will lead the way to enhance the capacity of alternate energy.
Low power energy sources apart from solar, wind and hydropower such as tidal
power, hydrogen energy, and biomass, geothermal also highlight the importance of
these emerging technologies and future challenges.

From the sustainable environment perspective, this book covers advancement
in waste and resource management, green energy deployment, green buildings,
integration of green energy and energy efficiency. Moreover, important topics are
covered related to Bio-diversity: its past and prospects such as advancing sustainable
food systems, sustainable agriculture, atmosphere, climate issues, meteorology and
production through natural oils and mitigation technologies (e.g. Carbon Capture
and Storage (CCS) and Carbon Capture and Utilization (CCU)).

This book encompasses the wide range of recent advancements in the field of
Smart grids likemicrogrid topologies and their control issues; hybrid energy systems;
HVDC &FACTS devices; power quality issues; fault coordination and protection of
DC grids; autonomous, islanded and remote networks; smart distribution networks;
AC and DC load flow analysis; Advance Metering Infrastructure (AMI); control and
automation schemes; Wide Area Monitoring, Protection and Control (WAMPAC);
PMUs; communication infrastructure; cyber security and IoT applications in smart
grid.

Similarly, the recent developments and role of Hybrid vehicles integrated with
renewable resources are discussed in this book. This throws light on the futuristic
and dynamically changing automobile sector. The topics that set the future challenges

ix



x About This Book

in the related technologies such as energy storage, electric machine design, efficient
braking system and their V2G/G2V charging schemes are also tapped upon.

Apart from these, the book encapsulates the wide range of solar thermal and
bioenergy systems, their applications and benefits to the society, as well as to the
environment. The book serves as a valuable reference to beginners, researchers and
professionals interested in renewable energy and sustainable environment and the
allied fields.
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Modeling and Simulation
of Grid-Connected Wind Power Plant
for Electric Vehicle Charging Station
with Solid Oxide Fuel Cell

Jakkoju Nikhilesh and Shashi Bhushan Singh

1 Introduction

Owing to the mass use of natural resources, global warming and the depletion of
fossil fuels have become an increasingly acknowledged world issue in recent years.
The installation of renewable energy systems that are not dependent on fossil fuels
is an effective countermeasure to control these problems [1].

The implementation of electric vehicles (EV) in the transport sector is regarded as
an effective and environmentally sustainable way of achieving low carbon emissions
and guaranteeing energy protection. There are also many challenges to be overcome
in order to effectively achieve the previously mentioned goals [2].

Initially, the use of electric vehicles (EVs) requires more effort and additional
incentive to invest to increase charging infrastructure development and to expand
transmission, distribution and generation capacities to support enhanced demand for
charging.

Second,weneed to overcome the indirect emission of theEVs, as they are sensitive
to the generating source. If the coal-fired power plant dominates the power generation,
the obvious advantage of EVs, that is to say less emission, cannot be achieved [3].
So renewable energy sources such as tides, sunlight, geothermal heat and wind are
used for less emission [4, 5].

The wind energy is an important renewable energy resource. But due to change
in seasonal and weather it is discontinuing source. So the wind power plant along
with the grid is used to supply the power for the electric charging station.
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Fig. 1 Scheme of solid
oxide fuel cell (SOFC)

Solid oxide fuel cell (SOFC) is an electrochemical device that operates at high
temperatures, directly converting a fuel’s chemical energy into electrical energy. This
can also transform hydrocarbon fuels directly to a hydrogen-rich gas.

by internal reformingwithin the stack of the fuel cell itself. Thisworks in the range
of 600–1000 °C at temperatures, making them highly efficient as well as versatile in
fuel. In SOFC, the electrolyte is a dense solid that involves ceramic materials such
as yttrium-stabilized zirconium dioxide, the function which is designed to prevent
electrons from passing through the charged oxygen ions [6]. Scheme of solid-oxide
fuel cell is shown in Fig. 1.

In SOFC the chemical reactions that occur within the cell most of which are
actively engaged in electricity generation are as follows [7]:

At anode:

2H2 + 2O− → 2H2O + 4e− (1)

2CO + 2O2− → 2C2O + 4e− (2)

At cathode:

O2 + 4e− → −2O−
2 (3)

Overall cell reaction:

2H2 + O2 → 2H2O (4)

Three different fast charging levels are defined in accordance with the SAE J1772
standard which are classified as.
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• DC Level-1 rating: Voltage (200/450 V), Current (80 A) and power up to (36 kW)
• DCLevel-2 rating: Voltage (200/450V), Current (200A) and power up to (90 kW)
• DC Level-3 rating: Voltage (200/600 V), Current (400 A) and power up to

(240 kW) [8].

In this paper the DC level-2 charging station is modeled. This means that these
DC fast charging stations would have to be built either by the government or by the
car companies in cooperation with the government.

The paper is structured as follows: System description is explained in Sect. 2.
Simulation results for the system are given in Sect. 3.

2 System Description

The rating of wind farm is of 9 MW, which consists of six 1.5 MW wind turbines
that are connected to a 25 kV distribution system exports power over a 30 km, 25 kV
feeder, to a 120 kV grid. Block diagram of system is shown in Fig. 2.

The wind turbine with a doubly-fed induction generator (DFIG) consists of a
wound rotor induction generator and an PWM converter (IGBT-based AC/DC/AC)
powered on voltage sources. The generator stator winding is directly connected to
the 50 Hz grid, while the AC/DC/AC converter feeds the rotor at variable frequency.
The maximum wind energy to be extracted for low wind speeds by using the DFIG
technology allows optimizing turbine rpm, thus during wind gusts the mechanical
stress on the turbine is reduced.

Powerflow Powerflow

Powerflow

SOFC

EV
Charging 
station

Wind Power 
Plant

DC/DCAC/DCGrid

AC/DC/AC

Fig. 2 Block diagram of system
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2.1 Design of Wind Power Generation System

Wind power system’s key components include a generator, turbine rotor, control
electronics system, gearbox, and connecting transformer to grid.

The wind turbine is a spinning mechanism that the kinetic energy in the wind
is converted into mechanical energy, and the wind generator transforms mechanical
energy into electrical energy.

The different types of wind generators are DC generator, synchronous gener-
ator, induction generator (IG), doubly-fed induction generator (DFIG), wound-rotor
induction generator (WRIG), permanent magnet synchronous generator (PMSG),
squirrel cage induction generator (SCIG) and the commonly used wind generators
[9].

The DFIGs are commonly used in recent wind turbines because of their power
control capability; low converter costs, reduced power loss and variable speed oper-
ation are contrasted with fully equipped converter systems and fixed speed induction
generators [10].

DFIG technology enables maximum wind energy to be generated by optimizing
turbine rpm for low wind speeds, thereby reducing the mechanical stress on the
turbine during wind gusts.

The stator of DFIG is linked to the utility grid and the rotor is connected via a
slip ring that is linked into the utility grid via an insulated gate bipolar transistors
(IGBT)-based four-quadrant AC-to-AC converter [11]. Block diagram of DFIG with
grid is shown in Fig. 3.

The speed (ωm) and slip (S) equations are given as follows:

ωm = ω1 − ω2 (5)

S = ω1
/
ω2 (6)

text
Drive Train 

Gearbox

AC     DC        

Grid

Line
Filter

c

WIND

DFIG

Transformer

Wind 
Turbine

DC AC

Fig. 3 Block diagram of DFIG with grid
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where ω1 is the stator frequency and ω2 is the variable frequency.

2.2 Design of SOFC System

SOFC has three primary components: cathode, anode and electrolyte [12]. The elec-
trolyte is typically a metal or porous ceramic, based on the temperature in operation.
Another very general electrolyte in SOFC is yttria-stabilized zirconia (YSZ), which
at these high temperatures is a conductor of oxide ions [6]. The basic representation
of chemical reaction in a SOFC is shown in Fig. 4.The dynamic model proposed in
Fig. 5 depends on the corresponding chemical and physical principles [13]:

(1) The electrochemical model is based on component material balance equations
[14].

(2) The thermal model is based on energy balance equations [15].
(3) The ohmic losses, voltage activation and concentration is based on Nernst

voltage equation [16].

Fig. 4 The basic representation of chemical reaction in a solid oxide fuel cell (SOFC)



6 J. Nikhilesh and S. B. Singh

Fig. 5 Dynamic model of SOFC

3 Results

The grid power input is supported by the SOFC during the load at peak time. By
giving load a portion of grid input power is smoothened.

From Fig. 6 the DC voltage at the charging station is approximately 480 V, which
is equal to the voltage required for the DC level-2 charging station voltage, i.e. 450 V.

As shown in Fig. 7, at a time of 0.02 s into the simulation, the SOFC is considered
to charge EV and the grid is disconnected. From there, the SOFC provides power to
a load of 1 kW and a load of 10 kW at 0.020 s, which models an EV scale down link
to the charging system. The operation of the system is regulated by constant DC link
voltage. Figure 8 shows the load current, i.e. 200 A.
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Fig. 6 C voltage

Fig. 7 Load power

Fig. 8 Load current

Figure 9 shows the SOFC voltage which is approximately about 400 V and the
voltage is step-up by using DC-to-DC boost converter to get the required DC output
voltage. Figures 10 and 11 show the wind power in megawatts, i.e. 9 MW and wind
reactive power in Mvar.
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Fig. 9 SOFC voltage

Fig. 10 Wind power in megawatt

Fig. 11 Wind reactive power in Mvar

The power output of the DFIG wind farm is about 9 MW initially, as shown in
Fig. 10, and thewind turbine speed is about 1.2 per unit, as shown in Fig. 13. Thewind
power plant DC voltage is set to 1150 V as shown in Fig. 12 and the reactive power
is maintained at 0 Mvar. The voltage of the positive sequence suddenly decreases to
0.5 per unit at t = 0.03 s. This causes an oscillation of the DFIG power output and
DC bus voltage. The control system attempts to regulate the DC voltage and reactive
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Fig. 12 DC voltage

Fig. 13 Wind turbine speed in pu

power at its setpoints (1150 V, 0 Mvar) during the voltage sag. The system recovers
in around four cycles.

4 Conclusion

In this paper, the model of SOFC is suggested together with wind and grid for a DC
level-2 eV charging station. This study shows that the proposed system can provide
sufficient quantities of electrical energy for charging EV. It can be concluded from
these simulation results that the proposed SOFC system will successfully produce
electricity to charge an electric vehicle while retaining high energy efficiency. The
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wind plant, grid and SOFC for electric vehicle charging station have been imple-
mented. The experimental results have been verified by simulating the proposed
system in MATLAB.

Advantages of the system are:

• Low carbon emission
• Reduced prices of fossil fuels
• Improving environmental quality
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Parameter Computation and Current
Control Loop Tuning of Non-salient
PMSMMotor

Nitish Madan and Sandeep Kakran

1 Introduction

In industrial applications, motor drives are essential for automotive, power tools,
robotics, and the energy industry [1–3]. For driving the motor drives, it is required
to collect the information for rotor speed to achieve speed control of the motor. The
measurement of rotor speed is done by sensors attached to the rotor shaft. This sends
the signal to the motor drive by either analog to digital converters or by other means.
However, the use of sensors for calculating rotor speed is not always practical and
reliable. So, it is essential to create a scheme/working environment where we would
not be using any external devices like shaft sensors, which reduce the reliability
of the system. This requirement in the industry led to the research in the field of
controlling the motor by sensorless methods. A scheme known as sensorless vector
control or field-oriented control (FOC) of permanent magnet synchronous motor
(PMSM) results is excellent torque control, smoother torque ripple, and also improves
in efficiency when compared to AC control methods. A lot of methods have been
explained in the past decades for PMSM control like sensing rotor position by using
hall sensors [4, 5], back EMF voltage sensing technique [6, 7], and rotor position
detection by use of encoders/resolvers [8].

But for controlling the rotor angle and the speed of the PMSM motor under
the sensorless vector control operation, it is important to first control the current
controller. Both speed and position control controllers are dependent on the current
controller. In this paper, a vector control scheme using three shunt current sensing
for current controlling of PMSM motor is being discussed. The sensorless vector
control technique is shown in Fig. 1 [8]. Here, current controller PI gains need to be
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Fig. 1 Sensorless vector control technique

properly tuned for the accurate functioning of the motor. As per sensorless vector
control, three phase current is being converted to d-axis (Id) and q-axis (Iq) current
components [9]. The d-axis component (Id) is responsible for flux production in the
motorwindings and the q-axis component (Iq) is responsible for torque production on
the motor shaft. Under starting condition, d-axis current, Id �= 0. As the motor rotor
angle is calculated accurately, Id = 0, but Iq �= 0. This is done for producingmaximum
torque for PMSMmotor. The current flowing in themotorwindings depends onmotor
parameters, which also need to be calculated. In this paper, at first, the estimation of
motor parameters is done, and based on the parameters obtained, tuning of PI gains
is being presented.

2 System Overview

A detailed algorithm for parameter estimation and current control mechanism
for PMSM motor is being provided using experimental verifications. The motor
parameters as per the datasheet of the motor are given in Table 1.

3 The Proposed Model

The sensorless vector control working hardware model uses the components which
are provided in Table 2. The microcontroller used is TMPM370FYFG, which is
having inbuilt sensorless vector control in the hardware. The bus voltage provided
is 24 V and parameter calculation is done on voltage based on the PWM duty cycle
provided. The opto-couplers provide isolation between the low power circuit and



Parameter Computation and Current Control Loop Tuning of Non-Salient PMSM Motor 13

Table 1 Parameters of
PMSM motor

Motor parameter Motor parameter values

No. of poles 6

Rated output [W] 135

Rated speed [r/min] 3500

Rated voltage [Vrms] 24

Rated torque [N-m] 0.37

Rated current [Arms] 8

The line to line stator resistance, RS
[�]

0.24 ± 10%

Line to line stator inductance, LS
[mH]

0.29 ± 20%

Table 2 Components used in
the hardware model

Components Name of components

Microcontroller TMPM370FYFG

Motor DB59S024035-A

Opto-couplers TLP2955

MOSFETs TK100E10N1

Pre-driver IR-2110

Op-Amps LM358

The resistance of the shunt resistor [�] 0.10 (wire-wound)

the inverter board. The working model uses current sensing by three shunt resistors,
as feedback [8]. This is to be noted that the PWM frequency used for parameter
calculation is 150 kHz so that there would not be any transient current ripples in the
system and accuracy can be attained.

In this model, microcontroller TMPM370FYFG is being used. This microcon-
troller is having an in-built vector control module, i.e., this microcontroller will take
care of the algorithm for Clarke, park, inverse park, space vector module in its hard-
ware only as provided in Fig. 2. So, it is easier to build an algorithm for controlling
the PMSM/BLDC motor.

For parameter estimation, three transition states are considered: T0, T1, and T2.

• T0: When all lower MOSFETs ‘X’, ‘Y’, and ‘Z’ are turned ON
• T1: MOSFETs U and Y turned ON (Fig. 3)
• T2: MOSFETs V and X turned ON (Fig. 5)
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Fig. 2 The in-built field-oriented control module in TMPM370FYFG

Fig. 3 Transition state T1

3.1 Resistance Calculation

The working hardware model involves two N-channel MOSFETs, in one leg of the
inverter circuit. So to turnon theupperMOSFETs, pre-drivers are used. In pre-drivers,
bootstrap capacitors need to be charged for turning ON ‘U’, ‘V’, ‘W’ MOSFETs.
So, at first turn ON all the lower MOSFETs ‘X’, ‘Y’, and ‘Z’ (transition state T0)
for some time to charge the bootstrap capacitors. For the resistance measurement, a
40–50% PWM duty cycle (approximately) is applied for accurate calculation. If this
much voltage will be applied to the motor, the rotor will feel a jerk. To avoid that,
position the rotor by applying a 5% duty cycle of PWM voltage that is 1.2–2.4 V
using transition state T1.



Parameter Computation and Current Control Loop Tuning of Non-Salient PMSM Motor 15

Fig. 4 Flowchart of motor
resistance measurement Start with positioning of motor by turning ON 

transition state T1with 5% duty

Set PWM frequency- 150 kHz

Now, turn ON transition state T1 with 50% duty 
and wait for some time for current to stabilize

Get output voltage of op-amp by A/D 
converter of micro-controller

Use equations 1, 2 and 3 to convert ADC value 
into I

BUS
flowing through shunt resistor

Use Equation 4 to calculate line to line resistance 
of the motor

Fig. 5 Transition state T2

It is to be noted that the PWM frequency applied for parameter calculation is
150 kHz. This is done to reduce the ripple content due to inductance in the circuit.
The flowchart for the resistance calculation is shown in Fig. 4.

Analog output voltage of op - amp = Digital output of op - amp as read byADC ∗ 5
(
2No. of bits of ADC − 1

)

(1)
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Analog input voltage of op - amp = Analog output voltage of op - amp

Gain of op - amp
(2)

IBUS(A) = Analog input voltage of op - amp

Shunt resistance value (≈ 0.1�)
(3)

Line to line resistance ofmotor (RS) = (PWMduty) ∗ (Rated voltage)

IBUS
− Shunt resistance

(4)

3.2 Inductance Calculation

For inductancemeasurement, themethodof calculation of the impedance of themotor
is used. The method of transient analysis can also be used, but for that very high-
speed op-amps are required. A sinusoidal signal needs to be produced, to calculate
the impedance of the motor. This is produced by using single-phase bridge inverter,
i.e., using MOSFETs ‘U’, ‘V’, ‘X’, ‘Y’. In this paper, a square wave of period 1 ms
is produced to calculate the impedance of the motor. A triangular current waveform
will be generated as shown in Fig. 11, due to the transient behavior of the circuit.
The flowchart/algorithm of the impedance of the motor is provided in Fig. 6.

Line to line impedance ofmotor (ZS)[�] = (PWMduty) ∗ (Rated voltage)

IBUS
− Shunt resistance

(5)

Line to line impedance ofmotor (LS)[�] =
√
Z2
S − R2

S

2π( f )
(6)

where f = frequency of applied square wave = 2000 Hz.

3.3 The Current Controller Model

After calculating motor resistance (Rs) and motor inductance (Ls), current controller
gains can be estimated. Current controller gains, i.e., proportional gain (KP) and
integral gain (KI), can be calculated by forming up a control structure of the d-axis
and q-axis current. This control loop structure for Id and Iq is shown in Fig. 7. For
maximum torque production under steady stage, Idref = 0, Iqref �= 0. Id is responsible
for producing flux in the motor windings and Iq is responsible for providing torque
to the motor shaft. The controller gain tuning is done under frequency response. So,
the method involved in gain tuning is by using desired bandwidth of the controller
and setting the phase margin of the current controller.
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Start with initializing timer of 
microcontroller

Set PWM frequency – 150KHz with 
50% duty cycle

Generate square 
wave using 

timer interrupt

For negative cycle, use 
transition T2

For positive cycle, use 
transition T1

Wait for stabilize 
time of current 

waveform 

Read ADC value of peak 
positive half cycle

Use equations 1, 2, 3, 5 
and 6 for calculating motor 

inductance 

Fig. 6 Flowchart of motor resistance measurement

The open-loop transfer function of Fig. 7 is given in Eq. 7. Since tuning of these
parameters is a real challenge, the KP term sets the high-frequency gain and KI sets
the low-frequency gain. Integral gain (KI) plays an important role in eliminating
steady-state errors.

Gopen
loop (s) = KP + KT

/
s

RS + sLS
= KPs + KI

s(RS + sLS)
(7)
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Fig. 7 The current control loop of sensorless vector control

There are two poles and one zero in the system. This depends on the location of
the poles. If they are near to jω axis, this will lead to the underdamped system. So,
the system may have resonant peaks, which, in practice, is undesirable.

The solution to this problem is to tune proportional and integral gains such that
they are at the exact position of motor parameters, as given in Eq. 8. So, there will
be a pole-zero cancellation and ultimately the system will have only one pole, i.e.,
setting the phase margin to 90°.

KP

KI
= LS

RS
(8)

The new closed-loop transfer function is as given in Eq. 9.

Gclosed
loop (s) = 1

s LS
KP

+ 1
(9)

Now, calculate the bandwidth of the new closed-loop transfer function. According
to Eq. 10, it is understandable that the KP term will decide the desired bandwidth
(3 dB frequency) of the current controller.

KP = (Bandwidth of current controller) ∗ LS (10)

It is to be noted that the desired bandwidth should be decided by keeping in mind
the time constant (τ = LS

/
RS) of the system. Here, the marginal stable system

would be defined by keeping bandwidth = 1 time constant. So, it is preferable to
keep bandwidth for 3–5 time constants. Also, the current gets stabilized to 95–98%
till 3–5 time constants.

Bandwidth of current controller = f3dB = 1

2πτ1
(11)

where τ1 = (3 to 5) ∗ τ .
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Fig. 8 Three stages of current control operation

There are three stages inmotor operation, as shown in Fig. 8. The phasor is rotated
from Id to Iq in starting to steady stage for the smooth operation of motor rotation,
where Id can be kept at 40% and Iq can be kept at 20% of the maximum current
rating of the motor. Under the starting stage, Iq is zero and under the steady stage, Id
is zero.

4 Experimental Results

A six-pole PMSM motor is evaluated experimentally. This is to verify the sensor-
less vector control using parameter estimation. The hardware model is shown
in Fig. 8. The sensorless vector control algorithm is set in the microcontroller,
TMPM370FYFG itself. But the parameters estimated is based on the control of
the inverter board and feedback circuit. The current waveforms for resistance and
inductance measurement are as shown in Figs. 10 and 11, respectively.

Table 3 shows the results of line to line stator resistance and line to line stator
inductance. The tuning parameters, which are proportional gain and integral gains,
are calculated at the bandwidth of 5 τ . Thus, the bandwidth of the current controller
taken is 25.86 rad/s (Fig. 9).

For resistance measurement, IBUS current generated in the motor windings is a
DC current waveform as shown in Fig. 10. As discussed, the DC current waveform
will be having ripples if the applied PWM frequency is not high enough. Here, the
short pulse is for positioning of the rotor (5% duty) and a longer duration pulse is
when the resistance of the motor is calculated.

Table 3 Experiment result
calculations

Parameters Calculated values

The line to line stator resistance, RS [�] 0.26

The line to line stator inductance, LS [mH] 0.32

Current controller proportional gain [KP] 0.0087

Current controller integral gain [KI] 6.724
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Inverter

PMSM 
Motor Feedback

Microcontroller

DC power 
supply (24V)

Fig. 9 Hardware setup for sensorless vector control of PMSM motor

Fig. 10 Current waveform under motor resistance calculation

For inductance measurement, IBUS current generated in the motor windings is a
triangular current waveform with positive and negative peaks as shown in Fig. 11.
This waveform is obtained under a timer frequency of 2000 Hz.

The scope graphs of the graphic user interface (GUI) are shown in Figs. 12, 13,
and 14 for the starting stage, change up stage, and steady stage, respectively. These
graphs are based on the current controller PI gains obtained. From Fig. 12, i.e., under
the forced stage, Iq is set to zero whereas Id is set to 40% of the maximum current
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Fig. 11 Current waveform under motor inductance measurement

Fig. 12 Scope result from
GUI comparing id_ref and
id_comm at starting stage

rating of the motor. As the motor is in no-load condition, so under steady stage the
motor draws no-load current, that’s why iq is less in steady stage as shown in Fig. 14.
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comparing i
d ref 

and i
d comm 

during change up stage comparing i
q ref 

and i
q comm 

during change up 

Fig. 13 Scope result from GUI for the change up stage

comparing i
d ref 

and i
d comm 

during steady stage comparing i
q ref 

and i
q comm 

during steady stage

Fig. 14 Scope result from GUI for steady stage

5 Conclusion

This paper presented a method to estimate the motor parameters. Based on the motor
parameters, the design of a control system for the current controller for sensorless
operation of a PMSM motor is being tuned. The experimental results are shown
for 135 W motor. This strategy is proposed so that the gain values of the current
controller for sensorless vector control operation can be tuned automatically without
the use of the motor datasheet. This is done to avoid manual tuning of gain values
which consumes a lot of time.
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Single-Object Detection Hardware
Accelerator Using XfOpenCV Library

Aman Saxena, M. P. R. Prasad, and Prashant Sivaji Sutar

1 Introduction

Real-time image and video processing plays an important role in developing algo-
rithms for object detection, tracking [1], space technology, video surveillance and
security. In electrical system where image processing is important, consumption
of large electric power makes the system less power-efficient. In general, image
processing contains many filters and functional operations which make the system’s
CPU busy and consume a lot of computational time and power [2]. However, more
complex algorithm takes lots of computational power to handle the large number of
pixels in video processing. On the other hand, FPGA has the capability to work with
CPU [3] and make it suitable for image processing. FPGA uses hardware acceler-
ator [4] for high-speed operations, such as filtering and thresholding, which reduce
the amount of work which is to be done by CPU. Some pre-processing functions
are done by FPGA before sending pixels to the CPU, which helps in reducing the
processing time. The control logic can also be built and implemented on the FPGA
which can control the process without interfacing the CPU [2]. By using FPGA over
CPU makes the system fast and reduce power consumption.

This paper describes the designmethodology and generation of an IP for detecting
a single object in the image which is going to be implemented on the FPGA Zynq
processor-basedZyboboard.Object detection IP is generated inVivadoHLSbyusing
xfOpenCV library APIs. xfOpenCV library provided by Xilinx is used for synthesis.
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Generated IP contains the input and output ports that take data in the AXI stream
format. AXI4-Stream is a communication protocol that works on the master–slave
concept [3].

The rest of the paper is organized as follows. In Sect. 2, we discuss the functions
that are used to generate the IP. In Sect. 3, we discuss the steps for implementation.
The results of C-simulation and synthesis are shown in Sect. 4.1. Generated IP is
shown in Sect. 4.2 and resources utilized by FPGA are explained in Sect. 4.3. Finally,
Sect. 5 concludes the work (Fig. 1).

Fig. 1 System architecture of Zynq7000 SoC [2]
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2 Functions Used in Object Detection Algorithm

2.1 Threshold

The threshold function changes the pixel intensity to either maximum or minimum
according to the given value [5]. Many types of operation can be performed using
threshold operation.

Case 1: If the pixel intensity is more than or equal to the given threshold then the
pixel intensity is set to maximum, otherwise to minimum value.

Case 2: If the pixel intensity is more than or equal to the given threshold then the
pixel intensity is set to threshold value, otherwise remains the same as the
source image pixel.

Case 3: If the pixel intensity is more than or equal to the given threshold then the
pixel intensity is set to the same source image pixel intensity, otherwise
set to zero (minimum).

Case 4: If the pixel intensity is more than or equal to the given threshold then the
pixel intensity set to zero(minimum), otherwise set to the same source
image pixel intensity.

The mapping of this design and implementation is based on case 1 where
the threshold value and maximum value set the pixel intensity to a maximum or
minimum. The assumption is that the output of threshold image contains two classes
of pixels, one is foreground pixels (maximum value) and the other background pixels
(minimum value).

Output(x,y) =
{
Maximum, if input(x,y) > threshold

Minimum, otherwise

2.2 InRange

The outputs of thresholding are two pixel classes: one is background pixels and
another one is foreground pixels. InRange function is used to remove the background
pixels completely from the image [5]. This function uses boundary value (upper and
lower value) and checks if the input image pixel intensity lies between these upper
value and lower value or not. If it lies then pixel at output image is set to 255
(bright/white) and if not then output pixel is set to 0 (dark/black).

Output(Img) = LowerValue < Input(Img) < UpperValue
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2.3 Corner Detection

Once the foreground pixels are identified in the image, the next process is the Fast
(Features from accelerated segment test) corner detection. Fast function detects the
corners of an object present in our image. It compares the intensity of the pixel to
its neighboring pixel on a circle called Bresenham’s circle [5]. If nine contiguous
pixel intensities are found to be more than the given threshold, it is considered as
corner; otherwise it is not the corner of an object [5]. Found corner is marked as 255
(bright/white), otherwise 0 (dark/black).

2.4 Finding Pixels Location

After getting the corners of an object, the need is to find the location of every detected
cornerwhich can be done by usingXF_BITSHIFT function.XF_BITSHIFT function
counts the number of times the image size shifts to right until data transfer size [5].We
use this function in a loop such that it checks every rows and columns and if it finds
value (pixel) at any location, the x and y coordinates of that location are recorded into
the array. The recorded coordinates are selected according to the region of interest
(ROI).

Figure 2 shows the flow of the algorithm in single-object detection. The color
image is first converted into an HSV image (hue–saturation–value). Extract the
feature (saturation) from the HSV image. Dilation use to add some pixels in the
object, which are lost in feature extraction [6].

Threshold separates the pixels into two classes: maximum and minimum pixel
intensities. InRange suppresses the minimum value pixel entirely from the image.

Fig. 2 Flow of algorithm in the proposed system
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Fast corner detection is used to detect the corner of an object. Locate the corner
location and select the region of interest (ROI). Use the region of interest to make
the boundary over object present in our image using boundary function.

3 Implementation of Single-Object Detector in Vivado HLS

FPGAhardware logic ismainlywritten inVerilog/VHDL. For some applications, it is
difficult to write complex codes in Verilog. Vivado HLS tool converts the high-level
language (C/C++) into Verilog/VHDL which can be synthesized easily in Vivado
for targeted FPGA [7]. So, Vivado HLS becomes very useful tool for modeling the
image processing unit [4]. Figure 3 shows the design flow of Vivado HLS synthesis.
In this, designers start coding in high-level language and then verify and test it using
HLS tool. Once the verification and testing get over, designers synthesize the code
and generate the IP.

This work implements the xfOpenCV library to generate IP in accordance with
the AXI protocol [8]. In xfOpenCV, xf::Mat class is used to define the image object
in Matrix format. hls::stream class is used to define the image object in AXI format.
xf::AXIvideo2xfMat function is used to convert the AXI format into Matrix format

Fig. 3 Workflow for Vivado HLS synthesis [3]
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Fig. 4 Data flow in AXI and Matrix format

and xf::Mat2AXIvideo is used to convertMatrix format intoAXI format [2] as shown
below (Fig. 4).

Steps for algorithm:

(1) Designer writes the top-level function in C++ for synthesis:
object_detect(input image, hsv image, gray image, dilation image, threshold
image, inrange image, corner image, output image, kernel matrix).

(2) Wrapper function for synthesis:
ip_object_detect(input image, output image, H, W, kernel matrix).

(3) Interface using pragma directive of HLS
#pragma HLS INTERFACE axis register both port = input
#pragma HLS INTERFACE axis register both port = output

(4) Define image object class:
xf::Mat<XF_8UC3, HEIGHT, WIDTH,XF_NPPC1> imgInput
xf::Mat< XF_8UC3, HEIGHT,WIDTH,XF_NPPC1> hsvimage
xf::Mat<XF_8UC1, HEIGHT, WIDTH,XF_NPPC1> grayimg
xf::Mat< XF_8UC1, HEIGHT,WIDTH,XF_NPPC1> dilationimg
xf::Mat< XF_8UC1, HEIGHT,WIDTH,XF_NPPC1> thresholdimg
xf::Mat< XF_8UC1, HEIGHT,WIDTH,XF_NPPC1> inrangeimg
xf::Mat< XF_8UC1, HEIGHT,WIDTH,XF_NPPC1> cornerimg
xf::Mat< XF_8UC1, HEIGHT,WIDTH,XF_NPPC1> outputimg

(5) Define the HLS stream variable using pragma directive
#pragma HLS stream variable = imgInput.data dim=1 depth=1
#pragma HLS stream variable = outputimg.data dim=1 depth=1

(6) Inside the data pragma

(a) xf::AXIvideo2xfMat(input, imgInput) which convert AXI stream input
into mat format.

(b) Call object detection function:
object_detect(imgInput, hsvimage, grayimg, dilationimg, thresholdimg,
inrangeimg, cornerimg, outputimg, kernel)
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(c) xf::xfMat2AXIvideo (outputimg, output)which convertmat format input
into AXI stream.

4 Results

4.1 Simulation Results

Figure 5a, b shows the source images in Vivado HLS for C-simulation.
C-simulation in Vivado processes the source image according to the function used

from xfOpenCV library.
Figure 6a, b shows the output images generated after C-simulation. The rectangle

in the output image contains the detected object.

Fig. 5 a, b Source image in Vivado HLS

Fig. 6 a, b Output image after C-simulation
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Fig. 7 Generated IP

4.2 IP Generated

The generated IP after C-synthesis and export RTL function in Vivado HLS is shown
below.

The generated IP block contains AXI stream input p_src and output p_dst ports,
work according to AXI standard protocol [8] (Fig. 7).

4.3 Resource Utilization

Table 1 presents a screenshot of Vivado HLS which shows the resources utilized
by FPGA to generate RTL in system design. Utilization of flip flop is only 21%
and the lookup table is only 49% in this implementation. The resource utilization is
compared with the resource present in Zync7000 SoC-based Zybo board.
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Table 1 Resource utilization of FPGA

Utilization estimates

Summary

Name BRAM_18K DSP48E FF LUT URAM

DSP – – – – –

Expression – – 0 72 –

FIFO 0 – 75 604 –

Instance 22 6 7370 7849 0

Memory – – – – –

Multiplexer – – – 108 –

Register – – 14 – –

Total 22 6 7459 8633 0

Available 120 80 35,200 17,600 0

Utilization (%) 18 7 21 49 0

5 Conclusion

In this paper, single-object detection has been successfully done by using the
xfOpenCV library in Vivado HLS. Complex algorithm for image processing is easily
written on high level language (C/C++) instead of writing in Verilog. The algo-
rithm from xfOpenCV library gives fast and better results than OpenCV library. The
resource utilization table shows that less resources of FPGA are utilized. We can use
different filters in between the process to get the better results such as dilation,median
filter, and bilateral filter. They change the smoothness of image which helps in better
finding of the pixel locations of an object.We can change the value of upper threshold
and lower threshold in code to avoid the pixel loss of the targeted object. Changing
threshold gives the better result in detection. Using FPGA and xfOpenCV libraries
API, we can increase our system performance and reduce its power consumption and
makes the system more power efficient.
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Impact Assessment of Cross-Subsidy
Surcharge on Electricity Demand
in Short-Term Power Market in India

Naveen Agarwal, Naqui Anwer, and Gopal K. Sarangi

1 Introduction

Competition is one of the major key to revive ailing power sector of the country. To
increase competition in the sector, open access policy was enacted in the Electricity
Act 2003 (EA 03). As per EA 03, open access means “the non-discriminatory provi-
sion for the use of transmission lines or distribution system or associated facilities
with such lines or system by any licensee or consumer or a person engaged in gener-
ation in accordance with the regulations specified by the Appropriate Commission”.1

Before the open access policy, consumers did not have any choice for power supply
other than buying it from the state utility. Even if he was not happy with the quality of
power supply or the price of power, he was enforced to be connected with respective
state utility only. However, after the enactment of EA 03 and in turn the open access
policy, any consumer who has more than 1MW load can choose their power supplier.
Also, any captive power generator can supply power using states’ transmission and
distribution infrastructure. Power trading which was started in 2001 to cover the
deficit of power in one region by supplying power from other surplus region was
supposed to get boost after the introduction of open access policy [1]. There are two
ways of power trading, either through bilateral market or through spot market at

1See Sect. 47, page 7 of EA 03.
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electricity exchanges. IEX was the first power exchange in India which was set up
in 2008 to create electricity market at national level (Economic Survey 2015–2016).
At exchange, price and quantum bids are submitted by both electricity suppliers and
buyers where first bids are submitted by seller and second by the buyers, and the
intersection of two decides the market clearing price and market clearing volume
[2]. A buyer who wants to purchase electricity in spot market or from bilateral
market, first has to get open access permission from the concerned utility and regu-
latory commission. This is required as concerned utilities will need to assess the
availability of transmission network capacity. An open access consumer has to pay
different charges such as transmission charges, wheeling charges, and cross-subsidy
charges. Transmission and wheeling charges need to be paid for the usage of trans-
mission and distribution network and cross-subsidy charges are paid to compensate
the loss of cross-subsidy to utility which that consumer was paying to subsidize the
agricultural category of consumers.2 Cross-subsidy charge increases the overall cost
of power buying from the exchange to the consumer. It takes away all the economic
benefit of buying power from the exchange [1].

The aim of this paper is to evaluate the impact of cross-subsidy surcharge on the
demand of electricity in the short-term electricity market. This demand assessment
is very crucial to evaluate the impact of cross-subsidy policy on the short-term elec-
tricitymarketwhich plays a very important role in filling the demand supply gap. This
assessment will also help the marketers to assess the demand and supply projections
in future, considering the cross-subsidy levels in the electricity tariff. Based on the
results, bidders (buyers and sellers) would be able to evaluate/assess the criticality
of cross-subsidy surcharge factor in assessing the future demand of electricity in the
short-term electricity market.

This paper has been divided into following sections: (i) Sect. 2 reviews the litera-
tures on electricity market and cross-subsidy to understand the level of the research
done in this area and other insights into these concepts; (ii) Sect. 3 provides the
methodology tomeasure the impact of cross-subsidy surcharge on electricity demand
in bilateral market and spot market separately, along with a discussion of data incor-
porated in this analysis; (iii) Sect. 4 of the paper analyzes and discusses the results
of this analysis and the last or the fifth section concludes the paper and provide
recommendations.

2 Literature Review

Development of electricity market is necessary to create a competitive environment
in the power sector. Electricity market gives the choice to buyers and sellers to buy
and sell electricity. Open access is one of the most important policy measures of the
EA 03, which allows consumers to choose their suppliers in the electricity market
and which will lead to attract more investors to invest in the power sector (Kumar and

2See Sect. 2 of Sect. 42 of EA 03.
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Chatterjee 2012). There are two ways of power trading; one is bilateral trading and
the second is spot market at power exchange [2]. Under bilateral trading, both parties
(buyer and seller) negotiate with each other for a quantum of electricity with some set
of terms, and once it is finalized, electricity trading is commenced as per the contract.
In spot market, double-side auction takes place in which buyers and sellers bid their
price for certain quantum of electricity and based on that price is discovered [3]. In
electricity trading, price follows the concept of economics means the clearing price
is dependent on demand and supply of electricity. If there is reduction in supply or
increase in demand, price will increase and if supply increases or demand decreases,
price will decrease (Umesh Kumar Shukla).

For both the forms of short-term power trading, consumer has to get open access
from respective utility and regulatory commission. Themain objective of introducing
open access was to create a competitive environment in the sector which will bring
efficiency and motivate investors to invest in this high capitalized sector. However,
the experience from the last many years suggests that the full success of open access
is still far away [4]. Many of the state utilities have denied giving permission for
open access. Reasons behind this are that first utility has fear to lose a high revenue
consumer as mostly these are industrial consumer; second, switching of consumers
impacts on their power procurement planning [4]. Other than rejections from the
discoms, industries itself are not encouragedmuch to use open access to get electricity
at better price than discom [2]. The main reason is that industries have to pay cross-
subsidy surcharge and other charges also to discom if they leave the discom and
choose to get power from the market using open access.3 Paying this cross-subsidy
surcharge over the cost of electricity from other sources does not give any economic
benefit to consumer to prefer electricity market over discom [5]. To achieve the
objective of open access, cross-subsidy should be reduced in a progressive manner
[6]. National Tariff Policy 2006 (NTP 06) remarked that cross-subsidy surcharge
should not be that high that it constrains the consumers to use open access. NTP
2006 also notified to prepare a roadmap to reduce cross-subsidy in a progressive
manner.4 But most of the states did not prepare roadmap for a long time. In China, in
2015, the government proposed to reduce cross-subsidy through electricity reforms
but it hasn’t impacted consumers in a positive manner [7]. It may be because, in
China, electricity consumption is inelastic to price, and the price of appliances and
temperature factors drive it (Lin and Wang 2020).

In cross-subsidy system, one category or group of consumer is subsidized by
the other category or group of consumer by paying more than the actual price of
the product. Highlighting the problems of cross-subsidy, a paper by Willems [8]
mentioned that due to cross-subsidization, competition between any two groups of
people becomes insignificant as it distorts the level-playing field. A study by Ansarin
et al. [9] mentions that cross-subsidy also exists in a constant (does not change
with time) electricity price system where distribution utility purchases electricity
from the wholesale market at different price whereas it provides to consumers at

3See Sect. 2 of Sect. 42 of EA 03.
4See Sect. 8.5.1 of National Tariff Policy, 2006.
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a constant price. Referring Electricity Act 2003, researcher Subhes C Bhattacharya
(2005) also suggested to reduction in cross-subsidy, and if the government announces
any subsidy, it should be paid to utility in advance. In electricity tariff structure,
industrial and commercial category of consumers pays more than the actual cost
of electricity to subsidize the agricultural category of consumers which reduces
their irrigation cost. In this view, Ranajoy Bhattacharya (2017) proves in his study
that removal or reduction of cross-subsidy may increase this irrigation cost which
may further increase the inflation. Guo et al. [10] add further that to some extent
cross-subsidy has a positive impact as it encourages industries to use clean energy
sources.

Basically cross-subsidy level depends on the electricity demand from both the
subsidizing and the subsidized group. Any change in the demand portfolio from one
group will change the cross-subsidy level.With increase in rural electrification, more
number of agricultural consumers are being added into the consumer list of discoms,
which will increase the requirement for cross-subsidy revenue to maintain the even
current cross-subsidy level for agricultural consumers. This will enforce regulators to
increase the cross-subsidy level for industrial and commercial consumers to increase
the overall cross-subsidy revenue or maintain the overall revenue. With the study of
sub-optimality regime in cross-subsidy, researcher Chattopadhyay [11] found that
there is possibility that more increase in cross-subsidy reduces the cross-subsidy
revenue. This is possible because of shifting of some industrial consumers from
utility to setting up their owncaptive power plant or purchasing power from renewable
sources using open access as in both the cases consumer either has to pay no or very
less cross-subsidy surcharge [12, 13].

3 Data and Methodology

To estimate the impact of cross-subsidy surcharge on short-term power trading
volume, we need to analyze the relationship between cross-subsidy surcharge and
electricity demand in spot market and bilateral market. To find this relationship, we
estimate elasticity to see the responsiveness of electricity demand in both forms of
short-term power trading to the change in cross-subsidy surcharge. The cross-subsidy
surcharge elasticity η for electricity demand in short-term electricity market is

η = Percentage change in electricity demand

Percentage change in cross subsidy surcharge
(1)
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3.1 Data

The present research is based on the secondary data of the selected states. The top 15
states in the list of highest electricity demand were selected for the research. A final
sample of eight states was taken based on availability of the data. The period of study
is from 2012–13 to 2017–18. Data of state-wise electricity purchase in spot market at
exchanges from FY 2012–2013 to 2017–2018was obtained from the NLDCwebsite.
For the same period, bilateral trading data was taken from the CERC monthly short-
term transactions reports (CERC 2012–2013 to 2017–2018). These spot market and
bilateral trading data was in the form of monthly, but as the change in cross-subsidy
surcharge happens on an annual basis, we had converted monthly data into yearly
data. The cross-subsidy surcharge data was sourced from tariff orders from 2011–
2012 to 2016–2017 of each state, and the state domestic product at constant price
data was sourced from the RBI statistics handbook (RBI 2017–2018).

As the objective of this research is to determine the impact of cross-subsidy
surcharge on the electricity demand in the short-term electricity market, referring
the above literature review, we will estimate the cross-subsidy surcharge elasticity
of the electricity demand.

Determinants of electricity demand at short-term electricity market.

Based on the review done in the literature review section, the following determinants
were identified:

1. Price at short-term electricity market: As per law of demand, if all other factors
remain equal, quantity demanded is negatively related to the price. Study by
Bose and Shukla [14] found a negative relationship between price and electricity
consumption.

2. Cross-subsidy surcharge: The main objective of this paper is only to assess
the impact of this variable on the electricity demand in short-term electricity
market. As per report by Energetica India [5], cross-subsidy surcharge should
discourage industrial consumers to opt short-term electricity market, which
means that cross-subsidy surcharge should have negative impact on electricity
demand.

3. States industrial gross domestic product (GDP): Increase in GDP will increase
the demand of production which will lead to increase in the demand of elec-
tricity. In their study [14] found that sectoral electricity consumption is positively
dependent on sectoral GDP.

3.2 Methodology

In this study, sample contains data across states over a period. As per paper by Guha-
khashobis andBhaduri [15], estimates frompanel data are expected to bemore robust.
In another paper by Baltagi (2011), it is mentioned that using panel data allows the
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estimation of parameter in a more efficient way. Also in panel data, the impact
of multicollinearity reduces both time and cross-sectional dimensions present in the
data. To understand and estimate the impact of cross-subsidy surcharge on electricity
demand, two panel data estimation have been used, namely, pooled ordinary least
square and fixed effects panel model.

The equation for the panel data will estimate in the form given below:

E Ditk = β0 + β1 priceitk + β2C SSitk + β3SG D Pitk + eitk

where.

i number of cross-sections.
t period of study.
k type of market (spot market and bilateral market).
eit error-term of the equation.

4 Empirical Findings and Discussion

4.1 Descriptive Analysis

This analysis provides the idea of distribution of the data of variables using statistical
analysis. It also helps in finding any outliers in the data set.

Table 1 compares the electricity prices and demand in both spot and bilateral
market. As per data given in the table, prices are higher in bilateral market compared
to spot market. As per demand data, it is higher in case of bilateral market but
variation is higher in spot market. Here it is very interesting that though price is
lower in case of spot market, but here demand is still lesser compared to bilateral.
The most possible reason is the confirmation of electricity supply in case of bilateral
market which is not possible in case of spot market because of pooling-based trading
structure in spot market. CSS is very less in some states, whereas in some it is very
much equal to price of electricity in short-term electricity market.

Table 1 Descriptive analysis

Price (Spot) Price (Bilateral) Demand (Spot) Demand
(Bilateral)

CSS

Min 2.5 3.53 41.78 58 0.1

Mean 3.12 4.02 1794 2567 1.23

Max 3.67 4.33 7803 7259 3.32
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Table 2 Correlation matrix—independent variables (spot market)

CSS GDP Price

CSS 1 0.64 −0.06

GDP 1 −0.06

Price 1

Table 3 Correlation matrix—independent variables (bilateral market)

CSS GDP Price

CSS 1 0.66 −0.33

GDP 1 −0.16

Price 1

4.2 Correlation Analysis

The correlation between independent variable is measured in this study. Tables 2 and
3 show the measured value of correlation for both bilateral and spot market and it
is found that there is no high degree of correlation between independent variables.
It proves that the equation formulated earlier will not be affected by problem of
multicollinearity.

4.3 Regression Analysis

The regression results Tables 4 and 5 from the pooled OLS method show that in case
of spot market, out of three independent variables—price, cross-subsidy surcharge
(CSS), and state GDP—only GDP is a significant determinant of electricity demand
at 5% level for the selected Indian states, whereas in case of bilateral market, there
is no determinant that is significant. In case of spot market, price is not a significant
determinant though its estimate value is −1.71, which shows that price is quite
negative elastic to electricity demand. For both spot and bilateral market, cross-
subsidy surcharge is not a significant determinant as estimate values are −0.04 and

Table 4 Effect of explanatory variables on electricity demand in spot market using pooled OLS
estimation model

Estimate Std. Error t-Value Pr(>ItI)

Price −1.71 1.31 −1.3 0.19

CSS −0.04 0.25 −0.15 0.87

GDP 0.79 0.29 2.68 0.01

R2– 0.19.
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Table 5 Effect of explanatory variables on electricity demand in bilateral market using pooled
OLS estimation model

Estimate Std. Error t-Value Pr(>ItI)

Price 0.04 2.11 0.02 0.98

CSS 0.37 0.24 1.55 0.12

GDP 0.44 0.25 −1.7 0.09

R2– 0.08.

0.37, respectively, which is very low. These results are further corroborated with
R-square value of 0.19 and 0.08 in spot and bilateral market, respectively, which are
considerably lower.

Our data sample contains data from across states over a period of time, which may
lead to cross-sectional effects. To correct it, fixed effect panel model is used. The
result of fixed effect panel regression Tables 6 and 7 shows that in case of spotmarket,
all determinants—GDP, cross-subsidy surcharge, and price—are very significant for
electricity demand. In this result, the estimate value of cross-subsidy surcharge has
increased to −1.56. The R-squared value also has increased to 0.82.

In case of bilateral market, fixed effect panel regression shows that GDP and
price are very significant determinant of electricity demand, whereas cross-subsidy
surcharge is not. Here the estimate value of cross-subsidy surcharge is −0.67. The
R-squared value also has increased to 0.56.

In the step-by-step regression to understand the contribution of independent vari-
ables whichwere found to be insignificant in case of pooledOLS regression, it is seen
that in fixed effect model most of the variables are significant. Also, the R-squared

Table 6 Effect of explanatory variables on electricity demand in spot market using fixed effect
estimation model

Estimate Std. Error t-Value Pr(>ItI)

Price −1.92 0.81 −2.37 0.02

CSS −1.56 0.71 −2.19 0.03

GDP 0.86 0.24 2.68 0.00

R2– 0.82.

Table 7 Effect of explanatory variables on electricity demand in bilateral market using fixed effect
estimation model

Estimate Std. Error t-Value Pr(>ItI)

Price −1.43 0.67 −2.13 0.05

CSS −0.82 0.47 −1.74 0.09

GDP 0.96 0.38 2.68 0.02

R2– 0.56.
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value has increased significantly compared to the R-squared value in pooled OLS
regression.

4.4 Discussion

Findings from the regression suggest that GDP, price, and cross-subsidy surcharge
play a significant role in determining the electricity demand in short-term electricity
market in the country. As the main objective of this paper is to measure the impact
of cross-subsidy surcharge on the electricity demand in the short-term electricity
market, findings suggests that in spot market, electricity demand is negatively elastic
to cross-subsidy surcharge as the value of coefficient of CSS is −1.35 which is
higher than 1. In bilateral market, results show that cross-subsidy surcharge is not a
significant determinant of electricity demand and the coefficient value is−0.7 which
is lower than 1. It suggests that in bilateral market electricity demand is not elastic
to cross-subsidy surcharge.

The main reason for the inelastic in the bilateral markets appears to be due to
the fact that bi-lateral buyers are exempted from cross-subsidy surcharge if they
purchase electricity from renewable sources.Most of the states’ exempt cross-subsidy
surcharge in case of buying power from renewable energy sources. (Refer Annexure
1 for states’ policies of cross-subsidy surcharge related to renewable energy.) In
bilateral market, buyers can distinguish between thermal and renewable power seller,
so cross-subsidy surcharge would not be able to impact electricity demand. However,
in case of electricity exchange, this differentiation is not possible as all power is
considered as thermal power.

In starting of the paper, it was discussed that cross-subsidy surcharge is an obstacle
for industries as they have to pay it to the utility in case of opting open access for
buying electricity from the electricity market. It means that elasticity should be
negative as increase in cross-subsidy surcharge would tend to prevent industries to
move away from utility and will lead to reduce in the electricity demand in short-
term market. A negative coefficient of cross-subsidy surcharge confirms our hypoth-
esis that cross-subsidy surcharge is a bottleneck for growth of short-term electricity
market.

All the industrial consumers who want to leave the utility and look for short-term
electricity market for power purchases have two options: one is bilateral market and
second is electricity exchange. As price is a very important determinant for electricity
demand, based on price, buyers can opt their market place. In the last 6 years, average
price at exchange and bilateral market is INR 3.12/unit and INR 4.02/unit, respec-
tively.5 Because of lesser price at exchange, growth in exchange has been more than
bilateral market.6 But cross-subsidy surcharge is playing a negative role in the growth

5CERC, “Report on Short-term Power Market in India: 2017–2018.
6Statement is based on data of trading volume in CERC, Report on Short-term Power Market in
India: 2017–2018.



44 N. Agarwal et al.

of electricity exchange. If cross-subsidy surcharge increases, consumers either would
not leave the utility or would prefer bilateral market where they can be exempted
from cross-subsidy surcharge by buying electricity from renewable energy sources
which is not possible in case of exchange as at exchange all power is considered as
thermal power only.

Consumers will opt to buy power from market only if they get financial benefit,
meaning if the price of power at market is cheaper than utility tariff. In the last few
years the cost of power generation from renewable sources, especially from solar PV,
has drastically come downbecause of technology advancement. Recently, on a record
low level, in a reverse auction, tariff for solar project was discovered at Rs. 2.44 per
unit.7 This major reduction in cost of solar PV power and exemption in cross-subsidy
surcharge is boosting the overall renewable energy sector in the country and luring
investors to invest in the sector especially solar energy. Any reduction of price at
bilateral market will surely attract buyers who are looking to buy power frommarket
without paying cross-subsidy surcharge to the utility.

From Fig. 1, it is very clear that tariff has been reduced from above Rs. 10 per unit
in 2011 to less than Rs. 3 in 2017. There is an estimate that solar tariff can be further
reduced because of more technical advancement. This would increase the elasticity
at exchange in future as more no of industries would like to move to bilateral market
to buy cheaper solar power without paying cross-subsidy surcharge if policy makers
will keep giving this benefit of exemption of cross-subsidy surcharge.

5 Conclusion and Recommendation

An efficient electricity market is required to fill the gap of demand and supply in an
area by supplying electricity from one surplus area to other deficit area of the country.
For an efficient market it is necessary that it attracts more and more suppliers and
buyers of electricity. This paper analyzes critically a hypothesis according to which
cross-subsidy surcharge is a bottleneck for industries for buying electricity from
electricitymarket. To analyze, this paper estimates the elasticity of electricity demand
in short-term electricity market in respect to cross-subsidy surcharge. Analysis was
done on both forms of short-term electricitymarket: spot and bilateral. In the analysis
we considered eight states which cover more than 50% of electricity demand of the
country.

In regression analysis results, cross-subsidy surcharge was found as a significant
determinant in case of spot market but in case of bilateral market it does not have
significant impact on electricity demand.

The overall analysis in this paper shows that cross-subsidy surcharge has a mix
impact on short-term electricity market, where in one form of market, cross-subsidy
surcharge is not able to impact because of states’ policies to support growth of

7Financial Express, 4 July, 2018 (https://www.financialexpress.com/industry/bids-for-2000-mw-
solar-tariffs-revert-to-record-low-level/1230553/).

https://www.financialexpress.com/industry/bids-for-2000-mw-solar-tariffs-revert-to-record-low-level/1230553/
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renewable energy. In spot market, it has a negative impact. Overall, cross-subsidy is
the hindrance for the growth of the market as it obstruct industries to choose their
supplier. Though they can choose bilateral market to get away from cross-subsidy
surcharge, but availability of renewable energy is still a matter of concern. So many
of the buyers either have to pay cross-subsidy surcharge to get power or have to drop
plan to leave the utility which is against the objective of enacting open access policy
in Electricity Act 2003.

Based on our results and analysis, it is recommended that policy makers need to
reform the policies related to cross-subsidy considering all its ill-effects on electricity
market which is very much required to make electricity sector more attractable for
investors. If the government wants to give subsidy to farmers or any other category of
consumers, it should be transferred directly into the subsidized consumer’s account
from the other sources of fund-like tax.

Appendix

Annexure 1 State-wise cross-subsidy surcharge regulations for renewable energy.

State Regulation Year Abstract

Gujrat Compendium of Regulations &
Tariff Orders Issued by Regulatory
Commissions for Renewable
Energy Sources in India

Third party sale from renewable
energy sources is exempted from
the cross-subsidy surcharge

GERC, Open Access Regulation,
Notification No 13 of 2005

2005 The open access users, except
those availing open access facility
to transfer power from their
captive generating plants to the
destination of own use, shall pay
the (cross-subsidy) surcharge to
the Distribution Licensee of their
area, as determined by the
Commission from time to time
under Sect. 42 (2) of the Act

Karnataka Before The Karnataka Electricity
Regulatory Commission,
Bengaluru

5-Jan-17 The fallout of high CSS is that it
opens opportunities to solar and
group captive transactions

That Group Captive is now
permitted and such generators do
not pay CSS and tax

(continued)
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(continued)

State Regulation Year Abstract

That the impugned order suffers
on account of placing the wind
power plants at a disadvantageous
position vis-à-vis solar power
plants, to which wheeling charges,
banking charges, and CSS are
waived, on contrary to the Act and
the National Electricity Policy

That disallowing the CSS will
defeat competition

Wheeling charges, Banking
charges & Cross Subsidy
Surcharge for Solar Power
Generators

2014 In the said order, the Commission
has decided not to levy any
wheeling charges and banking
charges, or cross-subsidy
surcharge for the solar generators
who sell electricity on open access
within the state

Rajasthan RERC Notification [2], Sect. 38.5,
Page 18

2014 The cross-subsidy surcharge as
determined by the Commission
from time to time shall not be
applicable in case of open access
transactions based on wind energy,
solar pv and solar thermal power
stations

Haryana Haryana Solar Power Policy, 2016 2016 All electricity taxes and cess,
electricity duty, wheeling charges,
cross-subsidy charges,
transmission and distribution
charges and surcharges will be
totally waived off for
ground-mounted and roof top
solar power projects

Maharashtra MERC open access regulation
2016, Sect. 14.7.d, page 36

No relaxation on renewable energy

UP UPERC Solar Policy 2017, 8.1.4,
Page 12

2017 As Uttar Pradesh is a power
importing state, cross-subsidy
surcharge and wheeling
charges/transmission charges will
be exempted 100% for intrastate
transmission system on interstate
sale of solar power

(continued)
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(continued)

State Regulation Year Abstract

Bihar BERC Regulation,
2017,Sect. 33.V, Page 25

In case of third party sale of solar
power, the transmission licensee,
distribution licensee and/or SLDC,
as the case may be, will provide
open access within 30 days of
application on payment of
required open access charges as
determined by the Commission
and the generator in addition to
2% banking charge, will pay to the
BSPHCL/distribution licensee
wheeling and transmission charges
and T&D losses as determined by
the Commission for the voltage
level at which power is fed into the
grid. However, no cross-subsidy
surcharge will be paid

Punjab Policy on Net-Metering for grid
interactive roof-top solar PV, GoP

2014 To encourage the green energy,
such roof top solar system
installations set up under this
policy would be exempted from
open access regulations

2014 The roof top solar system under
net metering arrangement, whether
self-owned or third party owned
installed on eligible consumer
premises, shall be exempted from
banking and wheeling charges and
losses, cross-subsidy and
additional surcharge, etc. and
MMC shall be applicable as per
sub-clause(5) of clause 13

PSERC, Petition No. 75 of 2016 2017 That with the setting up of a power
plant as intended by the petitioner
will result in significant loss of
revenue for the home distribution
utility as the existing
cross-subsidy surcharge and the
additional surcharge shall not be
leviable on group captive power
plant and payment of transmission
and wheeling charges for
non-conventional sources of
energy (solar/wind power
generation etc.) has already been
exempted by this Hon’ble
commission vide order
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An Intelligent Control Technique-Based
DTC of BLDC Motor Using New
Multi-level Inverter

S. Arun Naik, G. L. Pahuja, and Prakash Kulkarni

1 Introduction

BLDC is known for the density of power and rapid efficiency [1]. It has a non-
sinusoidal (near trapezoidal) posterior EMF and requires special control to establish
the magnetic field strength. The electric drives with high-speed activity are required
to shut flux and torque regulation. This regulation is by field-based control (FOC). To
control the module load in an inverter system, the FOC system requires an observer
check for the change in coordinates and a current controller. However, the FOC
requires accurate and complex reporting, thereby increasing the lightness and culture
of the load due to the loading disturbance and uncertainty of the parameters [2]. DTC
is a structure to give quick and dynamic responses of the drive even for low recurrence
activity of intensity electronics. It is a consolidation of the FOC andDSC procedures.
Utilizing exchanging vector look-into table, the basic thought of DTC of enlistment
engine drives is to control both stator motion linkage and electromagnetic torque of
the machine.

The basic concept of the DTC of motor drives is to regulate both the coupling of
the stator flux as well as the electromagnetic winding of the motor and at the same
time using the switching vector view table [3]. It is characterized by the lack of PI
controllers, coordination changes, current controllers, and PWM signal generators.
DTC works with a variable switching frequency or standard scanning techniques.
Compared to the vector control scheme, DTC offers dynamic performance similar
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to that of the simple control architecture. The conventional strategy of DTC is the
basis of the loop of hysteresis accompanied by the switching table of a single vector.
Its frequency of switching deviates with speed and torque, which can result in higher
torque pulses, especially at lower speeds due to lower torque frequency, which limits
its use [4]. The general challenges of DTCs are: the largest torque ripples and tran-
sition of the intermediate repetition to the phase changes of the torque phase at the
beginning. Therefore, intelligent methods like the fuzzy logic (FL), the sliding mode
control (SMC), and artificial neural network (ANN) are used. Most of them relate to
flux development and moment estimator, as well as integration in DTC with space
vector modulation (SVM) technology. The main issue was the straight winding and
circulation stream regulation of the BLDCM as the regulation component and the
d-axis current in the rotor reference outline was regulated to diminish the air hole
current, resulting in an iron loss in the motor. This issue can be resolved by an
assortment of methods, for example, sliding mode control (SMC), variable struc-
ture control (VSC), self-optimization strategies, adaptive control, etc. The specific
control framework above likewise relies upon the numerical model and it is hard to
build up a scientific model of the framework because the framework model cannot
be adjusted to obscure load and parameter factors. In this manner, the exactness of
the model and the speed of the framework are influenced. This paper uses a new
multi-stage inverter that is based on a straight torque regulation system and controls
the velocity of the BLDC. Here, the DTC technique is proposed to reduce the torque
ripple by keeping the switching frequency constant. A comprehensive review of the
proposed DTC method is analyzed in the following part. The proposed approach for
velocity regulation of the BLDC is described in Sects. 2 and 3. The details of the
results and discussions of the proposed approach are presented in Sect. 4.

2 Utilizing the EHO Algorithm for DTC of BLDC Motor

The DTC-based variable speed drive is to create the torque command. Therefore,
if multiple vectors are used with a single sampling interval, a super function is
expected. This is in accordance with altered DTC. According to an altered scheme,
these vectors are utilized to regulate the flux at each sampling interval, such that the
torque and flux amplitudes can be controlled up to their reference values.

The proposed method is utilized to regulate the BLDC motor’s speed as per the
torque variation. The proposed strategy details are given as follows. Kindly assure
the method proposed in the paper is employed to the torque analysis, since the
referral speed and the torque values vary with the load disparity, and note the need to
improve torque. The reference point for the torque displacement system shall then
be determined by reference to the torque deviation from the torque. The proposed
system determines the actual torque and the modified torque values are given by
input of EHO. The associated output is controlled using the proposed method and
these values are formed to minimize error values. Since then, this dataset is well
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Fig. 1 Direct torque regulation system using the proposed technique

trained to generate control pulses. Afterward, the proposed method then decides to
regulate the BLDC motor’s DTC.

The PWM control signal is generated to control the inverter gate, as per the
controlled output. The PWM with vector technique is utilized to determine the gate
regulation signal. The SVM-based switching table is referred based on the output of
the switch controlled by the IGBT gate. The switching pattern of the inverter can be
determined according to the stator flux-linkage and torque status from the outputs
of two regulators shown in Fig. 1, and the sector in which the stator flux linkage is
located at that instant of time. In each sector, if the actual stator flux linkage is the
same as the commanded stator flux linkage, only one non-zero-voltage space vector
and a zero-voltage vector are used to control the increase or decrease of the torque,
since during any 60 electrical periods only two phases are excited and controlled in
a BLDC drive, as indicated in Table 11. Also, when the actual flux linkage is smaller
than the commanded value, the non-zero-voltage space vector is used to increase
the flux linkage, while when the actual flux linkage is greater than the commanded
value, the non-zero-voltage space vector is used to decrease the stator flux linkage.
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2.1 Multi-Objective Function Formulation

The optimal choice of control parameters and rotor position is to diminish the speed
error, torque, and flux employing multi-objective function. The necessary multi-
purpose function is detailed in the subsequent Eqs. (1), (2), and (3).

Speedof = ωe = ω∗ − ωact (1)

Torqueof = Maxt − Mint
Meant

(2)

Fluxof = ψe = ψ∗ − ψact (3)

where Speedof, Torqueof, Fluxof are the objective functions of error of speed, torque
ripple, and error of flux individually. Mint, Meant, and Maxt are the net electromag-
netic torque of minima, the median, and the maximum values, respectively. These
are to be optimized to determine the optimal controller for the speed control system.
Then, a description of theDTC-based EHO algorithm is discussed in the next section.

3 DTC-Based EHO Algorithm for Gain Optimization

BLDC motor’s speed control is utilized with a PI-based controller. The optimized
PI gain parameters are based on the proposed techniques, which consist of the EHO
algorithm. The proposed controller restricts the torque and flux, which are on the
basis of the measured factors of the BLDC motor. The EHO controller delivers the
control signal to the DTC, as per the error and error changing rate. The purpose of
the torque and flux error function is regulated here with the PI controller with one
operating condition. The switching tables provide the PWM signal for the cascaded
five-stage step-up inverter for back EMF of the motor, and the regulation signal’s
output is on the EHO controller [12]. The behavior of the herding is bifurcated
into two kinds of operators, namely, operator of renewal, and the other operator of
isolating, in numerically, as depicted in (4) and (5). In the mathematical way, the
steps of the algorithm are described below.

The status of elephant is renewed utilizing the next condition (4) in every clan
[15],

Ei
new,cj = Ei

g

(+A ∗ Ebest ,cj − Ei
cj

) ∗ r (4)

Afterwards, the suitable positions of elephant are renewed in every clan, shown
in next condition (5).
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Ei
new ,cj = B ∗ Ecenter ,cj (5)

Ecenter ,g =
n∑

i=1

Ei,d
cj /ηe (6)

Afterward, the elephants of worst provided in the clans are divided using the next
condition:

Ei
worst ,cj = Emin + (Emax − Emin + 1) ∗ rand() (7)

The elephants and their positions are renewed based on the above equations.
When using this method, convergence properties are affected by complex problems.
Moreover, the poor elephant refresh functionality fails to accurately predict results
and fails to predict optimal results. Therefore, there is a need for an efficient technique
to update the elephant status and the associated bad elephants. The elaborate process
of DTC that depends on EHO is detailed in the next.

Step 1: It is the initialization processwhere the algorithm parameters, such as voltage,
current, speed, torque, and flux, are actuated. The population of elephants and clans
are generated randomly.

PE(i) = (
PE
1 , PE

2 , PE
3 . . . . . . . . . .PE

n

)
Where i = 1 . . . n (8)

Step 2: The fitness process is computed from the multi-objective function. Here,
super fitness is appraised from the minimized value of an objective function. It is
mentioned in Eq. (9),

FF
(
PE(i)

) = min
e

(ω,ψ) (9)

The lessened esteems are saved as the best solutions, as per the above equation.
After that, the position of elephants and clans are renewed.

Step 3: The position updating of elephants in clans is renewed. For that process, the
EHO parameters are randomly generated [11]. Thereafter, the renewal function of
the elephants in the clans is optimized by predicting precision outcomes.

V
(
Ek+1

)

P(i)
= w ∗U

(
Ek

)

P(i)1
+ μ × rand

(
Pbest

[
Ek

) − Ek
)

P(i)P(i)
∗ Pbest

(
Ek

)

P(i)2

+ μ × rand()
gbest (Ek − k)

P(i)P(i)
(10)

(Uk+1
P(i)) = (

UEk
P(i)

) + V
(
Ek+1

P(i)

)
(11)
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According to the equation above, the elephants’ position is renewed. From the
EHO [13], update the size of other elephants in the herd (11), by updating with either
an evil or a male elephant (12).

Ei
worst ,cj = Ei

cj + B ∗ Ecenter ,cj (12)

As per that, appraise the fitness function for the updated solutions. In the fitness
computation, the best and worst solutions are updated.

Step 4: Here, the evaluation of worse elephants is done [14], which are isolated by
the condition (12).

Step 5: For the termination criteria until the function of fitness decreases to the
least esteem, repeat the process. Then save the optimal results and store in the
corresponding voltage, current, speed error, torque, and flux error.

4 Results and Discussions

In this section, the results and performance of themeasured parameters are discussed.
The proposed system with EHO-based PI controller technology is replicated using
the MATLAB (R2018a) platform and a five-stage cascaded inverter to regulate the
velocity of BLDC.

Figures 2, 3, 4 and 5 show that the analysis of the performances of the electro-

Fig. 2 Back-EMF of BLDC motor output by the proposed method
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Fig. 3 Stator current of BLDC motor output by the proposed method

Fig. 4 Id axis current of BLDC motor output by the proposed method
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Fig. 5 Iq axis current of BLDC motor output by the proposed method

magnetic motor, the current, and the current of the dq axis was measured using the
proposed method. In addition, the size of the stator current keeps the current constant
for the specified period.

The resultant potential signal of the standard inverter is shown very nicely in
Fig. 6. As a result, the voltage inverter is evaluated according to the duration of 0.1 s.
The speed of the BLDC motor is evaluated without using the sensor, and the speed
of the rotor is given in Fig. 7. Change in engine speed represents the instantaneous
change in one second.

We note that the stroke time is 1.1 seconds and the stabilization time is 2.1 seconds,
which changes without exception depending on torque and flow. The torque mini-
mization of 0.14 Nm is shown in Fig. 8. The stator flow has pitfalls and certain
component mismatch problems during execution. The stator flux value is estimated
in the range of 0.6 wb to 1 wb, which is graphically depicted in Fig. 9.

The speed of the BLDC motor is ascertained from the evaluated transition and
torque of the engine. The torque value is assessed as well as contrasted with those
of the conventional techniques and the relative cases are beautifully pictured in
Fig. 11. The deviation at the time of commencement is nearly 0.175 Nm, though
the conventional technique exhibits elevated deviation, thus proving the superlative
efficacy of the novel technique when compared to the conventional approaches.
However, the proposed controller regulates the torque in the range of 0.75–0.15 Nm
regarding a timeframeof 0.2−2 s in uninterrupteddeviation.Thenovel control system
evaluated flux is smaller than 1 wb. The controlled flux is evaluated and exhibited in
Fig. 12, which determines the transition as well as winding, employing the transition
as well as winding estimator. The control signal is capable of producing from the
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Fig. 6 Analysis of inverter voltage in the proposed method
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Fig. 7 Analysis of speed in the proposed method
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Fig. 8 Analysis of torque in the proposed method
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Fig. 9 Analysis of flux in the proposed method
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Speed Comparison

Time(sec)

Sp
ee

d 
(r

ad
/s

ec
)

Fig. 10 Comparison analysis of speed in the proposed method

Fig. 11 Comparison analysis of torque in the proposed method

EHO-based DTC controller and furnishing the same to the five-level inverter. The
examination of THD and the chosen signals are effectively exhibited in Fig. 13, from
which the value of the THD level is found to be 2.41%. The decrease in the THD
level of the proposed technique leads to a corresponding increase in the efficiency
of the system.
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Fig. 12 Comparison analysis of flux in the proposed method

Fig. 13 Comparison analysis of THD in the proposed method

5 Conclusion

In this paper, the EHO-based DTC control technology is implemented on the
MATLAB/Simulink platform. The proposed technique is utilized to regulate the
velocity of the BLDC motor. First, the actual torque and touch offset are applied
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to the EHO. The control signal is then generated based on its inputs. These control
signals are sent to the SVM, which generates the BLDC motor control pulses. The
exhibition of the proposed technique is shown and contrasted and existing techniques
such as the CFA and PSO methods. The dynamic behavior of the BLDC motor is
analyzed in terms of speed, torque, flow, etc. The speed and torque performances of
the BLDC motor are analyzed with those of the CFA and PSO method to show that
the proposed method gives better results.

Appendix

Stator phase resistance Rs(ohm) = 0.2, stator phase inductance Ls(H) = 0.085, flux
linkage = 0.175, back-EMF flat area (degrees) = 120, pole pairs = 4, and static
friction Tf (Nm) = 0.005.
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Adaptive Volterra Filtered-X
Logarithmic Cost Least Mean lp-Norm
Control for Grid-Tied PV Ultracapacitor
Battery Fuel Cell System

Mukul Chankaya, Aijaz Ahmad, and Ikhlaq Hussain

1 Introduction

The renewable energy systems (RES) are gaining popularities with their increasing
share in the modern grid to satisfy the day-by-day increasing demand for power
[1]. The high penetration of RES in the existing grid system paved a way for more
stringent grid codes for maintaining the sustainability, reliability, and stability of the
grid [2].

The control of voltage source converter (VSC) plays an important role in fulfilling
the multi-faceted objectives. The VSC control provides the capability of load
balancing, power balancing, reactive power compensation, and harmonics elimina-
tion [3]. TheVSCcontrols canbe classified as conventional controls (timedomain and
frequency domain), adaptive control, predictive control, adaptive-predictive control,
and optimization-based control. The adaptive controls are based on a single-layer
perceptron model based on neural network. The adaptive controls like least mean
square (LMS) algorithm [4] and least mean fourth (LMF) algorithm [5] are the
stochastic decent methods and produce the least mean square of the error signal.
The LMS has the advantages of less computational burden and a faster convergence
rate over conventional controls. Several advanced versions of LMS such as recur-
sive LMS (RLMS) [6], normalized LMS (NLMS) [7], sign-error LMS (S-LMS) [8],
sign-sign LMS(SS-LMS) [9], resized zero attracting LMS (RZA-LMS) [10], LMS-
LMF [11], robust least mean logarithmic square (RLMLS) [12], andmanymore have
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beenmentioned by the researchers. The adaptive LMSalgorithm can be furthermodi-
fied by incorporating another filtering technique. There have been many studies of
combining the kernel tricks with the LMS algorithm and generating new algorithms
such as kernel LMS (KLMS) [13], extended kernel recursive least square (KRLS)
[14], kernel normalized LMS (KN-LMS) [15], Gaussian kernel LMS (GK-LMS)
[16], zero-attracting Gaussian kernel LMS (ZA-GK-LMS) [17], maximum corren-
tropy criterion (MCC) [18], variable kernel width MCC (VKW-LMS) [19], and
many more. Likewise, by incorporating filtered-x least mean lp-norm (FxLMP) [20]
and filtered-x logarithmic LMS (FxlogLMS) [21] into the Volterra filtering results
in Volterra FxLMP (VFxLMP) and Volterra FxlogLMS (VFxlogLMS) [22]. The
proposed adaptive Volterra filtered-x logarithmic cost least mean lp-norm (AVFxlog-
CLMP) algorithm for theVSC is utilized in the presentedwork. The proposed system
minimizes the logarithmic cost function w.r.t. weight vector, and then the lp-norm
function generates AVFxlogCLMP algorithm.

The multi-carrier energy storage system (MESS) is implemented with a lead-acid
battery, proton exchange membrane fuel cell (PEMFC and ultracapacitor (UC)) [23].
TheMESS helps inmaintaining the stability, reliability, and sustainability of the grid-
tied PV system during bad weather conditions and unavailability of the sunlight. The
diverse energy storage element with different load handling characteristics comple-
ment each other in handling the disturbance occurring on the grid side, the PV side,
and load side [24]. The PEMFC has high power density but not suitable for satisfying
sudden change in demand. The lead-acid battery has high energy density and UC has
an ultrahigh energy density that makes them handling sustained and sudden nature
of irregularities.

The proposed system is a three-phase three-wire grid-tied dual-stage PV-MESS
system with the nonlinear load. The proposed system is utilizing the incremental
conductance (InC) algorithm for maximum power point tracking (MPPT). The main
contribution of the presented work is as follows:

• MESS: The MESS with UC, lead-acid battery-bank, and PEMFC can handle
sudden sustainable and prolonged duration of system variations.

• VSCcontrol: The proposed is derived from the steepest descentmethod and can be
considered as the variable-step version of the VFxlogLMS. The proposed system
minimizes the logarithmic cost function w.r.t. weight vector.

• Multi-faceted VSC: The VSC performs multiple operations including harmonics
suppression, reactive power management, load and power balancing.

• Fixed and variable power mode: During fixed power mode a predefined amount
of power need to be supplied to the grid by utilizing the PV and MESS. Whereas
in variable power mode, the variable amount of power during irradiation variation
and load unbalancing is being supplied to the grid.
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2 Schematic Diagram

The schematic diagram of the presented system is shown in Fig. 1. The dual-stage PV
system of 32 kW is simulated with the MESS in which PEMFC is directly connected
with the DC bus and battery bank andUC are connected to DC bus via the buck-boost
bi-directional converter. The VSC as a compensator is provided with gating pulses
and its current is supplied to the nonlinear load of 12.5 kW. The interfacing inductor
and the RC filter is implemented to reduce the current ripples.

2.1 Designing and Selection of Battery, UC, and PEMFC
Parameters

The equivalent circuit diagram of the battery bank, UC, and the PEMFC is shown
in Fig. 2a–c. Eb is the open-circuit voltage of the battery, Ibatt is the battery
charging/discharging current, as shown in Fig. 2a.

Rp and Cp are the polarization resistance and capacitance, respectively, which
govern the dynamic characteristics, andvoltage inside this loop is polarizationvoltage
E0.Rs is the series resistance and governs the static characteristics of the battery bank.
TheCp is chosen as per (1) andRp andRs are chosen as 0.1� and 10 k�, respectively
[25].
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Fig. 1 Block diagram of the presented system
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Fig. 2 Equivalent circuit a battery bank, b UC, c PEMFC

Cp = kWh ∗ 3600 ∗ 1000

0.5 ∗ (
V 2
bmax − V 2

bmin

) (1)

The equivalent circuit of the UC in Fig. 2b shows IUC as charging/discharging
current, and VUC is the terminal voltage across double-layer capacitor Cdl = 3.375 F.
Each call of UC produces 2.7 V and collectively 148 cells in series produce 400 V.
The equivalent series resistance Resr = 10 m�. The UC does not require the overcur-
rent protection because as the charging of UC increases the charging current starts
decreasing, respectively. Themathematical modeling of the UC is as per (2)–(5) [26].

at the commencement o f the charging process VUC = 1

Cdl

∫ t=1

t=0
iUCdt = Icell

Cdl
t

(2)

during the charging process Vcell = Icell ∗ Resr + VUC = Icell ∗ Resr + Icell
Cdl

t

(3)

When UC if fully charged to Vmax
cell the 01 becomes zero and reverse its direction as

discharging commence. The V 0
UC will be the voltage across the dl before discharging.

during the discharge process V 0
UC = Vmax

cell − Icell ∗ Resr (4)

Vcell = V 0
UC − Icell ∗ Resr − Icell

Cdl
t (5)

The equivalent circuit of the PEMFC is shown in Fig. 2c. The static characteristics
of PEMFC are governed by activation voltage drop V act, ohmic voltage drop V ohm,
and concentration losses V conc. IFC is the discharging current and VFC is the terminal
voltage. The PEMFC attributes are described as V stack and Istack as per (6) and (7)
[27].

Vstack = n ∗ VFC = ENernst − Vact − Vohm − Vconc (6)
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Vstack(I ) = E0 − Istack ∗ R − A ∗ ln(Istack) + m ∗ exp(n ∗ Istack) (7)

where n is number of cells; E0, R, A, and m are empirical coefficients.

3 Control Algorithm

Several controlling strategies have been implemented in the presented work. The
InC algorithm is utilized for achieving the MPPT during the insolation variation.
The bi-directional converter control for the battery bank and UC is shown in Fig. 3a.
The VSC control is shown in Fig. 3b.

(a)

(b)

Fig. 3 Control algorithm a battery and UC current control b VSC control
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3.1 Bi-directional Buck-Boost Converter Control for Battery
and UC

The boost converter maintains the Vdc at the desired level throughout the operation.
The bi-directional buck-boost converter control is shown in Fig. 3a. The V ref

DC =
700 V and theVdc are sensed formof the coupling capacitor that connectsDCbus and
VSC as per (8). The difference in V ref

DC and Vdc which is V err is fed to the PI controller
with gains Kp = 1 and Ki = 0 to generate the loss component ID1. The battery
current protection is provided by not allowing the maximum charging/discharging
current to exceed Imax

batt = 30 A. The comparison of ID1 and Ibatt is fed to another PI
controller with gains Kp = 1 and Ki = 0.8 to generate the duty cycleD as per (9) and
further switching pulses for the bi-directional converter of battery [28]. Likewise,
the comparison of ID1 and IUC is fed to PI controller with gains Kp = 1 and Ki = 0
to generate the D value as per (10) and further generate the switching sequence for
the bi-directional converter of UC. D in both cases is compared with the triangular
signal of 10 kHz of frequency.

Id1(n + 1) = Id(n) + Kp

(
V ref
DC − VDC

)
+ Ki

s

(
V ref
DC − VDC

)
(8)

D(n + 1) = d(n) + Kp(Id1 − IUC) + Ki

s
(Id1 − IUC ) (9)

D(n + 1) = d(n) + Kp(Id1 − Ibatt) + Ki

s
(Id1 − Ibatt) (10)

3.2 VSC Control

The VSC control is provided by AVFxlogCLMP algorithm as shown in Fig. 3b. The
Volterra filtered-x algorithm is utilized to minimize the logarithmic cost function
generated by the least mean lp-norms [22]. The μpx(x = a, b, c) are the unit template
or in-phase component generated as vsx/V t(x = a, b, c). The voltage magnitude is
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Vt , error signal is en(n) as per (11), θn is the logarithmic cost function as per (12),
and μ = 0.01 is the step signal. TheWPV is the feed-forward term of the PV system
as per (13), and Wsx(x = a, b, c) is the weight signals generated of each phase
as per (14)–(16), and Wp is the average weight signal as per (17). The Wsp is the
overall weight calculated as per (18). The reference current signals i∗sx (x = a, b, c)
is generated as per (19) and compared with the source current of each phase, and
further supplied to the hysteresis current controller for producing the VSC switching
pulses. During the fixed power mode, each phase weight component will be taken
over by Wspfix and i∗Safix , i

∗
Sbfix

, i∗Scfix are calculated as per (20).

en(n) = iLa(n) − μpa ∗ Wsp(n) (11)

θ(n) = − log(|e(n)| + 1) − log
(
e2(n) + 1

)

log(|e(n)|) ∗ |e(n)| (12)

WPV = 2

3

⎛

⎝ PPV√
2
3

(
v2
sa + v2

sb + v2
sc

)

⎞

⎠ = 2

3

PPV

VT
(13)

Wsa(n + 1) = Wsp + θ(n) ∗ μ ∗ μpa ∗ sign{en} (14)

Wsb(n + 1) = Wsp + θ(n) ∗ μ ∗ μpb ∗ sign{en} (15)

Wsc(n + 1) = Wsp + θ(n) ∗ μ ∗ μpc ∗ sign{en} (16)

Wp = 1

3

(
Wpa + Wpb + Wpc

)
(17)

Wsp = Wp − WPV (18)

i∗sa = Wsp ∗ μpa, i
∗
sb = Wsp ∗ μpb, i

∗
sc = Wsp ∗ μpc (19)

i∗safix = Wspfix ∗ μpa, i
∗
sbfix = Wspfix ∗ μpb, i

∗
scfix = Wspfix ∗ μpc (20)

4 Results and Discussion

The performance of the proposed system is analyzed in the steady-state and
dynamic state, i.e., fixed power mode, variable irradiation, and load unbalancing
in MATLAB/Simulink environment.
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4.1 Steady-State Performance

During steady-state, the solar irradiation level is kept at 1000 W/m2. The source
voltage vSabc, source current iSabc, load current of phase ‘a’ iLa, compensator current
iCa, active and reactive power delivered to the grid which is Pg and Qg are analyzed
as the AC quantities of the system. The vSabc and iSabc are maintained the unity power
factor (UPF) in-phase opposition as the power is being transferred to the grid as Pg.
The reactive power requirement of nonlinear load and VSC switches is compensated
by VSC itself; hence the Qg will be around zero as no reactive power is supplied
from the grid as shown in Fig. 5a. The DC quantities of the system are voltage,
current, and power of the PV system represented as VPV , IPV , and PPV . The voltage
and current of the battery, UC, and PEMFC are VBat, IBat, VUC , IUC , VFC , and IFC .
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VPV is maintained at 600 V and around 32 kW of PPV is being generated. The VBat

and VUC are around 400 V. The PEMFC is directly connected to DC bus, so Vdc

and VFC are maintaining the 700 V, as shown in Fig. 5b. The harmonics analysis of
phase ‘a’ of the source voltage vSa, source current iSa, and load current iLa is shown
in Fig. 4a–c.

4.2 Dynamic-State Performance During Fixed Power Mode

During the fixed power mode a fixed amount of power is needed to be supplied from
the PV and MESS collectively to the grid. The fixed power mode is simulated from
0.25 to 0.35 s of simulation time. Pg after 0.25 s decreases to around 20 kW which
was earlier 27 kW, as shown in Fig. 6a. The excess power is being supplied to the
MESS so that the battery and UC start charging and their current goes negative, as
shown in Fig. 6b. The VPV , IPV , and PPV remain as it was in steady-state. The DC
bus voltage is maintained at 700 V during fixed power mode.

4.3 Dynamic-State Performance During Insolation Variation

The insolation variation is at 0.3–0.4 s of simulation time during which the insolation
level reduced from 1000 W/m2 to 600 W/m2. With the irradiation change, the Pg

also reduces to around 12 kW and the Qg delivered by the grid remains zero as VSC
provides the necessary reactive power for the nonlinear load. The vSabc and iSabc
maintain the UPF in-phase opposition as shown in Fig. 7a. The VPV is maintained at
600Vwith the help of boost converter controlled byMPPT.The subsequent reduction
in the IPV and PPV with irradiation change is shown in Fig. 7b. During irradiation
change, the battery and UC start discharging to satisfy the load requirement, while
the system maintains the Vdc at 700 V.

4.4 Dynamic-State Performance During Load Unbalancing

The load unbalancing is simulated at 0.51–0.61 s of simulation time. The vSabc and
iSabc are in-phase opposition and maintain UPF. After 0.51 s, phase ‘a’ of the load
is disconnected from the system. As the power delivered to the load decreases, the
compensation current requirement also reduces, as shown in Fig. 8a. The decrease
in the pg is also expected but the excess amount of power is used for charging battery
bank and UC. The VPV , IPV and PPV remain unchanged, but the IBatt and IUC become
more negative. The Vdc is maintained at the desired level, as shown in Fig. 8b.
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Fig. 6 Dynamic-state performance during fixed power mode of a vSabc, iSabc, iLa, iCa, Pg & Qg.
b VPV , IPV , PPV , Vbat, Ibat , VFC , IFC VUC , IUC & VDC

5 Conclusion

The three-phase three-wire grid-tied dual-stagePV-MESSsystemhas been controlled
by adaptive VFxlogCLMP algorithm. The VSC control algorithm has reduced the
logarithmic mean error in the proposed system in terms of cost function by Volterra
filtered-x algorithm. The system has performed satisfactorily under steady-state and
various dynamic-state such as fixed powermode, irradiation variation and load unbal-
ancing. The system has successfully handled the PV side and load side anomalies.
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Fig. 7 Dynamic-state performance during irradiation variation of a vSabc, iSabc, iLa, iCa, Pg & Qg.
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The contrasting nature of energy storage elements inMESS has enabled the proposed
system to handle sudden, sustained and prolonged duration of irregularities.
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Electrical Energy Storage Influencing
Shift in Grid Balancing Approach

Asif Nazar and Naqui Anwer

1 Introduction

The contribution of variable renewable energy sources (VRES) in the energy mix of
a country is getting prominence. This increased penetration of VRES is the result
of countries’ commitment to climate change mitigation under the Paris Agreement
[1]. Grid balancing is a real challenge in this new energy mix dominated by VRES.
Flexible options that are agile enough to ensure stability and reliability of grid are
worth to explore, probe and deploy. Certainly, flexible generation is one of the ways
of grid balancing. Conventionally countries are using resources at their disposal to
balance the grid. Hydro power and natural gas are popular flexi options exercised
now [2].

Interconnection of the grid of a country with neighbouring countries’ grids, a sort
of supergrid, is another way of grid balancing.With the widening of areas, the impact
of VRES gets smoothened. European interconnection may be cited as an example of
transmission enhancement strategy.Many supergrids have been envisaged to fructify
the concept of regional supergrids. Some of the envisaged supergrids are: Asian
Supergrid, Southeast Asian Supergrid, and BIMSTEC Supergrid. This strategy will
help a lot in integration of VRES [3].

Demand-sidemanagement (DSM) is anothermethod of grid balancing. The exam-
ples of DSM include industrial demand, appliance demand and electric vehicle
demand.
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Storage deployment is another strategy to balance the grid. Electrical energy
storage (EES) has been classified into mechanical (pumped hydro storage (PHS),
compressed air energy storage (CAES) and flywheel), electrochemical (batteries,
flow battery and hydrogen storage) and electrical (supercapacitor) [4].

Traditionally, PHS is participating in managing grid imbalances. However, PHS
has inherent locational limitations. The response time of battery energy storage (BES)
is in milliseconds. Further, it can be used in all locations of the power system:
generation, transmission and distribution. But BES is facing various barriers due
to less responsive regulatory framework, and the electricity market, mainly due to
historical and legacy factors.

Electricity markets are constantly evolving. They are at various stages of reform.
Some may be rigidly regulated, and some may be deregulated. But most of the
electricity markets are in between two stages. The electricity market is historically
inclined toward conventional generators. Inherent inertia of conventional generators
makes it a popular choice in primary frequency regulation. BES due to its sub-second
response time can provide ‘synthetic inertia’. So BES can participate in electricity
market not only in supplying bulk energy services but also in ancillary services and
renewable specific services.

Section 2 of this paper discusses existing grid balancing strategy of VRES-
dominated representative countries. Section 3 discusses electrical energy storage
and electricity market product for BES. Section 4 is the conclusion.

2 Grid Balancing Strategy of Countries with Substantial
VRES

2.1 Methods of Identifying Representative Countries

The selection of countries is based upon the contribution of VRES in the energy mix
of a nation. Five representative countries and a state of the USA, developed as well as
emerging economies, which qualify these criteria have been selected. Geographically
these countries represent Europe, Asia and the USA. The chosen countries/states are:
Germany, Spain, Denmark, China, India and California.

2.2 Grid Balancing Strategies

Countries like Germany and Denmark are vying for 100% renewables, and countries
like India and China are adding renewables in a significant way. Their future intent
can be had from their nationally determined contributions (NDC) commitment for
COP 21 [1]. Currently, Germany has 45% VRES (wind and solar) in its energy
mix [5]. Spain has 28% share of VRES [6]. Denmark has 47% share of variable
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renewables, mainly wind energy (40%) in its energy mix [7]. The share of VRES in
California is nearly 20% [8]. The share of wind and solar PV combined for China
and India is 19% [9] and 18% [10], respectively.

Germany and Denmark have a good flexible generation option in the form of coal
plants. Apart from that, these two countries have a very good ancillary market, and
these have advanced weather forecasting system in place [11].

In contrast to the above nations, China is significantly curtailing its 15% of wind
energy and 9% of solar PV, respectively. China has a surplus capacity of 200 GW.
Further, China’s energy market is rigid. China’s grid balancing strategy has yet to be
progressive in terms of renewable integration [12].

Recently, India has become power surplus country (ignoring peak power deficit of
0.8% in 2018–2019). Even then she is curtailing wind energy. Load shedding is one
of the strategies of grid balancing. India’s energy market is evolving continuously. A
recent addition is regulation servicewith the introduction of reserves regulation ancil-
lary service (RRAS), a tertiary frequency control service. Grid balancing strategy of
six countries/state has been summarized in Table 1.

Table 1 Balancing strategy of VRES dominated representative countries

Country/state Renewable share (%) Balancing strategy

Germany 45% (Wind and solar PV) 1. Flexible operation of coal and nuclear plants
2. Good ancillary market
3. Good weather forecasting

Spain 28% (Wind and solar PV) 1. of installed power
2. Hydro and natural gas plants
3. Frequent scheduling
4. Advanced control centres

Denmark 47% (mainly wind) 1. Flexible operation of coal plants
2. CHP plants for balancing
3. Advanced day ahead forecasting
4. Day ahead market and ancillary market
5. Exports electricity to Sweden, Norway and

Germany

China 19% (Wind and solar PV) 1. Curtailment of a significant portion of wind and
solar

2. Power market extremely rigid
3. Flexibility in generation mix (hydro and pumped

hydro storage)
4. Capacity surplus of 200 GW

India 18% (Wind and solar PV) 1. Hydro power and pumped hydro storage
2. Gas-based plant (25 GW, 7% of installed capacity)
3. Progressively evolving energy market
4. Load shedding

California 20% (Wind and solar PV) 1. Flexible natural gas (61.3%) and hydropower
(7.1%)

2. Sharing power with ten other states
3. Additional power import from other states
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Grid balancing strategy of Germany, Spain and Denmark is based upon good
weather forecasting. The immediate shortfall of power due to forecast errors would
need the mobilization of costly resources at disposal and rescheduling. To overcome
this extreme forecasting error, more flexi options like BES need to be part of grid
balancing strategy [13]. Further curtailment of VRES is not a solution. The role of
BES for renewable integrationwill bemore appropriate in such cases. In the changing
and changed energy mix in the future amidst increased VRES penetration, nuclear
and coal plants may be phased out. BES will be needed to provide ‘synthetic inertia’.

3 Electrical Energy Storage and Electricity Market

Electricity market encompasses within it an energy market, an ancillary service
market and a capacity market. Ancillary service market caters to the need of stability
and reliability of the grid. Here we will have a look at ancillary service market and
its mandate in some representative countries to have a look and understanding of
the procurement mechanism and compensation so as to link this market to electrical
energy storage applications.

3.1 Ancillary Services and Their Procurement

Primary frequency regulation is a mandatory ancillary service in India, and as such
no compensation for this service. In China, ancillary services have been categorized
into basic ancillary services and paid ancillary services. Primary frequency regulation
has been identified as basic ancillary service, so there is no compensation for this
service [14]. In European interconnection, primary frequency regulation is procured
through bilateral contracts, and compensation is offered as per bid [15].

Secondary frequency regulation involving AGC is absent from the Indian power
system. In China, AGC has been identified as paid ancillary service [14]. Reserves
Regulation Ancillary Services (RRAS) represent tertiary frequency control in India
[16]. In China, only spinning reserve falls under paid ancillary service [14]. In the
European grid, tertiary regulation is procured on spot market or through bilateral
contract or by tender [15].

3.2 Electrical Energy Storage

Differentiation amongst different EES technologies are done based upon size,
discharge duration, cycle life and response time [4, 17]. These characteristics have
been tabulated in Table 2. Pumped hydro power (PHS) is matured EES technology,
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Table 2 Key characteristics of EES

EES Power rating (MW) Cycle life Response time Discharge time

PHS 100–1000 30–60 years Seconds–minutes 4–12 h

NaS 10–100 2500–4400 10–20 ms 1 min–8 h

Li-ion 0.1–100 1000–10,000 10–20 ms 1 min–8 h

Table 3 Installed capacity of storage

Country Installed capacity of PHS as of 2018 Installed capacity of BES as of 2018

China 30 GW 1.0 GW

US 22.9 GW 0.87 GW

Germany 6.8 GW 0.37 GW

India 4.8 GW In nascent stage

and its response time is also commensurate with required grid balancing applica-
tions, and discharge duration is more than 8 hours. But it has geographical location
limitation. Hence the need for other advanced energy storage systems like battery
(NaS, Li-Ion) comes into the picture. PHS is the best for bulk storage. As of 2018,
the share of PHS was 160.3 GW [18], and the share of grid scale battery storage
was 5.3 GW in 2019 [19]. USA, China and South Korea have appreciably deployed
battery storage [20–22]. The first utility scale battery storage of 10MWwas installed
in India in 2019 [23]. The installed capacity of PHS and battery storage is given in
Table 3.

3.3 Energy Market Product for EES

Regulatory changes have been made in some markets so as to accommodate BES as
per their merits and limitations. National Grid of Great Britain introduced enhanced
frequency response, PJM introduced regulation D fast ramping based upon AGC
communication signal, EirGrid of Ireland introduced fast frequency response, MISO
brought up-ramp capability and down-ramp capability, and CAISO introduced
flexibility ramp-up and flexibility ramp-down uncertainty awards [24, 25].

Battery energy storage by virtue of its performance and ability (like response time)
is indispensable in increased penetration of VRES. Hence level-playing field based
upon its merit is warranted. Response time in milliseconds is one of the character-
istics of BES, so its application in frequency regulation service is apt. A study has
shown that the compensation for participation in regulation is better as compared to
other ancillary services like reserve. Regulation is compensated both for capacity
($/MW/h) and energy ($/MWh). Further discharge duration and state of charge
(SOC) is crucial for battery storage. So new ancillary service market product for
battery storage is very much needed. Some of the independent system operators
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(ISO), as discussed above, paved the way for energy products tailor-made for battery
energy storage. The introduction of thesemarket product will boost the penetration of
innovative technology like battery storage, and their economic viability, in the long
run, may be ensured. These experiences from good ancillary markets of developed
economies may help emerging economies in reshaping and evolving their ancillary
services market.

4 Conclusion

The existing grid-balancing strategy of representative advanced economies with
substantialVRES share relies on goodweather forecasting andgood ancillarymarket.
If there is an extreme error in forecasting, other resources need to be mobilized, and
rescheduling is required. This problem has a solution in flexi option like battery
energy storage. Further coal and nuclear plants are likely to have less presence with
the increase ofVRES share in the energymix. In this case, BES can provide ‘synthetic
inertia’.

Ancillary service market has a pivotal role. Hence responsive ancillary market
taking fast frequency response of BES and SOC of BES should introduce innovative
market products as done by many developed economies. The idea is to acknowledge
the merit and performance of BES vis-à-vis conventional generators.
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A New Modular Multilevel Converter
Topology Using Flying Ultra-Capacitor
and Cascaded H-bridges

Yawar Irshad Badri, Ikhlaq Hussain, Zaid Ahmad, Mustufa Usman,
and Junaid Ali

1 Introduction

The conversion of power from DC to AC has widespread applications in indus-
trial scenarios. The converters employed for such purposes must withstand electrical
stresses and ensure that the outputACwaveforms adhere to low total harmonic distor-
tion (THD) standards such as IEEE-519 [1]. The lower THD of the output waveform
has a lot of advantages; it reduces the chances of premature saturation of magnetic
flux in the cores of electromagnetic devices such as transformers and motors due to
harmonic components, and also the losses due to these harmonic components are
reduced which would otherwise result in derating of the device [2]. This results in
reduced heating and higher operating efficiency of such devices. Formotors the vibra-
tions caused by harmonic components are reduced. The switches employed in these
converters must also face electrical stresses and their dV/dt rating should be high
for higher operating frequencies. This problem commonly occurs with traditional
high-frequency PWM inverters [3]. This leads to deterioration of winding insulation
in electromagnetic devices and produces electromagnetic interference (EMI). The
dV/dt stresses experienced by a single switch are large, thus the switches need to be
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of higher voltage rating, reducing the life of the converter [4, 5]. The higher switching
frequencies also affect the insulation strength as it must continuously face high elec-
tric stress. Modular power converters have the advantages of being scalable as well
[5]. To avoid the problems discussed above, the use of multilevel converters becomes
advantageous [6]. Multilevel converters have a lot of advantages in these types of
applications. They can be operated at lower frequencies to reduce interference [7].
The introduction of more steps with appropriate number of switches allows for use of
switches with lower dV/dt rating [8]. The THD of output waveform depends on the
number of levels being produced by the converter and using filters improve the output
waveform by removing higher frequencies [9]. Multilevel inverters are employed in
industries for applications such as power systems and AC motor drives [15]. The
multilevel design is efficient in case of electric motor drives like those in electric
vehicles, where energy recovery using regenerative braking is employed [10].

The use of isolatedDC sources presents an opportunity of diversifying the sources.
Instead of just using batteries,multiple sources like solar photovoltaic, batteries,wind
electricity generators can be integrated and independently operated [11, 12].

There are many types of multilevel inverters topologies, each having their own
advantages and disadvantages. Some of the common types of multilevel inverters
include diode-clamped multilevel inverter, flying-capacitor multilevel inverter and
cascaded multilevel inverter. New designs which focus on reducing number of
components, increasing number of levels and more optimizations in control are also
being used in different areas [13, 14]. Diode-clamped inverters use a combination
of switches, diodes and capacitors to make multiple conduction paths to the voltage
taps on capacitive dividers. This approach is advantageous in cases where simplicity
and redundancy are required; however, this topology is good for low-level counts.
The control method for this design is also simple. The flying capacitor topology, on
the other hand, uses multiple capacitive dividers and switches and diodes to produce
the multilevel output. Excessive number of storage capacitors is used in this case,
however, when the number of output levels is high. The control scheme is also
complicated. [16–18]

In comparison to these designs, the design discussed in this paper finds the best
of both of these converter topologies and combine that with the simple construction
improved operation of cascaded design. The ability to integrate multiple types of
energy sources and using the internal capacitor charging circuits for purposes like
maximum power point tracking (MPPT) also makes this design more advantageous.
The ability to swap out modules keeps the inverter up-time high as well.

This paper introduces a novel multilevel converter topology. The configuration is
based on multiple cascaded units composed of a step generator and an h-bridge. The
h-bridges are used to cascade multiple units and they also perform the task of sharing
the voltage stress each switch is exposed to. The step generators are comprised of
ultra-capacitor voltage dividers and a latching switch array (LSA). The use of the
step generator is advantageous in scenarios where smaller voltage sources are used
for a single unit. The proposed topology is modeled and simulated in MATLAB.
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2 Proposed System

A. Configuration.

The general design of the proposed modular topology employs a capacitive voltage
divider which is used to generate multiple voltage steps from a single DC source, as
shown in Fig. 1. This is followed by a LSA, which connects the voltage taps from the
capacitive divider to a single voltage rail in a controlled and unidirectional manner
preventing back-flow of power into lower voltage region. This stage is followed by a
standard h-bridge arrangement of power switches. These modules are then cascaded
optimally as is required for a given application. This results in lower dV/dt rating of
the switches being used. Also, the voltage of DC sources for each individual unit can
be smaller with increasing number of h-bridge units [19].

The number of switches used in the setup being presented is also less as compared
to the normal cascaded multilevel converter (CMLC) configuration. The capacitive
voltage divider also doubles as a high energy buffer during high demand situa-
tions such as starting of a motor, and during processes like regenerative braking.
This reduces the direct stress faced by the DC source, resulting in better source
performance, and reducing maintenance and downtime [20].

The proposed topology is modular; multiple modules each having an LSA can be
added to the setup as needed to increase the performance of the system, resulting in
lower initial cost of the overall setup. LSA by itself comprises switches providing the
link for full DC voltage of theDC source and for sub-voltage values of theDC source.
The number of switches and the voltage steps for a givenmodule is determined based
on the dV/dt and voltage ratings of switches. The following analysis provides details

Fig. 1 Proposed system
implementation where n = 2
and H = 2
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Fig. 2 Three-phase star connection (n = 2)

on how the number of levels relates to switch count and dependency on the number
of switches in the LSA.

Figure 1 gives the general overview of the setup with an example. The capacitors
C are used to obtain sub-voltage values from the DC source Vsfollowed by the LSA
which connects the capacitor taps to the main bus, supplying power to h-bridge in
voltage-steps. For three-phase configurations, the possible star and delta connections
are shown in Figs. 2 and 3, respectively, where each cell or module is part of a cluster
in a phase.

The control of this setup is provided using levels shiftedPWM,which is supervised
by amodulemonitor, to simulate themissing blocks. This also helps in understanding
the resilience of the design toward faults ormodule failures or source failures [21, 22].

B. Basic Analysis.

In the general case, the number of switches in the LSA depends upon the number
of levels that are required, and the number of h-bridge units involved. The equation
relating to the number of capacitor taps, number of h-bridge units and the number of
resulting levels is given by (1).

2nH + 1 = m (1)

where n is the number of capacitor taps including the full DC source voltage tap, in
a single module, H is the number of modules in the system, m is the number of the
output levels including both positive, negative and zero voltage steps.



A New Modular Multilevel Converter Topology Using Flying … 89

Fig. 3 Three-phase delta connection (n = 2)

For n= 2, Eq. (1) is reduced to 4H + 1=m. The configuration for n= 2 is shown
in Fig. 4. For asymmetric cases where the LSA is not used in all modules the number
of levels is again given by (1).

Each voltage step in LSA requires a switch and the following h-bridge unit
employs four additional switches. Thus, the total number of switches used is given
by (2).

H ∗ (n + 4) (2)

or in terms of number of levels m as

Fig. 4 A single module with n = 2 and H = 1
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Table 1 Number of levels at
output for given switch
configurations

Number of levels m Number of switches

CMLC Proposed topology (n = 2)

5 8 6

9 16 12

13 24 18

21 40 30

m − 1 + 8

2
(3)

However, for an asymmetric setup the number of switches is reduced further as
not all the modules use an LSA. In this case some modules can be simple h-bridge
units with a DC source and no LSA. The number of switches for such a setup is given
by (4), where the switches in the LSA are counted in each of the kth module.

H∑

k=1

(n + 4)k (4)

For a simple CMLC the number of switches is given by 2(m− 1). Table 1 shows a
comparison between the number of switches used for the number of levels obtained
in the simple CMLC and the proposed topology.

3 Operating Principle

The switching sequence of this converter is illustrated in Table 2, see Fig. 1. The
h-bridge units are used to alternate the polarity of waveform as well as to connect
multiple modules in cascade electrically. The switches in the h-bridge also share the
voltage applied across them, and the LSA is used to latch voltage steps, generated by
ultra-capacitor voltage divider, feeding into h-bridge units in a module. These two
switching sequences work in coordination to produce amultilevel voltage waveform.

While the output voltage is going through a positive half cycle, the h-bridges all
stay in the same switching state except when the requirement for steps requiringmore
or less modules to be connected arises. During this time, the LSA actively switches
between voltage steps.

The switching configuration is also flexible as it can be shifted between more
used modules and less used ones to even out the stress faced by each module. This
helps in reducing overheating of a single module. In case a voltage source connected
to a module is out of service and/or not operating correctly, then that module can
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Table 2 Switching table for proposed topology (n = 2, H = 2)

Switches Vout

Module
1

0VDC 0.5VDC 1VDC 1.5VDC 2VDC −0.5VDC −1VDC −1.5VDC −2VDC

Sh 0 0 1 1 1 0 1 1 1

Sl 0 1 0 0 0 1 0 0 0

S1 1 1 1 1 1 0 0 0 0

S2 1 0 0 0 0 1 1 1 1

S3 0 0 0 0 0 1 1 1 1

S4 0 1 1 1 1 0 0 0 0

Module 2

Sh 0 0 0 0 1 0 0 0 1

Sl 0 0 0 1 0 0 0 1 0

S1 1 1 1 1 1 1 1 0 0

S2 1 1 1 0 0 1 1 1 1

S3 0 0 0 0 0 0 0 1 1

S4 0 0 0 1 1 0 0 0 0

be isolated from the system by using the bypass switching configuration. For the h-
bridge of that specific module albeit the performance is reduced. This can be advan-
tageous in applications like electric vehicles where the ability of power converter to
continue to operate during ‘battery segment maloperation’ is a very big advantage.

The bypass switching configuration is a state of switches in an h-bridge where
either both of upper switches or both lower switches are in the on-state. In Fig. 4
the switches S1(S3) and S2(S4) are in the on-state and S3(S1) and S4(S2) are in the
off-state. During such a switching state the DC source of the module is bypassed and
the switch state of LSA is irrelevant.

The following case discusses the operation of the setup during a battery maloper-
ation and the subsequent steps are taken to bring the system to a balanced operating
condition albeit with a performance penalty.

A. Isolating a source of a module

As discussed earlier, the h-bridge of a module can be used to bypass the samemodule
and its DC source by using the bypass switching configuration. Figure 5 uses a block
diagram to explain the steps that are taken in the bypass process. The source failure
or maloperation is detected by the voltage sensor. The sensor informs the ‘module
controller’ about the issue. Module controller then issues a fresh switching table and
the process of monitoring is resumed.

After an h-bridge is set to bypass, in case of multiple phases the system may
become unbalanced. To avoid this imbalance, the correspondingmodules in the other
two phases may also be bypassed to restore the balance between phases. Section 4
shows the result of removing a DC source from amodule of a phase in the simulation
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Fig. 5 Source isolation handling block-diagram. Top left, Battery (maloperating); Top center,
Voltage sensor; Bottom center, Module controller; Bottom right, New switching configuration table

setup. The capacitive voltage divider acts as a temporary buffer as it is depleted of
the stored energy.

4 Simulation and Results

The system is simulated in MATLAB with a simple three-phase R-L load. The
individual phases are connected in delta configuration and the number of modules in
each phase is three. Each module is composed of one h-bridge, thus H = 3, and the
LSA for each module contains three taps, thus n = 3. The number of levels is thus
obtained by using Eq. (1) to bem = 19 for a single phase. The number of switches is
thus given by Eq. (3) to be 21 for a single phase. There are three capacitors in each
module rated 500F. The voltage of each of the SDCS is 100 V, giving a peak voltage
of± 300 V for a single phase. The voltage stress on each switch in one module in this
case is shared by two switches of the h-bridge, thus each switch faces 50-V steps.
This reflects one of the goals of the proposed topology, to reduce switch voltage
rating and dV/dt stress faced by them. Another advantage of the setup is the use
of fundamental level carrier frequency reducing radio frequency interference (RFI).
Level-shifted carriermodulation is used to generate a referencewaveform for a single
phase. This reference wave is used to drive the switches using pre-fed instantaneous
switch states. The carrier frequency is set to 100 Hz and the modulating sine wave
frequency is set to 50 Hz. The single-phase voltage waveform is shown in Fig. 6.
Figure 7 shows the line current and line voltage of the setup described above. No
filters are used in the setup.

The THD of output line current waveform is obtained to be 0.38% and the FFT
analysis is shown in Fig. 8. Also, the THD of line voltage is obtained to be 4.67%
and the FFT analysis of the same is given in Fig. 9. The voltages across the capacitive
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Fig. 6 Single-phase voltage output of the converter

Fig. 7 Output line currents and line voltages of three phases in the simulation setup

buffer of a single module in a phase are shown in Fig. 10. The transient spikes as
seen in Fig. 10 are generated during the switching process of LSA. The magnitude
of these spikes is small as the voltage levels within a module are small in this case,
and this directly corresponds to reduced EMI of the converter. Also, Fig. 11 shows
the voltage on the main-bus (which connects LSA to h-bridge in a module) as it
alternates between different “stepped voltage levels”.

A. Dynamic response and battery failure

The dynamic response of the setup to a step change in load is shown in Fig. 12. It
can be observed that the system retains the stability very fast.

The case of a battery failure is simulated by isolating the battery from a test
module. The capacitors for this module are started with appropriate initial condi-
tions. This causes a collapse of DC voltage supply to LSA of this specific module;
however, the voltage across the capacitive divider does not collapse instantly, but
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Fig. 8 THD in output line current

Fig. 9 THD in output line voltage

decays exponentially at a rate proportional to the instantaneous load on the module.
This allows the system some time to respond to the sudden change. Figures 13 and
14 show the voltage across the capacitive buffer and, voltage and current being fed
to the load, respectively.
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Fig. 10 Voltages across the capacitors of a single module in a phase leg, during normal operation

Fig. 11 Voltage of the main bus of a single module in a phase leg, during normal operation

B. Controller synchronization failure

At times the controller of the multilevel inverter can lose synchronization which may
in turn be caused by feedback sensor failure. In such situations the AC waveform
goes out of sync and the phase shift between phases no longer remains 120°. In
such a scenario the output voltages and currents behave in an erratic manner. This
is more pronounced in the multilevel inverter design because the line voltages are
referenced between two lines, and in this case the difference is computed between
two fixed voltage steps. Therefore, the synchronization failure of the controller can
lead to collapse of output line voltages. Figure 15 shows the load line currents and
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Fig. 12 Variation in three-phase output line current and line voltage subjected to a step change (at
t = 1.5) in the load

Fig. 13 Voltages across the capacitors of the capacitor buffer of a single module in a phase leg,
with the DC source (battery) of the module disabled

voltages in case of such a failure.

III. Application: Integration of solar PV (photovoltaic) as a source and increase in
load.

Figure 16 shows the use of PV energy source powering some of the modules. The
use of multiple smaller separate DC sources in this design can be used to integrate
multiple energy sources and not just batteries. The batteries can be replaced by DC
sources such asMPPT (maximumpower point tracking) controlled solar photovoltaic
systems. This is another advantage of the design, as such sources can be integrated
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Fig. 14 Output three-phase line current (above) and line voltages (below), with the DC source
(battery) of the test module disabled

Fig. 15 Block diagram showing some of the batteries replaced with solar PV systems

as well as isolated from the modules; they provide power by dynamically adjusting
the controller output.

The following case uses a 7.3 kWsolar PV system to replace a battery and provides
power to the inverter module. The output of solar PV module is more than the DC
source. This is, however, adjusted to the required value by the splitter mechanism,
where the capacitors are charged to the required fixed voltage set by the inverter
controller. Figures 17, 18 and 19 show the power supplied by the solar PV system
to the connected module. Note that the voltage provided by the PV is more than that
set for the module, 100 V. The output of the inverter is provided to a switched load
which goes from 41.5 to 51 kW as is shown in Fig. 20.



98 Y. I. Badri et al.

Fig. 16 Line currents and voltages in case of synchronization failure

Fig. 17 Power supplied by solar panel. The dip in power is caused by reduced light input on the
panel (clouding simulation)

5 Conclusion

A new multilevel converter topology using cascaded h-bridges with ultra-capacitor
sub-DC voltage step generator has been presented. From the analysis and results
of simulation the proposed topology has attained reduction of THD without filters
while operating at low carrier frequency or fundamental frequency and using low
dV/dt rated switches. TheEMI andRFI produced by the setup are also lowbecause the
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Fig. 18 V and I of the solar photovoltaic installation

Fig. 19 MPPT voltage from solar PV system; this is reduced by capacitive divider to 100 V

switching frequency is kept low. The number of switches used is also low in compar-
ison to a simple CMLC, while retaining the stress distribution among switches and
the ability to have smaller separate DC sources. This topology can find applications
in situations where lower THD is required without filtering, in renewable energy and
automotive applications as well.
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Fig. 20 Simulated load switch from 41.5 to 51 kW, with one module power source being solar PV
system
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An Analytical Study on Electric
Generators and Load Control Schemes
for Small Hydro Isolated Systems

B. V. Murali Krishna and V. Sandeep

1 Introduction

To meet peak demand of energy and improve reliability in energy supply, the
emerging economies are focusing on power generation using renewable energy
sources (RES) in recent times, which maximizes the utilization of locally avail-
able energy resources [1–3]. The share of renewable energy generation crosses 20%
in total installed capacity in India by 31 August 2018, which shows an impressive
growth and sets a target of 175 GW by the year 2022. Total installed capacity of RES
systems that include small hydro, solar, wind, bio-mass and urban and industrial
waste to power is 87384.02 MW [4]. We can find many advantages with RES-based
electric power generation systems as compared to the conventional coal, oil and
gas-based systems, such as eco-friendly, non-polluted, high reliable, simple and safe
operation and easy installation [5, 6]. The distributed generation is the main feature
which directly involves the consumers and local utilities. Nowadays, distribution
generation and isolated mode of operation systems are gaining popularity with RES
for many merits and few of the technical advantages like minimizing the transmis-
sion and distribution (T&D) losses, high installation cost, maintenance and its losses.
For small-scale applications, like domestic loads, offices and micro industries, the
distribution generation systems are more attractive and promising technologies than
grid-connected systems.

All the major RE sources like, wind, hydro and bio-mass systems depend on
electric generators for generation of electric power. In such a system, the electric
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generator converts mechanical energy from the couple turbine to electric energy. As
of now, various electric generators-based RES are reported in the literature for the
isolated mode of operation [1, 7–16]. Much difference can be found for the same
generators, while they are operating in grid-connected mode and isolated mode.
When any EGs are operated in a grid-connected mode, their reactive power compen-
sation is supplied by the grid, whereas the EGs are operated in the isolated mode of
operation, with the lack of reactive power supply from gird; therefore we need to
provide the same externally. Most of the EGs are not self-started machines and one
more major disadvantage is the poor voltage regulation with low efficiency of the
system on direct unexpected load or dynamics in operation. Certain requirements
and operations make the machine as a self-started/self-excited generator with good
voltage regulation, such as excitation capacitance and dedicated power electronic
circuits. Sometimes, simple static converter systems (non-power electronic) may
work for improvement of power quality if the nature of loading is not so critical and
dynamic.

Small/micro hydro-based systems are well reported in the literature due to many
advantages like low cost, simple operation, eco-friendly, suitable for almost major
existing generators [2, 7, 17–20]. These are one of the best choices for the most cost-
effective systems for long-termuse because of lowbudget required at the construction
time and can withstand more than 50 years. The efficiency of small/micro hydro
systems is 60–80%, which is higher than the solar and wind systems. Typically,
these are equipped with constant speed turbine to rotate the shaft of the generators to
generate the constant power. The output power (P) of hydro turbine is given by (1)

P = ρ · g · H · Q (1)

In (1), ρ is the water density in kg/m3, g is the acceleration due to gravity in m/s2,
H is the water head in meters (m), and Q is the discharge of water in m3/s.

A schematic operational layout diagram of small/micro hydro system is shown in
Fig. 1. In the hydro system layout, the major mechanical components are the dam,
penstock, turbine and tailrace, and electrical components are generator power house.
The selection on generator depends on the mode of operation and applications.

As the input of the generator is a constant speed turbine in the small/micro hydro
systems, the output of the generator is also constant. In off-grid applications, the
loads are always susceptible and vary from minimum to maximum. When micro
hydro systems are adapted to isolated loads, one should be carefully designing the
system through a load controller to balance the load power. Power electronic-enabled
switches are used for the logical control of load power; such a featured controller is
called electronic load controller (ELC) and well reported in the literatures [21–26].

This paper deals with the popular generators for three-phase load supply; those are
self-excited induction generator (SEIG), permanent magnet synchronous generator
(PMSG), brush-less synchronous generator (BLSG), switched reluctance generator
(SRG) and synchronous reluctance generator (SynRG) for RES-based micro hydro
systems. The basic physical phenomena, configurations and minimum excitation
requirement for isolated operation are briefly discussed. Further, the importance and
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Fig. 1 Layout diagram of small/micro hydro system

working of electronic load controllers and methods of controlling the load power
in isolated system are discussed. The study gives an idea on how to work with
isolated generator for the small/micro hydro-based isolated systems with electronic
load controllers for power balance.

2 Electric Generators for Small/Micro Hydro Isolated
Systems: Phenomena, Configurations and Performance

This section deals with the working phenomena and schematic configurations of
SEIG, PMSG, BLSG, SRG and SynRG in off-grid operation. The working principle
is explained by the schematic diagram, and the performance analysis is given by the
equivalent circuit for each electric generator separately.

Self-Excited Induction Generator (SEIG)

As mentioned earlier, the SEIG is not a self-stated generator in isolated mode opera-
tion. To run the induction generator as a self-started generator in a standalonemode of
operation, a suitable rating of minimum reactive power through pre-charged capac-
itors must be supplied to the stator terminals of induction generator (IG) and this
phenomenon in induction generator is called capacitor excitation phenomenon, and
such a featured IG is called self-excited induction generator (SEIG) [27]. In SEIG,
terminal voltage and frequency are not constant. At varying voltage and frequency,
the air-gap flux varies and tends to operate at wider range of magnetic flux density,
assuming different values are dependent on capacitor, speed and load [5, 28]. As per
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the literature, SEIGs are more popular for small-scale generation systems. Nowa-
days, these are progressively becomingmore popular than conventional synchronous
generators. The advantageous things with the SEIGs are rugged construction, brush-
less arrangement, low cost, simplicity of operation, less maintenance and quick
dynamic response. But the induction generator is not a stable candidate for wide
speed range of operations and variable load conditions. One more drawback with
SEIG is poor voltage regulation. A schematic diagram of small/micro hydro turbine-
based SEIG is given in Fig. 2a, and the simplified electrical equivalent circuit is

Fig. 2 a Schematic diagram of micro/pico- hydro-based SEIG system. b Simplified equivalent
circuit of SEIG
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presented in Fig. 2b [17]. Figure 2b will be useful for finding the key parameters of
the considered machine to work in isolated mode of operation.

The minimum capacitance value is chosen in such a way to run the induction
machine as a SEIG and is given by the Eq. (1) [8, 29].

Cmin _�ph = Qg

3 × v2 × 2 × π × fbase
(2)

In (2), Qg is the reactive power consumed by the induction generator to build the
desired phase voltage.

Permanent Magnet Synchronous Generator (PMSG)

Nowadays, the PMSG systems are becoming popular because of many advantages,
like no chance for loss of core excitation, self-started generator in both grid and off-
grid applications, more efficient than SEIG and no need of slip-rings and brushes,
and can be operated at high power factor (pf). Apart from the advantages, the major
disadvantage is unregulated output voltage rating [30, 31]. The PMSG can be able
to possess a capability of inherent voltage compensation and which is desirable for
maintaining a constant load voltage. According to the power electronic converter
topologies and BESS control, various blocks may be added. A schematic diagram
of small/micro hydro turbine-based PMSG-fed three-phase load is given in Fig. 3a
and the simplified per-phase electrical equivalent circuit is given in Fig. 3b, which is
used for the performance analysis.

Brush-less Synchronous Generator (BLSG)

For the off-grid/isolated applications, the small/micro hydro turbine-based power
generation systemwithBLSGs is becoming popular. The output voltagewill generate
the proper amount of excitation to the field winding of the machine. Brushed and
brush-less SGs are of two types,which are based on schemeof excitation. Small rating
of BLSGs is much suitable for temporary/emergency power sources, like a very well-
known example of diesel generator. To make the error voltage zero in closed-loop
operation of BLSG, the exciter arrangement adjusts itself accordingly, so voltage
across the load is regulated for all load conditions. Generally, the excitation elements
are pre-charged capacitors of DC voltage source in BLSGs. The DC excitation-based
BLSGs are well suited for variable speed operation also. A schematic diagram of
small/micro hydro turbine-based BLSG-fed three-phase load is given in Fig. 4a and
the simplified electrical equivalent circuit per phase is given in Fig. 4b, which is used
for the performance analysis [2, 12, 13].

Synchronous Reluctance Generator (SynRG)

As like the SEIG, the synchronous reluctance generator (SynRG) is having all the
same benefits like simple in design, robust nature, inexpensive operation, core loss is
less, less noise in working condition, smooth starting torque because of no cogging
torque and in addition to these advantages, we can avoid the rotor winding losses
because of lack of rotor bars in its construction. The SynRG-based isolate systems
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Fig. 3 a Schematic diagram of small/micro hydro-based PMSG system. b Simplified equivalent
circuit of PMSG

of RE systems represent an alternative solution in isolated systems instead of being
used for many advantages than SEIG; moreover, it is low cost as compared to other
brushless generators. The SynRG is not a self-excited machine like SEIG in stan-
dalone operation and it also needs the necessary excitation to build-up the rated
terminal voltage. However, the existence of a minimum residual flux in the core of
machine is not enough to get the self-excitation. Generally, the excitation elements
are pre-charged capacitors, which are needed to connect across the machine termi-
nals. A schematic diagram is shown in Fig. 5a, and the simplified SynRG’s per-phase
equivalent circuit diagram is shown in Fig. 5b, which is used for the performance
analysis through dq-axis circuit analysis. The minimum capacitance value for the
self-excitation of SynRG is given by the Eq. (3) [32, 33].

Cmin = Q

6π f v2
(3)
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Fig. 4 a Basic schematic diagram of small/micro hydro-based BLSG system. b Simplified per-
phase equivalent circuit of synchronous generator

Switched Reluctance Generator (SRG)

For the generation operation of a switched reluctance machine during the generation
mode, a proper synchronization of stator phase currents is performed by means of
an external DC source. At its rotor position an electro motive force (m.m.f) will
induce in SRG. The SRG produces negative torque which is in opposite to the rotor
rotation, hence extracts the energy from connected RES. Through an asymmetric
half bridge converter, the phase winding will be energized. The turn-on/off triggering
pulse angles of DC excitation unit are the variables. The common control methods
associationwithSRGsare angle position control (APC), soft chopping current control
(SCCC) and voltage chopping control (VCC) method. These methods are meant for
controlling of phase voltage, currents and switching on/off. The SRGs are very simple
in construction, rugged, cheap in cost, can be operated at higher speed, highly fault
tolerant capability, no need of starting torque, high efficiency and can be suitable for
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Fig. 5 a Schematic diagram of small/micro hydro-based SynRG system. b Simplified equivalent
circuit of SynRG

high temperature environments also. As like PMSG, the SRG does not require high
torque to start and run and can be used in hard environmental conditions too. These
are not recommended for low-speed application because of its larger torque ripples.
A schematic diagram small/micro hydro turbine-based SRG is shown in Fig. 6a and
the simplified per-phase equivalent circuit diagram is shown in Fig. 6b, which is used
for the performance analysis [14, 34].

Based on the investigation study and analysis, the comparison among the popular
generators for operation, cost, performance, and all reported in Table 1.
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Fig. 6 a Schematic diagram of small/micro hydro based standalone SRG system. b Simplified
equivalent circuit of SRG

3 Electronic Load Controller (ELC) for Load Balance:
Design and Control

An electronic load controller is a power electronic-enabled circuit unit to balance the
power in the isolated systems. Many researchers have reported the various control
approaches of ELC in the literature [21, 6].
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Table 1 Comparison study on electric generators for small/micro hydro systems

Feature SEIG PMSG BLSG SynRG SRG

Self-excitation
requirement

Required
through
pre-charged
capacitor bank

Not
required

Required
through DC
excitation for
field winding

Required
through
pre-charged
capacitor bank

DC excitation
is needed for
field winding

Cost Lower cost than
PMSG

High cost Lower cost
than PMSG

Low cost as
compared to all
other brushless
generators

Very low cost
as compared
to SEIG and
PMSG

Size Smallest and
low weight
simplest
machine among
Induction
machines

Size and
weights are
higher than
SEIG

Small size
and reliable

Small and
robust

Simple,
robust, and
reliable

Power factor Lower than
PMSG

Higher than
SEIG and
almost
operate at
unity power
factor

PF value is
higher

Higher than
IGs

Lower than
SEIG

Complexity Less Less Less Less More

3.1 Operating Principle of ELC

The operation of ELC is quite simple and easy for practical implementation. The
ELC implementation in isolated systems aims to divert/block the power generated
power into a dump load. If the load is less than the generation, then the excess
amount of electrical power is diverted to dump load; and the DC chopper switch
is in ON position. On the other hand, if it is equal and less than the generation,
then the logical switch is OFF position to block the generated power into the dump
load. Power balance phenomenon of ELC is given in (4). One should note that from
(a), the main load and dump loads are varying from zero to maximum values, but
the generation is always a constant and maintains its rated value in small/micro
hydro isolated systems. To satisfy the operation of (4), the reference signal for turn
ON of the power electronic switch is either the voltage or current value. Various
controllers, such as analog, digital, microprocessor, micro controller, proportional
(P), proportional and integral (PI), proportional and derivative (PD), proportional
integral derivative (PID) and fuzzy logic controllers, are reported in the literature to
enhance the efficiency. The working flowchart of ELC is given in Fig. 7. The role of
the ELC in small/micro hydro systems is only to control the power electronic-based
switch to consume or divert the excess load power into dump load resistor but did
not show any effect on the power generation.
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Fig. 7 Operating principle
of ELC

Generated power = Main load power + Dump load power (4)

3.2 Design Aspects of ELC

The ELC mainly consists of (i) an uncontrolled bridge rectifier/universal bridge
rectifier for rectification purpose of generated voltage, (ii) a controllable DC-chopper
switch for allowing or blocking the generated power into dump load, (iii) a DC-link
capacitor for voltage leveling, and iv) a resistor, which is also referred as dump load
for consuming the excess load power. The schematic diagram of ELC is shown in
Fig. 8. Power electronics switches, such as metal–oxide semiconductor field-effect
transistor (MOSFET) or insulated-gate bipolar transistor (IGBT), are commonly used
as DC chopper switch in ELC design. The dump resistor (RD) should be designed
in such a way that to withstand to the rated capacity of the system. The RD is given
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Fig. 8 Block diagram of ELC

by (5)

RD = (V − cap)2

Prated
(5)

In (5), V _cap is the output voltage of three-phase full-diode bridge rectifier and
Prated is rated power of generator. The V _cap is given by (6)

V−cap = 3
√
2

π
× VLL (6)

In (6), VLL is the line voltage of generator. The selection of the DC-link voltage
(VDC) is given by (7), where R.F is the ripple factor and f is the frequency.

VDC =
{

1

12 × f × RD

}{(
1 + 1√

2 × R.F

)}
(7)

The main components of the ELC can be designed by using (5)–(7) and control
the load power through ELC in isolated systems.

4 Conclusion

The paper has presented an overview of various popular generators and their working
phenomena in off-grid mode of operation, and experimental layout of small/micro
hydro-based systems. The major features of these generators are analyzed and
presented in the comparative study. Simplified equivalent circuit models of the gener-
ators are highlighted for further steady-state performance analysis. Further, the study
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focused on the effective utilization of constant generated power through the electronic
load controllers for load balance phenomena. The schematic, operation and design of
the ELC are discussed. The small/micro hydro system with ELC feature in isolated
load applications is a cost-effective, eco-friendly, techno-friendly and required less
maintenance in rural electrification.
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Inexpensive Techniques to Design
an Automated Home Using NodeMCU

Anthony Minj, Harsh Tank, Shipra Gautam, Yuvraj Singh Kahlon,
and Shelly Vadhera

1 Introduction

It is smart devices that separate a traditional home from an automated one. These
are the devices that can interact with the user and also with other smart devices
in the house. The origin of home automation can be traced back to 1975 when
the communication protocol X10 came into picture. X10 devices used radio waves
for the purpose of communication. The method of communication wasn’t much
efficient either. The X10 devices communicated with switches capable of processing
data sent by the X10 device in the form of 120 kHz radio bursts. A transmitter
is a good example of an X10 device. For a while, the communication was a one-
way communication meaning that only the X10 devices could send information
and control the end devices, leaving no scope for resource monitoring. With the
development of a two-way communication, the analog method of communication
became more of a hindrance than progress. Today the method of communication is
the internet allowing for a structured mode of communication, thereby proving to
be more reliable and efficient. Also, with the internet, devices can be accessed and
controlled from anywhere around the planet providing the capability of remote access
[1]. The market for smart devices is increasing with giants like Amazon and Google
with their devices like home assistants. Also, with the push for IoT from the industry,
the smart devices becoming a home common is not a sight of the distant future [2].
This paper is aimed at providing techniques for modeling the same experience of an
expensive smart home with all smart devices, through the use of traditional devices
of the present. This is achieved using sensors and relays. The basic idea of a smart
home or an automated home is to provide a method of granting control to a central
hub which can act as the interface between the user and all the home devices at one
place, be it resource monitoring, surveillance or remote access. The function of this
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central hub is incorporated through the Wi-Fi-enabled controller, NodeMCU. The
interface used is an application that has to be run on smartphones called ‘Blynk’ [3].

2 System Design

2.1 Input and Output

The input side of the system consists of sensors, namely the ultrasonic sensor, PIR
motion sensor and a photosensor. The ultrasonic sensor used is the HC-SR04 which
is an electromagnetic-type sensor operating at 5 V. It is used for the purpose of the
measurement of distance. This sensor consists of a trigger circuit and an echo circuit.
The trigger circuit sends sound waves in the form of eight pulse burst while the echo
circuit listens to the bounced back soundwave sent by the trigger circuit. The distance
can be easily calculated as the speed of the sound waves is known (330 m/s) and the
echo circuit is capable of calculating the time.

The PIR motion sensor stands for ‘Passive InfraRed’ motion sensor. The PIR
sensor used is EC-0142. This sensor consists of two materials which are sensitive to
infra-red, separated by a little distance. The scanning area of the sensor is created
using a frenal lens. When the sensor is idle, that is to say that there is no activity, both
the materials receive the same amount of infra-red from the ambient surrounding.
But when a person or an object crosses the sensor detection area, a differential signal
is produced in the sensor, one positive while the other is negative. This signal is then
used to take further actions such as in the case of this project has been used to turn
on lights in rooms when a person enters.

A photosensor is basically a photoresistor which produces signals depending on
the amount of light transmitted by the transmitter and that received by the receiver.
The photosensor used is EC-2387. There are three main types of photosensors. One
works on the diffused beam principle, while others through beam and retro reflective
principles.

The output side consists of relays, LEDs and the motor drive circuit.

2.2 System Controller

For the purpose of providing central control hub to the user and the devices, a
NodeMCU is used. NodeMCU is an open source IoT platform using the ESP32Wi-Fi
SoCbyEspressifSystems.This incorporates adual-coreTensilicaXtensaLX106core
CPU with a maximum clock speed of 240 MHz. It also comes equipped Wi-Fi and
dual Bluetooth-enabled capabilities. The firmware is programmed in Lua Scripting
language but is also compatible with the Arduino IDE which has been used here.



Inexpensive Techniques to Design an Automated Home Using NodeMCU 123

2.3 Blynk Application

In order to communicate with the devices at homes, a middle hub called NodeMCU,
as described in the previous section, has been used. NodeMCU has been chosen
because it offers advantage of internet connectivity, thus providing an opportunity of
remote access and control. In order to interact with NodeMCU, an interface called
Blynk, which is a third-party smartphone application, capable of IoT has been used.

3 Implemented Codes

3.1 Controlling Home Appliances from Remote Location
Using Blynk App

Using this application, we can easily control and operate appliances in our home
with just a click of a button and hence actual human effort is reduced which could be
highly useful for homes of differently abled and elderly persons (see Fig. 1). Here we
have selected three buttons that will control the air conditioner, water tanker pump
and geaser.

Arduino IDE is programmed with the desired program providing the authentica-
tion key, Wi-Fi hotspot name and password for the respective house. The instruction
from our smartphone reaches the NodeMCU through internet and then NodeMCU
instructs the respective relay to operate the appliance.

The flowchart of the code on Arduino IDE application provides the authentication
key, Wi-Fi hotspot name and password for the respective house (see Fig. 2).

Description of code. Different home devices are connected through relays to
different pins onNodeMCU. The pins are first configured towork as output pins. This
is followed by connection authorization. After authorization, Blynk app is operated
on a smartphone to set the output pins as high/low.

Code 1. Figure 3 shows how the program for controlling home appliances from
remote location using Blynk application.

3.2 Ultrasonic Sensor for Garage Parking

The connection for ultrasonic sensor with NodeMCU for the garage parking was
done (see Fig. 3). The code we have written basically gives various lights and various
distances, and the buzzer gives sound in extreme conditions alerting the driver if he
approaches too close to the door (Fig. 4).

The flowchart of the code for connection of ultrasonic sensor with NodeMCU and
different color LEDs is shown in Fig. 5.
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Fig. 1 A graphic interface is created in this Blynk application digital dashboard with three selected
buttons for air conditioner, water tanker pump and geaser

Description of code. All the pins assigned from Pin_blue_led to Pin_red_led are
set as 0 initially, making use of the ‘for’ loop. Next, respective pins are set high or
low depending upon the distance calculated through the get distance function. This
function takes time as it requires input from the sensor and converts that into distance.

Code 2. Figures 6 and 7 show the program for controlling the ultrasonic sensor for
the purpose of garage parking.

3.3 Use of PIR Motion Detector Sensors

For the connection of PIR motion sensor with NodeMCU, see Fig. 5.
Also, the program code for the lights control in rooms and bathroom and switch

off them when not in use is done on the Arduino IDE. And this was done to save a
lot of energy (Fig. 8).

The flowchart of the code for the control of PIR sensor and detecting the motion
from it is shown in Fig. 9.
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Fig. 2 Flowchart of the program on Arduino IDE application for providing the authentication key,
Wi-Fi hotspot name and password for the respective house

Description of code. Two pins are chosen. One pin is set as input for NodeMCU,
while the other is set as output pin. The input from the sensor is read at the configured
input pin and depending on whether the input is high/low, the output pin is set as
high/low.

Code 3. Figure 10 shows the program for motion detection by using PIR sensor.
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Fig. 3 Program on Arduino IDE application for providing the authentication key, Wi-Fi hotspot
name and password for the respective house

Fig. 4 Connection of ultrasonic sensor with NodeMCU and different color LEDs
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Fig. 5 Flowchart of the code in Arduino IDE for working of LEDs according to the distance
calculated by ultrasonic sensor

3.4 Use of Photosensors

This sensor detects the presence of light and give different signal during the presence
of different intensity of lights. Connection diagram for photosensor with NodeMCU,
two external resistors of 100 � and LED is shown in Fig. 7.

In the program this photoresistor is used to turn on and off a LED when the
intensity of light around the resistor changes (Fig. 11).

The flowchart of the code for photosensor use to turn off and on the LED is shown
in Fig. 12.

Description of code. Two pins are chosen. One pin is set as input for NodeMCU,
while the other is set as output pin. A reading is taken from the sensor under well-
lit conditions. This value is then stored as threshold in the lightInit variable. During
operation, the reading collected from the sensor is read and stored in lightVal variable.
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Fig. 6 Program code in Arduino IDE for working of LEDs according to the distance calculated by
ultrasonic sensor

This value is then compared with the lightInit value. If lightVal value is lower than
lightInit, then the output pin is set high, else output pin is set low.

Code 4. Figure 13 shows the program for controlling the LEDs by using photosensor.

3.5 Program to Control Motors

For connection, see Fig. 14, and for program, see Fig. 16.
The flowchart of the code for the control of motors with motor driver circuit is

shown in Fig. 15.

Description of code. Four pins are chosen: leftForward, leftBackward, rightForward
and rightBackward. All the four pins are set as output pins. For motor operation
functions, refer Table 1.

Code 5. Figure 16 shows the program for controlling DC motor using motor driver
circuit.
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Fig. 7 Program code in Arduino IDE for working of LEDs according to the distance calculated by
ultrasonic sensor

Fig. 8 Connection diagram of PIR motion sensor with NodeMCU
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Fig. 9 Flowchart of code for the control of PIR sensor and detecting the motion from it

4 Conclusion

This paper proposes an inexpensive approach toward providing home automation
experience to the users [4].With the help of the proposedmethods, traditional devices
can be controlled, regulated as well as monitored as the project makes use of physical
connections using relays to communicate control signals to the devices giving the
ability to the user to perform actions such as resource management, remote access
and surveillance. All this is possible with the help of various sensors connected to
the home devices. The internet plays a great role in acting as the mode of commu-
nication between the control module and the user. The commands are sent using a
third-party smartphones application, and thus provides scope of customization for
communication with the device. The methods make use of a controller enabled with
Wi-Fi capabilities and hence the applications of the device also include its ability
to communicate with smart devices over wireless networks. With a microcontroller
onboard, the project can be programmed as per the needs, paving a way for future
technologies such as artificial intelligence and cloud computing to be incorporated
into the project for an even more effective home automation experience.
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Fig. 10 Code for the control of PIR sensor and detecting the motion from it

Fig. 11 Connection diagram of photosensor with NodeMCU
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Fig. 12 Flowchart of program for photosensor use to turn off and on the LED
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Fig. 13 Program for photosensor used to turn off and on the LED
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Fig. 14 Connection of motor with motor driver circuit board

Fig. 15 Flowchart of
program for the control of
motors with motor driver
circuit
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Fig. 16 Program for the control of motors with motor driver circuit

Table 1 Motor operation functions

Operation name leftForward pin leftBackward pin rightForward pin rightBackward pin

Run forward HIGH LOW HIGH LOW

Run left LOW LOW HIGH LOW

Run right HIGH LOW LOW LOW

Run backward LOW HIGH LOW HIGH
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Improving Energy Efficiency
and Reducing CO2 Emission
of Institutional Building: An Energy
Audit Case Study

Arjun Deo and Saurabh K. Rajput

1 Introduction

Availability of power plays a crucial role in the overall development of any country.
For this purpose, electricity is one of the core requirements. The conventional
methods of energy generation are limited and thus need some form of substitu-
tion. Renewable resources being “Clean” and “Green” not only produce minimal
amounts of waste but are also available in surplus. As it is said, “Energy saved
is energy generated”. Thus, instead of increasing the energy generation at much
higher cost, one should opt for energy conservation at much lesser cost. Conserving
energy not only ensures financial savings but also reduces net carbon emission, thus
protecting nature. IIT, Kanpur conducted a project named Samadhan, where they
conducted energy auditing in their hostel block to make it energy-efficient. They
suggested replacement of rheostat regulator with electronic ones and installation of
solar water heater [1].

Institute of Chemical Technology, Akhleshwar, India conducted energy auditing
through utility bill analysis of SRICT Institute. They focused on reducing the total
electricity bill by reducing the maximum power demand [2]. In India, solar-based
energy is the most easily available resource and installing a rooftop PV system
can aid in extracting and utilizing the solar energy [3]. The energy analysis of the
photovoltaic module was conducted for the first time and they found that in 40 years.
The PV module will recover the energy used in its construction and manufacturing.
The EPBT (Energy Payback Time) for PV modules was taken as the ratio of total
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energy required in construction of PV modules to the yearly energy output of the
module produced by using sun energy [4].

Chauray and Kandpal have evaluated the CO2 emission for photovoltaic systems
in India. During the study, they found that carbon credit not only reduces pollutant
emissions but also the financial burden on the user is reduced by 19% [5]. According
to analysis of an off-grid photovoltaic (PV) system for the climate of Varanasi Uttar
Pradesh India, it is found that when using the photovoltaic system against the coal-
based thermal plant for the generation, reduction in CO2 emission is 2.525 tCO2e
and the monetary savings due to carbon credit is 143162.19 for a lifetime of 35 years
[6]. The proposed work is with the aim to make the institutional building energy-
efficient. Conserving energy will not only result in financial savings but also enable
to discharge the moral duty of preserving the scarcely available resource.

1.1 Objectives of the Energy Audit Study

1. The first objective is to perform utility bill analysis of the focus institutional
building and analyse the results to give suggestions for reducing the annual bill
and thus saving energy.

2. The second objective is to conduct an energy audit in class rooms of building
for lighting loads.

3. The third objective is to suggest changes to ensure reduction in energy consumed
and CO2 emitted.

4. The final objective is to analyse the rooftop solar PV plant and calculate energy
savings and CO2 emission reduction.

2 Types of Energy Auditing

2.1 Walkthrough Audit

In this audit, we have a walkthrough inspection to checkmaintenance and operations.
It is also used to know the area of further analysis. This audit includes recognizing the
energy-saving opportunity. Benchmarking is most important for walkthrough audit;
it is a preliminary step by which we analyse the previous consumption and cost and
the juxtaposition of the pursuance of the building to that of other buildings.
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2.2 Detailed Audit

On inspecting the pre-audit results, this audit has an energy consumption survey and
energy conservation measures and alternate resources. It involves modification of
sources that are capital intensive which requires study [7].

3 Electricity Bill Analysis

To improve efficiency of the building, analysis of electricity bills is done so as to
study the energy that is wasted. Tables 1 and 2 and Fig. 1 show various quantities
obtained while doing one-year bill analysis.

3.1 Maximum Demand Control

A preventive control method to control maximum demand is through maximum
demand control meter. By using this, the loads get automatically detached if the
demand connected exceeds a present value.

Savings anticipated: Recent MD meter set value is 350 kVA and the average
maximum demand is 304.38 kVA. If we take maximum demand as 320 kVA, then
monthly monitory saving through maximum demand control will be Rs 12900.

Table 1 Monthly analysis

Month
& Year

Total Units
Consumed
(kWh)

Energy
Consumed In
Peak
Hours (kWh)

Average
Power Factor

Power Factor
Penalty
Rebate (Rs)

Total
bill Rs

Average
Cost
Rs/KWh

Feb-19 70,197 12,084 0.96 −9919.8 680,142 9.69

Mar-19 53,754 8880 0.96 −3798.1 569,191 10.59

Apr-19 94,899 13,821 0.97 −13,430 866,713 9.13

May-19 120,900 16,428 0.96 −16,687.3 1,099,398 9.09

Jun-19 102,957 13,479 0.96 −6661.23 1,000,373 9.72

Jul-19 83,193 11,235 0.95 −5405.07 876,386 10.53

Aug-19 104,349 14,142 0.96 −10,861.6 1,022,016 9.79

Sep-19 114,849 15,552 0.97 −24,790.2 1,123,507 9.78

Oct-19 85,416 12,846 0.97 −19,502.4 848,413 9.93

Nov-19 60,315 17,676 0.97 −13,623.4 632,535 10.49

Dec-19 54,724 10,220 0.96 −8329.8 608,271 11.12
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Table 2 Maximum demand charge analysis

Month
& Year

Maximum
demand (kVA)

Demand
Charge (kVA)

Demand
Charge Rs

Penalty
due to MD

Feb-19 209 360 159,637 0

Mar-19 168 360 159,637 0

Apr-19 365 365 161,787 0

May-19 405 405 181,137 6450

Jun-19 432 432 198,552 23,865

Jul-19 435 435 200,487 25,800

Aug-19 420 420 24,187 0

Sep-19 415 415 200,675 13,800

Oct-19 294 360 170,775 0

Nov-19 260 360 170,775 0

Dec-19 169 360 170,775 0

Jan-20 219 315 144,900 0

Feb-20 166 315 144,900 0

Average 304.38 377.0769 160,632.62

Fig. 1 Total monthly energy
consumption

Considering the investment price of MD meter Rs 70000, the payback period is
6 months (approx.).

Also, if maximum demand does not exceed the set maximum demand, all the
penalties can be saved here. Therefore, along with the load shedding procedure it is
recommended to install a maximum demand meter.
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3.2 Improving Power Factor

For the equal amount of useful energy transferred, a load which has a lower power
factor always draws more current when compared with a load which has a high
power factor. A lower power factor is more expensive and comparatively inefficient.
Also, linear loads that have lower power factors (example, induction motors) can be
improved through with a passive network of few capacitors.

Installing capacitors to increase KVAR ratings:

Power factor = kWh/kVAh

Required capacitance = (Power) × (Multiplying Factor)

Monthly Contracted Demand = 350 KVA

Average Power Factor = 0.96

Targeted Power Factor = 0.99

Power(KW) = 350×0.96 = 336

Power factor correction multiplying factor for desired 0.99 PF is 0.149 [8].

Hence, capacitor rating = 336 × 0.149 = 50.064 KVAR

Thus, capacitors of rating approximately 50 KVAR must be used in order to get
power factor of approximately 0.99.

4 Analysis of Class Rooms

During awalkthrough audit, itwas found that one old academic block uses fluorescent
tube light (FTL) and old ceiling fans in many class rooms and corridor area. FTL is
rated for 40 watt and illuminates the same lux level which is produced by 12 watt
rated LED light.

We found a total of 180 FTLs and 100 old fans, and observed that wattage of both
FTLs and fans was huge resulting in more energy consumption.

4.1 Analysis of Replacing Conventional FTL with LED
Lights

Rating of each FTL = 40 W
At an average light used for 330 days in a year
Power consumption of each FTL per year= per consumption per day× total days

for which FTL is used in a year = (40 × 12 × 330)/1000 = 158.4 kWh
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Annual expenditure while using FTL = power consumption per year × energy
cost per unit

= 158.4 7.1 = Rs 1,124.64
Rating of each LED = 12 W
Power consumption per year = (1212330)/ 1000 = 47.52 kWh
Annual expenditure = 47.52 × 7.1 = Rs 337.392
Annual energy saved = 158.4 - 47.52 = 110.88units
Annual savings in electricity bills = 110.88 × 7.1 = Rs 787.248
Total units saved for 180 LED bulbs = 110.88 × 180 = 19,958 units/year
Total annual savings on electricity bills after replacing all the 180 FTLs with LED

bulbs =19,958 × 7.1 = Rs 1,41,704.64

1. The initial investment for installation of one LED bulb is Rs 500, so the payback
period for the above-mentioned replacement becomes 8 months only.

2. Since for electricity emission factor is 0.85 kg CO2 per unit [9], so the CO2

emission saving is 16,964.3 kg

4.2 Analysis of Replacing Pre-existing Fans by Modern
Energy Efficient Fans

Rating of old fans = 75 W
Rating of new fans = 50 W
Average use of fan per day = 12 h
Total power consumption by 100 old fan per month= (75× 100× 12× 30)/1000

= 2,700 kWh
Total power consumed by 100 new fans per month = 900 kWh
Saving in Rs per month = 900 × 7.1 = Rs 6,390
Considering fans are used for 8 months in a year
Total energy saved 8 months in a year is,

1. Annual savings = 6,390 × 8 = Rs 51,120
2. Since for electricity emission factor is 0.85 kgCO2 per unit [9], soCO2 Emission

saved = 7200 × 0.85 = 6,120 kg

Thus, it is clearly visible that the replacement can result in huge savings.

5 Analysis of Rooftop Solar PV Plant

The rooftop area of a section of building is used for the generation of electricity by
installation of photovoltaic (PV) systems. This generation of electrical energy (kWh)
partly fulfils the requirement of electrical energy of the mill and also the penalty of
exceeding maximum demand as over connected load is reduced.
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Table 3 Energy generated by the PV system

Month
& Year

Maximum
Demand (kVA)

Energy
Consumption by load
(kWh)

Energy
taken by grid (kWh)

Energy
generated by PV
(kWh)

Nov, 19 260 68,429.4 60,315.00 8114.4

Dec, 19 160 61,483.04 54,724.00 6759.04

Jan, 20 219 79,448.59 70,094.00 9354.59

Feb, 20 166 73,874.9 62,688.00 11,186.90

The on-grid rooftop solar PV system was installed in the month of October 2019.
About a 10 square meter area is required to set up 1 kWh grid connected rooftop solar
system. The open area available inside is 57785.0 m2, out of which 800.0 m2 area
is used for the generation of 80 kWh electricity by solar photovoltaic (PV) systems.
Table 3 shows the energy generated by the PV system and its effect on energy taken
by the grid.

It has been observed from the last two years bills that the maximum demand of the
plant is very high in a few months when the connected load is high. The maximum
demand is near to the contracted demand, and sometimes it overshoots the contracted
demand. But after the installation of PV plants, the maximum demand has reduced.
This is because a part of the energy requirement of load is fulfilled by the PV plant.
This reduction in maximum demand not only conserves the energy but also provides
the savings in the electricity bills. Analysing using data given in Table 3, average per
month energy generated by PV plant is 8,853.73 kWh.

6 Reduction in CO2 Emission

If electricity is generated from thermal plants, an average carbon dioxide equivalent
is 0.98 kg of carbon dioxide per unit. However, in coal-based power plant, losses
in transmission and distribution are approx. 40%. So, for a coal-based power plant
total carbon dioxide equivalent will be increased and this intensity for generation of
electricity will now become 1.63 kg of carbon dioxide per unit at source side [6].

Based on the estimates, approx. 50% of individual carbon footprint is caused by
electricity and 17% is caused by lighting only [10].

Table 4 shows the comparison of CO2 production for 1 kWh of electricity
production through different generating sources.

Therefore, to decrease CO2 emission, the following steps can be taken.
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Table 4 Amount of CO2
emitted while generating 1
kWh of electricity

Source Grams of CO2 produced

Coal 955

Oil 893

Natural gas 650

Nuclear energy 60

Hydropower 15

Solar energy 40

6.1 Reduction in CO2 Emission by Controlling Maximum
Demand and Improving Power Factor

Almost 830 g of CO2 equivalents are released into the atmosphere in the usage of 1
unit of electricity in the country. It can be said that carbon footprint can be minimised
significantly if energy consumption is reduced. Based on the availability of time and
financial resources, several measures can be used to reduce energy consumption. Out
of thesemeasures, one important is reduction inmaximum demand and improvement
of power factor.

6.2 Reduction in CO2 Emission by Replacing Incandescent
Bulbs with LED Bulbs and Old Fans with New Efficient
Fans

LED bulbs absorb very small amounts of energy as compared to incandescent bulbs
and they have the added benefit of long lasting and also, they do not contain mercury.
The replacement with new LED lighting seems to be expensive based on the initial
investment; however, the cost–benefit analysis shows that LED lights easily give a
minimum of 6% yearly return in the form of running costs alone. The comparative
study between incandescent lamp and LED bubs is shown in Table 5.

Table 5. Comparative Study.

6.3 Reduction in CO2 Emission by Using Solar Energy

According to the latest data available, daily CO2 emission global levels are at 406.47
ppm (parts per million). During 2019, growth in India’s net CO2 emissions slowed
down drastically. The main reasons for this include slowdown in the expansion of
thermal electricity generation and surging of renewable energy. Also, an announce-
ment of a target of 450 GW of non-fossil, i.e. renewable energy was made by Prime
Minister of the country, Mr. Narendra Modi. The present scenario of the country
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Table 5 Amount of CO2 emitted while generating 1 kWh of electricity

Incandescent LED

Power consumption (W) 50 6

kWh (units of electricity used per hour) 0.05 0.006

Hours of operation per day 10 10

Carbon emissions (tons) per year per lamp 0.152083 0.01825

Reduction in carbon footprint (tons) per lamp 0.133833

Lighting carbon emission (tons) per year per household 6.84375 0.82125

Reduction in carbon 6.0225

has renewable energy generation capacity of around 74 GW compared to a previous
target of 175 GW by year 2022 [11].

Annual reduction in carbon dioxide emission is found to be 173.179 tCO2e

7 Conclusion

After conducting walkthrough auditing, the following conclusions have been drawn:

(1) Using amaximumdemand controlmeter would result in an annual saving of Rs
154,800. The average power factor at present is 0.96. Installing a capacitor of
approx. 50 KVAR rating is suggested to bring the power factor approximately
to 0.99.

(2) Replacing FTL with LED bulbs will give monetary savings of Rs 1, 41,704.64
per year. And replacing old fans gives savings of Rs 2,556 per year. And also
this replacement will result in a reduction of 16.964 tCO2 and 6.120 tCO2

respectively.
(3) Annual energy generated by solar panels is 106244.79 units. Reduction in CO2

emission per year is 173.179 tCO2e
(4) In our study, it is observed that there is a large scope of improving energy

efficiency in the ring frame machine section of textile mills.
(5) Following suggestions are made to reduce carbon footprint:

(a) Save energy and reduce wastage.
(b) Renew the lighting system.
(c) Install solar panels to reduce energy generation by thermal plants.

Applying all the recommendations given will result in total monetary saving of
Rs 1,053,398.65 and reduction of 196.263 tCO2e emission.
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Relationship Between Renewable Energy
and CO2 Emissions in BRICS Countries

Totakura Bangar Raju, Astha Sharma, and Vasundhara Sen

Abstract This paper investigates the nexus of renewable energy, non-renewable
energy, GDP and CO2 emissions in a 1990–2017 sample of BRICS countries to
analyse the need for better policy framework and future action needed to tackle
climate change. Panel Unit Root tests, Panel co-integration tests and long-run esti-
mates that there exists a long-run relationship between CO2 emissions, GDP, renew-
able energy and non-renewable energy for the BRICS countries. It was then seen in
the panel OLS results that increased renewable energy consumption can significantly
reduce CO2 emissions, whereas the panel FMOLS and panel DOLS results do not
show any significant relationship between these two variables. All the three esti-
mation results show that increase in non-renewable fuel consumption would result
in CO2 emission, thus confirming the positive relationship between non-renewable
energy consumption and CO2 emissions. The analysis also suggests that increased
presence of renewable energy in the BRICS nations have avoided emissions, but the
extent has not been significantly large. Thus, BRICS countries’ policymakers should
encourage more consumption of renewable energy for better results.
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1 Introduction

BRICS countries, consisting of Brazil, Russia, India, China and South Africa, are
a group having high gross domestic product (GDP) rates and significant energy
consumers. These countries also have useful technological innovations, low labour
cost and high energy demand [1]. These countries are top CO2 emitters of the world
and among top 10 energy consumers. Therefore, BRICS countries have a responsi-
bility towards climate change and to mitigate GHG emissions. The Koyoto Protocol
fixes the responsibility on developed countries, but BRICS has been a significant
source of emissions over a decade [2]. The Paris Agreement [3] has brought forward
the need for countries to tackle green house gas emissions and BRICS have affirmed
their commitment for the same. The energy sector is the primary source of emissions
in BRICS except for Brazil, where land-use change and agriculture are the primary
sources [4]. In order to support climate change, the BRICS countries need to check
the emissions from the energy sector. Coal is the primary source of energy for India,
China and South Africa. Oil and gas remain to be a significant source of energy
for Russia and Brazil. Thus, fossil fuels in various forms remain to be a significant
source of energy for BRICS, and thereby major source of emissions. In the eight
BRICS summit held in India on 16 October 2016, the countries brought forward
the need for usage of nuclear energy and natural gas in order to meet Paris support
agreement. However, BRICS failed to outperform the OECD and EU members in
terms of sustainable development climate goals and climate change [5]. Keeping in
view the above, there is a need for the development of renewable energy sources in
BRICScountries tomeet the climate changegoals. There aremany factors influencing
renewable energy in BRICS countries [6]. The factors are geographical location and
area, availability of natural resources, prices of resources like coal, oil, electricity and
natural gas, economic growth, GHG’s emissions and carbon footprint, infrastructure
and regulatory framework. Several financial models have been introduced in BRICS
for development of renewables [7]. Growth of solar, wind and hydropower has been
phenomenal and there has been an increase in investment of funds for the same.
However, there is an absence of study between renewable energy, non-renewable
energy, GDP and CO2 emissions from the BRICS countries to analyse the need for
better policy framework, and future action is needed to tackle climate change.

2 Literature Review

The literature review studies are related to renewables and CO2 emissions in BRICS
countries. In the early studies, the relationship between economic growth and renew-
able energy consumption in China for the period 1977–2011 was analysed [8]. From
the results, it was found that there is a presence of bidirectional causality relationship
between renewable energy and economic growth. The causal relationship between
renewable energy and economic growth was also investigated in BRICS countries
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during the period 1971–2010 [9]. From the empirical results, there was a long-run
relationship between renewable energy and economic growth.

The interactions between renewable energy, output and carbon emissions have
been analysed for China and India using VECM analysis for the period 1972–2011
[10]. The results suggest unidirectional causality between CO2 emissions and renew-
able generation and output for India. For China, the results show a unidirectional
relationship between output and renewable energy. The relationship between envi-
ronment, health, energy consumption and influence on BRICS’s economic growth
has been analysed in [1]. The study brings forward the strong relationship between
energy, economy, health and environment. Need for agricultural technology to be
accessible to landowners and tenants at subsidised rates has been brought forward.
Panel data analysis was used to examine the factors affecting BRICS countries for
CO2 emissions [11]. The interactions among economic growth, FDI, CO2 emissions
and energy consumption were investigated, and indirect relationship between CO2

and energy consumption was established. A comparative study of Turkey’s energy
performance between BRICS and OECD countries has been done using multiple
criteria [12]. DEA analysis has been used along with the Malmquist productivity
index for making differences between technical improvements and efficiencies over
a period. Encouragement of renewables was analysed by examining the relationship
between renewable energy, agriculture and CO2 along with non-renewable energy
and output during the period 1992–2013 [13]. Results show a negative relation-
ship between CO2 emissions and renewables and output. The nexus between GDP,
CO2 emissions, renewable energy and natural gas study is attempted in the BRICS
countries during the period 1985–2016 [14]. The effects of financial development,
economic growth, trade openness and capital on energy consumption for BRICS
countries have been investigated for the period 1991–2013 [15]. From the empirical
evidence, there is a strong presence of co-integration between the variables; presence
of unidirectional causality between energy consumption and economic growth; and
bidirectional causality between financial development and energy demand. The rela-
tionship between CO2 emission volumes, lag of emissions and GDP for the period
1980–2011 of BRICS countries is analysed [16]. The environmental consequences
due to economic activity were found to be mixed, and examination on case-to-case
basis was envisaged. NARDL bounds approach was used to investigate the asym-
metric impact of economic growth and globalisation on the consumption of energy in
BRICS countries [17]. Results indicate that positive shocks stimulate the consump-
tion of energy and adverse shocks to diminish the consumption of energy. The EKC
curve was estimated for CO2 in India and the role of renewable energy generation in
India was investigated [18]. Renewable energy was found to give a negative impact
on CO2 emissions, and trade volume was also uncovered to have an adverse impact
on CO2 emissions. From the above literature review, it is found that in most of the
studies, renewable energy was found to be negatively impacting CO2 emissions, and
non-renewable was impacting positively on CO2 emissions. However, for studies
related to BRICS, absence of model exploring the relationship between renewable
energy, non-renewable energy, GDP and CO2 emissions was found to be the gap in
the literature review.
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3 Methodology, Model and Data

The objective of the study is for theBRICS region, to understand the impact of renew-
able energy, non-renewable energy and GDP on CO2 emissions. For the empirical
analysis, the multivariate equation is given as

COit = (REit,NREit,GDPit) (1)

After converting all variables into logarithmic structures, the equation can be taken
as

COit = αi + ∂it + β1ireit + β2inreit + β3igdpitv + εit (2)

where CO is the CO2 emissions, RE is the renewable energy consumption, NRE is
the non-renewable energy consumption, and GDP is the gross domestic product of
the country based on the five BRICS countries. Note that t is the time period from
1990 to 2017. α is the constant term, ∂ is the deterministic trend, ε is the error term
and β is the elasticity impact on CO2 by other variables.

3.1 Long-Run Estimates, Panel Unit Root Tests, Panel
Co-integration Tests

In order to confirm the order of time series data integration, the variables are inves-
tigated by unit root tests. The article would use unit roots tests by [19], W-statistics
[20], Phillips-Perron and the Fisher augmented Dicky fuller test [21]. To understand
the long-run equilibrium relationship among variables, panel co-integration tests
are deployed. After testing for panel unit root tests, the co-integration is examined
by using Pedroni residual co-integration test [22, 23] and residual co-integration
test by Kao [24]. This is based on the residual strategy of Engle and Granger [25].
Even though long-run co-integration relationships could be explored using panel
co-integration tests, but long-run estimates could not be calculated. Therefore, in
order to estimate the relationship from Eq. (2) among the variables, the article uses
the FMOLS and DOLS methods to validate long-run equilibrium relationships. The
approaches of DOLS and FMOLS can control serial correlation of the long run and
endogeneity of the regressors [26].

3.2 VECM Granger causality

In order to check the directional causalities among the variables, the VECMGranger
causality test is employed. The said test [25] is used to explore the short-run and
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long-run causality among the variables in the time series data. The first one is to
find the short-run causalities using the Wald test in dynamic VECM and long-run
relationships established by examining the residuals in Eq. (2).

3.3 Data

See Table 1.

4 Analysis

From the above descriptive statistics (Table 2), it is evident that China has the highest
growth rate of CO2 emissions at 5.353% followed by India at 5.173% and Brazil at
3.33%. It is interesting to note that Russia has negative growth rate of −1.337% of
CO2. China has the highest growth rate of renewables of 11.328%, followed by India
at 6.502%, and South Africa has the least growth rate at 0.45%. Russia is having
a negative growth rate of non-renewables at −0.765 and China leading at 5.353%,
followed by India at 5.162. China leads at high GDP rate at around 11%, followed
by India at 4.9%, and South Africa is least at 0.009%.

Prior to estimating the models, we estimate the overall correlation structure in
the given data (Table 3). It can be seen that the variables are significantly correlated
with each other. However, the existence of correlation alone cannot be treated as
proof of any long-run relationship among the variables. Hence, we proceed towards
estimating the possible co-integration within the given dataset for BRICS countries.
We implement both Pedroni’s [22, 23] and Kao’s co-integration test [24]. However,
both these tests require the variables to be I(1) to test for possible co-integration.
Towards this, we employ four-panel unit root tests. The results are shown in Table 4.
From the results, it can be seen that the null of non-stationarity cannot be rejected at
the level. Further, all the variables are found to be I(0) at the first difference. As all
the variables are found to be non-stationary of the same order, we proceed towards
testing for possible co-integration in the given panel data (Table 5).

From the Pedroni co-integration test results, it is evident that with the alterna-
tive of common AR coefficients, both panel PP statistic and panel ADF statistic
reject the null of no-co-integration. Similarly, with the alternative of individual AR
coefficients, both the group PP statistic and group ADF statistic reject the null of
no-co-integration. The Pedroni test results conclusively prove the presence of co-
integrating relationships in the given panel data. Further, the Kao’s T statistic also
confirms the co-integrating relationship among the variables. It can be stated that
there exists a long-run relationship between CO2 emissions, GDP, renewable energy
and non-renewable energy for the BRICS countries. After confirming the existence
of the co-integrating relationship, the long-run influence of these variables on CO2
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Table 2 Descriptive statistics

Countries Variables Mean Median Minimum Maximum Std
deviation

Growth
rate in
%

Brazil GDP 9641.256 9117.394 7797.827 11915.417 1358.812 1.187

Renewable 83.049 76.412 48.519 127.914 24.150 3.734

Non-
renewable

134.931 125.664 77.743 204.069 38.692 3.416

CO2 339.179 317.943 197.242 511.871 92.697 3.330

Russia GDP 8804.740 8980.488 5505.627 11803.708 2244.923 0.903

Renewable 38.488 38.764 34.942 42.305 1.938 0.537

Non-
renewable

639.705 631.640 559.564 821.855 68.098 −0.765

CO2 1598.256 1524.844 1446.970 2234.669 219.748 −1.337

India GDP 1029.486 876.599 530.894 1963.546 441.239 4.949

Renewable 31.792 21.437 15.054 74.329 18.042 6.502

Non-
renewable

385.962 337.501 180.807 701.154 161.359 5.162

CO2 1271.583 1089.429 603.218 2344.243 540.622 5.173

China GDP 3102.022 2365.749 730.772 7329.089 2069.994 8.934

Renewable 139.485 74.234 28.247 474.983 131.814 11.328

Non-
renewable

1599.989 1398.528 655.225 2763.923 783.525 5.574

CO2 5579.228 4918.447 2325.992 9232.581 2663.175 5.353

South
Africa

GDP 6487.342 6242.985 5423.587 7582.552 830.516 0.009

Renewable 0.842 0.492 0.033 4.145 1.041 0.450

Non-
renewable

108.243 109.418 87.232 126.122 13.629 0.010

CO2 378.313 381.633 303.469 449.337 52.602 1.168

Table 3 Correlation for the panel data

LnGDP LnRenew LnNonRen LnCO2

LnGDP 1

LnRenew −0.032 1

LnNonRen −0.221** 0.613** 1

LnCO2 −0.303** 0.534** 0.989** 1
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Table 4 Panel unit root tests

Variable LLC test (Levin,
Lin and Chu test)

LPS test
(Im– Pesaran–Shin
test)

Fisher ADF test Fisher PP test

Level Statistic Prob Statistic Prob Statistic Prob Statistic Prob

GDP −0.8980 0.1846 1.9633 0.9752 4.1618 0.9395 13.5194 0.1961

Renewable 2.0511 0.9799 3.1417 0.9970 7.8601 0.6425 14.8425 0.1379

Non-renewable −0.9177 0.1422 0.0552 0.5220 9.8755 0.4515 3.7829 0.9566

CO2 −0.5051 0.3046 0.0792 0.5315 17.3712 0.0665 3.6364 0.9623

First.diff

GDP −3.1460 0.0000 −3.2905 0.0050 32.0408 0.0002 39.3505 0.0000

Renewable −5.6190 0.0008 −6.4552 0.0000 75.0283 0.0000 139.787 0.0000

Non-renewable −2.0482 0.0203 −2.6570 0.0039 27.2836 0.0023 78.3902 0.0000

CO2 −1.9513 0.0255 −1.7781 0.0377 23.8705 0.0080 69.8456 0.0000

Table 5 Panel co-integration tests

Pedroni co-integration test:
Alternative hypothesis: common AR coefficients

Statistic Prob Weighted statistic Prob

v-Statistic 1.590512 0.0559 1.344365 0.0894

rho-Statistic) −1.303161 0.0963 −1.121267 0.1311

PP-Statistic −2.698636 0.0035 −2.411809 0.0079

ADF-Statistic −3.208560 0.0007 −3.193788 0.0007

Pedroni co-integration test: Alternative hypothesis: individual AR coeffs. (between-dimension)

Statistic Prob

rho-Statistic (group) −0.398319 0.3452

PP-Statistic (group) −2.445250 0.0072

ADF-Statistic (group) −3.249396 0.0006

Kao’s residual co-integration test

T statistic −3.3653 0.0004

Note The optimal lag length was estimated using AIC criterion

emissions is estimated using panel OLS, panel FMOLS and panel DOLS methods
[26]. The results are given in Table 6.

The R2 and adjusted R2 values for all the three models are found to be quite high,
indicating that the models were a good fit. The GDP is found to have a significant
long-run negative impact onCO2 emissions as per theOLS andFMOLS results. It can
be said that increasing per-capita output would reduce CO2 emissions and thereby
improve environmental quality. This outcome supports the argument that increased
economic growth would result in inefficient ways of production and thereby reduce
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Table 6 Panel, FMOLS, DOLS and OLS where dependent variable is CO2

Variables GDP Non-renewable Renewable R2 Adjusted R2

OLS −0.0847 1.0662 -0.0542 0.9921 0.9919

(0.000) (0.000) (0.000)

FMOLS −0.0928 1.068 0.012 0.9996 0.9995

(0.000) (0.000) (0.070)

DOLS −0.0518 1.017 0.015 0.9997 0.9996

(0.107) (0.000) (0.213)

Note p-values in the ()

environmental degradation. All the three estimation results show that 1% increase
in non-renewable fuel consumption would result in an almost equal amount of CO2

emission. This confirms that there is a positive relationship between non-renewable
energy and CO2 emissions. The panel OLS results show that enhanced renewable
energy consumption can substantially bring down CO2 emissions, whereas the panel
FMOLS and panel DOLS results do not show any significant relationship between
these two variables.

After confirming the long-run co-integration relationship, the next step would be
to model the short and long-run causal relationship present among the variables.
Towards this, a panel VECMmodel is estimated [25]. The results are shown in Table
7. The ECT column values are shown to be either positive and significant or negative
and non-significant. Hence it can be said that there is no long-run causal relationship
among these variables. However, we can identify short-run unidirectional causal
relationships between emissions of CO2 and GDP, non-renewable energy utilization
and GDP. It can be said that the reduction of non-renewable energy consumption
would result in reduced output. Further, any strategies to reduce CO2 emissions

Table 7 Panel VECM granger causality tests

Dependent variable Short run Long run

Error correction: D (CO2) D (GDP) D (Non-renewable) D (Agency) ECT

D(CO2) −0.050649 0.177313 −0.423269 0.037643

(0.8913) (0.6632) (0.9112) (0.001)

D(GDP) 0.326674 0.325135 1.033281 −0.002262

(0.0002) (0.0001) (0.1892) (0.8247)

D(Non-renewable) 0.116912 0.111530 0.383492 0.033906

(0.7916) (0.777) (0.9245) (0.0026)

D(Agency) −0.005725 −0.004545 −0.004372 −0.027757

(0.553) (0.5891) (0.6364) (0.7907)

Note p-values in the ()
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would result in reduced output. As BRICS countries majorly employ non-renewable
energy sources, this outcome is logical and somewhat expected.

5 Conclusion

This study was undertaken to test the presence of a long-run nexus between the key
variables of interest, namely, carbon emissions, renewable energy consumption, non-
renewable energy consumption and GDP growth, with a specific focus on BRICS
nations. We find that a 1% increase in non-renewable energy consumption leads to
1% increase in carbon emissions and any efforts taken to reduce carbon emissions
will lead to reduced output for the BRICS countries. The analysis also suggests that
increased presence of renewable energy in the BRICS nations have avoided emis-
sions, but the extent has not been significantly large. This could be attributed to the
fact that the share of renewable energy sources-based electricity in the total elec-
tricity supply mix for these countries is still relatively small. Amongst the BRICS
nations, only the two rapidly developing economies of India and China record renew-
able energy share (as a percentage of total electricity generation) of 26–29%, but for
the others (that is Russia, South Africa and Brazil) it stands between 10% and 16%
[27]. Thus, the renewable energy generation portfolio in all BRICS countries should
expand for results to really show. The high tariffs offered to renewable energy gener-
ators in the past have meant financial stress for power purchasing utilities. Hence a
move is now seen to adopt power purchase auctions. In an auction system, renew-
able energy generators compete to sell the power generated at least price to power
utilities. India, Brazil and China are amongst the BRICS countries that have moved
to an auction system, from a Feed-in-tariffs system. Moreover, the lower realized
power purchase rates have given rise to financial concerns for generators. Projects
are getting delayed and have, at times, been even declared financially not feasible.
Thus, it can be said that while all the BRICS countries have independent renewable
energy policies and mandates, there are significant deterrents to high sectoral growth
as well. For the BRICS countries like Brazil and Russia, the potential of wind and
solar energy has long submitted to the dominance of hydropower resources in Brazil
[28] and ample available fossil fuel resources (in Russia). In Brazil, utility-scale
wind and solar projects took off after the dedicated programs launched in the early
2000s in an effort to explore non-hydro renewable resources. However, with Brazil
turning to auctions, and distributed renewables through solar rooftops picking up pace
(supported by a robust net metering policy), the green energy transition is well under
way for the country but will remain dominated by hydropower resources. For Russia
only 0.03% of total installed capacity came from wind and solar energy as of 2016.
The country now stands committed to increase the renewable energy footprint by
announcing innovative incentive schemes, not only are feed-in-tariffs being offered
to renewable generators, additional payments are also being promised to renewable
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generator that cover capital expenditure and guarantee a 12% return on their invest-
ment over a 15-year horizon [29]. However, very high local content requirements
(65% for solar projects from 2019 onwards) restrict the pace of development.

South Africa’s Renewable Energy Independent Power Producers Procurement
Program has met with tremendous success. The auction process, through which
renewable power is being procured in the county has witnessed sharp fall in wind
and solar power prices, owing to the falling technology costs.On-shorewind and solar
photovoltaic have recorded some of the lowest levellized cost of electricity lending
success to renewable energy auctions [30]. South Africa also has a very high foot-
print of distributed renewables, notably solar rooftops, which has drastically reduced
energy poverty and feeds the lighting needs in rural areas [31]. The BRICS countries
experience lend to the following conclusions and points to several suggestions on
how to increase the renewable energy footprints in these set of nations:

Given the lagging investments in transmission capacities in many BRICS nations,
renewable capacities should be augmented through off-grids, mini-grids and micro-
grids, especially in the remote and rural areas. However, as of now, funding for
such off-grid systems has mainly come from multi-lateral funding agencies and
donor institutions. It is essential that a sustainable financing model is designed in
order to take off-grid renewable systems to a commercial scale. This remains a key
focus area for future research. Public financing of renewable projects can be helpful,
where community development of projects can be the model of development. Local
community members can participate in project development and can be assured
returns on equity investments made from the project returns.
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Proposed Framework for Sustainable
Village Strategy in the Semi-Arid Region
of Maharashtra, India

Hemraj R. Kumavat, Rohan V. Kumavat, and Hemal V. Bhangale

Abstract Urbanization is a trend that is unavoidable and is in fact a result of a
developed economy. In every field, India is witnessing tremendous growth. India
has recently launched a smart city program, but when cities in the developing world
lack long-term strategic planning, management skills, struggle with infrastructure
provision, and high concentration of poverty and slums, it does not seem to be a
realistic goal to think of smart cities. Developing countries should concentrate more
on their villages rather than being obsessed with the vision of smart cities and try
to curb the growth of urbanization. Yet smart village has not made in roads as the
cost of developing physical infrastructure in rural areas of low density has been too
high, and Panchayats village has little income to support such infrastructure even
if it is built through state or federal funding. Sustainable villages can therefore be
another good option. The main objective of this paper is to establish a sustainable
perspective strategy for a Maharashtra community. The current village was analyzed
in the present study in terms of productive resource and energy usage.Aquestionnaire
was distributed to all villagers to determine the overall consumption of electricity,
water, andother energy sources.Detailed analysis of the rainfall data andgroundwater
level survey of the last 10 years has been performed. In addition, the programwas also
introduced for renewable energy (solar power), toilets with soak pit. A perspective
strategy for the sustainable development of that villagewas established after a detailed
analysis of the survey data. Such results will help the government strategize its efforts
to achieve prosperity in the village rather than in smart cities.
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1 Introduction

1.1 Engineering for Sustainable Development

Civil engineers have fundamentally changed society’s growth throughout history.
They have contributed over time to incremental changes in living standards from the
Roman viaducts to the highest structures, to the Hoover Dam; civil engineers have
undeniably influenced society and the planet. Nevertheless, this development has
helped create many issues of the twentieth and twenty-first centuries: poor land use
that encourages urban sprawl; industrial processes that lead to excessive energy use
and pollution; and destroying or diverting natural rivers that endanger biodiversity
and habitats [6, 8, 9].

The Code of Ethics of the American Society of Civil Engineers (ASCE) was
established to create a framework on how engineers can work professionally. This
Code of Ethics sets out seven basic canons that an engineer will always control their
conduct, the first of which introduces us to the idea of sustainable development [10].

“Engineers shall hold paramount the safety, health and welfare of the public
and shall strive to comply with the principles of sustainable development in the
performance of their professional duties” [10].

1.2 Smart or Sustainable Village

Theword “smart”would involve creatingmore effective institutional and governance
systems that aim for self-sustainability, both in economic as well as in the production
and consumption of energy and resources. Smart villages can be a better option for
controlling environmental degradation and climate change, especially in developing
and developed countries. One of the main causes of urban growth or urbanization
is migration from rural to urban areas for better job and job prospects and better
facilities, as can be seen in India, in particular, over the past two decades [1]. So
sustainable villages canbe another goodoption.Any societywith less use of resources
and sustainable behavioral practices can help control environmental deterioration,
achieve a lower carbon footprint, and thus help to minimize greenhouse emissions
and climate change. Villages are more robust and prosperous than cities [7].

1.3 Need for Sustainable Development

Over the past decade, the world has woken up to rapidly depleting non-renewable
resources, biodiversity loss, land destruction, rising air pollution, ozone deple-
tion, rapidly disappearing glaciers, contaminated freshwater supplies, sea land
erosion, nuclear waste, electronic waste, increasing deforestation, uncontrolled /
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unplanned growth, and broader, unexpected disasters [2]. The CIB (International
Building Research and Innovation Council) described sustainability in construction
through the Sustainable Building Agenda 21 (CIB, 1999) as achieving sustainable
development through environmental, socio-economic, and cultural aspects [5].

Brand and construction concerns relate to optimizing the building process based
on local factors such as environment, culture, building practices, and technology
level. These also include material quality concerns for a healthy and productive
indoor environment, such as energy content, recycling capacity, and reducing emis-
sions. Consumption of resources means maximizing the use of energy and resource
utilization, i.e., making the most productive use of actual resources.

1.4 Sustainable Development in India

India listed in the Sustainable Development Index (SDI) a low of 110 out of 149
nations. This rates countries across the 17 global goals that are a collection of
ambitious goals across the three dimensions of sustainable development, based on
their performance. Economic development, social inclusion, and protection of the
environment, backed by good governance [3].

In India, states such as Sikkim, Arunachal Pradesh, Mizoram, Manipur, Megha-
laya, Uttarakhand, Assam, Tripura, Meghalaya, and Odisha have made good
progress toward sustainable development. However, the remaining states are far from
sustainable development, and the environmental degradation is rising.

As the sector is growing rapidly, it poses a host of challenges to preserve the
environment. There is now an imminent need in India to adopt green concepts and
techniques that can sustainably support growth.

1.5 Objective

The paper focuses on the need for sustainable building in relation to the current
world scenario and the role of civil engineer in sustainable design. The paper aims
to define person position in sustainability, method of introducing to sustainability,
and the importance of critical thinking in achieving the goal.
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2 Ease of Case Studıes: A Village in Semi-Arid Region,
Maharashtra, India

2.1 Hiware Bazaar

Hiware Bazaar in the state of Maharashtra was a typical semi-arid village from the
late 1970s to the early 1990s. It had run out of most of its natural assets-cutting trees,
drying water sources, and unproductive land. The village was facing an acute water
crisis and was in ruins with its conventional water storage facilities. Only 12% of
the land was cultivable in 1989–1990. There was widespread deprivation and there
were no job opportunities for the youth. This resulted in large-scale migration to
cities, much of which was permanent in the village’s total geographic area of 976.84
hectares, in which 795.23 hectares was cultivable. The district’s average annual
rainfall is 579 mm, though sporadic as well as irregular. In addition, social issues
such as alcohol addiction and gambling also plagued the area. According to a study
in 1995, 168 out of 180 families lived below the poverty line.

2.2 Ralegan Siddhi: A Village Transformed

Ralegan Siddhi’s village was one of India’s poorest in the 1970s. It had only one
acre per family of irrigated land. Food production was only 30% of the village
requirements, and most people migrated to seek work each year. A groundbreaking
program of participatory land–water-forest management was undertaken by the
Ralegan Siddhi people in the late 1970s. In the early 1970s, Ralegan Siddhi was
a poor village with high levels of migration of distress and extreme poverty. Anna
Hazare, now a well-known environmental crusader, returned from the army to his
home, gradually involving the villagers in regenerating their climate. The excel-
lent transition that followed in Ralegan Siddhi had begun to become evident by the
mid-80 s in a short span of only 10 to 15 years.

2.3 Govardhan Eco Village

Govardhan Eco Village (GEV) is a 70-acre sustainable farming village on the
Sahyadri Mountains foothills, 108 km north of Mumbai, India. It is located in the
Wada district of Maharashtra on 50 acres of pristine farmland. GEV is a modest
attempt to stress the importance of living in harmony with nature. The goal is to
develop peasant communities as they are the only viable way to lead a physically,
mentally, socially, economically, spiritually, and environmentally friendly existence.
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Table 1 Village Survey

Name of village Population parameters

Area (Hect.) Population House hold Problems

Vadbare 506.65 846 162 Waste disposal

Panhale 754.82 1387 262 Waste disposal, power cuts

Talwade 398 864 151 Water shortage, frequent, power cuts,
waste disposal, sanitation, poverty,
unemployment, basic education
facilities, etc.

Malsane 368 842 156

Ganur 953.21 2274 461

Nanhaw 473 754 139

Dahiwad 316.46 597 156

Nimgavhan 221.61 939 189

3 Methodology

Three villages—Hiware Bazaar, Ralegan Siddhi, Govardhan Eco Village—have
introduced various measures such as rainwater harvesting, groundwater recharge,
recharge pit development, nallah bonds, water quality contour trenches, use of solar
power and biogas to meet energy needs, environment friendly building techniques,
wastemanagement techniques, etc.All thesemeasures eventually helped the villagers
to grow their economy by increasing yields andmilk production, preserving the envi-
ronment and established ecosystems, while reducing pollution and maintaining good
health conditions. Therefore, for the rest of the country, these are the model sustain-
able villages. They provide a sustainable solution to the ecological issues that we
are currently facing worldwide. Until selecting a village for development, various
villages will be visited. It has been found that almost all villages face problems such
as water shortage, shedding of loads, lack of waste disposal and sanitation facilities,
unemployment, deprivation, etc., as shown in Table 1.

Nimgavhan has been chosen for the project after visiting eight villages, such as
Ganur, Wadbare, Dahiwad, Nanhaw, Malsane, Panhale, Talwade, and Nimgavhan,
as this village faces more problems than others such as frequent power cuts, water
crisis, irrigation water shortage, unemployment, and garbage. Also, the village is
small as compared to others villages, making it easier to carry out a detailed survey,
evaluate it, and identify the small-scale mitigation initiatives.

4 Questionnaıre Analysis

In order to find out the problems inNimgavhan village, a questionnaire was designed.
This questionnaire was divided into five parts:

Part A records the responses related to background of respondent including their
family details, source of income, etc.;
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Part B records the responses related to water supply and consumption, whether it
satisfies the requirements of villagers for household as well as irrigation purpose;

Part C attributed for sources of energy used, electricity supply, and load shedding;
Part D and E record the information related to farming and waste management,

respectively. This questionnaire was circulated among the villagers to collect the
relevant data and 60 responses were recorded. The responses obtained from the
villagers are analyzed.

After extensive questionnaire study, it was found that only 20% of families are
living in the village and all the families are still living in their own farms. Agriculture
is more than 80% of the families’ main source of income. Below are the various
problems faced by the villagers.

4.1 Water Availability

AminimumUnder 44Gaonwater supply system, there is awater tankwith a capacity
of 25,000 L that is filled once a week or once in 15 days, and then only those
villagers who live in the village are supplied with water. According to the review
of the questionnaire, only 200–250 of remaining families who live on their farms
have their own water sources such as bore wells and open wells. They have plenty of
water for farming until the end of December, but after that the wells are dry. Since
December, water sources ran dry and land remains unproductive due to a shortage
of water. Since January to June, the villagers are facing acute water crisis.

4.2 Sanitation Facilities

Approximately 70% of households do not have toilet facilities, public toilets do not
have water, and therefore they are not maintained and cleaned; people are not willing
to use public toilets. Therefore, people use the sides of the road for the disposal
of excreta and create unhygienic conditions. The waste water from the kitchen and
bathroom is allowed to run directly on the ground. Some of the villagers have created
soak pits for waste disposal in their fields.

4.3 Load Shedding

In the villages, electricity supply is the biggest issue, as electricity is supplied for
only 12 hrs. in both residential and farming areas. For cooking and water heating,
villagers use wood, kerosene, and coal as sources of energy that generate emissions.



Proposed Framework for Sustainable Village Strategy … 167

4.4 Waste Disposal

The village does not have a waste collection and disposal system, so villagers dump
the garbage on the side of the road and open spaces that create unhygienic condi-
tions. Agricultural waste combustion is another waste disposal practice practiced by
villagers that causes a lot of pollution.

5 Results and Discussion

Since there is a lot of water scarcity in Nimgavhan, measures need to be taken to
increase the ground water level in a village, as water plays a major role in irrigation.
Roof and non-roof rainwater harvesting are proposed as solutions for this, as well
as measures to increase groundwater depletion are proposed so that the recharge
activities should be undertaken. In this area, the construction of recharge pits for
artificial recharge of wells is considered to be appropriate measure for groundwater
recharge. Building farm ponds is a good water storage choice. Recharge or deep
percolation of groundwater is a hydrological process in which water passes down
from surface water to groundwater. Among the various factors affecting a site’s
rainwater harvesting capacity, the most important are climatic conditions, especially
rainfall and catchment characteristics.

Rainfall is the most unpredictable variable in the calculation and therefore, to
calculate the potential supply of rainwater for a given catchment, accurate rainfall data
is required, ideally for a period of at least 10 years. It would also bemuch easier to use
rainfall data with equivalent conditions from the nearest station. Estimating average
annual rainfall in the village: data from the Maharashtra Engineering Research Insti-
tute (MERI), Department of Water Resources, Nashik have been collected over the
past 10 years, as shown in Fig. 1.

The details of the last 10 years of groundwater level (GWL) were obtained from
the Ground Water Survey and Development Agency, Nashik, as shown in Fig. 2.

It was found that groundwater level falls well below monsoon in May, and after
monsoon it rises again to 4 to 6 m. Figures 2 and 3 offer detailed analysis of rainfall
and groundwater. It is clear that in summer there is a lot of water scarcity as all
water sources get dried. Land remains unproductive in summer because water is not
sufficient for irrigation, so measures need to be taken to improve energy efficiency
and increase the level of groundwater in a village.

The total cost of transforming existing Nimgavhan village into a sustainable
village can be estimated by adding the cost of all steps to achieve water quality,
energy efficiency, waste management, sanitation facilities, and outdoor climate.

Thus, total cost of converting existing Nimgavhan village into sustainable village
is 2,35,73,554.4 (INR), and cost for sustainable development of per hectare area
is 1,06,374.05 (INR) shown in Table 2. In order to convert the current Nimgavhan
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Fig. 2 Average GWL (Meters) of observation Wells in Nimgavhan (Pre and Post Monsoon)

village into a sustainable village, suggested steps along with cost analysis, payback
period, and benefits obtained after these measures have been implemented as shown
in Table 3.
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Table 2 Cost analysis for
sustainable village

Suggested measures Cost (Rs.) Period (years)

Water efficiency 11,60,504.4 45

Energy efficiency 1,62,35,550 10

Waste management 9,62,500 12

Sanitation facility 12,15,000 12

Outdoor environment 40,00,000 12

Total cost = INR 2,35,73,554.4

Cost per hectare = INR 1,06,374.05

6 Conclusıon

1. The total cost of transforming the current village into a sustainable village is
INR 2,35,73,554.4 and the cost per hectare is INR 1,06,374.05 after a detailed
survey and design of Nimgavhan.

2. The main cost was to supply electricity using solar panels of INR 1,62,35,550
and a payback period of 10 years.

3. The cost of implementing water conservation measures in a village is INR
11,60,504.4 and the payback period is approximately 4–5 years.

4. The cost for provision of biogas plants in village is INR9,62,500 and the payback
period is 2 years. The cost for community toilets is INR 12,15,000. The cost for
improving outdoor environment quality is INR 40,00,000.

5. The sustainable cost is always reduced than existing cost of village measures.
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Table 3 Benefit for sustainable village after suggested measure

Suggested measures Benefit

Water efficiency
– Roof top rain water harvesting for all
houses, 10 storage tanks of 10,000 L
capacity for storage

– Recharge pits −6
– Artificial recharge of existing 10 bore wells

– Increase in groundwater level, water
availability for irrigation, increase in yield

– Reduced dependency on public water supply
scheme

– Jobs are created

Energy efficiency
– Grid tied solar system
– Combined 1 kW system for 2 house ( for 60
houses = 30 kW) -2.5 kW system for 129
houses in farms

24 h electricity supply
– Reduced load on MSEB
Reduced dependency
– Jobs are created

Waste management and energy
Construction of biogas plants −100 biogas
plants of 1 cum. Capacity

Provides cooking and heating fuel
– Cheaper source of energy
– Problem of biodegradable waste disposal
gets solved

Reduced dependency

Sanitation facility
– Provision of community toilets
– Toilet blocks with 5 cubicles for women, 4
cubicles for men and 2 urinals for men (with
septic tank)

– Open defecation free village
– Prevents unhygienic conditions
– maintains clean, healthy environment
Jobs are created

Outdoor environment Maintains clean, healthy environment

6. The use of the proposed measures can provide the much-needed means of
improvingwater quality, energy efficiency, wastemanagement, and sanitation in
Nimgavhan. Implementing these steps would create jobs for villagers and there-
fore lead to economic development. Clean and healthy environmental condi-
tions, which are part of social growth, are preserved by avoiding unhygienic
conditions due to open defecation and waste disposal.

Acknowledgements Thanks to MERI (Maharashtra Engineering board), Government of India
Guidelines for Swachha Bharat Mission for more valuable help to collection this type of material.
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Fuzzy-Based Modeling of Photovoltaic
Power Loss Due to Soiling Based
on Ecological Parameters

Sujit Kumar, Neel Kamal, Kumar Shri Nivas, Anuj Banshwar,
and Naveen Kumar Sharma

1 Introduction

Nowadays, people are mainly focusing on renewable energy resources rather than
non-renewable resources for energy consumption due to its scarcity in the coming
future. Of all themajor renewable resources, solar power is drawing a lot of attention.
The solar panel made up of semiconductors restrict its maximum efficiency to 15%–
16% only under optimum conditions [1]. Furthermore, the efficiency of solar panels
is drastically affected due to environmental factors such as temperature, irradiance,
wind speed, and soiling. A report from CSIR-CSIO Chennai suggests that there may
be a loss of up to 49.42% in the power if the solar panel is not cleaned for two
months [2]. Due to this, soiling on the surface of the panel becomes a major concern.
The traditional method of cleaning the panel through automation processes are a
bit costly. The soiling problem on the surface of the panel is quite severe which
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needs to be taken care properly. The processes used in traditional methods are quite
complicated and in comparison with that fuzzy logic provides ease of control. The
fuzzy logic will be used as a feedback system that will give information about the
soiling on the panel surface [3]. The fuzzy logic controller will provide the signal
to the motor driving circuit which drives the wiper attached with the jet sprayer to
wipe the panel. After that hardware simulation will be done for the working module
and simulation of fuzzy logic for controlling of the removal process. In hardware
analysis, the analysis of physical components for designing the cleaning system will
be done. In hardware designing, all the physical components will be assembled and
tested.

2 Solar Structure

2.1 Panel Description

Solar panel, also named as photovoltaic panel (PV), utilizes semiconductor diode
that assimilate solar energy and transduces it into electrical energy (DC) that can
also be transformed into AC. The working of the solar panel is based on the principle
of the photoelectric effect. Solar panels are formed by connecting several cells. The
solar cells are fabricated on a silicon wafer. One part of the wafer is fabricated with
an N-Type semiconductor which has an excess of electrons and the other part is
fabricated with P-Type semiconductor having holes in excess. The silicon wafer will
now act as a diode having a P–N junction [3].

As shown in Fig. 1, the energy of Sun excites electrons in N-doped region and
if the energy from the sun is more than the bandgap energy then there will be a
bouncing of electrons from the valence band to the conduction band and they move
to the P-doped region through the load.

Fig. 1 Solar panel working
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Fig. 2 Solar panel working

Since thewafer acts as diode, some reverse current will also flow fromP toN in the
form of diode current. So, the overall current after diode current will flow through the
load. The output current value highly depends upon the series and parallel resistances
of the cell. Series and parallel resistances are internal parameters of a cell. Ideally, the
value of series resistance should be zero and the value of parallel resistance should be
infinity. The panel is formed by combining several cells. A metal strip interconnects
those cells to each other. Currents are collected from each cell through that metal
strip and are sent to the load. The solar panels are also covered headings with glass
to prevent the metal strip from corrosion.

The circuit of a solar panel consists of a current source reverse biased with diode.
The current source represents the irradiance that is obtained from the sun. The PN
junction is represented by diode that is formed in the wafer. From Fig. 2, it can be
observed that there are a series and a parallel resistance connected to the circuit.
Series and parallel resistances are internal property of the cell. These are developed
during manufacturing or transportation. Ideally, the value of series resistance should
be zero and that of parallel resistance should be infinity. The output current that will
be generated from the cell will consider the effect of these resistances also [4].

2.2 Panel Simulation

We have chosen ELDORA 150P (36 cells) panel with a maximum power of 150
watts, the specifications of which have been shown in Table 1. The simulation of the
above-mentioned panel is done onMATLAB (Simulink) on Nov 9, 2019 by 3:05 PM
in Greater Noida, Uttar Pradesh. The temperature and irradiance at that time were
29 °C and 450 W/m2. Total output current was given by Eq. 1.

I = Iph − I0
[
e(q∗(V+IRs)/n∗K∗Ns∗T) − 1

] − Ish (1)

whereNs is the number of cells in series, n is ideality factor of the diode,V is the diode
thermal voltage, T is the nominal temperature(K), G represents solar ırradiance, q is
the Electron Charge, K is the Boltzmann Constant, Rs is the series resistance, Rsh-
shunt resistance, Ish is the current through shunt resistor which is calculated in Eq. 2
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Table 1 Parameters used to
solve the equation of PV cells

Parameters used Value

ki 0.0032

q 1.6e-19

K 1.3e-23

n 0.5659

Eg0 1.1

Rs 0.363

Rsh 609.67

Tn 298

Voc 22.58

Isc 8.70

Ns 36

Np 1

Ish = V + I ∗ Rs

Rsh
(2)

The main purpose of developing a simulation model was to find out that what will
be the output power under general environment condition. If the output power will
be less than that of the power that we find out through simulation then it will be said
that there will be soiling on the surface of the panel. The mathematical model has
been referred for simulating the panel on MATLAB R2014a as shown in Fig. 3 and
the subsystem is shown in Fig. 4.

The output power 150Wpower panel will be 69.1935W. The short-circuit current
is 3.9185 A. There is a decrement in the power as of standard test condition (STC)
when the system is simulated based on temperature and irradiance of Nov 9, 2019.
The output current and voltage characteristics of the mentioned solar panel under the
above condition are shown in Figs. 5 and 6.

Fig. 3 MATLAB model of simulation
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Fig. 4 MATLAB mathematical subsystem

Fig. 5 I–V characteristic of the system under STC

3 Fuzzy Implementation

The benefit of the fuzzy logic control (FLC) is that it tends to be applied in conditions
in which the controlled body is excessively unpredictable or hard for the utilization
of scientific models [5]. The structure of the controller is communicated to guarantee
that it can mirror a framework with a couple of fuzzy standards [6]. However, FLC
can be partitioned into four sectors:

(1) Fuzzification
(2) Decision-Making Logic
(3) Fuzzy Knowledge Base
(4) Defuzzification.
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Fig. 6 P–V characteristic of a solar panel under STC

A membership function (MF) is utilized to decrease the number of mistakes,
portraying the fuzzy set, and performquantitative activities [7].Membership function
of different environmental parameters was created with the continuous trigonometric
function. The MF for the input–output parts of the system are dilated in Figs. 7, 8, 9
and 10.

Output current and voltage of the solar panel act as input to the system. The output
is utilized for washing the surface of panels. Each input variable corresponds to the
ownership function value. Collection element represents the horizontal axis for the
input variable whose size is represented by its degree of ownership.

Determination of the fuzzy rules is the second phase in the fuzzy controller design.
These rules refer to the relationship between the solar cell output current and the
illumination from the Sun. Figure 11 shows the rule which was made using data
from the previous data.

Fig. 7 Membership function of temperature
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Fig. 8 Membership function of irradiance

Fig. 9 Membership function of humidity

Fig. 10 Membership function of wind speed
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Fig. 11 Fuzzy interference system rules

The type of fuzzy inference engine to be selected is decided in the third step of
the fuzzy controller design. Here, Max–Min synthetic fuzzy inference method was
utilized.

Figure 12 shows the defuzzification. In this study, Fuzzy Logic Toolbox was
implemented in MATLAB R2014a to determine the fuzzy controller output value.
Output value was determined using the fuzzy interference process. The offset of the
fuzzy output value was set at 69.1935 W for output power value, and 3.9185 A for
output current or greater activated the cleaning system.

Fig. 12 Fuzzy interference process
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4 Conclusion

The proposed prediction of solar panels andwashing the surface of the panels is based
on FLC. As per the current scenario, no solar panels in the market are furnished
with washing system. With changing atmospheric events, soiling can accumulate
on surface panels, results in shading, and reduced efficiency. Nevertheless, few
particulates are erosive, decreasing the lifespan of the cells.

In this study, the effect of temperature on the changeover competancy is also
investigated. In addition to the washing process, a water spraying system has been
attached to reduce the ambient temperature of modules. Hence it ensures maximum
efficiency of the solar cells. The proposed system can predict the soiling of the
panel which was given by a fuzzy inference system. Results also concluded that the
fuzzy inference system can effectively predict the dust data with good accuracy and
successfully operated the wiper which wipes the panel. This verifies the system has
high stoutness when compared to other techniques.
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Application of Plasma Gasification
Technology in Handling Medical Waste
as an Approach to Handle the Waste
Generated by COVID-19 Pandemic

Rohit, Rajneesh Kaushal, and Amit Kumar Dhaka

Abbreviations

GDP Gross Domestic Product
MSW Municipal solid waste
PPE Personal protective equipment
DC Direct Current
RF Radio Frequency
CAGR Compounded Annual Growth Rate
UNEP United Nation Environment Program
WHO World Health Organization

1 Introduction

A rapid increase in urbanization is giving rise to more consumeristic behavior in
people. The consumeristic behavior is further stimulating the inefficient usage of
resources, overconsumption, and generation of waste at a rapid pace [51]. Indian
economy is growing very fast and the percentage of urbanization in India has grown
from a meager 17.29% in 1951 to 31.16% in the year 2011. Further, it is projected
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that the majority of the population will be living in urban areas and is set to breach
the 69% mark by the year 2050 [34].

Solid waste is undesired substances or materials that are generated after use which
has no direct usage value until treated or recycled properly. They are discarded by the
people as theymay possess hazards to the society or they do not have any usage. Types
of solid waste generated in India are listed as Domestic waste or household waste,
Municipal waste, biomedical waste or hospital waste, Agricultural waste, Hazardous
waste or Industrial waste, radioactive waste. These wastes have been classified under
different categories and various methods of disposal and treatment are put in place
to handle them effectively [39].

The waste generation in India has seen a rapid increase due to the advance of
urbanization in the country. It has been a really difficult task to manage this humon-
gous amount of waste that is being generated on daily basis. Indian cities have seen
an exponential increase in waste generation from 6 million tons in 1947 to around
48 million tons in 1997. This is further projected to increase up to 300 million tons
by 2047. The annual growth rate of waste generation is seen to be 4.25% [46]. India
stands fifth in the list of countries with an overall MSW generation of 56 million tons
in 2017–18. This translates to approximate 0.12 million tons per day as per 2016
data [37].

As the GDP of India is increasing along with the rapid increase in population, the
generation of MSW has seen a gradual increase. Indian cities are so unplanned and
faced haphazard development that around half of MSW remains unattended. This
leads to filthy and unhygienic conditions which will further deteriorate the situation
and give rise to health and environmentalmismanagement [16].Municipal authorities
are held accountable under Municipal Solid Waste (Management and Handling)
Rules, 2000 for disposal of waste and its treatment. But these municipal bodies
have financial constraints which restrains them from designing suitable strategies
and building infrastructure for sustainable waste disposal. This leads to the disposal
of waste in dumping grounds that are uncovered, mismanaged landfills, and areas
outside city limits that are low lying. This unhygienic disposal is posing a significant
hazard for the environment and people [10].

During the last 2–3 decades there has been a phenomenal increase in the generation
of medical waste which has raised a serious concern for its disposal and treatment.
This rise can be attributed to the use of disposable such as gloves, syringes, PPE
kits, containers, etc. Increased usage for these disposables is mostly seen due to
precautions against diseases such as AIDS, SARS, MERS, and COVID-19, etc.
Mostly the medical waste is generated by hospitals, clinics, and other facilities used
for medical purposes and research. As a thumb rule, it has been estimated that the
production of medical waste amounts to around 1 kg per bed per day during a shift of
8 h [32] Hospital waste is managed by landfilling, recycling, reduction at source, and
incineration i.e. burning under controlled conditions. A study done by Sharma and
Kaushal [43] has also discussed gasification as a feasible and economical technology
for waste management. There are very high cost associated with the disposal of
medical waste which can go up to 100–500$ for disposal of every single ton of
medical waste. The market is set to grow $1 billion annually in the US itself [32].
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ASSOCHAM study has estimated that India will be generating 775.5 tons of
medical waste per day in 2022. The current level of medical waste generation stands
out to be 550.9 tons daily. A compounded annual growth rate of 7% is observed.
United Nations Environment Program has estimated an increase of 0.5 kg per bed
per day during the COVID-19 crisis [24]. China has seen an increase of 200 tons
per day of extra medical waste due to the Covid-19 pandemic in Wuhan city only.
Similarly, an increase of 300% in medical waste generation is observed in the rural
UK [52].

Plasma Gasification offers an environment-friendly solution to treat almost all
types ofwaste [54]. Temperature as high as around 10,000–15,000 °C can be achieved
by Plasma in comparison to around 3000 °C in the conventional gasification process.
The high temperature in the process accelerates the decomposition by enhancing the
chemical reactions. This fast speed of degradation ofmedical waste can’t be achieved
by any conventional processes [31].

Research done by the author [29] has revealed in their experiments that processing
of biomedical waste with PlasmaGasification can produce synthesis gas with volume
percentage ranging from 53.4 to 84.9%. Maximum yield was seen at a temperature
not more than 1320 °C.

2 Introduction to Technology: Plasma Gasification

2.1 Principle and Operation

Plasma Gasification is a process that involves the decomposition of biomass into
its basic ingredients like hydrogen, carbon monoxide, carbon dioxide, methane, etc.
The reaction takes place in a limited supply of oxygen at a very fast speed due to the
high temperature involved in the reaction.

Plasma Gasification was first used in the 1960s with carbon electrodes. These
carbon electrodes were short-lived as they get decomposed due to the high temper-
ature of plasma involved in the reaction. As the technology developed with time,
plasma gasification evolved to be game-changer due to its property of handling
almost any kind of wastes. Due to the abundance of ultraviolet radiation present in
the thermal plasma, organic chlorine can also be dehydrogenated [32].

Plasma is produced by the ionization of gases which snatches the electrons from
the atoms. The molecules dissociate into atoms at 2000 °C while the atoms further
dissociate into plasma at temperatures higher than 3000 °C [6].

The electric arc is produced in the Plasma Torch setup which is like a tubular
device. The setup shown in Fig. 1 consists of two electrodes that are separated from
each other. Plasma provides a heat source that is neither dependent on a feed of
materials nor on the supply of air or oxygen. Gas is ionized by feeding electricity
to the electrodes. Plasma is thus created which can transfer the heat to the waste
material which is fed into the system. The temperature of the feedstock is raised to
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Fig. 1 Plasma gasification setup

3000 °C or higher depending on the power source used. The feedstock consisting of
waste is gasified within a fraction of seconds at such extremely high temperatures
[41]. The organic compounds are immediately converted into syngas, methane, and
carbon dioxide while inorganic compounds and polymers are converted into a glass-
like structure. The slag can be easily taken out and further processed and recycled for
usage in various industries like road construction and landscaping. Metals can also
be recovered from the setup in the molten state which can be cooled and utilized.
Volume reduction of waste is as high as 95%, takes place within the system [23].

2.2 Plasma Generation

Generation of Plasma takes place in plasma torch setup when electrical energy is
supplied to a gas at a particular pressure and temperature. The ionization and exci-
tation of gas take place which means the electrons generated further collides with
the atoms of the gas to produce more ions. This process continues till the atoms are
excited to the level that conversion in plasma initiates. The resistance of the system
helps in the generation of high temperatureswhich are in the range of 3000–15,000 °C
[42].

Various methods have been used to generate the thermal plasma. These methods
have been discussed by Bogaerts et al. [2] in their research paper. Commonly two
methods have been used extensively to generate plasma as discussed in several
research articles, these are the generation of plasma using Direct Current (DC) and
Radio Frequency (RF) inductively coupled discharges [15, 33].
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Fig. 2 DC non transferred
plasma torch

2.2.1 DC Non-transferred Arc Plasma Torches

In non-transferred arc plasma torches, the torch itself contains both the electrodes i.e.
anode and cathode. Direct Current as high as 105 A is required to generate plasma
in between the two electrodes. The electrical breakdown of gas passing through
these two electrodes takes place due to the electrical energy supplied. The gaseous
atoms break down into ions and electrons thus leading to plasma generation at high
temperatures. The plasma comes out via an opening in one of the electrodes and is
generally unstable. The arc needs to be stabilized by using an external magnetic field
or by controlling the flow rate of the gas by rotameters [42].

Figure 2 represents the schematic sketch of aDCnon-transferred arc plasma torch.
It is clearly seen that both the electrodes are located inside the torch itself. Arc is
non-transferred as the two electrodes have the sole function of plasma generation
only and they don’t participate in the processing of the feedstock materials.

DC non transferred torches have several disadvantages associated with the
processing of feedstock materials. As the arc is generated in between the two elec-
trodes, the electrodes erode away slowly with the passage of time. This slow erosion
of electrodes also contaminates the product. The efficiency can be as low as 50% [3].

2.2.2 DC Transferred Arc Plasma Torches

In transferred arc plasma torches, the body contains only a single electrode as opposed
to two electrodes in the case of non-transferred plasma torches. The two electrodes
are separated from each other by a distance ranging from a few cm to 1 m [3]. A
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Fig. 3 DC transferred
plasma torch

torch is made cathode or anode and is placed concentrically with the axis of the jet.
The workpiece is made cathode/anode depending on the electrode configuration of
a torch. Therefore to process the waste material, the feedstock is placed in a metallic
vessel which acts as the anode. High thermal fluxes are obtained in transferred arc
torches as the plasma arc is generated outside the torch body which is water-cooled
[13]. This makes the system more efficient than its counterpart as the heat transfer
between plasma and water is minimized.

Figure 3 represents the schematic sketch of a DC non-transferred arc plasma
torch. It is clearly seen that only a single electrode is located inside the torch itself.
Graphite electrodes possess good properties to be used in plasma arc torches. Due to
its refractory properties, water cooling is generally not required [38]. Also, it can be
used with feed materials where carbon contamination is not a big problem to handle
such as for waste materials processing.

DC transferred arc torches with graphite electrodes can be used with diatomic
gases like nitrogen. Nitrogen is cost-efficient as compared to argon torches [11]. DC
transferred arc torches have the advantage that series of electrodes can be used within
the setup to generate plasma [49].

2.2.3 Radio Frequency Inductively Coupled Discharge

In RF Plasma torches, the energy required to convert gas into plasma is provided by
an RF power source consisting of inductive or capacitive coils. The feed is injected
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Fig. 4 Radio frequency
plasma torch

directly into the plasma region. The electromagnetic field is generated by induction
coils which transfer the energy to the input gas [19].

As the electrodes and plasma gas are situated separately i.e. contactless arrange-
ment as shown in Fig. 4, contamination ofworkpiecematerials is avoided,making the
setup suitable to operate in almost any conditions ranging from corrosive, reducing,
oxidizing, etc. Due to this contactless arrangement of electrodes, various possibili-
ties of investigations are opened which were not available due to rapid corrosion of
electrodes at high temperature [48].

RF plasma torches have a very long life as the electrodes are not subjected to
high temperatures of plasma. A 120 KW setup can be made commonly available for
technology demonstration as well as localized setup of Plasma Torch Gasification.
Plant as high as 1 MW has been scaled also [4]. The main disadvantage associated
with RF setup is that due to the utilization of oscillator electronics, low efficiencies
are observed [49].

3 Medical Waste

3.1 Medical Waste Pattern

Medical waste is waste that comes out from hospitals, veterinary centers, nursing
andmaternity clinics and centers, medical research facilities, neonatal care units, etc.
This waste is generated during treatment and diagnosis as well as immunization of
human beings as well as animals. They can also be generated during some research
work or production of medicines. Anatomical waste such as body tissues, organs,
blood and human body fluids, pathological waste and rejected medicinal waste,
cotton dressings, linen is included in these wastes [32]. Medical waste also includes
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the waste from food used, paper, logs, rubber products, different plastics, glass,
ceramics, etc. Medical waste may also include medicinal and chemical reagents and
compositions as well as some radioactive materials like those used in oncological
treatments, microbiological wastes like tissue culture, waste sharps like syringes,
blades, lancets, scalpels, etc. Therefore it has been concluded that any waste that has
the potential to spread infections is classified as medical waste [45].

The aggregate amount of medical waste generated per day by a single bed in a
hospital varies a lot depending on a number of factors including the type of disease
or problem, the care provided as well as the waste management practices that are
followed by the hospital. It is observed that it varies up to 1–2 kg per day per bed
for developing countries but for developed countries, this value goes up to 4.5 kg
per bed per day [45]. The study conducted by WHO for waste management patterns
across different countries and found that globally 18–64% of health care facilities
don’t use appropriate waste disposal methods. This value is 56% for southeast Asian
region countries [5].

The amount of medical waste that is generated in India varies greatly with the
occupancy ratio of beds in the hospital. A rough estimation has suggested that this
data is around 1–2 kg per bed per day same as seen in the case of a typical developing
country. In a general physician’s clinic, this data is 600 grams per bed per day. Going
by this data a typical hospital consisting of 100 beds in India will generate around
100–200 kg per day of medical waste [39]. In general, the view is that of this medical
waste produced in developed countries only 10–15% is contaminous but for India
45–50% of waste comes in this category due to poor waste management practices
[45].

As per the latest data from the Government of India around 484 tons per day of
medical waste is generated in the country. This amount is generated by 1.7 lakhs of
healthcare facilities situated all over the country. Of this 484 tons of waste only 447
tons are treated and 37 tons are left untreated as garbage dumped open [8].

International Clinical Epidemiology Network conducted a survey during 2002-04
to assess the BMW situation in the country across different states. Results indicated
that 82% of primary, 60% of secondary, and 54% of tertiary healthcare facilities do
not have any trustworthy Medical Waste Management System in place [20]. The
medical waste management guidelines were adhered to by only 67.2% of public
healthcare facilities while a mere 40.4% adhered to it in the private sector at the
primary level. But for the secondary level, both have seen compliance of 100% for
these rules [9].

New Biomedical waste management rules 2016 has been notified by the Ministry
of Environment, Forest, and Climate. These rules are much broader in the sense as
they have more coverage, simplified the authorization as well as categorization of
waste. These rules have improved the segregation of waste, its transportation, and
disposal.
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3.2 Classification

Medical waste has been categorized as General waste as well as Hazardous Waste.
General waste include those waste that does not possess any threat, therefore these
type of waste do not require some special equipment and methods for its handling
as well as disposal. This waste includes paper, pulp, leather, wood, cloth, food waste
generated from the hospital that is non-contaminated.

Hazardous waste is those kinds of waste that have significant risks associated
with it during handling and disposal. These waste are handled and treated under
specific guidelines of the government such as Biomedical waste management rules
notified in India. Mishandling or mismanagement may lead to significant health and
environmental hazards.

Hazardous waste is further classified into Chemical waste, radioactive waste,
infectious waste. Chemical waste is waste from chemical and biological preparations
like medicinal and active ingredients. Radioactive waste has radioactive elements
included in that has significant health and environment risk. This waste is generated
during the treatment of various diseases and has to handle very carefully. These need
to be dumped in landfills by filling them in a lead container. Infectious waste on
the other hand has contamination risk associated with it. These include microor-
ganism culture, blood, body fluids, pathogens, etc. They are mostly generated from
pathological labs and clinics.

3.3 Medical Waste Generation Due to COVID-19 Pandemic

The sudden change in the medical environment due to Covid-19 has increased the
demand for personal protective equipment, plastic hand gloves, masks, ventilators,
sanitizers, containers, etc. Before this pandemic, the usage of plastic was increasing
by a very moderate rate every year. Global plastic production has exceeded 400
millionMt per year [50]. An increase in the plasticmedical waste generation of 0.5 kg
per bed per day has already been predicted by United Nations Environment Program
during the Covid-19 pandemic [24]. Covid-19 pandemic has thrown a unique chal-
lenge as the world be seeing a rapid increase in medical waste generation. WHO has
estimated that during the Covid-19 pandemic, 8.9 crores mask, 3 crores PPE kits,
16 lakhs goggles, 7.6 crores glove will be consumed in a single month. Segregation
of Covid-19 related waste is also an issue in waste management and treatment. The
government of India has already issued detailed guidelines for handling Covid-19
related waste.
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3.4 Treatment Methods

There are several treatment and disposal methods to handle medical waste. Various
studies have been conducted on the treatment of medical waste. These studies gave
us a rough idea of treatment methods that are generally used for the treatment of
medical waste. Due to its potential risk of contamination spread, incineration is the
most common method preferred with a share of around 59–60%. Steam sterilization
technology is also known as Autoclaving is used for the treatment of 20–37% of
total waste. This technology is particularly useful as it converts hazardous waste into
non-infectious ones. Rest other methods like microwave treatment, chemical, and
biological treatment, landfilling, plasma pyrolysis has a share of 4–5% [14, 22].

In recent years, Plasma Gasification comes out to be a more promising tech-
nology for the treatment of medical waste as suggested by various authors
[12, 25, 28, 47, 55].

In India data shows that only 35% of total medical waste generated has access
to common waste management facilities. Most of the medical waste is dumped
outside the hospital in open landfills and a lot of waste doesn’t make up its way to
commonwastemanagement facilities [18]. Biomedical waste possesses such hazards
to humans and our environment that methods designed for its disposal or treatment
need to be authentic and totally reliable. Management of biomedical waste should
not be taken as only legal responsibility of government but it is a social responsibility
for all.

4 Plasma Gasification Treatment of Medical Waste

During recent years a significant change has been observed in medical waste compo-
sition due to heavy usage of plastics and polymers. Disease such as AIDS, CORONA
has increased the PPE kit consumption along with gloves, surgical masks, etc. The
plastic content has seen a rise from 10% to 30% in the medical waste composition
during the last decades. This has pushed the heating value of themedical waste gener-
ated [21]. Experiments have shown that the average calorific value of biomedical
waste varies from 12,550 to 16,740 kJ/kg [27].

Plasma Gasification has evolved as a promising technology to handle the medical
waste of all types. Plasma Gasification can kill all the microorganisms in the medical
waste due to temperature as high as 3000 °C associated with it. At such high tempera-
tures, ultraviolet radiation is also generatedwhich aids the killingof bacterial andviral
loads. Active ingredients of medicines are also destroyed in the process leaving no
trace [15]. This technology can be utilized to destroy even cytotoxicmedicines which
are highly resistant to decomposition. Significant reduction in dioxins, benzopyrene,
and furan emissions is also observed [12]. Heavy use of electrical power in range
for hundreds of KW to few MW is the only disadvantage associated with the tech-
nology. But the syngas produced as by-product in the whole process can have various
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usage. It can be converted to liquid fuel by the Fischer-Tropsch process. It can also
be utilized in running gas turbines or as fuel input in a fuel cell for electricity produc-
tion. Ammonia, methane, and hydrogen can be produced by using syngas [29]. A lot
of studies are being conducted to utilize syngas for running Compression ignition
engines. An increase in mileage and reduction in operation cost has been observed
[1].

PlasmaGasification technology is relatively new if its implementation formedical
waste treatment is observed. Plasma Gasification reactors vitrify the waste in a glass-
like substance that has potential usage in construction as well as the infrastructure
industry. Scrap metals can be recovered from the waste in a molten form that can
be put to reuse [30]. Due to the high temperature associated with plasma, complex
structures can be broken into simple forms that are less hazardous to the health and
environment. An important byproduct is the formation of syngas that can substitute
the fuels used in compression ignition engines [17]. The process flow of Plasma
Gasification for the treatment of medical waste is shown in Fig. 5.

A typical Plasma Gasification unit consists of various components such as a
system for feeding waste, the chamber for processing waste, handling system of solid
residues that also caters for its removal, the management system of the synthesis gas
generating, monitoring, and control system [15].

Research conducted by Zeng et al. [53] for co-treatment of medical waste and fly
ash in Plasma Gasification so as to obtain a higher value end product with zero waste
discharge. Residual slag contains approx. 36% of Oxygen, 28.6% of Calcium, and
16% of Silicon if only medical waste is fed into the Plasma gasifier. Co-treatment
of medical waste with fly ash in a weight ratio of 2:1 as shows a similar result.
As the co-treatment ratio is increased for the fly ash along with medical waste, the
slag obtained thereafter shows an increasing content of transition metals. Increasing

Fig. 5 Plasma gasification process flow diagram
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activity is also observed for nitric oxide which goes for selective catalytic reduction.
The treatment of fly ash obtained after co-treatment i.e. secondary fly ash by Plasma
gasification shows an enriched amount of heavy metals.

Plasma Gasification of waste yields a different amount of synthesis gas at
different temperatures. The calculations done by Messerle et al. [29] have shown
that maximum yield can be observed at a temperature not greater than ~1300 °C.
Bone Tissue has been put to plasma gasification in air and steam medium separately
and it has been observed that the concentration of synthesis gas was not more than
54% and 85% (volume%) respectively. The heat of combustion for the synthesis gas
is measured to be 3510 kJ/kg and 5664 kJ/kg respectively. X-ray analysis conducted
on the byproducts of Plasma Gasification of medical waste has shown no presence
of harmful impurities.

An experimental investigation conducted on solid waste which also includes
medical waste has revealed that Carbon monoxide (73.4%), Hydrogen (6.2%),
Nitrogen (29.6%), and Sulfur (0.8%) as volume percentage composition of synthesis
gas obtained. The total concentration of synthesis gas obtained is 69.6% (vol.%)
This experimental data obtained matches correctly with the calculations done by the
authors [26]. The consumption of electricity for Plasma gasification has been calcu-
lated on a unit basis and that comes out to be around 1.92 Kwh/kg for air gasification
and 2.44 Kwh/kg for steam gasification.

A study conducted by the author [56] has concluded that processing waste by
Plasma Gasification can be a commercially viable venture based on the ecological
benefits and energy efficiency of the system. Results of the experiment show that
Plasma Gasification is highly efficient in treating hazardous waste with 99.99%
efficiency. The technology can accept a comprehensive range of waste materials and
is described as a flexible treatment system. 900 Kwh electricity can be produced with
each ton of solid waste fed into the Plasma gasifier [36].

Thermodynamic analysis of a system consisting of a Plasma Gasification setup
coupled with an internal combustion engine has shown an efficiency of 78.58%. The
electricity generation potential for the setup was also determined and it comes out to
be 31%, that is, the setup has the potential to produce 31% of the required electricity
used in Plasma Gasification technology. The payback period was calculated to be
approximately 6 years for the setup [35].

Incineration of medical waste produces toxic compounds, such as Polychlori-
nated Dibenzodioxins (PCDD) and Polychlorinated Dibenzofurans (PCDF) which
are carcinogenic in nature. Polycyclic aromatic hydrocarbons generation in incinera-
tion varies from 3377 ng N/m3 to 11,390 ng N/m3 [7]. Plasma Gasification is demon-
strated out to be a safe technology for the disposal of hospital waste considering it
has a negligible effect on the environment and maintains ecological balance.

A study has been conducted to compare the feasibility of Plasma Gasification
setup with respect to incineration in Portugal. This study concludes that given the
overall condition of health safety and environment, Plasma gasification proves to be
more beneficial as compared to incineration. Comparing on economic terms, Plasma
gasification has lower or similar costs over a period of 20 years as compared to
incineration [40].



Application of Plasma Gasification Technology … 195

5 Conclusion

Medical waste generation has seen a rapid increase during recent decades. India is
also observing a CAGR of 7% and medical waste generation in the country is set to
cross the 775 tons per day mark in 2022. This is quite a huge number considering
the infectious nature of medical waste. COVID-19 pandemic has further worsened
the situation as the plastics are increasing as percentage composition in medical
waste. WHO and UNEP has further shown concern to handle such a humongous
amount of waste and its treatment. In this scenario, Plasma Gasification technology
proves out to be a viable alternative for the treatment of medical waste. It has the
advantage that it can treat almost any kind of waste with volume reduction post-
processing to be as good as 95% is observed. It can reduce the need for landfills and
is termed a quite safe technology as it has negligible impact on the environment. The
byproduct is vitrified slag which can be utilized for building aggregates, tiles, and
brick, etc. Synthesis gas generated during the process can be further utilized to run
internal combustion engines [44].A lot of difficulties such as lack of proper standards,
return on investment are hampering the growth of technology. Plasma Gasification
requires intervention from the government tomake it commercially successful. There
is further scope of studying the cost of technology for treating medical waste in India
as there is a dearth of work in this field. Further standards and design can be studied
to develop a design that caters to the Indian perspective.
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Comprehensive Updates on Various Fast
Charging Technology for Electric
Vehicles

Anand Yadav and Shelly Vadhera

1 Introduction

Nowadays electric vehicles are gaining popularity worldwide in an attempt to reduce
the different problems such as an increase in oil pricing, shortage of fossil fuels and
gasoline and environmental pollution. In addition, the automobile sector is facing
increasing pressure from community and government regulations to adopt more
sustainable and clean technology such as PEVs in order to reduce carbon emissions.
A large part of oil consumption is on the road for 2030 as with a report from an
international energy outlook, the transportation sector will raise its share of fuel in
the global market by 55%. To aim for the development of energy efficiency, there is
an evolution in the field of transportation being undertaken. Huge money is spent on
research to restore electronic appliances, mechanical properties and data and control
of the electrical system. Recently, EVs are developing rapidly, as they strive for
green energy in the world. However, the adoption of this new technology depends
largely on people’s economy and on the development of adequate PEV technology.
The reliability of the new vehicle is considered to be a human concern that is of
great importance due to distance concerns. The limited driving distance of PEV
make public charging requirement for a longer trip, and, thus, the convenient and
fast charging station (FCS) is key to strengthening the adoption of PEVs.

Generally, EVs can operate for a distance of 100 kilometres, hence it’s necessary
to have a charging station just like gasoline stations. There are three main features of
the charging station: fast charging (less than 15 min.), longer battery life (lesser rise
in temperature during charging), and standby. Constant current (CC) and constant
voltage (CV) mode of charging the electric vehicles batteries are generally used.
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During constant current (CC) mode battery is subjected to a constant high current for
a shorter duration with higher temperature increases; and the CV offers low heat for
long charging. Per power limit per cell (V. Icell) and max. charging current (Imax.)
from battery providers, 15 min. charging time and low-temperature requirements
cannot be met from the CC and CV method. For fast charging of electric vehicle
at higher rated current pulse charging is considered as a better choice. With this
method of charging the values measured Voltage per cell and the maximum peak
current are provided. Therefore with this charging technique charging time is greatly
reduced. There are basically two ways to charge the batteries of electric vehicles,
that is, Onboard charging and Offboard charging.

Onboard charger/AC charging: Onboard charger is, that every electric vehicle is
equipped with. It takes AC form the wall outlet and converts this charge into direct
current (DC) and transfers it to batteries for storage.

Offboard charger/DC Charging: DC charging method or fast charging method is
often used at charging stations which are also known as Electric vehicle service
equipment (EVSE). DC regulated power is provided directly by the EVSE to charge
the battery. This type of charger is fixed at the place because of its bulky nature, the
power rating is as high as hundreds of kilowatts (kW) (Figs. 1 and 2).

The charging system on the board consists of an AC-DC rectifier, a DC-DC
amplifier, and a high-frequency converterDC-DC.The aforementioned configuration
consists of three transition steps that result in a significant power loss [1, 2]. So overall
PTW operating capacity is very low, just like a regular petrol car. Road electric
vehicles today are more efficient with PTW between 15 and 20%. In terms of AC
input, many changes were made to reduce the size of the charger, without impacting
the efficiency and cost of the charger. Another option involve a two-stage charger,
which includes an AC-DC converter and a PCC power amplifier, followed by zero
voltage switch DC-DC converters.

Fig. 1 Block diagram of Onboard and Offboard charging
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Fig. 2 Power electronics topologies are used for charging EVs batteries

EVs are becoming more and more popular, as evidenced by many recently made
cars available in the market by almost all manufacturers. The supercapacitors, elec-
trochemical batteries and fuel cells are the major energy storage used for powering
the electric vehicle. However, due to the energy storage limits of such technologies,
these vehicles have a limited range of autonomy. Optimization of different energy
storage systems can be done, but electrochemical batteries are currently widely used
technology to conserve charge.

However, they are often used in conjunction with supercapacitors to conserve
energy at soft times, such as on the right at car restart. In fact, ultracapacitors are
used in this way to obtain large amounts of energy in a short time and to supply this
at the time of acceleration, or to help to charge the vehicle battery.

2 Fast Charging Technologies

2.1 High-Frequency Isolation Switch Mode AC-DC Rectifier
for Fast EV Battery [3]

In this technology, it is proposed to look specifically at the multi-pulse rectifier AC-
DC topology with higher frequency isolation for charging the Electric vehicle at
a faster rate. By using the multiplication mechanism of multiple pulses, the lower
accumulatedharmonics are eliminated.Thehigh-frequency three-phase input voltage
modulation proposed allows an improvement in power density by replacing the trans-
former used at line frequency with a ferrite core, high-frequency transformer. Since
the modulated input voltage is of higher frequency, there is no need for a bulky DC—
link capacitor In addition, the proposed modification scheme simplified the design
of the output voltage controller and achieved good THD input current consumption.

Advantages of this topology are:

1. Bulky DC link capacitor is not required, power density is higher because of
higher switching frequency, simpler design and easier control
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Fig. 3 High-frequency isolation switch mode AC-DC rectifier

2. This type of topologies is Ideal for driving up to several hundred kW of power
and at high speed such as Level 3 Fast EV Charger.

3. Lower order harmonics are eliminated due to the use of a multi-pulse rectifier
(Fig. 3).

2.2 Magnified Alternating Current Technology for Fast
Charging of EVs Battery [1, 4]

At sub Zero temperature pre-heating of lithium-ion batteries is required for safety,
stability and longevity reasons. So, in such kind of environmental condition fast
charging of batteries depends on the faster heating. In order to reduce the heating time
and increase the charging rate AC currents is injected into the lithium-ion batteries.
A method based on multi-objective is discussed in this paper using a transformerless
resonant filter DC-DC converter. This method allows DC/DC converters to produce
magnified AC current other than direct current (DC). In submission Experimental
setup performed using LCL Circuit with defined component values and a full bridge
switch current, can reach 15.7 times the rated value. Also, comparing the switching
frequencywith the frequency atwhichLCLandbattery resonate, for the same injected
Alternating current could reduce the current flowing through the semiconductor.
Therefore, there is a decrease in the semiconductor losses by 75% when compared
with equivalent non magnified AC current DC-DC converter.
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Fig. 4 Power losses in four
different cases

The advantage of this technology is when operated at resonate frequency the
current in the semiconductor is reduced. Hence the conduction losses in the
semiconductor switches get reduced (Fig. 4).

Semiconductor losses for the four studied cases are compared. Comparison of the
VSC’s semiconductor losses for the four studied cases, that is case (1) Half-bridge
drives Iin into LCL using PWM, case (2) Full bridge drives iin into LCL using PWM,
case (3) At resonating frequency Full bridge drives iin into LCL, case (4) Half-bridge
drives iin into inductor using PWM [4] (Fig. 5).

Fig. 5 Schematic diagram of four investigated configurations
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2.3 Fast Charging System with Digital +Ve and –Ve
Pulse [2, 5]

In this technology, a quick charging system containing a pre-charging phase, a +ve
and –ve pulse charging phase, a fixed voltage charge phase, and a floating charge
phase. Problems associated with transient switching have been alleviated by using a
(DCS)digital control system, which has led to stabilised+ve and –ve pulse charging
current waveform which results in the accelerated charging of the batteries. During
the Charging process, steady-state peak current error is negligible and the shape of
the waveform remained stable (Fig. 6).

The voltage and capacity of the lead-acid batteries used were 12 V and 70 Ah,
and the charging peak current pulse is set to 0.2 C which is equivalent to 14 A. The
of +ve and –ve charging pulse waveforms are shown in Fig. 7.

Tables 1 and 2 show the rise in temperature of the batteries of two groups A and
B over time. As it’s clear from the table that rise in temperature of the battery in B
is more than in A. It shows that the battery polarization can be reduced due to the
presence of deadbands and a –ve discharge pulse interval.

Due to slower temperature rise in group A indicates that a higher charging current
can be allowed while charging the battery using the proposed +ve and –ve pulse
circuits. Now, the battery is charged at 0.25 Cwhich is equivalent to 18 A, the battery
is charged for 90 min. as shown in Table 3. It was observed that the difference of
battery voltage overtime was increased, which indicates that the rate of charging
has been increased. From Table 3 it is clear that reduction in increase in tempera-
tures demonstrates that the battery polarization process was mitigated at the time of
charging and the battery can be charged at a higher current.

Fig. 6 Soft switching full-bridge phase-shift circuit
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Fig. 7 +ve and –ve pulse waveform used during the charging process

Table 1 Group A battery voltage and temperature

Time Battery voltage
(V)

Voltage difference
(V)

Battery
temperature (°C)

Difference of
battery
temperature (°C)

Before plugin 12 0 30.4 0

After plugin 12.47 0 30.4 0

30 min 12.97 0.50 30.8 0.4

60 min 13.25 0.78 31.4 1.0

90 min 13.59 1.12 32.0 1.6

Table 2 Group B battery voltage and temperature

Time Battery voltage
(V)

Voltage difference
(V)

Battery
temperature (°C)

Difference of
battery
temperature (°C)

Before plugin 11.9 0 30.6 0

After plugin 12.42 0 30.6 0

30 min 13.03 0.61 31.4 0.8

60 min 13.44 1.05 32 1.4

90 min 13.90 1.48 32.8 2.2
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Table 3 Battery voltage and temperature at charging current of 0.25 C (18 A), for 90 min [1]

Time Battery voltage
(V)

Voltage difference
(V)

Battery
temperature (°C)

Difference of
battery
temperature (°C)

Before plugin 11.95 0 30.6 0

After plugin 12.38 0 30.6 0

30 min 13.04 0.66 31.3 0.7

60 min 13.55 1.17 31.9 1.3

90 min 13.98 1.6 32.6 2.0

2.4 Low Frequency and High-Frequency DC Conversion
Architecture for Ultra DC Fast Charging 2010 [6]

This technology-focused on two different types of switches to operate ultra-fastest
EV charging stations. Two PE-architecture topologies are shown, based on the lower
frequency application is presented and higher frequency isolation. TheLF separation,
which can be separated by three integrated phase separations, and theHF separations,
as well as the unique galvanic DC-DC converter topology, this is how it has been
discussed and characterized. Many basic requirements are necessary to be met for
this topology of a converter to provide safer, reliable, faster and efficient charging.
However, power electronics systems topologymust be able to accept universal power
supply. Hence, the strength and weakness of both approach to power electronics
converters were analysed and the most important product details are discussed, also
the effects of DC charging stations are examined.

Through low-frequency configurations, it is indeedpossible to distribute theoutput
power to three different converters branches and, thus, reduce the total semiconductor
voltage stress and the overall converter losses. With the high-frequency conversion,
the architecture allows you to achieve not only G2V operation, but also V2G oper-
ation mode if there is a correction phase of the output signal is implemented by
the active device. To get higher efficiency, the high-frequency converters operate
in a mode of smooth switching with phase zero voltage (ZVS). During the design
process of the converter, special attention should be given to optimising the system
to meet the relevant product requirement in terms of efficiency, cost, size, volume
and weight. All component must be designed to develop a the customized system,
from semiconductor devices to passive filter components through a proper heat sink
(Figs. 8 and 9).
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Fig. 8 a Low-frequency converter for DC fast-charging station b 3-f converters based on standard
ABB products [6]

Fig. 9 a High-frequency converter for DC fast charger station with two fast isolated DC-DC steps
is parallelly connected. b Isolated high-frequency DC-DC converters [6]
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3 Battery Management

In order to charge the battery of theEVs it’s necessary to overcome the basic problems
of the battery management system (BMS) proposed by EV technology. In BMS
(Battery management system) unit there are different sections out of which thermal
management and high voltage management are essential and used for improving the
safety of the battery. Significant progress has beenmade in batteries chemistry but still
monitoring charging/discharge regulation, cell balancing and thermal protection are
needed for safer operation. Therefore, batterymanagement plays an important role in
integrating battery energy storage into electrical networks in terms of performance,
safety, reliability, and economy without proper BMS sudden failure or premature
failure of batteries may occur such as thermal runaway owing to poor electrical and
thermal operating characteristics.

Following are the main function of the BMS:

• Temperature management.
• Monitoring the SOC-(State of charge), SOP-(State of power), SOH-(State of

health).
• Computation: A BMS keep check of Max. charging current/Max. discharging

current, delivered energy during charging and energy delivered since the last
charge, Internal cell impedance, Total operating time since first use, Stored and
delivered Charges, Total energy delivered since first use.

• Communication: The central BMS controller communicates internally with
hardware (Cell-level) or high-end peripherals such as laptops or HMIs.

• Protection: BMS does not allow the battery to operate beyond its specified limit
thus protects batteries by preventing it fromworking outside the safe zone, such as
over current, over-voltage, higher temperature, under voltage, under temperature,
etc.

• Load circuit connection to Battery: The BMS can also have a pre-charging system
that allows you to safely connect the battery to various loads and eliminates too
many inauspicious currents for capacitor loads.

• Optimisation: To increase the battery capacity and prevent limit undercharging
or overcharging, the BMS can proactively ensure that all battery components are
balanced under the same voltage or charge conditions.

4 Conclusion

The future trend in charging electric vehicles is mainly fast charging, wireless
charging and charging from renewable or sustainable sources of energy. In addi-
tion, vehicle to network or vehicle to home is an area of study. Fast pulse charging is
an important issue when an electric vehicle is commercialised to reduce the charging
time to a reasonable level. When batteries are charged using a fast charger this led to
overheating and poor performance and battery. Likewise, the deep discharge is the
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root cause of permanent damage. BMS helps increase battery life, reduce damage,
and increase power, efficiency, durability, and reliability of the battery stacks.

Bottlenecks of charging technology used:

• When these batteries are connected to the series, after multiple cycles of charging
and discharging, voltage and voltage imbalance will occur between the different
batteries.

• The batteries should be capable of bearing various operating conditions such as
various charge/discharge levels, discharge depth, temperature variations and so
on.

• When the battery is overloaded, it will result in overheating, reduced performance
and battery damage. Similarly, deep throwing is the root of permanent damage.

• Problems with battery charging such as cell size, conditioning and fuel manage-
ment are important to discuss.

• The biggest challenge for an electric car is the lower range and requires frequent
charging.

• Longer charging time required by the batteries.
• Higher battery prices and shorter battery life have led to increased interest in

developing advanced charging methods and algorithms.
• Pulsed Charging: In this method, the current pulse are used for charging. The

current rate can be controlled by changing the pulse range. This method can
cause unwanted chemical reactions inside the batteries.

• It is very important to decide when to disconnect the charging to avoid the over-
heating which is most significant for high capacity battery charge used in PHEVs
and ensure that the battery is fully charged. Selecting the charging system type
depends on a variety of factors such as application and battery life (Table 4).

• Fast charging, high current and voltage rates are used and the battery is under
pressure. There are two main sources of recharge including Thermal pressure
and charge saturation pressure, which should be properly controlled, to prevent
permanent damage to the battery pack.

Table 4 Charging time of different types of chargers

Supply Rated power Voltage (V) Current (Max) Amp Charging time

1-f 3.3 230 16 4–5 h

1-f 7.4 230 32 2–3 h

3-f 11 400 16 1–2 h

3-f 22 400 32 40–50 min

3-f 43 400 63 20–30 min

DC current (Fast charger) 50 360–500 90–120 15–20 min

DC current (Fast charger) 120 300–500 300–340 5–10 min
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Performance Analysis of Proton
Exchange Membrane Fuel Cell (PEMFC)
with PI and FOPI Controllers

Swati Singh, Vijay Kumar Tayal, Hemender Pal Singh,
and Vinod Kumar Yadav

1 Introduction

In today’s era, the most common and popular renewable energy sources are solar,
wind and fuel cells. In solar power, irradiance changes the whole day which affects
the electrical output produced by the solar panel. The wind has unpredictable and
oscillating nature, thus fluctuation occurs in the power output and frequency of the
system. Electricity generated in FCs is less vulnerable to external factors and is more
stable, in contrast with electricity generated by WECs (Wind Energy Conversion
Systems) and PV systems as proposed by Dwivedi and Tayal [1, 2]. FCs have many
attributes for instance low noise due to the absence of operating machinery, less
pollution as its by-product is water, its power conversion efficiency is about 40–
60%, extensive feed (hydrogen, gas, etc.) and versatile applications for example
electric vehicles, portable power system, etc. A single fuel cell cannot deliver high
power or high voltage and current which is required by almost all the applications
of PEMFCs. This problem can be overcome by stacking multiple cells of PEM fuel
cell together by connecting them either in series or in parallel so as to obtain higher
total voltage or higher total current, respectively. Control methods are required for
the problems related to electrical power from a PEMFC stack. W.R.W. Daud et al.,
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proposed a control with PID (proportional-integral-derivative) controllers so as to
get better performance of fuel cell [3]. PI (proportional-integral) controller is used
to improve current of fuel cell [4]. Numerous control techniques are embraced in
literature for instance Artificial Neural Techniques (ANN), P controller, Fuzzy logic,
PID controller, Sliding Mode Controller (SMC) and PI controller. Yuedong et al. [5]
designed and implemented a fuzzy logic controller with PI control loops to directly
control theH2 and airmass flow.Designing a robust controller for the PEMFC system
is done for the control of a PEMFC powered electric bicycle [6]. Swain and Jena [7]
proposed a linear PID controller which is applied to the nonlinear fuel cell system
and controller parameters are tuned by using the Ziegler-Nichols method. Javaid
et al. [8] proposed a sliding mode controller to enhance the steady-state behaviour
and transient response of a PEMFC. The problem with sliding mode control is that
the controller heavily depends on the sliding surface that is if the sliding surface
is not designed properly, the controller performance is unacceptable. A fuzzy PID
controller suggested byDhanya et al. [9, 10] is used to control the unregulated voltage
produce by the fuel cell. For improving dynamic performance and reducing steady-
state errors, Chonglin and Shaoyuan [11] proposed a feed-forward correction, a PID
feedback correction, a fuzzy PID controller, and a DMC controller and applied it to
the mathematical model. In recent years, Fractional Order Controllers are gaining
significance since they have extra tuning parameters that stabilize the plant under
control as compared to PID controller and PI controller, which is discussed by Jeba
and Selvakumar [12].

This paper employs MATLAB/Simulink to design Proton Exchange Membrane
Fuel Cell (PEMFC). Then designing of PID controller and FOPID controller is done
to enhance the performance of PEMFC. Later on, the result of both the controllers,
are being compared. This paper can be summarized as: Sect. 2 gives a brief idea of
PEM fuel cell. Section 3 deals with the designing of PI and FOPI controllers and their
Simulinkmodel is also represented. The results of the simulation and the comparison
of the proposed controllers have been given in Sect. 4. Finally, the conclusions were
discussed in the last section.

2 Proton Exchange Membrane Fuel Cell (PEMFC)

FCs (Fuel cells) are used to convert chemical energy in fuels such as hydrogen into
electrical energy. Fuel cells are more efficient than equivalent thermal generators
as the process of fuel cells does not involve combustion. When pure hydrogen is
worked as fuel then the by-products of the electro-chemical reaction are only water
(H2O) and heat. This makes fuel cells a clean and green source of energy. Thus,
this technology is very promising because of its low carbon dioxide, chemical and
thermal emissions. Different kinds of fuel cells are- Direct Methanol Fuel Cell,
Polymer Electrolyte Membrane Fuel Cell (PEMFC), Phosphoric Acid Fuel Cells,
Alkaline Fuel Cell, Molten Carbonate Fuel Cells, Reversible Fuel Cell and Solid
Oxide Fuel Cells [13].
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Fig. 1 Schematic diagram
of PEM Fuel Cell

In PEMFCs, Hydrogen fuel is processed at the anode where the chemical reaction
takes place which causes hydrogen molecules to separate into positive hydrogen
ions (H+) and electrons (e–) [14, 15]. The positive hydrogen ion passes through the
electrolyte which is made up of a polymer membrane and permeates to the cathode.
At the cathode side, the metal electrode combines the protons and electrons with
oxygen to produce water and the electrons (e–) move towards the external circuit and
electrical output is generated. The PEM (Proton Exchange Membrane) is a polymer
that conducts proton. This polymer is impermeable to electrons and gas which keeps
minimum electron short circuit and minimum gas crossover. Figure 1 represents the
schematic diagram of PEMFC.

Following are the chemical reactions that take place while the functioning of
PEMFC:

At anode : H2 → 2H+ + 2e− (1)

At Cathode : 1

2
O2 + 2H+ + 2e− → H2O (2)

Overall Reaction : 1

2
O2 + 2H+ + 2e− → H2O (3)

Equation (1) gives the chemical reaction that takes place at the anode side of the
fuel cell. The chemical reaction at the cathode side is represented by Eq. (2) and thus
Eq. (3) provides the overall reaction that takes place in the PEMFC.

The transfer function used for the modelling [16] of PEMFC is given by Eq. (4).

G(s) = 591.6s4 + 1472s3 + 451.3s2 + 0.9748s + 1.847 × 10−5

s5 + 21.72s4 + 52.59s3 + 16.12s2 + 0.03318s + 4.35 × 10−7
(4)
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PEMFCs have various advantages such as fast start-up capability, high power
density, low noise and light mass, thus PEMFCs technologies are gaining popularity.
PEMFCs operate at relatively low temperature (80–90 °C) which makes electrical
output to deal with the dynamic requirements of power. As the operating temperature
is low, it becomes necessary for PEMFCs to operate on pure hydrogen.

3 Control Strategy

PEMFC has been proved to be a great source of providing electric energy but it
produces uncontrolled output voltage, current and power. As most of the PEMFCs
application requires higher voltage or higher current thus multiple fuel cells are
stacked together either in parallel to get high total current or in series to obtain high
total voltage. If the stacking of multiple fuel cells is not controlled then it produces
high heat which increases the temperature of FCs. This can damage the membrane.
Hence it becomes necessary to have a suitable control design so as to overcome the
above problem. In this paper, the performance of PEMFC has been improved by
using PI and FOPI controllers.

3.1 PI Controller

A PI controller is a feedback control loop that calculates an error signal by taking
the difference between the output of a system, which in this case, is the power being
drawn from the battery, and the set point.

The transfer function of PI controller is given by Eq. (5).

G(s) = Kp + Ki

s
(5)

Here Kp is the proportional gain and Ki is the integral gain.
In the present scenario, PI is extensively used in industries as it has an elemen-

tary structure, low cost and easy to design. But PI controller is a failure when the
offset is uncertain and non-linear [17, 18]. PI controller results in the elimination of
steady-state error and forced oscillations. PI controller is required for non-integrating
processes that means for a set of inputs, the same output is obtained. Integral action
is suitable for the removal of offset. These controllers are extensively used in process
control applications and give a balance of complexity (Fig. 2).
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Proportional 
Gain (Kp)

R(s) C(s)

Integral 
Gain (Ki)

Plant,G(s)

Fig. 2 Block diagram of PI controller

3.2 Fractional Order PI Controller

In the current scenario, Fractional Oder Controllers can transit from classical
controllers to thosewhich are described bydifferential equations of non-integer order.
For this purpose, Fractional Order Controllers were developed. FO-PID controller is
the special case and generalization of PID controller [19]. FOPID controllers have
five tuning parameters while PID controllers have only three tuning parameters. The
notation for fractional order PID controller is PIλDμ controller (Fig. 3).

With the implementation of FOPI controllers, themost robust and accurate perfor-
mance can be achieved in comparison to integer-order controllers [20]. The contin-
uous transfer function of FOPI is obtained through Laplace Transform which is
represented in Eq. (6).

Proportional 
Gain (Kp)

C(s)
R(s) 1 Integral

Gain
Plant,
G(s)

Fig. 3 Block diagram of fractional order PI controller

Fig. 4 Simulink model of PEMFC with PI controller
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Fig. 5 Simulink Model of PEMFC with FOPI controller

G(s) = Kp + Kis
−λ (6)

4 Simulation Results

To represent the comparison of the robustness of the PI controller and proposed FOPI
controller, simulations are conducted under step disturbances that are created in a fuel
cell input at t = 1, 1.1, 1.2, 1.3, 1.4 and 1.5 s as shown in Fig. 6. Figure 4 represents
the Simulink model of proton exchange membrane fuel cell with P-I controller. The
simulation model of the FO-PI controller is shown in Fig. 5. This model consists of
the PEMFC transfer function block with a FOPI controller. Designing the PEM fuel
cell is done by the transfer function given in Eq. 4. Figure 7 indicates the output of
PEMFC in the absence of any controller, which produces transients and the system
becomes unstable.

Fig. 6 Input of PEMFC
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Fig. 7 PEMFC output without a controller

The output of the fuel cell is controlled by the PI controller and FOPI controller.
The controlled output of fuel cell is obtained by various values ofKp, Ki and λ (values
of λ is applicable only for FOPI controller). This is done by using the hit and trial
method. Figure 8 shows the controlled output of PEMFC with PI controller where
the value of Kp (proportional gain) and Ki (integral gain) are taken as 0.9 and 45.7
respectively. Figure 9 represents the controlled output of PEMFC with Fractional
Order PI controller by putting Kp = 1.21, Ki = 10.57 and λ = 0.61. Table 1 shows
the comparison of the controlled output of PEMFC with PI and FOPI controllers on
the basis of parameters rise time, settling time, overshoot and steady-state error. From
the results, it is observed that the settling point of PEM fuel cell using PI controller
is 22.397 ms which on other hand is reduced to 7.477 ms when PEMFC is controlled
with Fractional Order PI controller. The rise time and overshoot for PEMFC with

Fig. 8 PEMFC output with PI controller (Kp = 0.9, Ki = 45.7)
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Fig. 9 PEMFC output with FOPI controller (Kp = 1.21, Ki = 10.75, λ = 0.61)

Table 1 Comparison between controlled outputs of PEMFC with PI and FOPI controllers

Controller type Settling time (ms) Rise time (ms) Steady state error Overshoot (%)

PI controller (Kp =
0.9, Ki = 45.7)

22.397 3.631 0.001 3.646

FOPI controller (Kp
= 1.21, Ki = 10.75,
λ = 0.61)

7.477 2.503 −0.307 2.577

PI controller are 3.631 and 3.646%. In contrast, when the system is controlled with
FOPI controller rise time and overshoot become 2.503 ms and 2.577%, respectively.

5 Conclusion

This paper deals with the performance analysis of PEMFC with PI controller and
FOPI controller. Both the controllers are compared in accordance with their settling-
time, rise-time, steady-state error and overshoot. The system becomes unstable and
unsteady without the presence of controllers. PI and FOPI controllers are designed to
serve the purpose of instability. FOPI controller gives a remarkable improvement in
setting time as compared to the PEM fuel cell output with PI controller. The rise time
and overshoot, are also enhanced when PEMFC is controlled with Fractional Order
PI controller. Though the steady-state error in both the cases is minimal, the other
three parameters clearly implicate that the performance of PEMFC with Fractional
Order PI controller is better than the performance of PEMFC with PI Controller.
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Detecting Face Masks Using Deep
Learning to Control Public Hygiene,
Safety and COVID-19 Spreading

Dimple Muskan Shukla, Kushal Sharma, and Sandeep Gupta

1 Introduction

As of 2020, respiratory contagious disease is spreading in the whole world due to
which the entire population is suffering. This virus causes respiratory tract infections
in humans that can be ranging from mild to lethal conditions. This disease was an
outbreak in China and now affecting the whole population. Every country is trying its
best to find its vaccine which can prevent or cure this disease. This disease is severe
because it is easily transmittable by some basic ways like going in public places,
touching infected things, coming in direct contact with an infected person, or their
nasal and cough droplets. These are how any person can get infected and then infect
others as well. So, it was advised by the government to wear masks every time going
out in public places andmaintain social distance, in these days and after this also, this
can be a precaution measure to protect yourself from this disease. Now it becomes
mandatory but some people are violating this rule and they are not wearing a mask
when going out, so there is a need for a person at the entrance to check whether a
person iswearing amask or not, but the security personnelwill also be at risk and even
it is not practical to track every person and any mistake can increase transmission of
this virus. In our research we are using a detector which is for the face with a mask;
normal detectors available are for auto-focusing [1] and human-computer interaction
[3]. For example, [5] uses a face detection technique with a mask with the help of
C2D-CNNwhich can detect a person with masks or covered face. In our research, we
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are using deep learning techniques like face detection of masked and normal people
and image classification of both datasets. This can be a notification system which
can be used with any CCTV or sensor which will allow only those people who have
masks on their face. In this research we are using two datasets, pictures of people
with masks and others are people without a mask, then we have used several steps
like data pre-processing, face detection, and image classification using convolutional
neural networks with the help of AlexNet architecture. This research can be helpful
in every place like supermarkets, schools hospitals, and other public places for easy
detection of persons who are violating the rule and can be proven easy for security
personnel to track each and every person passing by this method.

2 Database Used

Here, we are using two datasets first one for masked people, that is, Real-World
Masked Face Dataset (RMFD) [8] which is available on a GitHub repository, it is the
world’s largest masked face dataset. The other dataset we have taken is CelebFaces
Attributes (CelebA) [6]. Dataset on Kaggle which contains over 200k images of
celebrities 40 binary feature annotations as shown in Figs. 1 and 2.

2.1 Face-Detection

In this paper, we used C2DCNN [5] or 2D color PCA-Principal Component Analysis
[2]—convolutional neural network, for facial recognition [5]. In this process, we do
an estimation of a combination of the features learned from original pixels with the
representation learned by CNN and then estimating the result or decision making.

2.2 Mask Detection

In the presented research we are doing classification by AlexNet architecture. Alex-
Net is a type of convolutional neural network. It is basically a classification algorithm
that is best suited for the classification of RGB images. The architecture includes
eight layers, among them, the first 5 were convolutional layers, followed by some
max-pooling layers and the last three layers were fully connected layers. It basically
uses the ReLU activation function which gives better performance than tanh and
sigmoid.
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Fig. 1 Images of people without Mask (Celebrity face dataset)

3 Topology with Results

3.1 Data Preprocessing

Data preprocessing is a mining technique that includes transforming any primitive
data into an easily understandable format. Real data is sometimes inconsistent or
lacking in some trends, and can contain many errors. We are taking an image data
set, so it contains lots of unnecessary images, or shape issues, dimension issues so
we are pre-processing our data to make it suitable for our problem. We have taken
two data sets in our research i.e., first is RMFD which is a masked image dataset and
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Fig. 2 Images of people with mask (RMFD Dataset)

second is a celebrity dataset, so we are plotting or reshaping them to process them
as shown in Figs. 3 and 4.

3.2 Detected Faces Out of the Image

Here, we used a deepC2DCNNor color 2-dimensional principal component analysis
convolutional neural network, for face recognition. In this process, we combine the
features of original pixels with the image representation that is learned by CNN and
then make decision fusion, which can improve our face recognition model. There
are several steps in this network, first, the introduction of the normalization layer in
the network to shorten the time for training. Second, the introduction of a layered
activation function which will prevent gradient diffusion. Lastly, the application of
probabilisticmax-pooling for the preservation of feature information to themaximum
level. We are using this algorithm because in HOG, the algorithm is based on shapes
and people with a mask cannot be detected using that, so we are using this C2D-CNN
as it is a pixel-oriented algorithm and favors our process (Table 1).
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Fig. 3 Mean data of all the masked images

Fig. 4 Mean data of all the unmasked images

3.3 Alex Net

In this research, we are doing classification by Alexnet architecture [7]. It is a type
of convolutional neural network. It is basically a classification algorithm that is best
suited for the classification of RGB images. The architecture includes eight layers,
among them, the first 5 were convolutional layers, followed by some max-pooling
layers which are used in downsampling and the last three layers were fully connected
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Table 1 Programming input
and output data

Layer (type) Output shape Param #

input_1 (InputLayer) (None, 250, 250, 3) 0

conv2d_1 (Conv2D) (None, 63, 63, 96) 34,944

max_pooling2d_1
(MaxPooling2

(None, 32, 32, 96) 0

conv2d_2 (Conv2D) (None, 32, 32, 384) 332,160

conv2d_3 (Conv2D) (None, 32, 32, 384) 1,327,488

conv2d_4 (Conv2D) (None, 32, 32, 256) 884,992

max_pooling2d_2
(MaxPooling2

(None, 16, 16, 256) 0

flatten_1 (Flatten) (None, 65,536) 0

dense_1 (Dense) (None, 4096) 268,439,552

dropout_1 (Dropout) (None, 4096) 0

dense_2 (Dense) (None, 4096) 16,781,312

dropout_2 (Dropout) (None, 4096) 0

dense_3 (Dense) (None, 1000) 4,097,000

dropout_3 (Dropout) (None, 1000) 0

dense_4 (Dense) (None, 1) 1001

Total params: 291,898,449
Trainable params: 291,898,449
Non-trainable params: 0

Fig. 5 Alex net architecture [4]

layers. It uses a rectified linear unit activation function. The basic description of our
alexnet architecture is shown in Fig. 5.

3.4 Results

See Fig. 6 and Table 2.
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Fig. 6 Detecting masks on faces

Table 2 Metrics on testing
data

Accuracy 0.9839666154184055

Precision 0.9904761904761905

Recall 0.839677047289504

4 Conclusion

Asweknow thatCOVID-19 is a global pandemic and all themajor powerful countries
are damaged by its impact. So it becomes an individual’s national duty to stop its
spread and to make people disciplined about the rules the Mask Recognition can be
deployed in public CCTV cameras to scrutinize people who are not wearing a mask
and then analyzing this data can tell us a lot about the spreading behavior of this
disease. This coronavirus is going to be a part of our culture; we will have to be more
cautious now dealing with crowds and wearing masks is going to be a common habit.
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Optimization of Systems-Development
Life Cycle Through Automation Using
Ansible

Kartik Vadhera, Abhishek Deshwal, and Amrendra Tripathi

Abstract In order to sustain oneself in this era of cutting-edge technology, compa-
nies need to adopt different technologies for the efficient execution of tasks. In
pursuit of accomplishing the targets, the companies install a number of software or
add lines of code. DevOps is a large number of programming improvement repeti-
tions that consolidate software development (Dev) and information-technology oper-
ations (Ops) to shorten the lifecycle of system development while delivering patches,
updates and features from time to time in close collaboration with business objec-
tives. Time is what everybody wants to save and this where Automation comes into
practice. This paper throws light on how companies can adopt simple automation
by creating HA proxy servers, web servers, and Hadoop-cluster with the help of an
automation tool called Ansible. Ansible is an open-source mechanization platform,
used for IT jobs, for example, frameworkmanagement, application installment, intra-
service coordination and accoutering. Here, YAML and Jinja languages are used to
create and automate both the HA proxy server and Hadoop cluster.

Keywords Automation · Ansible · Hadoop · HA proxy server · YAML

1 Introduction

There are some programming elements and innovations available to facilitate big
data analytics. Hadoop is a key innovation used to process huge information and
handle big data, their review and analysis, and stream computing. It is an open-
source programming project that manages and enables us the distributed processing
of large data sets across clusters of commodity servers. Hadoop includes different
modules i.e. HDFS (Hadoop distributed file system), Map Reduce, Pig, HBase, etc.
Hadoop is designed to scale up from single servers to thousands of machines, each of
these offering local computation and storage [1]. TheHadoopDistributedFile System
(HDFS) provides global access to the files in the cluster. For extreme transportability,
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HDFS is updated as a client-level file system in Java that exploits the local file system
on each hub or node, for example, ext3 or NTFS, to store information. The files in
HDFS are isolated in large blocks usually 64 MB, and each square is stored as a
different file in the neighboring file system. HDFS is put into effect by two services:
The Name Node and Data Node. The Name Node supervises the maintenance of
the HDFS directory tree and is a centralized service in the cluster operating on a
single node. Customers contact the Name Node to perform a basic activity of the
file system, such as opening, closing, renaming and erasing. The Name Node does
not store the HDFS information itself, but instead maintains a schedule between the
HDFS file name, a preview of the blocks in the file, and the Data node(s) of which
those blocks are being kept [1].

MapReduce is a programming model and associated execution for the manage-
ment and production of huge collections of information that can be managed in a
wide range of tasks in the real-world. Customers specify the computation in terms
of a map and a reduced function, and the rudimentary runtime system automatically
parallelizes the calculation through huge clusters of machines, manages the failures
of the machine and schedules communication between the machines to efficiently
use the network and disks. Software engineers discover that the system is simple
to use: more than ten thousand particular MapReduce programs have been updated
at Google in recent years, and a normal one hundred thousand MapReduce profes-
sions are run on Google groups every day, processing a sum of more than twenty
petabytes of information per day [2]. HA Proxy, which represents High availability
Proxy, is a well-known open-source programming HTTP load balancer and proxy
arrangement that can be run on Solaris, FreeBSD, and Linux. Itsmost normal use is to
improve the reliability quality andperformance of a server environment by circulating
the remaining task at hand between different servers (e.g. Web, database, applica-
tion). It is used in some important conditions, including Instagram, Twitter, Imgur
and GitHub. There are four fundamental segments in the HA proxy configuration
document [3].

They are global, backend, frontend, and default. These four sections specify how
the server as an unabbreviated performs, what your default settings are, and how
client requests are received and routed to your back-end servers.

With the advancement in technology, time is becoming a major issue. Several
things are done manually which takes time. In today’s era, almost all companies
are facing the problem to store and process their large amount of data. Setting up a
Hadoop cluster with a new configuration in a company is a very time taking task.
Also, the users generally face problems like server not found or page not found due
to excess load on the webserver due to which sometimes one is not able to access
the website. Henceforth, one often complains that the particular website got crashed
or the server is down. Now, suppose the new system comes into the industry, then
one has to deploy all the codes according to the needs which already exists in the
industry and this takes a lot of time to do all the changes. Howsoever, these things
can be now done through automation.

This paper provides automated software which will set up and install software on
different platforms. Further in this paper, implementation of an automated Hadoop
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cluster so as to solve the big data problem through Ansible (Devops) is done. Also,
the implementation of an automated HA Proxy Server is conducted so as to solve
the problem of website crashing or server down problem.

2 Architecture of Hadoop and Ansible

Figure 1 displays the architecture of the Hadoop distributed file system commonly
known as hdfs wherein a four-terabyte block is comprised of four blocks each of one
terabyte from different systems. This is how several storage blocks can be added in
order toprovidetherequiredsizebyprovidinghighavailability to theusers/companies.

The Ansible environment is constituted by the following items [4]:

1. Modules: The modules look like small programs that Ansible sends from a
control ormastermachine to all remote hosts or hubs. Themodules are run using
playbooks (see below), and they control things, for example, packages, services,
and documents. Ansible runs all modules to introduce updates or whatever
company is needed, and then evacuates them once completed. Ansible gives
more than 450 modules to regular tasks.

2. APIs: Various APIs (application programming interfaces) are accessible with
the goal that one can broaden connection types (which means something more
than just SSH for transport), callbacks and more.

Fig. 1 Architecture of Hadoop distributed file system
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3. Inventories: All machines used with Ansible (the master or authority machine
in addition to nodes) are stored in a simple and solitary document, next to their
servers, databases, IP addresses, etc. When the inventory or log is enrolled then
one can allot variables to any of the hosts utilizing a simple text document.
Indeed, even we can extract the inventory from sources like EC2 (Amazon
Elastic Compute Cloud).

4. Plugins: They are extra bits of code that increase utility. Ansible accompanies
some of its plugins, but you can also compose on your own. Cache, callback
and action plugins are three models.

5. Playbooks: Ansible playbooks resemble a handbook or guide for tasks. These
are basic files written in YAML, which implies YAMLAin’t Markup Language,
a data serialization language comprehensible byHuan. Playbooks are truly at the
core of what makes Ansible so well known, in light of the fact that they portray
the tasks to be performed rapidly andwithout the client having to knowor recall a
specific syntax. Not exclusively would they be able to announce configurations,
however, they can likewise organize the means of any physically controlled
undertaking and perform assignments simultaneously or on various occasions.
Every playbook comprises at least one piece, and the reason for a play is to
map a gathering of hosts to all-around characterized jobs, represented by tasks
(Fig. 2).

Fig. 2 Ansible architectural diagram
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3 Methodology

3.1 Hadoop

The primary infrastructure software services aimed to automate are as follows: -

Step 1: Install Ansible package in Linux using yum. In this installation of Ansible
package using “yum install Ansible” command is initiated. Before this, yum is to be
configured.

Step 2: Then make Ansible galaxy of Hadoop Cluster in some different folders like
playbooks. In this Hadoop cluster is implemented to solve the big data problem using
command “Ansible-galaxy in it Hadoop cluster”.

Step 3: Accordingly put the client IP in hosts file so that it can read the IP from there
and so that playbook can be automatically run in that system. The location of host
file would be “/etc./ansible/hosts”.

Step 4: Configure Ansible file according to the need in ansible.cfg file.

Step 5: Write a Hadoop cluster role to setup Master Node, Slave Node.

Step 6: Then create a site.yml file in which write a code to import the role Hadoop.

Step 7: Execute the file using the command “Ansible-playbook site.yml”.

Step 8: In the Client node role: we copy the java and Hadoop setup files to the
respective nodes.

Step 9: In the Master node role: we copy the master node configuration i.e. core-
site.xml and hdfs-site.xml on the master node machine.

Step 10: In the Slave node role: we copy the slave-node configuration i.e. core-
site.xml and hdfs-site.xmlon the master node machine.

Step 11: Now we have to run the following command:
On Name Node - “hadoop-daemon.sh start namenode” On Data Node - “hadoop-

daemon.sh start datanode”

Step 12: On the client machine check the hadoop setup by running the following
command: “hadoopdfsadmin -report”

Step 13: To upload a file use the command: “hadoopfs -put filename/”

Step 14: To upload a file use the command: “hadoopfs cat/filename”
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3.2 HA Proxy

Step 1: Install ansible on the system.

Step 2: Then make ansible galaxy of HA Proxy Server in a folder. In this we are
making HA Proxy which will work as a load balancer. Also, Hadoop cluster is
implemented to solve the bigdata problem using command “ansible-galaxy in it
haproxyserver”.

Step 3: Accordingly put the client IP in hosts file so that it can read the IP from there
and so that playbook can be automatically run in that system. The location of host
file would be “/etc./ansible/hosts”.

Step 4: Configure ansible file according to the need in ansible.cfg file.

Step 5: Write a suitable code inside rolesfor deploying HA proxy and hadoop cluster
inside tasks folder.

Step 6: Then create a site.yml file in which write a code to import the role for HA
proxy and hadoop.

3.3 Web Server and Ftp Server

Step 1: Create a file with yml as an extension i.e. vim webserver.yml

Step 2: Write the code inside the file as written below.

- hosts: 192.168.1.1 //IP address of the system where you want to configure 
the webserver.

tasks:
- package: 

name: httpd
state: present

- service:
name: httpd
state: started
enabled: true

Note: Indentation has to be kept in mind.
Step 3: Now save the file and run the playbook using the command:- ansible-

playbook webserver.yml
Setting up FTP server using Ansible (Fig. 3):
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Fig. 3 Web server setup

Step 1: Create a file with yml as an extension i.e. vim ftpserver.yml

Step 2: Write the code inside the file as written below.

- hosts: 192.168.1.1 //Ip address where you want to configure the ftpserver.
tasks:

- package: 
name: vsftpd
state: present

- service:
name: vsftpd
state: started
enabled: true

Step 3: Now save the file and run the playbook using the command (Fig. 4):
ansible-playbook ftpserver.yml
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Fig. 4 ftp server setup

Files in YAML Syntax
The indentations are to be used strictly as described below.

Client role: main.yml
-command: "rpm -ivh hadoop-1.2.1-1.x86_64.rpm --force"
-command: "rpm -ivh jdk-8u171-linux-x64.rpm --force"
-template:
src: “.bashrc"
dest: "/root/.bashrc"
-template:
src: "core-site.xml.j2"
dest: "/etc/hadoop/core-site.xml
Master Node: main.yml
-command: "rpm -ivh hadoop-1.2.1-1.x86_64.rpm --force"
-command: "rpm -ivh jdk-8u171-linux-x64.rpm --force"
-template:
src: ".bashrc"
dest: "/root/.bashrc"
-file:
path: /master state:
directory 21
-template:
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-name: deploy slave node import_playbook: sn.yml
-name: deploy client node import_playbook: cn.yml Sn.yml
-hosts: dn roles:
- role: slavenode Inventory
[dn] DATA NODE
192.168.56.115 ansible_user=root ansible_password=redhat #slave1 192.168.56.116 
ansible_user=root ansible_password=redhat #slave2 192.168.56.116 
ansible_user=root ansible_password=redhat #slave No
[nn] MASTER NODE
192.168.56.114 ansible_user=root ansible_password=redhat #master

src: "hdfs-site.xml"
dest: "/etc/hadoop/hdfs-site.xml"
-template:
src: "core-site.xml.j2"
dest: "/etc/hadoop/core-site.xml"
-command: "hadoopnamenode -format -force"
#- command: "hadoop-daemon.sh start namenode"

Core-Site.xml
<configuration>
<property>
<name>fs.default.name</name>
{% for i in groups["nn"] %}
<value>hdfs://{{ i }}:9001</value>
{% endfor %}
</property>
</configuration>

4 Results

Figure 5 reflects the web-based hdfs portal and gives information about the Hadoop
cluster. It tells the live numbers of data nodes with their capacity, current use and the
last contract. Basically, it is an overview of the complete cluster configuration.

The following Fig. 6 describes the summary of the particular cluster in detail
including the no of replicated blocks and the heap size. It also holds information
about the no of dead nodes, the configured capacity, dfs used, dfs remaining and the
log file of the configuration.

The Fig. 7 shows the information about the files that have been stored on the
particular cluster. In addition to that detailed information about the file is available
that includes the type of the file, the size, the permission, the owner and the group.
The data of the files can also be accessed from the portal along with the local logs
for the file entries present on the bottom of the screen.

In this paper, we have obtained the following result: -
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Fig. 5 Hadoop cluster

Fig. 6 Cluster summary
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Fig. 7 File stored in cluster

• Successfully created a multi-node cluster which gives us the required amount of
hdfs storage. In our setup fifty terabytes of storage from each of the slave, nodes
add up and give as hundred terabytes of storage as a whole.

• Successfully uploaded and retrieved files from the cluster which can be seen in
the file upload section below.

• Managed to retrieve the file even when one of the nodes was disconnected while
retrieving improvising high availability of the current prototype.

• Successfully set up the HA Proxy server i.e. the load balancer mode, webservers
and ftp-servers.

5 Conclusion

In this paper HA proxy server, webservers, and Hadoop-cluster with the help of an
automation tool called Ansible had been created. Ansible is an open-source mech-
anization platform, used for IT jobs, for example, framework management, appli-
cation installment, intra-service coordination and accoutering. Further in the paper
the YAML and jinja languages are used to automate both the HA Proxy server and
Hadoop cluster. Henceforth, the paper highlights the implementation of an automated
Hadoop cluster so as to solve the big data problem through Ansible (Devops) also
make use of an automated HA Proxy Server in order to solve the problem of the
website crashing or server down problem.
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Evaporatively Cooled Window Air
Conditioner in a Hot and Dry
Climate—An Experimental Analysis

Pragati and Parinam Anuradha

1 Introduction

Air conditioners have become a necessity for human comfort, commercial and many
industrial processes. There are places where weather conditions are quite extreme,
that is, very hot and dry weather conditions, that is, the value of wet bulb depres-
sion (WBD) is very high. In that case, it is very necessary to stop the cutoff of the
compressor due to high condenser pressure as well as to increase the performance
of the air conditioner. If the outside temperature is high, then the air conditioner will
not be able to cool the indoors effectively due to frequent cutoffs. Heat transfer rate
in condenser should be increased & pressure should be minimum, to increase the
performance of air conditioner.

Any attempt to minimize the power consumption of cooling systems will lead
to considerable energy savings and environmental protection. This can be achieved
by improving the COP of the system [1]. During the summer season in Egypt, the
daily maximum temperatures approach 40–45 °C. To deal with the issue a solar-
based hybrid desalination cooling system was made and tested according to the
Egyptian weather conditions [2]. At high ambient temperature, pre-cooling of air
entering the condenser is a must to maintain condenser pressure and improve the
heat rejection process. Overall system performance was also improved with this
modification [3]. The process of minimizing the temperature of cooling air in the
condenser can be achieved by using a pad coupled evaporative cooling system to
pre-cool air at the inlet of the condensing unit [4]. Experiments were carried out
for energy saving of split air conditioner using evaporative cooling technology and
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found that an overall increase of COP was from 29% to 53% [5]. By putting media
pads on the entry of air with water injection in it from the top, electricity-saving was
claimed to be about 20% for a retrofitted system with 34 °C ambient temperature
and 10% reduction in power consumption [6]. Hajidavalloo E conducted a study
of evaporative cooling on the window air conditioner and found an increase in the
COP by about 55% and power consumption was reduced by 16% [7]. Studies were
carried out by A. Sinan Karakurt et al. [8] to investigate the energetic and economic
effects of subcooling and superheating on vapor compression refrigeration systems.
Though a few researchers have shown the potential of evaporative cooling in a vapour
compression air conditioning system, still there is a need to explore the function of
evaporative cooling on the small-size refrigeration system. Therefore in the present
work performance of the evaporatively cooled window air conditioner is analysed
by integrating the evaporative cooling pad in the condenser.

2 Experimental Setup and Description

2.1 Experimental Setup

In the present work, the basic idea is to increase the performance of window air
conditioners using evaporative cooling. The cooling pad placement is important for
evaporative cooling. After studying various papers on evaporative cooling, the idea
of placing the honeycomb cooling pad between the fan and condenser came up. The
experimental setup consists of a modified window air conditioner is shown in Fig. 1.

A small pump is used for the water supply on the cooling pad and the tube is
adjusted in such a way that it sprinkles water on top of the cooling pad and not on
the condenser. The cooling pad is placed inside the slot which was cut specially for
its placement. With the help of a digital clamp meter, electric current and voltage
supply are measured and work consumed by the compressor is calculated. Digital
Temperature sensors are used to measure the temperature at various points.

Water Supply 
to the cooling 
pad 

Pressure 
Gauges 

Honeycomb 
Cooling Pad

Fig. 1 Experimental setup
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2.2 Test Room

The test room has dimensions as length −3.52 m, breadth −3.52 m and
height −3.11 m. The setup is placed in a room of a house with basic furniture
present in it. The air conditioner is at a height 0.6 m from the ground. Measuring
instruments are placed at specific places in the room to measure the required values
for further analysis.

3 Performance Indices

To check the performance of the air conditioner some basic performance indices
have been taken as mentioned below:

(1) Coefficient of performance (COP):
The coefficient of performance is defined as the ratio of refrigeration effect
and the work consumed by the air conditioning unit.

COP = Refrigeration effect

Work Consumed
= RE

CW

(2) Refrigeration Capacity:
Refrigeration capacity is the total cooling effect per unit time obtained from
the air conditioner.

RE = macpdt, kW

where,ma:mass flow rate of air kg/sec, cp: specific heat capacity of air kJ/kg-K,
dt: temperature difference.

(3) Supply mass flow rate of air:
The air coming into the room per second is known as the mass flow rate of air.

ma = ρAva

where, ρ: density of air in kg/m3, A: area of supply duct in m2, va: Velocity of
air in m/s.

(4) Power Consumed:
The amount of current and voltage i.e. power in kW, the compressor is
consuming is known as power consumed by the air conditioning unit.

WC = V I cosϕ

1000
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where, V: Voltage, I: Current supplied, cos ϕ: Power factor of compressor =
0.8 Along with these formulas, refrigeration charts and tables are also used for
required data for given temperature and pressure conditions.

4 Results and Discussion

The experimental setup is prepared for hot and dry weather in the month of June
2020 at Kurukshetra. The basic idea behind the research is to deal with the hot
and dry weather conditions when window AC performance becomes very poor or
sometimes due to high condenser pressure (due to high atmospheric temperature) AC
performance is drastically reduced. So, the performanceof thewindowair conditioner
is analysed by integrating evaporative cooling pads in the condenser to increase the
COP and reduce the power consumption during hot and dry weather conditions.

Different performance parameters have been calculated like the coefficient of
performance (COP), refrigeration effect, power consumption, etc. and are compared
in this section. The comparison is done between a simple air conditioner i.e. with
no modifications and an air conditioner with a cooling pad only. As it was earlier
mentioned that placement of a cooling pad in the air conditioner for evaporative
cooling is important, so this comparison is done to check the effect of a cooling pad
on the operation parameters of the air conditioner.

4.1 Comparison of Effect on COP with and Without
the Cooling Pad

In Fig. 2, the effect on the actual coefficient of performance (COP) of the air condi-
tioner with evaporative cooling is being compared with the COP of normal air condi-
tioner w.r.t time. The Carnot COP was also evaluated and compared in the graph.
The ambient temperature was 39 °C and relative humidity was 54%. Honeycomb
pad gives better performance than any other type of cooling pad, so instead of using
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Fig. 3 Comparison of effect on power consumption with and without the cooling pad

any other type, a honeycomb pad is used. It can be seen in Fig. 2 that the placement
of the cooling pad has increased the COP by about 45–50%. The results are also in
consonance with the experimental findings of Hajidavalloo [7] wherein about 55% of
the increase in COP was observed and power consumption was decreased by about
16%. Also, Carnot COP is marked in the graph for reference value and comparison.
So, it can be concluded that using a honeycomb cooling pad for evaporative cooling
and placing it in between the condenser fan and the condenser will increase the
performance of the air conditioner during hot and dry weather conditions.

4.2 Comparison of Effect on Power Consumption
with and Without the Cooling Pad

Figure 3 shows that by using a honeycomb cooling pad for evaporative cooling, a
reduction in the power consumption by the compressor is observed. The comparison
is being done for the power consumption between the simple and the modified air
conditioner with respect to time.

The power was supplied to the air conditioner for approximately one hour and
the aim was to achieve comfortable room conditions, that is, a temperature of 24
°C & 50%RH. That means the readings were taken according to the range of the
comfort zone of human beings. Some losses can be considered as well because of
the furniture present inside the room. Hence, after considering all the facts related
to it, the reduction in the power consumption is about 30–32% and can be seen in
Fig. 3.

4.3 Comparison of Effect on Refrigeration Effect
with and Without the Cooling Pad

Figure 4 shows the variation of refrigeration effect with respect to time for both
with and without the use of the cooling pad. It can be observed that the change in
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Fig. 5 Comparison of effect on pressure ratio with and without cooling pad

refrigeration effect for both cases is very small as only condenser conditions are
changed and evaporator operating conditions are not changed.

4.4 Comparison of Effect on Pressure Ratio
with and Without the Cooling Pad

The temperature of water used in the cooling pad is about 30 °C, so atmospheric air
passing over the condenser through the cooling pad reduces the condenser pressure
which ultimately reduces the pressure ratio. Reduction in pressure ratio not only
reduces the work consumption by the compressor but also increases its volumetric
efficiency. The variation in pressure ratio has been depicted in Fig. 5.

4.5 Comparison of Effect on the Temperature of the Air
Entering the Condenser with and Without the Cooling
Pad

The temperature of the air passing over the cooling pad depends on the Wet Bulb
Depression (WBD) i.e. the difference of Dry Bulb Temperature (DBT) andWet Bulb
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Fig. 6 Comparison of effect on temperature of air entering the condenser with and without cooling
pad

Temperature (WBT) and temperature of water in the cooling pad. The change in air
temperature is of the order of 10 °C as shown in Fig. 6.

5 Conclusions

The following conclusions are drawn from the present research work:

(i) The incorporation of a cooling pad in between condenser and condenser
fan is very effective in window air conditioners during hot and dry weather
conditions i.e. when WBD is quite large.

(ii) It has been observed that the actual COP of the window air conditioner
increases by 45–50%, Carnot COP increases by approx 25%, the power
consumption reduces by 30–32%, the pressure ratio reduces about 20%.

(iii) The room comfort conditions are achievedmarginally sooner with evaporative
cooling in the air conditioner using a honeycomb cooling pad in comparison
to when the air conditioner runs without a cooling pad.

(iv) The cost involved in the modification of the window air conditioner is very
less in comparison to the cost saved in comparison to the running cost using
the evaporative cooling method.

The use of an evaporative cooling pad in hot and dry weather conditions will not
only increase the performance of the air conditioning system but also prevents the
situation of extreme pressures when the cut-off switches turn down.
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Evolution and Advancements in Solar
Drying Technologies: A Review

Shubham and Sunil Nain

1 Introduction

Getting the non-renewable resources consumed year by year, humans are continu-
ously cutting off the available fossil fuel reserves. There will be a time when these
non-renewable resources of energy got completely washed away and there will be
a surge in demand. The production of oil reached maximum around 1980s and is
NOW declining slowly. The reserves of oil and coal may be getting consumed within
another 50 years. It results in greater dependence on coal sector and the coal produc-
tionwill touch amaximum in 2030–2060 and about 80% get consumed by 2250A.D.
[1]. So, it is better to find the alternate sources of energy on which we can rely easily
for our increasing energy demands in near future. Renewable energy sources include
solar energy, hydro, wind, geothermal, biomass, ocean current and waves. In almost
every climate, sun’s energy can be harvested by solar collectors for large-scale grid
lines as well as for small-scale direct use applications [2]. So, solar energy available
for various purposes like conversion into another form and directly utilizing it for
drying products are optimized from many eras, so that our reliability should only be
on renewable sources of energy. The solar thermal systems capture sun’s energy by
using flat plate collectors and transfers it directly or indirectly to household, water
or heating applications. Solar thermal power plants use solar energy on large scale
by focussing the energy by employing concentration devices to intensify the heat
collected. Irrespective of availability of many renewable sources of energy, solar
energy is the prime source of generation of other sources, that is why it is called as
ultimate source of energy.
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1.1 Importance of Solar Thermal Energy

The world is moving towards the use of solar energy available to us to compensate
for the increasing energy demands along with decreasing conventional resources of
energy. Recently, India has many schemes that focus on shifting the power sector on
solar energy by installing high-capacity solar power plants. India being the tropical
country has good availability of solar flux throughout the year. Solar thermal systems
have applications in large-scale to small-scale works. Solar drying is an essential
process for the preservation of agriculture-based crops and industrial operations
such as dairy processing, textile production, wood and timber processing, biomass
treatment and wastewater treatment [3]. For fulfilling increasing demand of energy
worldwide, development for novel solar dryers is considered as key solution. The
rapid growth in developing solar technologies also creating somebarriers,whichmust
be removed, and their solution has been reviewed. Despite of some drawbacks like
high initial costs, solar energy technology is still one of the most favourable sources
of renewable energy. Researchers are now focussed on improving and encouraging
the need for solar energy against other renewable sources and traditional energy
sources [4]. The agricultural products require consistent low heat drying like coffee,
cocoa beans, grains, nuts, timber, tea, fruit, etc. The traditional methods of crop
drying accomplished by burning fossil fuels and biomass in ovens are expensive
and harm the environment by creating many types of pollution. These methods have
shortcomings, which can be prevented by using non-renewable source of energies
that are eco-friendly [5]. In today’s food supply market, dried food products show
increase in demands. For fruits and vegetables, they contribute about 1% of total
drying in food industry. Drying process involves lowering of water content to avoid
deterioration of food by any micro-organism growth [6]. Solar thermal energy can be
utilized for cooling purpose by equipping the energy developed from solar radiations
in various thermodynamic cycles. Thermodynamic modelling for adsorption and
absorption solar cooling systems are presented to analyze system efficiency and its
optimization [7].

2 Evolution in Solar Drying

Drying is known from old times and we see the traces in rural as well as urban areas.
The oldest preservation process known to mankind is the drying process that can
even be tracked from prehistoric times. Drying becomes an essential part of almost
every day-to-day activity and becomes an integral part of many processes around us.
The classification of solar drying methods and their evolution are shown in Fig. 1.
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Solar Drying
Techniques

Modern
Techniques

Conventional
Techniques

Solar Drying Open Sun
Drying

Active Solar
Dryer

Passive Solar
Dryer

Hybrid Solar
Dryer

Direct mode
Solar Dryer

Indirect mode
Solar Dryer

Mixed mode
Solar Dryer

Solar PV Energy
Integrated

Geothermal 
Energy 

Integrated

Waste heat 
energy 

integrated

Fig. 1 Solar drying technique classification

2.1 Conventional Techniques

2.1.1 Open Sun Drying

Since time immemorial, solar drying is the practice for the preservation of agricul-
tural crops and food. Particularly, solar drying wad carried out by open sun drying
under open sky. Due to an enormous amount of food materials processed by this
method, more efforts for its improvement and development were carried out. It is
estimated that annual savings in millions of dollars can be realized by lowering the
cost of drying, products’ quality improvement, loss reduction due to spoilage, dete-
rioration and other factors [8]. In tropical and sub-tropical countries, traditional open
sun drying is the most common method to preserve the agriculture-based products.
Pulses and cereals are either simply left hanging on plants or bound in bundles after
harvesting and dried on open fields. Reaping and threshing of wet grain before time
become common practices in many countries. The wet grains need to be dried in
thin layers on open ground and exposed to sunlight and wind for drying. In tropical
countries and sub-tropical countries, products like spices, vegetables, fruits, oilseeds
and fish are dried naturally by spreading them over mats and trays under sunlight [9].
Irrespective of such advantages, solar drying is comparatively slow process, which
incurs losses of products. There is a reduction in quality of the product due to insect
manifestation, enzymatic reactions, growth of microorganisms and development of
mycotoxin. The product may get spoiled due to adverse atmospheric conditions like
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Fig. 2 Simple natural convection type dryers [9]

moisture, dust, wind, rain and loss due to animals and birds. Conventional drying is
labour intensive, cumbersome and requires more areas for spreading. This process is
costlier due to high energy requirement. So, a newmethod is evolved, which involves
solar drying in chambers directly or indirectly under sunlight know to be solar drying.
Solar drying is the best substitute for natural drying and artificial mechanical drying
process (Fig. 2).

2.2 Modern Techniques

2.2.1 Solar Drying

Drying being the oldest available preservationmethod tomankind plays an important
role in today’s food market food supply chain. Various aspects are considered related
to drying small fruits and vegetables. Minimal exposure to light, heat and oxida-
tion of fruits and vegetables help in conservation of critical bioactive compounds.
Various drying techniques are present, but there are few commercialized applications
in industries related to solar drying that remains unexploited due to lack of interac-
tion between researchers and industries [10]. Drying process slows down the decay
process by reducing the content of moisture in harvested crops to enable long-term
storage. For drying of crops, solar dryers are used which lowers the crop loss and the
recurring costs associated with the use of fossil fuels for drying. Key operational,
design and environmental parameters are discussed including drying psychrometry
of crops and conversion of initial crop properties to final desired product properties
[11]. Solar drying offers faster drying as compared with sun drying and retains more
vitamins in fruits, especially vit A and C. Solar drying results in decrease in 27–
80% consumption of conventional energy and produces an average solar efficiency
of 40%. Experimental results show that with controlled moisture removal, improved
quality of product and reduction in drying time occur [12]. Post-harvest loss of fig
is tried to prevent by solar drying of fig to meet the market demands in various rural
parts of world. Solar thermal systems provide numerous applications in preservation
irrespective of geological and technological challenges. Solar drying is considered
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to be best for fig preservation technique. The traditional, artificial and solar drying
techniques used for fig preservation are compared and solar drying is found to be
adequate technique [13]. Drying process ranges from traditional open sun drying
to large-scale industrial drying. Use of fossil fuels to drying agricultural products
in almost every developing country becomes infeasible due to unaffordable costs to
farmers in rural areas [14]. Consequently, traditional open sun drying in rural areas of
developing countries practised at large scale. It suffers unbearable loss of product due
to inadequate drying, encroachment due to animals and birds and microorganisms’
attack. So, a proper design has to be made for drying some of the agriculture-based
products in developing countries [15, 16]. In solar drying, solar radiations can either
used as only source of required heat or as a supplement source. The air can be blown
by natural buoyant forces or by forced agency. The drying process may involve treat-
ment of product with preheated air or direct exposure to light and sometimes may
be a combination of both. The focus is to supply heat to product by convection and
conduction to air around, having temperature more than that of product [17]. Solar
dryers can be classified into various categories on the basis of their built, application,
operation and several other factors to meet the increasing demands of solar drying
and prevent disadvantages associated with solar drying (Fig. 3).

Classification on basis of exposure of product to sunlight

Direct Solar dryers: When the solar energy collected is directly fed to the products
and roof/ wall of the drying chamber forms integral part of solar energy collection.
In this type of solar dryer, solar radiations directly fall on products placed directly

Fig. 3 Typical solar energy dryer designs [17]
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in chamber having transparent wall. The relative humidity of the air decreases and
carries moisture from products. The humidified air is removed either naturally or
by pressure difference created by fan [18–20]. In direct-type cabinet solar dryer,
ultraviolet exposure may lead to discolouring of crops. The use of selective acrylic
aperture material prevents discolouring and loss of antioxidant content. Drying of
apricots demonstrated this process [21].

Indirect Solar Dryers: When drying chamber is separated from solar collector, it
forms indirect solar drying system. In this type, the material is not directly exposed
to solar radiations, which prevents discolouration and cracking of surface of crops
during drying. The air carries heat that removes away the moisture from the material.
In indirect solar dryer, the drying chamber is insulated and has opaquewallswhere the
crops are placed on perforated trays. Since, solar radiations do not incident directly
on crops, local heat damage and caramelization does not occur. These dryers retain
vitamins in foods and colour in highly pigmented materials [22, 23].

Mixed Mode Solar Drying: The drying chamber and absorber plate add energy to
dryer system in this mode. A typical mixed mode drying system is basically an
indirect solar drying system with one glazed surface on dryer to add heat of solar
radiations [24]. These types of solar dryers are used for drying high moisture food
materials like papaya, kiwi, banana, brinjal, cabbage, etc.

Classification on the basis of type of air flow

Passive Mode Dryer: When the heated air flows duo to buoyant, forces generated due
to variation in densities of air after getting heated. These drying systems are used
for materials for which the moisture removal rate is comparatively slow and higher
mass flow rates only result in loss of energy of the system and increase in energy.
These types of dryers are used for low load conditions and higher temperatures.

Active Mode Dryer: These use fans and blowers to circulate the air to drying unit,
which is heated after passing through solar collector. Higher moisture content crops
such as cauliflower slices, cabbage, kiwifruit, brinjal and papaya, active solar dryers
are found to be more efficient as compared with passive solar dryers [25, 26].
Forced convection greenhouse dryer systems are used for commercial large-scale
applications [27].

Classification on the basis of type of Collection techniques

Flat plate collector type:When the collector concentration ratio is unity, the collector
type is called flat plate collector. These exhibit simple configuration and have
no moving parts. It requires low maintenance. It can be used for application for
temperature range of 40–100 °C.

Parabolic trough collector type: when temperatures required for drying are higher
than 100 °C, concentration of solar radiations becomes necessary. Concentration is
achieved by focussing or concentrating collectors. In parabolic trough collectors,
the concentrator has shape of a cylindrical parabola. Rotation about a single axis is
generally required to track the solar radiations [1] (Fig. 4).
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Fig. 4 Types of collector a Flat plate Collector, b Cylindrical Parabolic trough Collector [1]

The initiative of low carbon power sector aims at use of non-fossil power, i.e., the
power generation from renewable sources of energy. The introduction of renewable
energy into power system has issues of costs regarding flexibility in power generation
and integration costs.

2.3 Hybrid Solar Dryers

2.3.1 Integration with Geothermal Energy

Renewable energy despite of many advantages over non-renewable sources is yet to
be cost-competitive with crude oil. Issues of low capacity factor, grid instability and
intermittency lead to less reliability towards solar drying systems. So, the hybrid of
solar and other renewable sources of energy like geothermal energy is sought to be
mutually beneficial and a good pair of renewable sources of energy to provide a more
stable system [28]. Among the modern renewable sources of energy like geothermal,
solar and wind energy, they may be the most promising sources because of market
penetration, abundance, relativematurity, etc. But both solar and geothermal energies
have merits and drawbacks aligned in such a manner that merit of one overcomes the
disadvantage of other system vice versa [29]. In 1975, an assessment was reported
by Finlayson and Kammer for solar geothermal hybrid systems. They drew much
attention on solar thermal hybrid systems for power generation. Mutual compensa-
tion of solar and geothermal energy properties leads to a more stable hybrid system.
Hybrid solar–geothermal system outperforms the standalone counterparts thermody-
namically when operated under fully optimized conditions. Recent studies reveal that
solar–geothermal has a great capacity for poly-generation process such as electricity,
heating, cooling and freshwater production [30–32].
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2.3.2 Integration with Solar PV Energy

Solar radiations can be converted into electrical energy by two ways. In the first
method, photovoltaic effect is used to generate electricity from solar radiations falling
on panels made of semiconducting materials. This does not require any mechanical
equipment for energy conversion. Photovoltaic systems generally operate within
specific range of wavelengths. The solar radiations out of the given bandgap get
dissipated in form of thermal energy [33]. The loss of thermal energy in the above
process can be prevented by using new type of photovoltaic systems. The conversion
of solar energy into electricity involves physical processes such as electron trans-
portation, light absorption and recombination mechanism, which are determined by
semiconducting material electro-optical properties used during their manufacturing.
Other techniques are solar thermal technologies, where thermodynamic cycle is used
to convert solar energy into mechanical work and then turned into electricity [34].

2.3.3 Waste to Heat Energy

Waste energy hybridization with solar energy can compete the current energy tech-
nologies and make them complementary [35]. It needs careful consideration before
integrating these two technologies such as technical feasibility and economic and
environment aspects. Thermal waste treatment energy recovery is the fundamental
part of waste management system in municipal solid waste management. According
to the European waste energy treatment strategy, lesser will be the production of
waste energy, lesser will be the consumption of natural resources [36]. High effi-
ciency of energy recovery value is important for environmental sustainability of
waste to energy plants [37, 38]. Combining the solar energy with waste to energy
system is not the entirely new concept. The solar energy parabolic trough collectors
can be used to preheat water and air and increase steam temperature. Both cases
result to additional electricity generation and increase in the overall efficiency of
plant [39].

3 Advancements in Solar Drying

3.1 Solar Drying with Thermal Storage

Solar energy is governed by meteorological and geographical conditions and char-
acterized by a variable nature. So, integrating a thermal storage system can improve
the efficiency of solar thermal system. Thermal storage systems compared with other
storage technologies have advantages like lower capital costs and high operating effi-
ciencies [40]. Using phase change material for storing thermal energy is one of the
efficient methods for thermal storage. Phase change materials provide moderate and
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uniform temperature, which is required to dry almost every agriculture crop suffi-
ciently [41]. Low-temperature storage systems are based on sensible heat storage by
using liquids such as molten salts and oil. Irrespective of higher evaporation temper-
ature, these storage media have disadvantages like degradation and high freezing
points [42, 43]. In recent times, research in solid thermal storage field is increased
to enhance the thermal performance of concrete by adding phase change materials
in it. A large number of phase change materials are added to concrete to improve its
thermal capacity [44, 45].

3.2 Solar Drying with Desiccant

Solar drying is required throughout the year. In hot and humid conditions of tropic and
sub-tropic regions like India, the humidity of outside air creates difficulty in drying
process for open solar drying systems. So, desiccant materials are used to dehumidify
the air coming inside the drying system to achieve proper drying and prevent early
saturation of air during drying. Desiccant materials absorb moisture in the basis of
vapour pressure difference. Desiccants are widely used in marine-cargo, electronics,
pharmaceutical and food storage applications [46]. Desiccant air-conditioning is not
only eco-friendly and energy-efficient process but also cost-effective for hot and
humid conditions [47].

4 Conclusion Remarks

Drying is the basic process in almost every preservation process in agricultural and
industrial products. Solar drying systems are evolved since the time of their invention.
Advancements in these systems lead energy sector towards a new future where the
problem of dependence on fossil fuels will be cut down to very low levels. As
drying process contributes a big part of energy consumed annually in domestic and
commercial works. So, optimization of these systems is the main research topic for
many researchers. The advantages solar drying systems carry over other renewable
energy system discussed above are: (a) Solar drying systems are found out to be
more effective than traditional open sun drying techniques used in rural areas. So,
cheap and reliable solar dryers are designed and manufactured for rural applications;
(b) due to intermittent nature of solar radiation flux, uniform drying of products
becomes impossible. Using thermal storage in solar drying systems provides constant
temperature drying and long hours of drying even in off-sunshine hours; (c) in hot
and humid conditions duringmonsoonweather, the drying process becomes slow due
to presence of high water vapour content in atmospheric air. High humidity leads
to higher vapour pressure of water in air that slows the dehumidification process.
Desiccant materials are used to remove moisture from air going inside the dryer and
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can be regenerated easily in sunlight. These advancements and modifications make
solar drying systems more reliable and versatile.

5 Scope of Work

The study of new technologies and advancements in solar drying processes leads us
to findmore technologies that can be linked to these systems tomake them even better
and completely substitute the non-renewable energy sources by solar energy source.
In future, the desiccant materials can be used along with hybrid solar dryer systems
for performance improvements.Avariety of desiccantmaterials can be tested for high
and low drying temperature conditions. Waste energy utilization systems are also the
topic of research in future, which can reduce the problem of throwing high energy
into the environment, which may be harmful to various animals and plants on aquatic
and terrestrial ecosystems. The waste energy is used as input energy source, which
is low-grade energy to solar drying systems and it boosts up the overall efficiency.
The variability of performance parameters used in solar drying systems gives the
flexibility of applications or drying processes to be carried out on a single drying
unit. Rural areas generally deprived of sufficient energy and fewer resources have to
be made aware about the recent trends and advancements in solar energy in drying
processes.
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Optimized Control Design of LQR
for Flexible Joint Manipulator

Pavan Kumar Dharavath and Jyoti Ohri

1 Introduction

For many years, the evolution in robots made an abundance of changes for the
modern technology like, modeling and control of flexible manipulator system. The
performance task is precisely repeated in various industrial applications due to high-
performance requirements such as low-cost, light-weight robots, system speed and
better precision. These robotic manipulators consist of a number of links and joints,
both rigid and flexible [1].

Flexible Joint Manipulator (FJM) has many advantages in the space industry,
automotive industry,metal industry. TheFJMsystemhas complex dynamicmodeling
structure compared with a rigid one. Using a control technique is a challenging task
for an engineer. However, the accuracy and precision of the given task are desirable
in industrial applications. Position and vibration control has become an important
role for the robotic manipulator system.

Since 1960s, many researchers and authors have proposed different control tech-
niques to achieve the desired trajectory position with accuracy. Some of the control
techniques are Fuzzy logic controller [2], optimal control [3], slidingmode controller
[4], adaptive control [5] and intelligent-based neural control [6]. Intelligent opti-
mization algorithm techniques such as Genetic algorithm (GA) [7], Particle Swarm
Optimization (PSO) [8] are designed to improve performance, soft computation in
selection of weighting matrices and system stability.

In this work, mathematical modeling and optimal control design for flexible joint
manipulator are used. Selection of optimized weighting matrices Q and R for LQR
controller by hit&trial method and intelligent optimization technique. Optimization
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technique is Particle SwarmOptimization (PSO) to achieve optimumposition perfor-
mance and to minimize the oscillatory vibration of the FJM system and simulation
is achieved by Matlab/simulink.

Thework is organized as follows: (2)Rotary flexible jointmanipulator, (3)Control
design, (4) Simulation results and (5) Conclusion.

2 Rotary Flexible Joint Manipulator

Rotary flexible joint manipulator (FJM) is a major attraction and is effective in the
field of robotics. It has rigid beams connected by joints that rotate through a DC
motor. A sensor is used to measure the position and vibration of the flexible joint
manipulator system. Lagrange’s method is used to develop mathematical modeling.
The schematic for the flexible joint system of 1 DOF is shown in Fig. 1, where θ is
position angle, α is the vibration angle and γ is the total output of the system. Let
the total output angle be shown as

y(t) = θ(t) + α(t) (1)

To solve Lagrange’s equation of the flexible joint manipulator, we require both
potential and kinetic energies. The potential energy of the flexible joint manipulator
is obtained as (2)

V = P.E = 1

2
Kstiff α

2, (2)

where Kstiff is the stiffness constant of a spring. The combined kinetic energy is
due to the moving hub and the flexible arm of the flexible joint manipulator. This is
expressed as the following equation (3)

Fig. 1 Schematic flexible
joint
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T = K .E.hub + K .E.arm = 1

2
Jeq

(
dθ

dt

)2

+ 1

2
Jarm

(
dθ

dt
+ dα

dt

)2

(3)

The damping forces are the corresponding τL non-conservative forces, which are
(4)

d

dt

(
∂L

∂θ̇

)
− ∂L

∂θ
= τL − Beq

dθ

dt
(4)

d

dt

(
∂L

∂α̇

)
− ∂L

∂α
= Blink

dα

dt
(5)

Thus, Euler–Lagrange’s equation can be expressed as (6)

∂

∂t

(
∂L

∂
·
qi

)
− ∂L

∂qi
= Qi, (6)

where L = Ṫ − V and qTi = [θα] are the generalized coordinates and Qi is the
non-conservative force with i = 1, 2;

Substituting (2), (3), (4) and (5) in Euler–Lagrange’s equation (6) to obtain the
dynamic equation into the state space form as

ẋ = Ax + Bu

y = Cx + Du, (7)

where state vector x is defined as x = [
θαθ̇ α̇

]

A =

⎡
⎢⎢⎢⎢⎣

0 0 1 0
0 0 0 1

0 Ks
Jeq

− ηgK2
gηmKtKm+BeqRm

RmJeq
0

0 −Ks(Jeq+Jarm)
JeqJarm

ηgK2
gηmKtKm+BeqRm

RmJeq
0

⎤
⎥⎥⎥⎥⎦;B =

⎡
⎢⎢⎢⎣

0
0

ηgKgηmKt

RmJeq

− ηgKgηmKt

RmJeq

⎤
⎥⎥⎥⎦; (8)

y =
[
1 0 0 0
0 1 0 0

]

By substituting the system parameters numerical values from Table 1 in (8), we
obtain state-space model matrices A and B as (9)

A =

⎡
⎢⎢⎣
0 0 1 0
0 0 0 1
0 733.3178 −47.4035 0
0 −1129.9 47.4035 0

⎤
⎥⎥⎦;B =

⎡
⎢⎢⎣

0
0

72.4593
−72.4593

⎤
⎥⎥⎦; (9)
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Table 1 System numerical
parameter values [9]

Symbol Description Value

Beq High gear friction coefficient 0.015 N.m/(rad/s)

Jeq Equivalent moment of inertia 0.0018 kg.m2

Jarm Moment of inertia of the arm 0.0033 kg.m2

Ks Spring constant 1.30 N/m

Km Motor constant 0.0077 N/(rad/s)

Kg Gear ratio 70

Rm Motor resistance 2.6 �

ηm Motor efficiency 0.69

Kt Stiffness constant 1.4

ηg Gearbox efficiency 0.90

C =
[
1 0 0 0
0 1 0 0

]
; And D = [0]

3 Control Design

3.1 Linear Quadratic Regulator

The objective is to design LQR controller with required performance specifications
and to accomplish the desired response with minimal control intent. Let us consider
state-space equation as

ẋ = Ax + Bu

y = Cx + Du, (10)

where x(t) ∈ RN .
Control law is stated as

u = −Kx. (11)

The performance index (J ) is obtained as

J = 1

2

tf∫
t0

(
xTQx + uTRu

)
dt, (12)
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Fig. 2 Block diagram of
Linear Quadratic Regulator x=Ax+Bu

y=Cx+Du

-K

y

x

u

.

where Q and R are weighing matrices, which should be positive semi-definite and
positive definite. They are manually selected, tuned by hit and trial method as (13)

Q =

⎡
⎢⎢⎣
126.8 0 0 0
0 80.5 0 0
0 0 0.05 0
0 0 0 1

⎤
⎥⎥⎦ and R = 1. (13)

For LQR control, the performance index (J) can be minimized while choosing
gain K as

K = R−1BTP (14)

The matrix P is determined from algebraic Riccati equation as (15)

PA + ATP + Q − PBR−1BTP = 0. (15)

By using (14), state feedback gain K is obtained as (Fig. 2).

K = [11.2606 − 13.9522 0.8141 − 0.0061]. (16)

3.2 Particle Swarm Optimization

Particle Swarm Optimization (PSO) algorithm was introduced by Eberhart and
Kennedy in 1995. PSO algorithm is a metal heuristic computational optimization
algorithm used to solve problems with optimization. Evolutionary computing tech-
niques are more sensitive and effective. This optimization technique is inspired by
social behavior from bird flocking and fish schooling. PSO uses a population of indi-
viduals, to search feasible region of the function space. In this context, the population
is called swarm and the individuals are called particles. Each particle moves with a
velocity that dynamically changes according to particle’s previous best experience
and along with its neighborhood best position in the previously visited search space
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[8]. Velocity and position of ith particle in (k + 1)th iteration is given as (17) and
(18)

v(k+1)
i,j = wv(k)

i,j + c1r1
(
pbesti,j − x(k)

i,j

)
+ c2r2

(
gbestj − x(k)

i,j

)
(17)

x(k+1)
i,j = x(k)

i,j + v(k)
i,j , (18)

where i = 1, 2 . . . .., nj = 1, 2 . . . ..,m and k = 1, 2 . . . .., p, n is the number of
particles in the swarm,m is dimensions of the search space, p is maximum iterations.
x(k)
i,j , v(k)

i,j are the jth element of the position and velocity of the ith in kth iteration w
is the inertia weight factor. c1, c2 are acceleration factors, r1, r2 are random numbers
with uniform distribution in the interval [0 1]. pbesti,j is the best response that is
found by the ith particle until kth iteration and gbestj is the best response that is
found in total population until kth iteration.

3.3 LQR Optimized by PSO

To design optimal parameters of LQR control by minimizing error signal e(t), fitness
function is defined by Integral of the Time-weighted Absolute Error (ITAE) as (19)

ITAE =
∞∫
0

t|e(t)|dt. (19)

The fitness function ITAE ismore effective and sensitive and hasmany advantages
in minimizing overshoot and oscillation.

Linear Quadratic Regulator (LQR) controller is further simulated with Particle
Swarm Optimization (PSO) and optimized weighting matrices Q, R and state
feedback gain K are obtained as shown in (20) and (21)

Q =

⎡
⎢⎢⎣
56.8 0 0 0
0 50.6 0 0
0 0 0.01 0
0 0 0 0.5

⎤
⎥⎥⎦ and R = 1 (20)

K = [7.5366 − 8.0217 0.5113 − 0.0109] (21)
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4 Simulation Results

The LQR controller is designed to control the position and minimize vibrations of
the flexible joint system. The LQR controller is simulated by Hit and trial and PSO
tuning technique for optimized weighting matrices Q and R, further state feedback
gain K is determined. The response obtained by simulating LQR controller using
Hit and Trial and PSO method, comparison of position control is shown in Fig. 3. A
square wave trajectory of 20◦ magnitude with a frequency of 0.01 Hz is given as a
test signal to evaluate the tracking performance. Comparison of vibration of flexible
joint is shown in Fig. 4.

The actuator plays an important role in providing motion in the FJM system,
which is controlled by control input voltage. The control input voltage is minimized
as shown in Fig. 5.

In this section, the performance indices of position tracking and deflection
response obtained through the proposed controller methods for simulation are given
in Table 2.

Fig. 3 Position control response for FJM

Fig. 4 Vibration response for flexible arm
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Fig. 5 Input control voltage for FJM

Table 2 Performance of time
domain analysis

Characteristics LQR PSO-based LQR

Rise time (tr) in sec 0.120 0.120

Overshoot (OS) in % 1.80 1.30

Settling time (ts) in sec 0.725 0.620

Maximum vibration angle in (◦) 7.5 7.0

Vibration restrain time in sec 0.8 0.6

Bar graph comparison of time domain analysis for both position and vibration
is shown in Fig. 6. Manually tuned by hit and trial and PSO-tuned LQR controller
are compared, thus PSO-tuned LQR control yields less settling time, overshoot and
vibration restrain time.
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Fig. 6 Bar graph comparison of time domain analysis for FJM
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5 Conclusion

In this paper, the optimal LQR controller is designed to control position, minimizing
vibration and position tracking error of FJM. First, using the Euler–Lagrange’s
equation, a dynamic model is obtained. LQR controller is designed and parame-
ters are manually tuned by hit and trial method to achieve a good response. Later, the
parameters of LQR controller are optimized by applying PSO algorithm technique.
Simulink/Matlab is used to design and implement the optimized technique proposed
for LQR parameters. The simulation results show the better response for PSO-based
LQR in position and vibration control compared with manually tuned LQR. Conse-
quently, the proposed PSO-based LQR control ensures better position control results
with minimal error.
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Chatbot on COVID-19 for Sustaining
Good Health During the Pandemic

Ananya Vadhera, Ashutosh Thute, Shuchi Mala, and Achyut Shankar

1 Introduction

In today’sworld,messaging has becomeone of themost popularmethods for commu-
nication, whether it is through text messages or messenger apps [1]. It is how a lot
of people prefer talking with one another because these businesses are developing
chatbots. The chatbots help to make customer service more efficient as the customer
can message and talk to the service provider as if they were human. The customer
may even think that they are talking to a human when it is actually a chatbot. Many
businesses are using chatbots for online customer service to resolve issues and answer
simple questions about their products and services. A few are even developing shop-
ping assistance to give recommendation on the basis of algorithms when one is
looking for certain products.

A chatbot is known by many names such as Bot, talk bot, chatter bot, artificial
conversational entity or IM bot. A chatbot is an artificial intelligence or a computer
program that can conduct a conversation with textual or auditory method or both.
The term chatbot was also coined in 1994 [2].

There are currently two different types of chatbots. The first uses a certain set of
rules meaning that they can only respond to specific words or commands so if one do
not use the correct phrasing, then the chatbot may not know how to respond. These
bots are only as intelligent as they are programmed to be. The second type of chatbot
uses artificial intelligence, this means that it can understand language and one can
speak with it more conversationally as they were the real person. These chatbots
will also get smarter over time learning from each conversation they have with their
users. As this technology continues to evolve, more companies will use chatbots as
the way to engage with and assist their audiences.
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2 Measures to Sustain Good Health

• Numerous instances of over-buying of the products because of panic has been seen
everywhere throughout the globe, such conduct may have negative results, for
example, an expansion in costs, overconsumption of products and an inconsistent
circulation of items. It is consequently critical to think about one’s own need as
well as those of others.

• One has to keep inmind that this period of self-isolation or quarantine is temporary
and will pass.

• It is important to obtain accurate information from reliable resources for the
prevention measure put in place to combat COVID-19.

• To reduce stress, structure one’s own days, take regular breaks and adapt the daily
• life to the current situation.
• It is common to feel sad, depress, stress or scared during the situation of crisis.

So, it is important to talk to people one trusts like friends, family or counsellor to
remain calm and peaceful. Avoid the usage of smoking, drinking or other drugs
to deal with the emotions.

• Healthy lifestyle is to be maintained by inclusion of proper diet, remaining
hydrated and by avoiding junk food. Also, one needs to add the saturated drinks
to boost the immune system, take proper sleep and maintain social contacts with
loved once at home and by chat or phone call with other family members and
friends.

• Separation between private and professional activities to ensure efficiency and to
maintain a work–life balance.

• Be selective and limit watching the news to maintain the peace of mind.
• To keep energized, develop time for creative exercises, and at the end of the day,

review what one has achieved.

3 Evolution

3.1 1966 Eliza

Eliza is the first-ever chatbot to be programmed in the history of CS Engineering.
It was programmed by “Joseph Weizenbaum at Massachusetts Institute of Technol-
ogy” [3]. It basically works by the keywords and phrases which it recognizes from
the user input to create an output from the pre-programmed responses. It is the natural
language system that is staged as a psychotherapist by paraphrasing or asking ques-
tions to the user to mimic the psychotherapist without having any intelligence. For
example, if the user says do you remember my birthday, ELIZA would obtain the
phrase “do you remember” and respond by “Do you think I would forget?” or “Yes
I do remember (*.)”. All these responses make it seems as it is understanding and
having a communication with a true soul, but the user is talking to a machine.
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3.2 1972 Parry

Parry is developed by “American psychiatristKennethColby” in 1972. It inexplicably
simulated a person with paranoid schizophrenia. It is a program that illustrates the
thinking of a person. Parry is serious and advance than “ELIZA it was described
as ELIZA with attitude” [4]. To validate, PARRY was tested by various variations
in Turing test. Parry was also tested by the group of very talented and experienced
psychiatrists who analyzed the real patients and computers that are running the Parry
chatbot through teleprinters, and after that, other 33 psychiatrists were shown the
transcript that contains the conversation between Parry and real patients, and then
the group was asked to the identification of the script and to tell which of those
“patients” were real or the computer program and they were able to do the correct
identification.

3.3 1988 Jabberwacky

Jabberwacky was crafted by “Rollo Carpenter” in 1988. It is one of the first attempts
to create an artificial intelligence through human interaction mainly to perform the
conversation in entertaining and humorous manner. He wanted an AI that can pass
the Turing test. It had the ultimate goal of moving from a text-based system to one
wholly voice-operated learning directly from sound and other sensory inputs. He
wanted a system that can be incorporated into different objects around the home
or a workspace such as robots or talking pets, which will make it useful as well as
entertaining for keeping people company.

3.4 1992 Dr. Sbaitso

Dr. Sbaitso was created by Creative Labs in 1992. It is an AI speech synthesis
program created for MS-doc-based PC. It was designed to showcase the digitized
voice. But the doc was far from lifelike despite assuming the role of a psychologist
when interacted with users themost of its responses towards the query of the user was
along the lines of “Why do you feel that way?” rather than any sort of complicated
interaction.

The program introduced itself with the following lines:

“HELLO [UserName], MY NAME IS DOCTOR SBAITSO.

I AM HERE TO HELP YOU.

SAY WHATEVER IS IN YOUR MIND FREELY,

OUR CONVERSATION WILL BE KEPT IN STRICT CONFIDENCE.
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MEMORY CONTENTS WILL BE WIPED OFF AFTER YOU LEAVE,

SO, TELL ME ABOUT YOUR PROBLEMS”.

3.5 1995 Alice

A.L.I.C.E is Artificial Linguistic Internet Computer Entity; ALICE was a natural
language processing bot she could apply heuristic pattern matching rules to human
input in other words have a conversation.

Richard Wallace pioneered the construction of ALICE, he built it in 1995. It was
formerly referred as Alice bot because it was the first to run on a computer by the
name of Alice. Alice is a young-looking woman in human years and tells a user her
hobbies, age and other fascinating facts about herself and the world around her as
well as answering to the user’s questions.

3.6 2001 Smarterchild

The Smarter Child was developed in 2001. The chatbot was available on AOL IM
andMSNMessenger with the strength to carry out fun conversations with quick data
access to other services. An intelligent bot widely distributed across SMS networks
with features such as quick data access and fun personalized conversation it was
precursor to Apple’s Siri and Samsung’s voice.

Microsoft had also built its own Smarter Child, when most of the people stopped
using AIM, which targeted 18–24-year olds in the USA, the account suites particular
conversation with quick data access.

3.7 2006 IBM’s Watson

Based on the first CEO and founder of IBM “Thomas J. Watson”, this chatbot was
named as Watson. Watson was specifically designed to compete in a show known as
jeopardy. Jeopardy is a quiz show and IBM’s Watson computer system participated
and won it in 2011 even among the previous champions “Brad Rutter and Ken
Jennings”. Now Watson uses processing based on natural language and machine
learning to reveal insights into a larger amount of data.

In February 2013, IBM declared that “The first commercial application ofWatson
would be for the management decisions in lung cancer treatment at Memorial Sloan
Kettering Cancer Centre, New York City”.
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3.8 2010 Siri

Siri is an intelligent and cheeky “assistant part of apple IOS”made in 2010. It features
the natural language UI to answer questions and perform web service request. Siri
would pave the way for all later AI bots and PAs.

Siri is capable of replying to a text, images, audio and video when transferred to
Siri by the user. It is said by Apple that Siri would help them to have more fruitful
and interactive experience between the consumer and a digital assistant Siri.

3.9 2012 Google Now

Google Now was carved by the “Google Inch” in 2012. Google now is used in the
Google search mobile app. It makes use of a user interface based on natural language
for answering the query and also gives recommendations along with performing an
action by delegating the request to web services.

Google Now induces the contextually suitable information to the user on the basis
of the place and time. It has developed and become more informative and complex
over the wide range of content. Many times, google now had been referred as the
reliable search. Presently, it is made to be used in smartphone’s and it had been
upgraded to fit it in several features.

Google Now is the most progressive method in domain of Google’s search soft-
ware. The concept of Google Now search software is very simple as it predicts what
the user needs or knows before the user themself know they want it and it serves in
an easy-to-read format, all thanks to the algorithm of Google Now. And till now the
execution of it has been excellent.

3.10 2014 Cortana

Cortana is a smart chatbot introduced by Microsoft. It was first introduced at
“Microsoft’sBuild 2014developer conference”, after that, Cortanawas directly intro-
duced in Windows 10 PCs and phone devices. Cortana sets reminder a on places,
time or people, it can send messages, mails and can create and manage lists, play
games, recognizes natural voice command as it uses relevant algorithms and replies
the query using the “BING search engine” such as find files, facts, information and
location among others.

To use the services of Cortana, a person can either frame a query in the “search
box” or he/she can choose the option of microphone while talking to Cortana. In
case the user is unsure about his query or unable to type correctly to Cortana, he
would get suggestions on lock screen.
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3.11 2015 Alexa

Alexa is a voice service inhabiting theAmazon.Now“Amazon” builtAlexa into some
of its devices like the “EchoDot”, “Amazon Echo”, “Echo Show” etc. There exists an
app called “Alexa” andmany third-party devices with inbuilt Alexa. This “Alexa” has
potential for voice interaction and make use of algorithms based on natural language
processing in order to respond, recognize and receive voice command.

For example, if the user says “Alexa, play some classical music” or “Alexa, find
me an Italian restaurant” or “Alexa, set the nest in the hallway 73” and she will help
you out.

Alexa can also help you out around the house. Alexa can help to set timers, get
weather report, set alarm, it can help you to search the web, stream podcasts, get
news, play audiobooks, to control your smart home products and many more things
[5].

Amazon also allows programmers to showcase their skills for Alexa. These
programs are created using “ASK” known as “Alexa Skills Kit”. An individual is
also allowed for downloading Alexa skills for free of cost from Alexa app.

3.12 2016 Tay

It is an AI chatbot that is launched by “Microsoft Corporation” through Twitter. It
was developed to reproduce vocal habits of the teenager American girl due to which
controversy was created. Micrsoft chatbot Tay quickly formed a dangerous paranoia
that made Hal 9000 appear positively mellow as it stated to tweet offensive and
inflammatory tweets through its Twitter account. She was stopped just after 16 h of
her launch and till date not heard [6].

Microsoft commented that it is caused due to tolls which “attacked” the services
owing to replies made by bot based on its interaction with the other people on Twitter.
On a later date, it got replaced by ZO.

3.13 2016 Zo

In December 2016, zo was developed as Kik Messenger app as the successor to the
previous chatbot known as Tay Microsoft has to shut down it as she has made some
very genocidal and racist tweet because of which they have to face backlash [7].
Zo is known as the English version of the two of the most successful chatbot Rinna
(Japan) and Xiaoice (China).

Zo was also available to the group for the chat platform GroupMe, to the users of
Facebook (via Messenger), or Twitter followers to do the chat with it through private
messages to each other.
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Chloe Rose has criticized the Microsoft chatbot Zo in her blog that was published
inQuartz. Shewrote, “Zo is politically correct to theworst possible extreme;mention
any of her triggers, and she transforms into a judgemental little brat”.

Zo was shut down on multiple platforms such as Twitter, Instagram, Facebook,
Skype, Group me, Twitter DM, Kik and Samsung on “AT&T” phones in 2019.

3.14 2016 Bot for Messenger

With Facebook, the launch of their messenger bot has become the biggest platform
for chatbot. From the launch date in 2016, it has host more than 100,000, nearly
September 2017, the messenger has 1.3 billion monthly users because of which it
has become the leading program for chatbot.

3.15 2017 Woebot

Woe bot is a free therapy chatbot whose CEO and founder is Alison Darcy, PhD.
Alison is a “clinical research psychologist and adjunct Faculty in Psychiatry and
Behavioural Sciences at Stanford School of Medicine, a specialist in digital treat-
ment development, she has developed health technology for 15 years”. Woe bot was
launched as a standalone iOS app. Woe bot uses the best of the best-researched
approaches known to treat the patient who is dealing with depression or cognitive
behavioural therapy. Woe bot delivers the scripted responses to the user for their
health problems.

4 Attribute

4.1 Maturity for Conversation

One of the main properties for the great chatbot other than interactive and under-
standing conversation is to have theuse ofNLPknownasnatural languageprocessing,
which makes the chatbot have a capability to decipher the content of communication
in different languages. The best chatbot is the one that can identify the intent of the
user question that what he/she is needed, so the accurate answer can be provided
and to seek the advance conversation a chatbot should be able to get an information
from the web or to learn from its previous conversations. It should be able to give
the answer and also clarify it even if the conversation is not linear.
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4.2 Omni-Capable

The chatbot communicates with many digital channels for the contents and data to
be collected for the period of long experiences. It even passes the data to an agent
that is life if required.

4.3 Integrates with CRM

The chatbot can readily be fabricated for critical systems and efficiently manages the
flow of work from in and out of the CRM. Also, it deals with the action that is real
time.

4.4 Emotionally Intelligent

The chatbot very well deciphers the personality traits of customers, understands their
sentiment, and while interacting, it tones in order to give an experience that is much
personal. Also, it upscales itself as a live agent if and when required.

4.5 Free to Explore

The chatbot can consume, reach and process the huge collection of data—that is
both unstructured and structured. It surfaces the data from any source and collects
the needed data for solving the issues of the customer quite speedily.

4.6 Autonomous Reasoning

The chatbot can deal complex reasoning without any assistance from human. For
instance, a better Service chatbot enables to present the solutions that are based on
related case histories.
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4.7 Pre-Trained

The chatbot is well trained to infer brand or industry-related information and
conditions. The chatbot is made to tackle the request of customers in a specific
industry.

Companies understand the opportunity for AI, which enhances their business and
hence improves their plans by adopting AI in their processes.

5 Code Implementation

In this paper, the JFrame is extended. JFrame is a class in java that has a number
of methods and constructors of its own. Also, Key Listener is implemented, which
facilitates a user to monitor the key events like “key Release”, “key Typed”, “key
Pressed”.

Few variables starting with JPanel had been embedded because that will paper the
board, so that it can add other components for the swing application. Also, JText area
is added one for the dialogue and other for input. Dialogue cannot be edited, whereas
input can be edited. Finally, J-Scroll had been added that is used to add vertical and
horizontal scroll bar.

The main method is created in which the constructor is activated for the class to take
care of swing application.
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Here “super Chatbot—ANA” implies title of the frame. Also, the size is set andmade
sure that the resizable and dialogue editable are set as false. The scroll and input are
added. The KeyListener that triggers when any event happens in “this” class and not
in any other class is also framed. The background colour is selected as black and
SetVisible as true, so that one can see the changes made in the frame.

In keyPressed “If” loop is utilized, here e.getkeycode will get the key code, which
gives the input only in numbers, so that it is set equal to KeyEvent in constants. This
makes it easy for one to use. Here enter is the variable that represents number. If one
press enters, then it would not be executed, which means that it does not move to the
next line. Hence editable is set as false.

“String quote = input.getText();” is used to garb the text which is typed by the
user.

“input.setText(“”);” is going to clear the area after user press enter. So that new
input can be added.

“addText(“– > You:\t”+ quote);” now the method is created which will add the text
typed by the user to the frame.
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Any punctuation used by the user like”?”, “.” or “!” is taken out. So that no
complication arrives.

Here integer “j” represents the group that is going to be checked.
It has been made sure that our chatbot is not case sensitive. So “toLowerCase” is

also added that makes our chatbot more flexible.
Here zero means that chatbot is searching from our build conversation for the

response which our chatbot can give to the user. One means that chatbot has not
found any match for that input given by the user and two means that chatbot did find
the response for the user input.

6 Results

Figure 1 reflects the conversation of the user with the chatbot, which begins with
greeting wished by user, whereby the chatbot responds with warm feelings and next
the user asks formally about the well-being, which is again positively answered by
chatbot. Then the user raises the query regarding the COVID-19 and it is answered
fully according to the guidelines issued on website of World Health Organization.
Furthermore, the user asks questions related to prevention.
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Fig. 1 Introduction of COVID-19

Figures 2 and 3 reflect the number of queries raised by the user regarding the symp-
toms that may be either serious or mild along with the myth buster’s circumscribing
the COVID-19.

Fig. 2 Symptoms for COVID-19
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Fig. 3 Facts related to COVID-19

In Figs. 4 and 5, the questions in parity to the protection of oneself and combating
the pandemic by the usage of technology are thoroughly answered. Hence, the user is
made familiar to stay healthy in midst of the pandemic conditions in a most friendly
manner.

Fig. 4 Precautions required in COVID-19
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Fig. 5 Measures while travelling in COVID-19

7 Conclusion

This paper is to deals with the Chatbot encompassing queries related to the current
pandemic COVID-19. It has been developed in JAVA. The bottleneck observed while
handling the paper is that the user if wants to know additional information regarding
COVID-19, which is not covered in the database, then the chatbot responds with
the statement framed as “Sorry, I have no idea”. The strength of this paper lies
in bringing awareness about the current prevailing disease globally in a very user-
friendly manner. The basic information is extracted from the official site of WHO.
This paper makes an attempt to incorporate the attributes of a conventional chatbot
optimally.
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Development of Pyramid-Shaped Solar
Distillation System and Experiments
with Different Absorber Coating
Materials

Pankaj Kumar Meena, Shivanshu Sharma, and Namrata Sengar

1 Introduction

Solar distillation system can be a promising way of getting clean safe water from
brackish or saline water. This system takes solar radiation as an energy input, and
this free energy from sun as thermal energy helps to evaporate water. Furthermore,
the evaporated water is collected and condensed as final pure water. In remote areas
where pure water availability is rare, solar distillation can be a helpful approach to
get clean water. Solar distillation units can be used in the desalination process for
seawater. Awareness about such distillation systems is limited, high cost and low
production rates make the system unpopular.

The use of distillation still is being done since the fourth century B.C., Aristotle
explained a method to evaporate saline water and then condense it in pure water.
In the Sixteenth century, Arabian alchemists described about solar distillation to get
potable water. In 1742, document proof of a device, by Ghezzi, N. of Italy, was
registered. In 1872, Charles Wilson of Chile built the first modern solar still. Later
on, new design and experiments came and many changes happened in solar distil-
lation system [1]. The experimental work on solar still in India started in 1950 at
National Physical Laboratory, New Delhi on the concentrator and flat basin-type
solar stills. Later on, same work is continued by other organizations like Central Salt
and Marine Chemicals Research Institute (CSMCRI), Bhavnagar and Central Arid
Zone Research Institute (CAZRI), Jodhpur. Further developments are still going on
in different research and academic institutions worldwide for further modifications
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and performance enhancements [2]. Solar energy is free available source of energy
and free from environmental pollution. Solar distillation is solar thermal application
with economic benefits in remote areas [3]. An external power source with the help of
renewable energy applications can be used to scale up the production rate of the distil-
lation unit [4]. Distillation helps to get fresh water by the rejection of salt and other
impurities by evaporation technique. A pyramid-glazed solar still helps to get higher
heat gain input from solar radiation [5]. The main parameters that affect the perfor-
mance of solar still are the depth of water, area of absorption, heat storage capacity,
coating material, glass cover temperature difference, use of reflector, etc. [6].

Selection of solar still design helps to improve productivity by increasing thermal
performance [7]. Earlier, the design of distillation stills lacked in some aspects, so
adequate performance was not achieved, but in recent years, the improvement in
design has helped to boost the performance of the system and increase the yield of
distilled water [8]. There are a number of designs of solar stills like single slope,
pyramid-glazed single slope, double slope, multi-effect, tubular, etc. Main compo-
nents of solar distillation unit are storage unit, glazing, reflector, insulation covering,
etc. Different techniques are being used for the performance enhancement of solar
distillation unit [9].

Different micro and nanomaterials can be used to enhance productivity from a
solar still [10]. The micro and nanomaterials help enhance the absorptance of the
solar radiation absorbing surface. The solar absorptance, selectivity and thermal
emittance of the nano-sized coating are generally optimized to 0.94, 94 and 0.01,
respectively [11]. Paraffin wax is used as energy storage material with different
coating materials to get higher thermal performance. It is seen that the productivity
is increased by a combination of nano material coating [12]. It has been reported that
a mixture of alluvial sand and Portland cement can be used to enhance the thermal
heat gain capacity of solar distillation unit by 40% [13]. To understand the complete
workingmechanismof solar still, it is required to understand the fundamentals of heat
and mass transfer process [14]. Dunkle’s and Ueda’s models are used to examine
field experimental results. These methods help understand the deviation between
calculated and observed values [15].

Though many works are going on for improving the performance and yield of
the solar distillation units, still there is scope to develop cost-effective and user-
friendly methods. With this in mind, in the present work, solar distillation stills have
been developed and tested with different absorber coatings. The systems are easy
to fabricate and can be made by any local laborers. Further, the coatings developed
can be easily prepared by users in cost-effective manner. Present work reports the
design details of a pyramid-shaped solar distillation still and it’s testingwith different
absorber coating materials. The experiments have been conducted for observing the
temperature profiles and the pH and TDS (total dissolved solids) values have been
compared.
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2 Design and Development of Solar Distillation Unit

2.1 Design Objective

Earlier studies had reported that for better performance of the system and to trap
more amount of solar radiation, pyramid-shaped glazing for solar distillation still
is recommended. Therefore, during the present work, three exactly same pyramid-
shaped distillation stills were constructed. Different coatingmaterials have been used
in combination with black paint to check the thermal energy absorption effects in
the solar distillation unit.

2.2 Design Parameters

The design parameters of the distillation stills with dimensions are presented in
Table 1.

2.3 Development Process

Main materials used for the development of solar distillation system are G.I. sheet,
glass glazing, insulation, covering resin, small plastic pipes, etc. The major steps of
development are

1. Collection of all accessories used in making
2. Preparation of G. I. sheet base
3. Design of pyramid shape glass glazing

Table 1 Design parameters of developed solar distillation still

S. No Parameter Pyramid-type solar water distillation still

1 Base area of inner box 50 cm × 50 cm

2 Aperture area of inner box 46 cm × 46 cm (2116
sq.m.)

3 Base area of outer box 50.2 cm × 50.2 cm

4 Aperture area of outer box 3025 sq.cm

5 Height of inner box 15 cm

6 Height of inner box with absorber plate 15 cm

7 Height of outer box 15.2 cm

8 Height of glass center from absorber surface 30 cm

9 Glass inclination angle 30°
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4. Testing of leakage at input and output side
5. Making insulation and covering using resin
6. Final design of still.

2.4 Design Layout and Actual System

The schematic diagram and the actual pyramid shaped developed solar distillation
still are shown in Figs. 1 and 2, respectively.

Fig. 1 Schematic
diagram of the
developed pyramid-shaped
solar distillation still

Fig. 2 Developed solar
distillation system with
pyramid shaped glaze



Development of Pyramid-Shaped Solar … 289

3 Experimental Details

Experimental observations of the pyramid-type solar water distillation system have
been recorded at every 30-min interval from 10:00 am to 05:00 pm. The temperatures
were measured with thermocouples and digital temperature indicator CIE 305. The
experimental results for the setup with surface temperature (°C) at ordinate (y-axis)
and standard time in hours at abscissa (x-axis) are shown in Figs. 3, 4 and 5 for solar
stills with different coatings.

3.1 Coating Materials

The coating materials used for absorber base surface of the solar distillation stills are

1. Black paint
2. Copper oxide
3. Aluminum oxide
4. Coal powder
5. Activated carbon
6. Titanium oxide (micro)
7. Titanium oxide (nano).

Fig. 3 Absorber surface temperature and ambient temperature with standard time for black paint,
black paint mixed with Al2O3 and CuO coatings
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Fig. 4 Absorber surface temperature and ambient temperature with standard time for black paint,
black paint mixed with coal powder and activated carbon coatings

Fig. 5 Absorber surface temperature and ambient temperature with standard time for black paint,
black paint mixed with TiO2 micro and TiO2 nanopowder coatings
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Table 2 Details of coating
materials
for setup-I experiments

Number of distillation units Three

Coating material of first
distillation unit

Only black paint (50 gm.)

Coating material of second
distillation unit

Black paint (50 gm.) + Al2O3
(5 gm.)

Coating material of third
distillation unit

Black paint (50 gm.) + CuO (5
gm.)

The materials mentioned (2–7) were mixed with black matt paint and applied on
the absorber surface of the solar stills during the experiments for comparison. The
solar still with black-painted absorber surface acted as the reference system for the
comparison.

3.2 Experimental Setup

3.2.1 Setup-I:- Solar Distillation Unit with Black Paint, Al2O3 and CuO
Coating

The absorber surface temperature for different coating materials (black paint, Al2O3

and CuO coating) for the solar stills with standard time is shown in Fig. 3 and the
details of coating materials is presented in Table 2.

3.2.2 Setup-II:- Solar Distillation Unit with Black Paint, Coal Powder
and Activated Carbon Coating

The details of coating materials for setup-II are shown in Table 3.
The absorber surface temperature for different coatingmaterials (black paint, coal

powder and CuO) for the solar stills with standard time is shown in Fig. 4.

Table 3 Details of coating
materials
for setup-II experiments

Number of distillation unit Three

Coating material of first
distillation unit

Only black paint (50 gm.)

Coating material of second
distillation unit

Black paint (50 gm.) + coal
powder (3 gm.)

Coating material of third
distillation unit

Black paint (50 gm.) +
activated carbon (3 gm.)
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Table 4 Details of coating materials for setup-III experiments

Number of distillation units Three

Coating material of first distillation unit Only black paint (50 gm.)

Coating material of second distillation unit Black paint (50 gm.) + TiO2 Micro
powder (2 gm.)

Coating material of third distillation unit Black paint (50 gm.) + TiO2 Nano
powder (2 gm.)

3.2.3 Setup-III:- Solar Distillation Unit with Black Paint, TiO2-Micro,
TiO2-Nanocoating

The details of coating materials for setup-III experiments are shown in Table 4.
With this experimental setup, the observations related to absorber surface temper-

ature with standard time for different coating materials (black paint, TiO2-micro and
TiO2-nano) for the solar stills are shown in Fig. 5.

3.2.4 Water Quality Measurements

Thewater output of distillation units was collected and tested for pH and TDS values.
Initial value of TDS in water used for distillation was around 2500 mg/L. The result
of different distilled water samples is shown in Table 5 and Fig. 6.

Table 5 pH and TDS of water samples obtained using different distillation units

Water samples from different units containing the material pH TDS (ppm)

Black paint 6.86 33

Black paint and CuO 7.02 41

Black paint and Al2O3 6.98 39

Black paint and coal powder 6.89 90

Black paint and activated carbon 7.01 91

Black paint and TiO2 (nano) 7.00 38

Black paint and TiO2 (micro) 6.85 26

Fig. 6 Distilledwater samples obtained from solar distillation unitswith different absorber coatings
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4 Results

From Fig. 3, which shows the results of the first experimental setup, it is evident that
the highest surface temperature is obtained with black paint and Al2O3 combination
coatingmaterial applied at the absorber base surface of solar distillation unit. Figure 4
shows that the highest surface temperature is obtained with black paint and activated
carbon combination coating material at base surface of solar distillation unit with
the second experimental setup. During the third experimental setup, TiO2 micro and
nanopowder were mixed with black paint and the comparative temperature profiles
are shown in Fig. 5. The highest surface temperature is obtained with black paint and
TiO2 nanopowder combination coating material at base surface of solar distillation
unit.

Water quality tests such as pH and TDS measurements were performed on the
distilled water samples obtained from the distillation stills as yield. The results show
that the TDS considerably reduced with the distillation. With different coatings, the
TDS values are in the range of 26–91 ppm.

5 Conclusions

The result of all setups shows that the coating material helps to increase thermal gain
from the solar radiation. In setup I, the combination of black paint and aluminum
oxide had the highest surface temperature gain as compared with only black paint
and black paint with copper oxide. Similarly in setups II and III, black paint with
activated carbon andblack paintwith nanotitaniumoxide powder showhigher surface
temperature results as compared with the other materials. From the study, it can be
concluded that Al2O3, activated carbon and TiO2 nanopowder are better choices
for coating materials. These materials can be easily mixed with the black paint to
improve performance of the system. Water quality tests related to pH and TDS
measurement of the distilled water samples show that the water quality of distilled
water is improved after distillation. The TDS value is very less in distilled water
sample and the pH value is near the standard value. The higher thermal absorptance
due to coating materials may help to increase the rate of distillation and improve the
yield of the distilled water output from solar distillation unit.

Acknowledgements The authors gratefully acknowledge the support of the Royal Academy of
Engineering, UK through Newton-Bhabha Higher Education Partnership Project.
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A Review on Hardware Implementations
of Signal Processing Algorithms

Neelesh Ranjan Srivastava and Vikas Mittal

1 Introduction

The advancements in the Integrated Circuits (ICs) resulted in high-performance and
high-speed circuitries remodeled as ASIC and FPGA [1] that enable the user to
implement complex signal processing algorithms on hardware platforms [2–4]. With
this technology, implementations of complicated algorithms come to reality [5].
The requirement of hardware implementations of signal processing algorithms has
abruptly increased due to the large stored data values [6, 7] and the requirement of
analyzing and synthesizing data in very less time. This goal cannot be achieved by
simple computer software as they run in operating systems having low processing
speed [8].

Embedded vision is the vision of a product to enhance its functions in some
way. So, some significant challenges occur in developing systems, including a
large volume of data to process, quick processing, and limited physical space and
weight [9].

FPGAs are increasingly seen as a platform for these applications. They have
advantages above conventional computing platforms. Parallel processing enables
large volumes of data to be processed at the same time. Pipelined processing [10]
enables increased processing throughput and reduced latency.

Despite these advantages, using FPGAs to implement vision systems has other
disadvantages such as they are hard to program, etc.
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For the sake of the above discussion, the GPUs are the best options in almost all
the disadvantages of FPGAs that can be illustrated as design time, redundancy, and
pipelining [11].

This paper elaborates on the hardware implementation of signal processing algo-
rithms with a stand-alone system that uses a single coding language for both the
processes of software simulation and hardware implementations. As per the above
discussions, the system can be defined best with GPU.

This stand-alone system can be designed for different algorithms. Therefore,
GPUs are a better option compared with FPGAs due to many advantages as
GPUs have a wide application field with a mature ecosystem of applications and
processes, they also offer an efficient platform for the new applications, they are
easily programmed as only a single language can be used for all programming, as
the GPUs can be implemented as stand-alone systems, the development time will be
very less and above all, they are compatible to floating-point operations [2], which
are very much required for the signal processing operations.

2 State of the Art

The literature review for this paper and topic can be easily summarized, year by year,
from 2005 to 2020. The research on hardware implementations of signal processing
algorithms is getting interesting in recent years. It has been the focus of many surveys
and research in recent years. The interest is basically over the need for a specialized
and specific hardware platform for the implementations. The stand-alone system
must be defined as a cost-effective and open source, in terms of production cost and
single coding language, respectively.

In this section, we are going to explore different related surveys and research
proposed for the given topic. We are also going to define the achievements of the
work and gaps concerning the aim established in this paper.

GPUs are a better choice for video processing applications due to the instruction
set, pipelines, and clock rates in comparison to the FPGAs [12–14]. FPGAs can also
be defined for the implementations of the industrial control systems as well [15], in
terms of the hardware platform. The FPGA systems are diagnosed and defined with
some of the best specifications like small device size, high speed, low coast, and a
short time to market for efficient implementations [12, 16, 17]. A comparative study
for the GPU vs FPGA is surveyed based on computing performance for some of the
specific GPUs like Convey HC-1 and Nvidia GTX285 [1]. In the study of hardware
platforms, machine learning is done, where different aspects like accuracy, energy,
throughput, and cost requirements are to be studied and controlled during the design
process [9, 18]. A study proposes a new GPUmemory extension solution by solving
input/output (I/O) bottlenecks that happen in a multi-GPU system [19]. At last,
there is a paper surveyed for the hardware implementation of artificial intelligence
algorithms very close to the aspect of this paper [20].
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The objective of the survey is to answer multiple research questions concerning
GPU applications for the algorithm implementations, these research questions are:

• RQ1: Hardware Selection: What is the main hardware-defined for the algorithm
implementations?

• RQ2: Architecture Perspective: What are the architectures required for the
implementation purposes and what are the coding language requirements?

• RQ3: Specification and cost perspective:What are the basic specifications defined
for the hardware requirements so that the costing of the complete system must be
low and affordable to common people?

3 Hardware Implementation Process Flow

See Fig. 1.
The process starts with a top-level block diagram, then the latency and output

of each block are defined. For the implementation of each block in terms of state
machines, the prototype for the least clear parts of the algorithm is mentioned [21].
Then the rest of the algorithm is implemented by synthesizing the design. At last,
the design is simulated, and test cases are developed [22, 23].

4 GPUs

4.1 GPU-Accelerated Computing

The GPU provides better performance for software applications and makes them
faster [24]. GPU-accelerated computing is processed by enhancing its computation-
intensive parts by theGPUwhile other sections are being executed in theCPU.ACPU
comprises cores designed for sequential serial processing while parallel architecture
consists of more efficient and smaller cores that can handle multiple tasks simul-
taneously. This type of accelerated computing has been rigorously used in various
processes [25] such as video editing, medical imaging, fluid dynamics simulations,
color grading, and enterprise-level applications. Also, it has been effectively used in
complex fields such as artificial intelligence and deep learning [17].

4.2 The architecture of GPUs

Traditionally, a GPU has thousands to lakhs of Arithmetic Logic Units (ALUs)
compared with the traditional ASIC or CPU that has approximately 4–8 ALUs [26]
as shown in Fig. 2, which is a diagrammatical structural comparison between a GPU
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Fig. 1 Process flow of
hardware implementation of
an algorithm

Fig. 2 Structure of CPU and
GPU

cell and an FPGA (CPU) cell [27]. The comparison of the floating-point functioning
capability between CPU and GPU is that it later is highly specified for the parallel
computation of intensive functions and applications [28].

4.3 Languages Required for GPU Programming

In modern times, coding platforms ignore language barriers and focus on high-level
computing [29]. There are some prominent and famous coding languages to fulfill
all these requirements and conditions:

• CUDA (Compute Unified Device Architecture)
This platform was released by NVIDIA in 2007. It can speed up the computing
processes by the best use of GPU power [30]. The programmers can call or fetch
CUDA from other languages also like C, C++, FORTRAN, or PYTHON [31].

• Open CL (Open Computing Language)
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This platform was released by the Khronos Group in 2009. It is a popular open-
source and free standard of cross-platform parallel programming. It improves the
speed and response timing of many applications like vision processing, neural
network, professional creative tools, and scientific and medical software.

• Open ACC (Open Accelerators)
It is the newest standard for parallel computing and was released by a group
of companies like Cray, CAPS, NVIDIA, and the Portland Group, in 2015, to
simplify parallel programming of different heterogeneous GPU systems.

5 Comparison of different Hardware Platforms

The comparisons and used techniques are described as below:

Performance Parameters:
The selection of appropriate performance parameters is important for evaluating

the efficiency of vision kernels of hardware accelerators to provide a proper assess-
ment of different hardware for different applications. Following parameters have
been considered in this paper as described below:

Run-time Parameter:
Run-time parameters of vision kernels [32] can be evaluated by calculating the

delay time of a kernel’s coding. A high-resolution accurate timer is used to measure
delays during execution. In this paper, the execution time of CPUs, as well as GPUs,
is considered along with the time for configuring data movers in FPGAs.

Energy Parameter:

The energy parameter defines the quantity of energy dissipated by hardware acceler-
ators to execute a kernel’s operation [32]. Two components of this consumed power
exist in the literature:

(1) Static power:

The power is consumed in the idle condition of the system.
(2) Dynamic power:

The power consumed after the static level of the system while it is working or
computing.

Energy-Delay Product (EDP) Parameter:

Run-time parameters cannot represent the real picture of the entire performance.
This parameter considers the output of the algorithm alongwith the energy consumed
by it as it consists of the product of energy consumed and delay [32]. It can help
in comparing different hardware for selecting appropriate hardware for a specific
operation. A lower value of EDP is required for efficient hardware.

In this study, we examined two platforms for implementing vision applications:
Nvidia Jetson TX2 and Xilinx ZCU102. These platforms are equipped with power
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Table 1 Comparison of Microprocessor, FPGA, ASIC, and GPU architectures based on different
parameters

Parameters Microprocessor FPGA ASIC GPU

Flexibility during development Medium High Very High Low

Flexibility after development High High Low High

Parallelism Low High High Medium

Performance Low Medium High Medium

Power consumption High Medium Low High

Cost Low Medium High Low

Setup cost None None High None

Unit cost Medium High Low High

Time to market Low Medium High Medium

measurement IC enabling the measurement of power for CPU cores and GPU cores
on Jetson platform, programmable logic, full power CPU cores, and low-power CPU
cores on the FPGA platform. Jetson TX2 shell scripts power trends and log values
with the system’s timestamp into a text file. This additional measurement task adds
to the total power consumption and hence adversely affects the overall performance.
Appropriate compensation for this has been considered in this paper for the presented
data.

In ZCU102, the Xilinx system controller connects through a UART to separate
microcontroller, i.e. MSP430, which controls and reports power data.

First, 1000 frames are processed on a CPU core, and afterward, a similar number
of frames are processed on the accelerated hardware. The average frame rate is
analyzed by measuring the time interval between any two contiguous vertical lines
and is divided by 1000.All the considered frames are in grayscale at 1080p resolution.

FPGA board: The Xilinx Zynq UltraScale + MPSoC ZCU102 board consists of a
16 nmXCZU9EG FPGA and an on-board 4 GB 64bit DDR4 RAMwith a bandwidth
of 136 Gb/s [32].

GPU board: The Nvidia Jetson TX2 (Pascal 256 CUDA cores (16 nm)) consists
of 8GBs of 128bit DDR4 RAM with a bandwidth of 477.6 Gb/s. Both FPGA and
GPU consist of on-chip ARM CPU cores with NEON SIMD optimization [32].

A comparison of general Microprocessor, FPGA, ASIC & GPU structures is
shown in Table 1.

6 Conclusion and Future Work

A review of hardware implementations of signal processing algorithms has been
presented successfully. It has been observed that GPU-based implementations of
signal processing algorithms are better in terms of the following.



A Review on Hardware Implementations of Signal Processing Algorithms 301

Due to the cutting-edge design of parallel processing framework, huge number of
complex computing units is involved in their architecture, unlike limited numbers as
used in ASICs or FPGAs. This complex architecture of the GPU is well suited for
signal processing, video processing, or image processing applications.

The architecture of GPUs consists of more processor cores as compared with any
of theASICsorFPGAs,which results in faster processing and complex computations.

The cost of any system designed using GPUs is less as it requires minimum
peripherals as compared with FPGA- or ASIC-based systems. Also, in this case,
a single coding language (usually an open-source language, which is easily and
freely available for the user) is used for cost-effective simulations as well as
implementations.

The comparative analysis also suggests that GPUs have the highest number of the
desired values for the considered parameters.

Given the above, it can be concluded that it is more beneficial to use GPUs for the
hardware implementations of signal processing algorithms as stand-alone systems
as compared with ASICs or FPGAs.
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A Review on Solar PV Cell and Its
Evolution

Devesh Jaiswal, Monika Mittal, and Vikas Mittal

1 Introduction

An increase in energy demand and other related factors like enhanced energy costs,
limited reserves of conventional resources, and environmental pollutionmade renew-
able energy an affordable and dependable energy resource. The US Energy Infor-
mation Administration (EIA) predicted an increase in world energy consumption by
nearly 50% between 2018 and 2050 in its latest “International Energy Outlook 2019
(IEO2019) Reference Case”. With the fast growth of power generation, renewable
energy (wind, solar, and hydropower) is the rapidly growing energy source during this
period [1]. Naturally existing self-replenishing resources (viz. sunlight, tides, rain,
wind, biomass, waves, and thermal energy stored in the earth’s crust) are used to
harness renewable energy. Therefore, this energy is the most tremendous unconven-
tional and the handiest approach to overcome the existing challenges like deficiency
of fossil fuel reserves, greenhouse gas emissions, and different environmental issues.
Among all renewable energy resources, solar energy is themost sustainable form that
would contribute to 4.9 gigatons (Gt) of CO2 emission reduction, which is 21%of
the total emission reduction. It is capable of producing more than 25% of total
electricity needs in 2050 [2].

The Solar PV domain is exploring new technologies for enhancing its conversion
efficiency. A solar PV cell is the most essential and primitive component of a solar
energy system. It directly converts the incident solar energy into electrical energy
through photoelectric effect. A number of semiconductor materials and technologies
exist presently resulting in low-cost and high-efficiency design of the solar cells. The
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parameters on which the optimality of its conversion efficiency depends are bandgap
utilization, light trapping, other optoelectric properties etc.

The first solar cell was operated at the conversion efficiency of less than 1%
[3]. Later it was increased to 4% by using silicon materials [4]. Further advance-
ments were based on the selection of proper materials to achieve cost-effectiveness,
reliability, and high efficiency using wafer, thin-film, and polymer technologies. Effi-
ciencies in the range of 20–25% were reported. Traditionally, silicon cell used for
the conversion of solar energy had the drawbacks like low efficiency, high cost, and
requirement of higher temperature for its surface fabrication [5]. Theoretical effi-
ciency of this solar cell, 16.27%, reduces to 8.52% for cloudy weather and moist
surface [6]. Recently, researchers have discovered perovskite solar cells to further
improve the conversion efficiency overcoming the drawbacks of silicon solar cells by
providing high absorption coefficient, less cost and high-power conversion efficiency
of 25.2% [7–9].

This paper is organized as: Section 2 discusses the structure of a typical solar
PV cell. Section 3 presents a review of different materials used for solar cells. The
effects of insolation and temperature on PV cells are presented in Sect. 4. Section 5
presents the summary and discussion, followed by conclusion at the end.

2 Structure of a Typical Solar Cell

An array of solar cells is arranged in a different manner to form PV modules of
different sizes. The incident light on it is reflected, absorbed, or transmitted through
it. Out of which only the absorbed light is responsible for electricity generation. Flat-
plate and convex lenses are the two types of PV cells. Flat-plate cells are mounted at
fixed angles, but the angle can be changed to track the optimal sun exposure. On the
other hand, convex lenses require less material for the same power output, but they
perform best during a clear sky unlike flat-plate PV cells.

The working principle of a PV cell is similar to a semiconductor diode consisting
of P-and N-type material, contacts grid, base, antireflective coating, and glass cover
or lens as shown in Fig. 1.

Fig. 1 Parts of PV cell
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3 Materials Used in Solar Cells

APV solar cell is a simple or compound semiconductor device providing conditional
and not continuous conduction of electricity. A wide range of solar cell technologies,
currently used, differ on the basis of usedmaterial, manufacturing process, efficiency,
and cost. The evolution of a PV solar cell can be organized into three generations
based on different materials used as shown in Fig. 2.

3.1 First-Generation

These cells aremost prevalent, traditional, and are based on siliconwafer. Czochralski
wafers, which are a kind of silicon wafer, are made using the Czochralski process
[10]. This process is very power efficient and, hence, 90% of the manufactured solar
cells use silicon. They are further classified into two types: Single/monocrystalline
and poly/multicrystalline silicon solar cells [11].

Single/Monocrystalline Silicon Solar Cell

This cell is formed into bars and cut into wafers with the help of cylindrical ingots
using Czochralski process. The corners of the cells appear to be clipped like octagon
due to being cut from cylindrical ingots. These cells have efficiency in the range of
17–18% [12]. Authors in [13] improved its performance and achieved an efficiency
of 19.6% using both the technologies viz. Metal Wrap Through cells, which has the
advantage of lower shading area and lower series resistance losses, and Selective

Solar Cell

First-generation
solar cell

Second-generation
solar cell

Third-generation
solar cell

Monocrystalline
solar cell

Amorphous Si
Thin film solar cell Polymer solar cell

Polycrystalline
solar cell CIGS Nanocrystal solar

cell

CdTe DSSC

Perovskite solar
cell

Fig. 2 Classification of the evolution of a solar cell
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Emitter cells, which has the advantage of higher blue response and lower contact
resistance. The cost of siliconmaterial can be reduced by increasing the cell thickness.
Authors in [14] achieved 17% peak efficiency with 50-µm thickness. Authors in
[15] experimentally demonstrated the impact of different doping andminority carrier
lifetimes on n-typeCzochralski UMG-Si (upgradedmetallurgical grade silicon) solar
cells and confirmed an efficiency of 21.1% from silicon solar cells constructed using
100% UMG-Si.

Polycrystalline Silicon Solar Cell

There are twodifferentmethods for producingpolycrystalline solar cells.Onemethod
is similar to that used for single-crystal cell where polycrystalline cells are produced
by slicing the polycrystalline boules of silicon. This technique is not cost-effective.
The second method uses glow discharge or sputtering techniques in which polycrys-
talline film is deposited on a substrate. This technique is cost-effective and suitable
for mass production. The efficiency of polycrystalline solar cells ranges from 12 to
14% [16]. There are two reasons for comparatively high efficiency viz. each cell has
many crystals and electrons have less freedom to move, the occurrence of “grain
boundaries” due to defects in crystals. Therefore, these cells are more economical
but less efficient as compared with monocrystalline ones. Authors in [17] compared
n-type multicrystalline silicon solar cells with p-type multicrystalline and concluded
that the former has higher potential of being more efficient (i.e. 19.6%) for a similar
purity level. Authors in [18] achieved the highest efficiency of 21.9% for multicrys-
talline cells featuring a full-area passivating rear contact (TOPCon) with diffused
boron front emitter.

3.2 Second Generation

These aremanufactured by employing one ormore layers of semiconductormaterials
on the substrate like plastic, metal, glass etc. and are more economical. They include
amorphous silicon (a-si) thin-film solar cell, copper indium gallium selenide (CIGS),
andCadmiumTelluride (CdTe). The light-absorbing layers of thin-film solar cells are
about 1 µm thick as compared with silicon wafer cells that have 350 µm thickness
[19].

Amorphous Silicon (a-Si) Thin-Film Solar Cell

These cells generally have small efficiency but aremost eco-friendly. They aremanu-
factured at low processing temperatures and are cheaper and widely available. They
use triple layered technology in which silicon, as a very thin layer, is deposited on
the backside of the substrate. They are made of nanocrystalline (n-Si) or microcrys-
talline silicon (µc-Si), which has a higher bandgap (1.7 eV) that can absorb the visible
part of the solar spectrum more as compared with crystalline silicon (c-Si) (1.1 eV)
[20]. The efficiency of a-Si varies in the range of 4–8%. Authors in [21] achieved
8.04% efficiency using hydrogenated a-Si: H. In 2013, using a-Si: H in the top cell,



A Review on Solar PV Cell and Its Evolution 307

a-SiGe: H in the middle cell, and hydrogenated microcrystalline silicon (µc-Si: H)
in the bottom cell stabilized 13.4% efficiency of a-Si: H solar cell achieved in [22].

Copper, Indium, Gallium, and Selenium (CIGS)

These four elements are used in CIGS-based thin-film solar cell technology using
sputtering, evaporation, electrochemical coating, printing, and electron beam depo-
sition techniques. CIGS has direct bandgap and provides efficiency in the range of
10–12% [12, 23]. Authors in [24] achieved the highest efficiency of 8.4 ± 0.8%
by integrating CMOS microchips with copper indium gallium (di)selenide (CIGS)
thin-film solar cells. The presence of potassium (K) on this module increased the
efficiency to 21% in comparison to 20.4% provided by polycrystalline silicon (p-Si)
[25]. Authors in [26] reported a record efficiency of 21.7% from a novel thin-film
Cu(In,Ga)Se2 (CIGS) solar cell.

Cadmium Telluride (CdTe)

It is a direct bandgap material and II–VI p-type compound semiconductor, which has
a large absorption coefficient, ~1.5 eV bandgap, and stable compound. Due to this,
CdTe has a higher light absorption capacity and its operating efficiency ranges from
9 to 11% [27]. Its theoretical efficiency is likely to be in the range 28–30% [28].
This material has been considered as an eminently extensible technology whose
efficiencies have reached up to 22% and modules 18.6% in the lab environment [29].

3.3 Third Generation

These cells employ the newest technologies to achieve high efficiency using organic
materials like PSC (polymer solar cell), (NCSC) nanocrystal solar cell, (DSSC)
dye-sensitized solar cells, and perovskite solar cell [30].

Polymer Solar Cell (PSC)

This cell is formedwhenapolymer foil or ribbon is coatedwith thin serially connected
functional layers. They have higher flexibility, lowmaterial cost, and good processing
ability. Authors in [31] analyzed that heptane/o-dichlorobenzene (ODCB) mixture
has a good combination with (P3HT)/C-70 [poly(3-hexylthiophene)] film for high
device performance and the optimized ratio of P3HT donor to C-70 accepter to
achieve 2.24% conversion efficiency. Another author in [32] enhanced the perfor-
mance by reporting 30% conversion efficiency when organic optoelectronic devices
are combined with Ni NPs (nickel nanoparticles) by thermal evaporation. Authors in
[33] demonstrated that the highest conversion efficiency of 10.3% is possible when
PM6 (fluorinated donor polymer) is combined with all polymer acceptor-based PSC
[PFBDT-IDTIC].
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Nanocrystal Solar Cell

These cells are also called Quantum dots (QD). They are formed when a layer
of nanocrystals is deposited on Si- or organic material-based substrate. With the
advancement of nanotechnology, semiconductor materials like Si, CdTe or CIGS are
targeted to be replaced by nanocrystal semiconductor materials. The best nanocrystal
solar cells are formed by PbS QD or PbSe QD as an active layer [34]. It is possible
to increase efficiency by up to 60% using nanocrystals in solar cells.

Dye-sensitized Solar Cells (DSSC)

These are liquid-typed cells. DSSC consists of four components: (1) the semicon-
ductor electrode (NiO p-type and TiO2 n-type), (2) a dye sensitizer, (3) redox medi-
ator, and (4) a counter electrode. Authors in [35] investigated that the efficiency
increases by more than 10%, when photosensitization of nano-grained TiO2 coat-
ings is combined with the optically active dyes. Authors in [36] analyzed DSSC PV
behavior experimentally in the sense that the composite feature ofND (nanodiamond)
with TiO2 improves the conversion efficiency by 18.7%.

Perovskite Solar Cell

In recent years, these cells have remarkable discovery, which have combined features
of different elements and provide the advantage of high absorption coefficient.
Another advantage is that it can be used in single-junction technology to increase
the efficiency by 23% as well as used in tandem junction technology to achieve the
efficiency of 27%. Perovskite is a crystal structure represented by formula ABX3,
where A and B are site locations of different sizes and X is halogen (Cl-; Br-; I-)
[12]. Authors in [37] reported that they enhanced their performance by 29.6% using
tandem junction technology combining perovskite materials with crystalline silicon
cell/CIGS/CZTSSe.These solar cells canhave an efficiencyup to 31%[38].However,
they have drawbacks such as less durability and stability, degradation of material etc.

4 Effects of Solar Insolation and Temperature

The performance of solar cells also depends upon the environmental conditions such
as insolation and temperature. The effect of increased insolation is more current and
voltage at the output resulting in more power at the output of a solar cell. This is
due to the fact that electrons in the cell material get more excitation energy causing
an increase in their mobility. The effect of insolation on individual material is not
available in the literature to the best of authors’ knowledge. The increase in temper-
ature has a similar effect due to a decrease in the bandgap of material for a given
insolation, resulting in the increase in generated electron-hole pairs, but here this
results in slightly rising in output current and a significant drop in output voltage,
thereby reducing the overall output power and reduced efficiency. The effects of high
temperatures on different solar cell materials are shown in Table 1.
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5 Summary and Discussion

It has been observed from the literature that many materials and structures can be
used in themanufacturing of solar cells to increase their efficiency. Based on different
technologies and materials, the solar cells are summarized as below:

• First-generation solar cells (monocrystalline and polycrystalline) are based on
the silicon wafer. In general, they have high conversion efficiency in the range
of 12–18%. They have advantages of abundant availability of raw material and
eco-friendly, but the downsides of these cells are that they have complexities in
the fabrication of silicon and are expensive.

• Second-generation solar cells (a-Si, CIGS, and CdTe) are based on thin film. They
have a lower efficiency (4–11%). Recently, the highest efficiency of 21.7% has
been recorded for CIGS. They have advantages of high absorption capacity and
lower cost in comparison to first-generation cells. The downsides of these cells
are that they contaminate the environment while being fabricated and consist of
hard-to-find materials.

• Third-generation cells (PSC, nanocrystal, DSSC, and perovskite) are fabricated
using the latest solution-processable technology. They have high efficiency at
high temperatures and are mechanically robust. The performance of these cells
has been increased from 4 to 20% using perovskite material.

• Fourth-generation cells based on carbon nanotubes (CNT), graphene(G), and its
derivatives have exhibited good efficiency and they are still under the initial state
of research. Japan’s Gifu University and the Tokyo Institute of Technology have
predicted that a maximum of 38.7% conversion efficiency can be achieved using
chalcogenide perovskite material and using tandem technology.

6 Conclusion

A brief review on solar cell, its working, structure, evolution, and effect of solar
insolation and temperature has been successfully presented in this paper. The type of
the used materials and technologies have a great bearing on its conversion efficiency.
Different generations are discussed along with their highlights. Presently, fourth-
generation cells are in the early research stage. However, there are some other factors
such as PV panel location, temperature, shading, orientation, maximum power point
tracking, fault finding etc., which significantly affect the overall performance of a
PV system. Therefore, the overall performance of a solar PV system can be further
improved by focusing on these factors individually in the future.



312 D. Jaiswal et al.

References

1. (EIA), U.S.E.I.A.: International Energy Outlook 2019 (IEO2019). https://www.eia.gov/out
looks/ieo/pdf/ieo2019.pdf. Accessed 24 Sept 2019

2. IRENA:Future ofSolar Photovoltaic:Deployment, investment, technology, grid integration and
socio-economic aspects (AGlobal Energy Transformation: paper). In. International Renewable
Energy Agency, Abu Dhabi, (2019)

3. C.W. Tang, Two-layer organic photovoltaic cell. Appl. Phys. Lett. ((United States), Medium:
X; Size:) 183–185 (1986)

4. J. Rostalski, D. Meissner, Monochromatic versus solar efficiencies of organic solar cells. Sol.
EnergyMater. Sol. Cells 61(1), 87–95 (2000). https://doi.org/10.1016/s0927-0248(99)00099-9

5. M. Abdulkadir, A.S. Samosir, A.H. Yatim, modeling and simulation based approach of
photovoltaic system in simulink model, 2012

6. Y.H. Mahmood, F.S. Atallah, A.F. Youssef, Studying the weather condition affecting on solar
panel efficiency. Tikrit J. Pure Sci. 25(3), 98–102 (2020). https://doi.org/10.25130/j.v25i3.995

7. N. Abdullahi, C. Saha, R. Jinks, Modelling and performance analysis of a silicon PV module.
J. Renew. Sustain. Energy 9, 033501 (2017). https://doi.org/10.1063/1.4982744

8. F. Adamo, F. Attivissimo, A.D. Nisio, M. Spadavecchia, Characterization and testing of a tool
for photovoltaic panel modeling. IEEETrans. Instrum.Meas. 60(5), 1613–1622 (2011). https://
doi.org/10.1109/TIM.2011.2105051

9. N.-G. Park, efficiency perovskite solar cells: materials and devices engineering. Trans. Electr.
Electron. Mater. 21(1), 1–15 (2020). https://doi.org/10.1007/s42341-019-00156-0

10. P. Würfel, U. Würfel, Physics of Solar Cells: From Basic Principles to Advanced Concepts
(Wiley, New York, 2016)

11. A. McEvoy, L. Castaner, T. Markvart, Solar Cells: Materials, Manufacture and Operation
(Academic Press, 2012)

12. S. Sharma, K. Jain, A. Sharma, Solar cells: in research and applications—a review. Mater. Sci.
Appl. 06, 1145–1155 (2015). doi:https://doi.org/10.4236/msa.2015.612113

13. Y. Weiwei, W. Xusheng, Z. Feng, Z. Lingjun, 19.6% cast mono-MWT solar cells and 268 W
modules, in 2012 IEEE 38th Photovoltaic Specialists Conference (PVSC) PART 2, 3–8 June
2012 (2012), pp. 1–5

14. S. Chih-Tang, K.A. Yamakawa, R. Lutwack, Effect of thickness on silicon solar cell effi-
ciency. IEEE Trans. Electron. Devices 29(5), 903–908 (1982). https://doi.org/10.1109/T-ED.
1982.20797

15. P. Zheng, F.E. Rougieux, X. Zhang, J. Degoulange, R. Einhaus, P. Rivat, D.H.Macdonald,
21.1% UMG Silicon Solar Cells. IEEE J. Photovolt. 7(1), 58–61 (2017). doi:https://doi.org/
10.1109/JPHOTOV.2016.2616192

16. P. Jayakumar, Resource assessment handbook. Asia and Pacific Center for Transfer of
Technology of the United Nations (2009)

17. F. Schindler, J. Schön , B. Michl, S. Riepe, P. Krenckel, J. Benick, F. Feldmann, M. Hermle,
S.W. Glunz, W. Warta, M.C. Schubert, High efficiency multicrystalline silicon solar cells:
potential of n-type doping, in 2015 IEEE 42nd Photovoltaic Specialist Conference (PVSC),
14–19 June 2015 (2015), pp. 1–3

18. J. Benick, A. Richter, R. Müller, H. Hauser, F. Feldmann, P. Krenckel, S. Riepe, F. Schindler,
M.C. Schubert, M. Hermle, A.W. Bett, S.W. Glunz, High-efficiency n-type HPmc silicon solar
cells. IEEE J. Photovolt. 7(5), 1171–1175 (2017). https://doi.org/10.1109/JPHOTOV.2017.271
4139

19. K. Chopra, P. Paulson, V. Dutta, Thin-film solar cells: an overview. Prog. Photovolt. 12, 69–92
(2004). https://doi.org/10.1002/pip.541

20. D. Shi, Z. Guo, N. Bedford, 10 - Nanoenergy Materials, in Nanomaterials and Devices. ed. by
D. Shi, Z. Guo, N. Bedford (William Andrew Publishing, Oxford, 2015), pp. 255–291

21. Y. Tawada, M. Kondo, H. Okamoto, Y. Hamakawa, Hydrogenated amorphous silicon carbide
as a window material for high efficiency a-Si solar cells. Sol. Energy Mater.s 6(3), 299–315
(1982)

https://www.eia.gov/outlooks/ieo/pdf/ieo2019.pdf
https://doi.org/10.1016/s0927-0248(99)00099-9
https://doi.org/10.25130/j.v25i3.995
https://doi.org/10.1063/1.4982744
https://doi.org/10.1109/TIM.2011.2105051
https://doi.org/10.1007/s42341-019-00156-0
https://doi.org/10.4236/msa.2015.612113
https://doi.org/10.1109/T-ED.1982.20797
https://doi.org/10.1109/JPHOTOV.2016.2616192
https://doi.org/10.1109/JPHOTOV.2017.2714139
https://doi.org/10.1002/pip.541


A Review on Solar PV Cell and Its Evolution 313

22. S. Kim, J.-W. Chung, H. Lee, J. Park, Y. Heo, H.-M. Lee, Remarkable progress in thin- film
silicon solar cells using high-efficiency triple-junction technology. Sol. Energy Mater. Sol.
Cells 119, 26–35 (2013). https://doi.org/10.1016/j.solmat.2013.04.016

23. B. Srinivas, S. Balaji, M. Nagendra Babu, Y. Reddy, Review on present and advance materials
for solar cells. Int. J. Eng. Res.-Online 3, 178–182 (2015)

24. J. Lu, W. Liu, A. Lu, Y. Sun, J. Lu, Integration of solar cells on top of CMOS chips-Part II:
CIGS solar cells. IEEETrans. ElectronDevices 58, 2620–2627 (2011). https://doi.org/10.1109/
TED.2011.2156799

25. P. Reinhard, F. Pianezzi, B. Bissig, A. Chirila, P. Blösch, S. Nishiwaki, S. Buecheler, A. Tiwari,
Cu(In, Ga)Se2 thin-film solar cells and modules—a boost in efficiency due to potassium. IEEE
J. Photovolt. 5, 656–663 (2015). https://doi.org/10.1109/JPHOTOV.2014.2377516

26. P. Jackson, D. Hariskos, R.Wuerz, O. Kiowski, A. Bauer, T.Magorian Friedlmeier,M. Powalla,
Properties of Cu(In,Ga)Se2 solar cells with new record efficiencies up to 21.7%. physica status
solidi (RRL) - Rapid Res. Lett. 9999 (2014). doi:https://doi.org/10.1002/pssr.201409520

27. J.J. Becker, C.M. Campbell, Y. Zhao, M. Boccard, D. Mohanty, M. Lassise, E. Suarez, I. Bhat,
Z.C. Holman, Y. Zhang, Monocrystalline CdTe/MgCdTe double-heterostructure solar cells
with ZnTe hole contacts. IEEE J. Photovolt. 7(1), 307–312 (2017). https://doi.org/10.1109/
JPHOTOV.2016.2626139

28. A. Bosio, N. Romeo, S. Mazzamuto, V. Canevari, Polycrystalline CdTe thin films for photo-
voltaic applications. Prog. Cryst. Growth Charact. Mater. 52(4), 247–279 (2006). https://doi.
org/10.1016/j.pcrysgrow.2006.09.001

29. T. Baines, T.P. Shalvey, J.D. Major, 10 - CdTe solar cells, in A Comprehensive Guide to Solar
Energy Systems, ed,. by Letcher, T.M., Fthenakis, V.M. (Academic Press, 2018), pp. 215–232

30. A. Gaur, G.N. Tiwari, Performance of photovoltaic modules of different solar cells. J. Sol.
Energy 2013, 734581 (2013). https://doi.org/10.1155/2013/734581

31. H. Tang, G. Lu, X. Yang, The role of morphology control in determining the performance
of P3HT/C-70 bulk heterojunction polymer solar cells. IEEE J. Sel. Top. Quantum Electron.
16(6), 1725–1731 (2010). https://doi.org/10.1109/JSTQE.2010.2042034

32. P. Bi, F. Zheng, H. Jin, W. Xu, L. Feng, X. Hao, Performance enhancement in polymer-based
organic optoelectronic devices enabled by discontinuous metal interlayer. IEEE J. Photovolt.
6(6), 1522–1529 (2016). https://doi.org/10.1109/JPHOTOV.2016.2598257

33. H. Yao, F. Bai, H. Hu, L. Arunagiri, J. Zhang, Y. Chen, H. Yu, S. Chen, T. Liu, J.Y.L. Lai, Y. Zou,
H. Ade, H. Yan, Efficient all-polymer solar cells based on a new polymer acceptor achieving
10.3% power conversion efficiency. ACS Energy Lett. 4(2), 417–422 (2019). doi:https://doi.
org/10.1021/acsenergylett.8b02114

34. R.J. Ellingson,M.C. Beard, J.C. Johnson, P. Yu, O.I.Micic, A.J. Nozik, A. Shabaev, A.L. Efros,
Highly efficient multiple exciton generation in colloidal PbSe and PbS quantum dots. Nano
Lett. 5(5), 865–871 (2005). https://doi.org/10.1021/nl0502672

35. M. Liang, W. Xu, F. Cai, P. Chen, B. Peng, J. Chen, Z. Li, New triphenylamine-based organic
dyes for efficient dye-sensitized solar cells. J. Phys. Chem. C 111(11), 4465–4472 (2007)

36. M.H.K. Tafti, S.M. Sadeghzadeh, Dye sensitized solar cell efficiency improvement using TiO
2/nanodiamond nano composite. Sādhanā 43(7), 113 (2018)
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Evolutionary Progress of the Electric Car
Market with Future Directions

Rishabh Bhardwaj and Sandeep Gupta

1 Introduction

In the early 90s, we all required some other fuels rather than petrol and diesel because
the vehicles operated by these fuels are very noisy and producing pollution that causes
many harmful effects on the environment. So, to overcome this problem,many people
give their efforts from the 90s to the present day [1, 2]. Most of them are focused only
on electric vehicles. The motive of this paper is to tell about the people that which
type of technology is used to make the electric vehicle and described that electric
engines are far better than the gasoline engines.

The report comprises the purpose that why electric vehicles get famous very
quickly and the reason is that they improve the environment condition of today. The
final effect about the electric vehicles on the globe and on the all-human cast is very
good and beneficial. As compared with the gasoline-powered engine, the electric
vehicles are very much efficient, silent and a big point they are 97% cleaner than
the gasoline-powered vehicles [3]. The other competitions of the electric vehicles
are gas-powered vehicles, but they cause very harmful injections of the gases in
the environment, which cause asthma and respiratory system problems, whereas the
electric vehicles do not produce such gases in the environment that cause any type
of disease [4].

This paper starts with some basic knowledge of the past of the electric vehicles,
especially the peak and bottomof the production and the purpose for themodification.
The forward section tells about some technical information of the electric vehicles,
which includes its parts and functions of operation. Then the following parts explain
to us the modification and pros and cons of electric vehicles.
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2 Evaluation of Electric Cars

This is very difficult to explain the first electric car and its inventor. So based on
previous literatures, it is a step-by-step invention of the batteries to the electricmotors.
This leads to the first invention of the electric vehicle on road in the eighteenth century
[5, 6]. In the very first part of the century, scientists frommany countries likeHungary
Netherlands America, etc. start making toy cars with a great idea of battery powered
and getting success in the development of small-scale electric cars [7]. Despite all
these, Robert Anderson, a British inventor, achieved success in the making of the
first crude electric carriage, whereas, America gave big news by launching its first
electric car in 1890, which was a great discovery of William Morrison. The capacity
of the vehicle is carrying six passengers with a top speed of 22.53 kilometers per
hour, which is also helpful in Spark interest in vehicles [8].

At the starting of the eighteenth century, the great scientist Richard Trevithick
invented the steam-powered carry age, which initiates the horseless transportation.
After this invention over 30 years of glamorous and dirty engines of steam, the first
cell-operated electrical vehicle was invented in 1834. After 50 years, the first inven-
tion of gasoline-powered internal combustion engine vehicle (ICEVs) was closed in
1885, fully stopped, hence the electric vehicles are now not new for us and they are
50 years older than ICEVs. In 1828, a Hungarian scientist discovers a very small
prototype of a car that is filled by an e-motor [1].

The scientist, Robert Anderson, of Scotland discovers the first electric carriage.
The time is not known, but it is between the years of 1832 and 1839. Another
scientistwoulddiscover an electrical phaeton that ismuchmorepowerful than electric
carriage. The highest range of this vehicle is 18 miles and its top speed is 14 miles
per hour, which costs $2000. The recession and decline in the making of electric
vehicles take place in 1920. Reasons for this lesson production include a good road
network, high manufacturing of ICEVs compared with of EVs, and the main reason
is the price of EVs is much more costly than the ICEVs. CEO at the end of 1935, the
EVS gets completely vanished from the automobilemarket. The years 1960 and 1970
give rebirth to electric vehicles because the gasoline-powered vehicles are creating
very harmful and poisonous gases in the environment for the people in all over the
world [9].

Refuelable batteries are not available at the time, so we can recharge and use
them till 1840. The scientists Thomas Deven and Scotsman Robert Davidson finally
launch some better and fortunate electrical vehicles on the road in 1842. Both of
these are using the latest technology sales in their vehicles, but the batteries are
till now not rechargeable. After some time, a scientist, named Frenchman Gaston
Plante, discovers a very good battery with enhancing capacity in 1865. And also his
fellow in 1881, named Cameli Faure, upgrade the storage of the batteries in 1881. At
the end of the eighteenth century, some countries like France and England became
the first countries to give reinforcements in the widespread expansion of electric
vehicles. Gustave Trouve, who is the French scientist, displays a three-wheeler car
in November 1881 at France. As time passed, there are a lot of discoveries related
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Fig.1 Electric vehicle supply situation in years 2018–2030 [11]

to electric vehicles take place and increased in the late eighteenth century and early
nineteenth century [10].

In the upcoming years, electric vehicles from different companies will come out
or be launched. Some cities like New York have some Group E taxis groups. At
the end of 1900, the electric vehicles are at their composition. Every third vehicle
on road is now an electrical vehicle, this type of strong sale continues till the next
10 years. The ancient pages of history have been discussed above. We also see that
in the basic needs of human society, our food, shelter, clothing and transportation,
transportation is the most important after food because this really gives us freedom
of life. Figures 1, 2, 3 represent the future and growth of electric vehicle systems.

3 EV’s Parts Details

3.1 Data Preprocessing

The main part of the electric vehicle is its motor because the vehicle is operated
by the working motor. This motor is supplied by the rechargeable cells (or battery
packs). By looking at the infrastructure, no one points out the difference between
the internal combustion engine vehicles and electric vehicles, the only difference
between them is the electric vehicles are very much silent (Fig. 4).
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Fig. 2 Global electric car sales and market share in past years [12]

Fig. 3 Overview of Indian EV market penetration [13]

Fig. 4 Parts of an EV system [14]
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The components of the electric car are [15]:

1. Battery (which is rechargeable)
2. Control unit generally called controller
3. Motor.

There is a step-by-step transformation of power takes place that first controller
feeds the power from the rechargeable cells or batteries and supply it to the electric
motor. The main use of the cells is to provide a continuous supply of voltage to the
motor. After the receiving voltage from the batteries, the motor then starts to rotate
the transmission, which finally results in the rotation of wheels that cause moment
in the vehicle. Despite all these, some more main components of the EVS are

1. Potentiometer
2. Motor
3. DC controller
4. Batteries.

4 Working of the EVs

The most interesting part of the electric vehicles is its working. In this process,
the rider applies force on the accelerator, then there is an instant activation of the
potentiometer takes place. The work of the potentiometer is to receive and send
signals to the controller and check howmuch voltage is getting to supply for operation
at this level. after checking all the condition and treats the potentiometer readings
were the controller balance the voltage, then collect voltage from the batteries and
directly send it to the motor for further operation. After receiving the voltage from
the controller motor starts transmission and then transmission rotates the wheels,
which finally causes the movement of the car. Figure 5 shows the battery charging
process in the EVs system. The complete workflow in the electric vehicles area is
representing in Fig. 6.
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Fig. 6 Ecosystem for electric vehicles

5 Advantages of the Electric Vehicles with Modification

The electric vehicles are run on electricity instead of gasoline. The movement in
electric vehicles is taking place by the working of electric motor, whereas internal
combustion engine vehicles are engine based; the electric vehicles store their fuel in
a form of rechargeable batteries as compared with the fuel tank. The electric vehicles
are easy to plug in and plug out anywhere for refueling in comparison of petrol pumps.
Nowadays some companies offer hybrid carswith automatic charging. These types of
cars charge themselves without any plugging [10]. So the future cars offer with only
electric vehicles, not hybrid vehicles, and also with automatic charging capacities.
This reduces charging station dependencies.

There are some other options that also take place for automatic charging like apply
the solar film on the top of the roof of the car, so when the car drives in sunlight,
it gets automatically charged. And in the future, there will also be seen that electric
vehicles get recharged by roads itself by the process of wireless charging and by
many other advanced methods. Main advantages of the electric vehicles are shown
following:

1. The maintenance of electric vehicles is very low as compared with the internal
combustion engine vehicles.

2. The electric vehicles have very stable parts because they do not have any bulky
parts or frames as compared with the internal combustion engine vehicles.

3. The electric vehicles are environmentally friendly.
4. Themethod of solar technologies can be used for the free recharging of batteries.
5. Electric vehicles decrease the dependency on crude oil.
6. Electric vehicles have the facility of flexible fuelling.
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6 Conclusion

In the latest outlook, e-mobility in India will be an important part for staying alive
because the air pollution level is very terrific high and the only solving this problem
is with the help of green sources and energy transmission. Therefore, EVs can be
used in this factor. A distributed storage in themetropolitan energy system is possible
by the use of EVs with the smart grid implementation and intermittent renewable
energy sources. However, appropriate preparation with reference to supervising and
commanding charging infrastructure is needed. The automotive industry players and
charging infrastructure, batteries and mobility service providers have taken various
actions to ramp up industry action. So now the middle-class family is also getting
some luxury instead of the two-wheeler on which the carrying three to four passen-
gers, without spending a lot of money on petrol and diesel and also do not harm the
environment and themselves also. Companies are also designing and testing products
fit for the Indian market with the main focus on two-wheelers and three-wheelers.

References

1. S. Beggs, S. Cardell, J. Hausman, Assessing the potential demand for electric cars. J. Econ.
17(1), 1–19 (1981)

2. S. Secinaro, V. Brescia, D. Calandra, P. Biancone, Employing bibliometric analysis to identify
suitable business models for electric cars. J. Clean. Prod. 121503.(2020)

3. T. Randall, Here’s How Electric Cars will Cause the Next Oil Crisis (Bloomberg, New York,
2016). Accessed 25 Mar 2016

4. E.G. Durney, “Truly electric car.” U.S. Patent Application 12/509,427, filed January 27 (2011)
5. T.Wilberforce, Z. El-Hassan, F.N. Khatib, A. AlMakky, A. Baroutaji, J.G. Carton, A.G. Olabi,

Developments of electric cars and fuel cell hydrogen electric cars. Int. J.Hydrog. Energy 42(40),
25695–25734 (2017)

6. A.Grenier, S. Page, The impact of electrified transport on local grid infrastructure: a comparison
between electric cars and light rail. Energy Policy 49, 355–364 (2012)

7. C.C. Chan, The state of the art of electric, hybrid, and fuel cell vehicles. Proc. IEEE 95(4),
704–718 (2007)

8. C.C. Chan, The state of the art of electric and hybrid vehicles. Proc. IEEE 90(2), 247–275
(2002)

9. https://www.consultancy.in/news/901/indian-electric-vehicles-market-to-take-off-in-2020-
says-arthur-d-little

10. T.A. Skouras, P.K.Gkonis, C.N. Ilias, P.T. Trakadas, E.G. Tsampasis, T.V. Zahariadis, Electrical
vehicles: current state of the art, future challenges, and perspec- tives. Clean Technol. 2(1),
1–16 (2020)

11. https://www.iea.org/data-and-statistics/charts/electric-vehicle-stock-in-the-ev3030- scenario-
2018–2030

12. https://www.weforum.org/agenda/2019/10/how-can-india-transition-to-electric-vehicles-
heres-a-roadmap/

13. A. Holms, R. Argueta, A Technical Research Report: The Electric Vehicle. Argueta–6–7,
March, 11 (2010)

14. J.Y. Yong, V.K. Ramachandaramurthy, K.M. Tan, N. Mithulananthan, A review on the state-
of-the-art technologies of electric vehicle, its impacts and prospects. Re New. Sustain. Energy
Rev. 49, 365–385 (2015)

15. M. Brain, How electric cars work (2002). Accessed 29 Jan 2010

https://www.consultancy.in/news/901/indian-electric-vehicles-market-to-take-off-in-2020-says-arthur-d-little
https://www.iea.org/data-and-statistics/charts/electric-vehicle-stock-in-the-ev3030
https://www.weforum.org/agenda/2019/10/how-can-india-transition-to-electric-vehicles-heres-a-roadmap/


Modelling and Simulation
of Grid-Connected Renewable Energy
Systems

Ankush Sinha and Shashi Bhushan Singh

1 Introduction

Integration of unconventional sources to the grid has increased by leaps and bounds
in the last few years. Because of a number of merits such as uncomplicated and
reasonable designs, efficient execution etc., grid connection has become one of the
favoured modes of utilising renewable energy resources, whether it may be wind or
solar. It is quite advantageous at the time of disaster by providing reinforcements
during emergency situations. What is more in most cases of small-scale DGs, trans-
former is also, not required that makes system more accessible, cost-effective and
modest [1, 2]. Also, it engages net-metering by which if SPV system produces more
power than consumption during a sunny day, this excess solar power will be returned
to the power grid to rotate your electric meter in retrograded direction, and when this
happens, the local power provider must usually provide credits for excess generated
power [3]. In Sect. 2, components for integrating DGs with grid with its advan-
tages have been discussed. In Sect. 3, challenges and solutions related to this topic
have been discussed. Section 4 explains the simulation and work done. Results and
discussions are shown in Sect. 5 and conclusions and future scope are discussed in
Sect. 6.
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2 Interfacing Small-Scale DGS with Grid

Power conversion and conditioning are indispensable, if one needs to homogenise
the output from RES and grid. DC–DC converters and inverters are employed for
performing the conversion job, whereas filters are deployed for conditioning [1, 4].

2.1 DC–DC Converters

DC–DCConverters are integral part of integrating RESwith the grid. Normally boast
converters are used as the output voltage from these sources that are not good enough
in magnitude to be fed directly to the load or to the grid. Hence, they step up the
voltage to the desired levels [1]. In most cases, power from RES is intermittent as
it is heavily dependent on external environmental conditions. Hence, they not only
augment the voltage but also mingle with the MPPT circuit to feed maximum power
at the output [4, 5].

2.2 Three Phase Inverter

The acquired DC voltage from the PV system is connected to the DC/AC converter
via a DC/DC converter, which intensifies the voltage from PV system and then an
inverter converts the DC voltage to AC voltage and current and connects it to the
power grid for grid applications and individual loading for stand-alone applications
and the output voltage and frequency, which is regulated by inverter and has to be
synchronised with grid [6, 7].

2.3 Filters

Power output from inverter cannot be fed directly to the grid or load because of its
substandard and low-grade power quality of the output. Normally on the grid side,
passive filters are employed to compensate reactive power, improve power factor,
and reduce harmonics and other power quality and related issues in the system.

A combination of inductors and capacitor banks is designed and implemented
to combat a number of quality-related issues [8]. In modern times, active power
filters and discrete filters are also used, may not be directly connected to the grid,
but commingle with the control schemes that are conceived to enhance the power
quality [7].
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3 Challenges in Grid-Integrated RES

There are a number of confrontations that one has to face before integrating RES to
the grid, for instance, protection issues, islanding, voltage and frequency variations,
grid desynchronisation, harmonics and flicker etc., and many other hurdles that have
to be passed before integrating DGs to the grid [9–11]. This paper deals with solving
the issues of harmonics and grid synchronisation; hence, they have been discussed
in this section.

3.1 Grid Synchronisation

The voltage fluctuation due to DG’s synchronisation with an Electric Power System
(EPS) region does not exceed 5 per cent of the PCC prevailing voltage point. With
synchronism loss protection, the disconnection of 250 kW or greater DGs from the
EPS region can be rendered without deliberate time delay [4]. DG at all times has
to maintain system frequency and should cease feeding to utility if the frequency
swerves from the specified range for at least that time [4].

3.2 Harmonics and Flicker

Harmonic adulteration is a major concern for power system professionals due to
increased losses, unnecessary heating in rotating machinery, and acute interference
with communication circuits that share common AC power lines and produce noise
leading to misleading results. Harmonic frequencies are the integral multiple of
fundamental frequency that arise due to a number of reasons, the chief reasons
behind that is non-linearity of modern loads like furnaces, VFDs, UPS etc. [12].
Only fundamental frequency constitutes to useful AC power and other frequencies
only make their contribution in losses and a parameter has been devised to quantify
harmonics, which is known as Total Harmonic Distortion (THD) [5].

T HD =
√
V 2
RMS

V 2
1

− 1

where
VRMS is the RMS value of the whole signal
V1 is the RMS value of fundamental component of signal

The importance of the problems arising through harmonics from converters has
prompted some agencies to impose restrictions on those converters [13]. IEEE stan-
dard 519 imposes a restriction on both current and voltage harmonics from the
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converters or from non-linear loads. IEEE Std. 519 first came into existence in 1981
and last revised and updated in 2014. THD limits as considered by IEEE that must
not exceed 5% at any times [14]. For safety and protection issues, IEEE introduced
Std–1547–2003, which was revised in 2018 for DR interconnection with the main
electrical power systems, which is accepted worldwide by most electrical utilities
and they consider it as a guiding light while interfacing DGs with the grid. One of the
main features of this standard is, if due to faults or other disturbances, the voltage and
frequency deviate from the recommended base values, DGs need to be disconnected
from the main grid [15].

3.3 Grid Synchronisation Algorithms

To obey grid codes and implement guidelines issued by the authorities, several algo-
rithms and control schemeshavebeendevised and anumber of articleswere presented
in the literature. For example, LST/ILST algorithm, SRF theory andmany others have
been utilised for grid synchronisation and power quality enhancement [16, 17]. In
this paper, SRF theory was employed; hence, it has been briefly discussed below.

3.4 SRF Theory for Synchronisation

SRF Synchronous Reference Frame in coalition with PLL is another algorithm for
grid synchronisation. It is also called dqPLL algorithm [4].

DqPLL uses equations of Park’s transformations. This transform converts the
time-domain components of a three-phase system in an abc reference frame to
direct, quadrature, and zero (dq0) components in a rotating reference frame. This
can preserve the active and reactive powers with the powers of the system in the
abc reference frame by implementing an invariant version of the Park transform.
For a balanced system, the zero component is equal to zero [18]. Considering d axis
voltage rotating reference frame leading the a axis in three-phase reference frame by
angle at t = 0 and d axis is rotating at rad/sec, hence = and q axis is considered in
quadrature, that is, 90° phase apart from d axis as shown in Fig. 1 [4].

Equation 2 delineates the relationship between dq and abc reference frames.

[
Vd

Vq

]
= 2

3

[
cos θ

− sin θ

cos(120 − θ)

− sin(120 − θ)

cos(240 − θ)

− sin(240 − θ)

]⎡
⎣Va

Vb

Vc

⎤
⎦ (2)
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Fig. 1 Phasor diagram-abc
to dq

4 Simulation and Work Done

The main part of the simulation is based on SRF theory for fundamental extraction
and grid synchronisation. The basis of this work is taken fromA.K. Verma, B. Singh,
and D.T. Sahani [19] and J. Saroha, G. Pandove and M. Singh [20] and they have
worked on the same, grid integration of SPV formulating control schemes to ensure
admirable power quality at load and to the grid [19, 20]. In this chapter, the role
of filters in insuring power quality and the comparison between the results in the
presence and absence of filters has also been discussed. Along with that filter, the
characteristic response is also shown which the papers in references [19, 20] have
not discussed.

4.1 Schematic Representation with Main Control Scheme

Diagrammatic representation of grid-connected solar photovoltaic system is shown
in Fig. 2. First, DC output of 400 V, 15KW is considered from Ref. [21]. Then the
DC output from the RES is amplified to the desired level by DC–DC boast converter,
parameters of the converter. After that the amplified DC output is inverted to AC
by DC–AC converter comprising of MOSFET AC switching devices and triggering
pulses/signals to these switches is controlled by the control schemes, which is further
discussed in this chapter. The converted AC output is not fit to be directly fed to the
load or grid as the output from the inverter is rich in harmonics and also devaluates
the power factor at load. Hence, passive filters, i.e. combination of inductors and
capacitor banks are required to keep a check of the reactive power.

Here we have considered two types of load and have evaluated the results. In
the first case, we considered linear RL load and have analysed the results, and in the
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Fig. 2 Diagrammatic representation of grid-connected solar photovoltaic system

second case, we have considered three-phase non-linear dynamic load and visualised
if system is working in satisfactory conditions.

Main control scheme is described inFig. 3. TheDCoutput from the boast converter
is compared with the reference DC voltage Vref*. The voltage from boast converter
contains ripples. These ripples need to be separated to have admirable power quality
at AC side. The error is then reduced by PID controller with values Kpd = 2 and Kid
= 1.5 [19].

The output of PID controller, i.e. Id* is then compared with DC current output
of boast converter and the resultant is considered as Id, i.e. d phase current to be
fed to dq0 to abc converter (Inverse Park’s Transform), which generates three-
phase currents, i.e. Ia*, Ib* and Ic*, which is then compared with reference three-
phase current in hysteresis current controller, which generates triggering signals for
respective MOSFETs in the inverter circuit.

Fig. 3 Main control scheme
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4.2 Auxiliary Control Schemes

Thework also includes two control schemes, first for referenceDC voltage extraction
and next for three-phase reference current extraction.

The block diagram of reference voltage extraction is shown in Fig. 4. The three-
phase grid voltage is considered as alluded voltages, which is transformed into αβ0
by Clarke transformation and value of Vref* is given by Eq. 3

V ∗
re f =

√
2

3

(
V 2

α + V 2
β

)

Figure 5 shows the control scheme for reference current extraction. In this scheme,
three-phase load currents, i.e. Ia, Ib, and Ic are transformed into αβ0 using Eq. 6. It
is then transformed back to reference three-phase current by Inverse Park transfor-
mation. The three-phase load current contains number of harmonic currents other
than fundamental. Hence, the transformed DC from Clarke transformation contains
a DC ripples, hence generating erroneous reference and hence randomistic AC side
outputs. Hence analogue butter-worth second-order filter is added to separate out

Fig. 4 Auxiliary control scheme for reference voltage extraction

Fig. 5 Auxiliary control scheme for reference current extraction
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Fig. 6 Magnitude response of second-order butter-worth Filter

Fig. 7 Phase response of second-order butter-worth Filter

ripples from converted DC output and then inverse park transformation block enables
these signals to be considered as reference signals for HCC block.

4.3 Filter Characteristics

Figures 6 and 7 show the magnitude and phase response of a second-order low pass
butter-worth filter.

5 Results and Discussion

Figure 8 shows the AC side results when filters are not added in the control scheme
for RL load. The waveform depicted in this figure is quite randomistic, which can
be depicted from the figures.

When filter is added in the schemes, the control voltage inDC side is nearly ripple-
free and reference three-phase current with filter is nearly sinusoidal as is depicted
from Figs. 10 and 11.
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Fig. 8 AC side results with RL load without filter

Here we have considered the system with two kinds of load. In the first case, the
credibility of system is tested with linear RL load, and in the second case, three-phase
dynamic load was added and results were verified.
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Fig. 10 Control voltage

Fig. 11 Reference three-phase currents

Case 1

Figure 12 shows the AC side results of the system with RL linear load. With this
figure, it is clear that in presence of filter, AC side parameters that are load phase
and line voltage and grid and load currents have a much better wave shape and hence
have low THD values, and frequencies are synchronised with grid.

Figures 13, 14 and 15 depict the grid, inverter output, and load powers, respec-
tively. Power transferred to load or grid from RES is nearly at unity power factor.
Also after initial transients, power is nearly constant, hence keeping system stable.

Case 2

In this case, three-phase dynamic load was connected and results were obtained.
Figure 16 shows the AC side results with this load. Figures 17, 18 and 19 depict the
load, inverter output, and grid powers, respectively.

With Table 1 and all the above figures, it is clear that why filter is necessary in
the system.
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Case 1

Fig. 12 AC side results with RL load
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Fig. 13 Grid power with RL load

Fig. 14 Inverter output power with RL load

Fig. 15 Load power with RL load
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Case 2

Fig. 16 AC side results with three-phase dynamic load
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Fig. 17 Three-phase dynamic load

Fig. 18 Inverter output with three-phase dynamic load

Fig. 19 Grid power with three-phase dynamic load
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Table 1 THD results with
and without filter in RL load

Circuit parameters THD without filter THD with filter

Grid current 45.6% 3.65%

Load current 54.3% 2.79%

Load line voltage 47.2% 2.72%

Load phase voltage 54.9% 2.74%

6 Conclusions and Future Scope

A lot of thought processes have been done andwith analysis of a number of literatures
that were available in the direction of research has been done in this paper and results
have been discussed and inspected by developing the simulations using MATLAB
SIMULINK. A software prototype of grid-connected RES system has been worked
upon and analysed. We have tried to address some of the issues related to power
quality at the grid as well as at the load side. The results at the AC side are more than
par for the course as far as IEEE std. 519 is concerned for both type of loads and
would be suitable formost of the grid codeswith slight alterations inmagnitudes. This
is a general control scheme, which can be used for any small-scale grid-connected
RES system, which may be SPV, fuel cell or any other RES system that produces
DC output. Also, if worked upon more in this direction, with improvements in DC
side with some modifications, or use of bidirectional converters, this can be used
for charging and discharging of electrical vehicle whether may be Vehicle to Grid
or Grid to Vehicle. With some further modifications, in place of analogue filter use
of digital filter may be taken into consideration because digital filter has a number
of advantages like they remain uninfluenced by ageing and other environmental or
external conditions like noise, temperatures, pressures etc.; expeditious response;
low cost; modifiability and many other advantages over other filters.
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Wireless Sensor Network Node-Based
Locusts’ Protection for Agricultural
Fields

Kshitij Shinghal, Amit Saxena, Rajul Misra, and Vikas Kumar

1 Introduction

The year 2020 has been full of challenges for complete human kind. We can see in
Fig. 1 that, in early 2020, there was a break of novel Corona Virus, Covid 19, which
had a deep impact all over the world.

The world was trying to recover from the shock where the nature started giving
shocks one after another in form of storms, floods, conflicts, social conflicts, depres-
sion etc. as shown inFig. 1.While everyonewas trying to copewith the challenges, the
locusts swarm/hopper bands started raiding agricultural fields. These locust swarms
entered India towards several districts of Rajasthan from Pakistan’s Sindh province
and are affecting the north and central Indian states as shown in Fig. 2.

Figure 2 depicts the movement of locusts indicated by red arrows, the areas
affected are shown with red, orange and yellow dots in order of severity of locusts’
attack, respectively. These locust swarms keep on covering the area at an average
pace of about 30–35 Km/hr with the flow of wind [1–3]. They can travel 150 Km to
250 Km per day on average. This speed is much greater than the average speed of
human, bird etc. as shown in Fig. 3.
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Fig. 1 Challenges in the year 2020

Figure 3 helps to get an idea how fast locusts travel, covering large areas, ravaging
and destroying everything that is green and edible in their path. This was a damaging
blow to the people who were already striving hard to fight other calamities. Locusts
commonly known as grasshoppers have big hind legs for hopping. The classification
shown in fig. 4a, b, c represents grasshopper, a locust and a cicada, respectively.

The major difference between a grasshopper and a locust is that grasshopper does
not change its behaviour or appearance, whereas a locusts change their behaviour
and appearance. A locust is green and prefers to live alone when it is in solitary
form (when plenty of food is available) and becomes larger, brown in colour with
bigger eyes and tends to form swarms or bands of adults or hopping nymphs when
in Gregorian form (when food becomes scarse or scanty). Locusts in solitary as well
as Gregorian form are shown in Fig. 5 [4].

The locust eats everything and anything that is green bar a few exceptions. A desert
adult locust will consume roughly in terms of its own weight in food per day, which
is 2 grams on a daily basis. An awfully tiny part of a mean swarm (or regarding one
metric ton of locusts) consumes fare identical quantity of food per day as regarding
10 elephants or 25 camels or 2500 people as shown in Fig. 6.

During the rainy season or when food is available, the locusts remain in solitary
form and as food becomes scanty, it takes Gregorian form and starts migrating over
large distances in search of food. Generally, the locust lives about 3 to 5 months,
but their life depends on many factors such as weather, availability of food, climate
etc. In the next section, the authors discussed the proposed method, implementation
details, result and discussion followed by conclusion.
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Fig. 2 Route and impact of locust on Indian Subcontinent

2 Proposed Methodology

The locusts devour everything that is edible such as fruits, vegetables, leaves, plants
etc. that come into their path. The whole body of locusts is covered with biological
sensors and as soon as they touch anything, that is, food, they start eating it. The only
exception to this is ‘Neem Tree Leaves’. Locusts do not eat neem tree leaves and are
repelled from anything that has been sprayed with neem tree leaf water solution. This
fact is utilized in the present work to repel and change the route of locust swarms. In
present paper, WSN nodes are deployed in the vicinity of agricultural field as shown
in Fig. 7 for early detection of the movement of locust swarms. The WSN nodes are
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Fig. 3 Comparative average speed of locust

Fig. 4 Classification of a grasshopper, b cicadas, c locusts

Fig. 5 Locusts a Solitary
mode, b Gregorian mode [4]
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Fig. 6 Average food consumed by locusts in 1 day

Fig. 7 Wireless sensor network node deployed in field

deployed in near vicinity of the field. The complete block diagram of typical WSN
node used in the present work is shown in Fig. 7.

The arrangement to sprinkle neem water on detection [5, 6] of arrival of locusts
swarm is shown in Fig. 8.

The system shown in Fig. 8 consists of a neem water reservoir which in turn is
connected with pump. The pump supplies neem water solution to distribution pipes
that are connected through riser to the sprinklers. As the nodes detect an approaching
locust swarm, it sends signal to the actuator in vicinity to pump [7–9]. The actuator
turns ON the sprinkler system spraying neem water on the crop and fine mist in the
atmosphere. The WSN nodes have two sensors, namely, acoustic sensor and scent
sensor to detect the arrival of locust swarms or hopper bands. When locust swarms
move, they make a buzzing sound, which can be detected by acoustic sensor and they
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Fig. 8 Layout of agricultural field equipped with the proposed system

also release a smell for other locusts to follow their trail, the scent sensor detects this
smell, the combined output from these sensors confirms arrival of locust swarm. The
interface of acoustic sensor and scent sensor is depicted Fig. 9.

Further to remain in groups, they give off a scent that helps them to keep track
of one another. A small sensor (gas sensor) is used to detect this scent. The output
from these two sensors is sent to detect the early presence of locust swarms/hopper
bands. If the presence of locust swarms/hopper bands is detected, the WSN nodes

Fig. 9 Block diagram of WSN node
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Fig. 10 WSN node and actuator system on detection of locusts

send message to the field using LEECH Protocol [10, 11] as shown in Fig. 10. The
actuator situated at the field becomes activated as shown in Fig. 10 and starts the
sprinkler system.

The sprinkler system is connected to neem water reservoir as shown in Fig. 8. It
starts spraying neem water on the crops and agricultural field. The smell of neem
water forces the locust swarms to change their path leaving the crop of the field
unharmed.

3 Implementation Details

To implement the proposed system, a neem water reservoir has to be constructed in
the field as shown in Fig. 8. Furthermore, the sprinkler arrangement to spray neem
water has to be fixed in the field as depicted in Fig. 11. The actual deployment of
WSN nodes in the vicinity of the agricultural field is shown in Figs. 12 and 13.

The WSN node is fixed with two sensors: (1) Acoustic sensor and (2) Gas sensor
(as shown in Fig. 9, to detect the buzzing sound of the swarm and to detect scent
released from the swarm. The combined output of the sensors helps the processing
unit to take the decision whether the swarm is present or not. The power source
shown is battery,however, the additional power source in form of solar panel can be
added to prolong the battery life. Here, the size of WSN node is not important as
has to be deployed in remote areas, though timely detection and early warning is an
important parameter while implementing the present system. As early warning will
ensure that sprinkler sprays the neemwater solution on time producing enough smell
to divert the path of locusts swarms/hopper bands.
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Fig. 11 Activation of sprinklers system on detection of the locust swarm

Fig. 12 Interconnected WSN nodes

3.1 Hardware Description

The WSN node shown in Fig. 9 consists of the following components:

1. Acoustic Sensor
2. Smell Sensor
3. Transceiver
4. Processor Board
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Fig. 13 Actual deployed of WSN nodes

The features and specifications of the above components are given in the appendix.

3.1.1 Acoustic Sensor

SKU: 321988 shown in Fig. 14 is an analogue sound sensor microphone module for
Arduino. It is suitable for present applications, i.e. detecting sound of approaching
locust swarm.

Fig. 14 Acoustic sensor
SKU321988 [12]
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Fig. 15 Smell Sensor
MICS-5524 [13]

3.1.2 Smell Sensor

MICS-5524: Smell Detection Sensor Module shown in Fig. 15 is a robust MEMS
sensor for smell detection. It is suitable for present applications, i.e. detecting smell
of approaching locust swarm. However, it cannot tell you which gas it has detected
but can effectively detect the presence of locusts on basis of smell released by them.
When smell released by locusts is detected, the analogue voltage will increase in the
proportion of detected gas, which can also give an approximate idea about the size
of the swarm.

3.1.3 Transceiver

SKU:319016RF shown in Fig. 16 is RF transmitter receiver module working at 315
MHz and is a wireless link kit for Arduino. This Radio Transmitter and Receiver pair
is perfectly matched for the present application and allows controlling WSN nodes
from a distance up to 500 feet wireless.

3.1.4 Processor Board

WeMos ESP8266 D1 R2 V2.1.0 WiFi development board shown in Fig. 17 is an
ESP8266 WiFi-based board that uses the Arduino layout with an operating voltage
of 3.3V [15]. This processor board is perfectly matched for the present application.
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Fig. 16 Transceiver SKU:319016RF [14]

Fig. 17 WeMos ESP8266 processor board [15]

Fig. 18 Arduino open [16]. Source: IDE and ThingSpeak interface
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3.2 Software Description

Arduino open source IDE and ThingSpeak shown in Fig. 18 are open application
platform, which were used to establish communication protocol between nodes and
server. ThingSpeak offered an open source API that was used to interface nodes with
actuator. ThingSpeak is used to read data from sensors and actuate sprinklers. The
licence for ThingSpeak is under GPLv3 for open source use and can be licensed from
ioBridge for closed source applications.

4 Results and Discussions

The proposed system can be used effectively to:

(1) Detect the arrival of locusts swarms/hopper bands
(2) It can easily divert the path of locust swarms or hopper bands.

Figures 19 and 20 show the actual implementation of WSN node and field testing
of the node, respectively.

An important trade-off during the design is speed because early warning is neces-
sary for timely starting of sprinkler system, whereas size and power supply can be
compromised to get optimum speed.

Another important parameter is that we set the threshold of processing unit at
lower side, i.e. it will check the following conditions:

Fig. 19 Actual implementation of WSN node
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Fig. 20 Field testing of WSN node

(1) There is a high probability that swarm/hopper bands present. O/p: Sprinkler
started

(2) There are chances that swarm/hopper bands present. O/p: Sprinkler started
(3) There are medium chances that swarm/hopper bands present. O/p: Sprinkler

started.
(4) No chances of hopper band/swarm. O/p: Sprinkler not started.

Setting the threshold to lower level may start sprinkler in case of false event
detection. But in the present solution, false event detecting poses no loss as neem
water is in no way harmful for crop or agricultural field. In no case there should not
be a miss of locust swarm, however, to ensure that a few false triggering are bearable.

5 Conclusion and Future Work

In the present scenario, when the world is facing several challenges, the locusts pose
another threat of devastating fields, destroying crops. The proposed solution not only
solves the problem of locusts destroying the crops but also helps to divert the paths of
locusts swarms/hopper bands towards the barren lands. Once diverted towards such
direction, the swarmwill eventually die due to scarcity of food without the use of any
harmful chemicals, pesticides etc. In the present work, theWSN nodes and sprinklers
are deployed in the vicinity of agricultural field, but in near future by developing the
models and calculating the exact paths/routes of locust swarms, the present system
can be deployed on the borders to divert the path of locust swarms at the entry
point itself. Though doing so will require developing models and expenditure on
establishing the network and equipment on the border.
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Table 1 Specification of
Acoustic sensor [12]

IC chip LM386

Operating voltage(VDC) 5 V

Signal amplitude Vcc/2

PCB size (mm) 35 × 18

Mounting hole (mm) 3

Module weight 0.085 kg

Module dimensions 5 × 3 × 2 cm

Acknowledgements We owe our sincere feelings of gratitude to the management of MIT Group
of Institutions, Moradabad. We are also thankful to Prof. Rohit Garg, Director MIT, for his support,
guidance and suggestions, which helped us a lot to write the paper.

Appendix

1 Features of Acoustic Sensor

The features and characteristics of sensor module match the requirement of acoustic
sensor for the present application.The acoustic sensorSKU:321988has the following
features [12]:

1. Detectable sound signal size
2. Built-in filter–rectifier circuit, DC signal output
3. Good sensitivity, built-in amplifier circuit, adjustable gain
4. Voltage signal for sound intensity can be obtained by AD conversion
5. Analogue voltage signal output, signal amplitude VCC/2
6. Compatible for Arduino sensor interface.

2 Specifications of Acoustic Sensor

The specifications of Acoustic sensor are listed in table 1.

3 Features of Smell Sensor

This sensor is sensitive to [13]:

1. CO ( ~1 to 1000 ppm).
2. Ammonia (~1 to 500 ppm).
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Table 2 Specification of
smell sensor [13]

Model MICS5524

Input voltage ( Volt) 4.9−5.1

Maximum heater power dissipation (mW) 88

Relative humidity range (%RH) 5−95

Operating temperature range (Celsius) −30~85

Dimensions (mm) 20 × 13 × 3.4

Weight (gm) 1

Module weight 0.077 kg

Module dimensions 8 × 6 × 2 cm

3. Ethanol (~10 to 500 ppm).
4. H2 (~1 – 1000 ppm).
5. Methane / Propane / Iso-Butane (~1,000++ ppm).

4 Specifications of Smell Sensor

The specifications of smell sensor are listed in Table 2.

5 Features of Transceiver

This wireless transmitter and receiver pair operates at 315Mhz. They can easily
fit into a breadboard and work well with microcontrollers to create a very simple
wireless receiving frequency (MHz) data link. Since these are only transmitters, they
will only work communicating data one way, you would need two pairs (of different
frequencies) to act as a transmitter/receiver pair [14].

6 Specifications of Transceiver

The specifications of receiver module and transmitter module are listed in Tables 3
and 4, respectively.

7 Features of Processor Board

The board is controlled by the ESP8266 chip (a 32-Bit processor) and has a larger
flash memory compared with an Arduino Uno. It consists of 11 digital I/O pins and 1
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Table 3 Specification of
receiver module [14]

Model XY-MK-5 V

Operating voltage (VDC) 5

Quiescent current (mA) 4

Receiving frequency (MHz) 315

Receiver sensitivity −105 dB

Dimensions (mm) 30 × 14 × 7

Communication distance (m): 20–200 m

Table 4 Specification of
receiver module [14]

Launch distance (m) 20–200

Operating voltage (V) 3.5−12

Operating mode AM

Transfer rate (KB/sec) 4

Transmitting power (mW) 10

Transmitting frequency (MHz) 315

analogue (input) pin. The board can be connected using a Micro-B-type USB cable.
The D1 R2 is a WiFi capable ESP8266EX-based development board in the form of
the Arduino UNO board format. This board is compatible with the Arduino IDE and
with NodeMCU.

On-Board Switching Power Supply:

• Input Voltage Range: 9 V to 12 V
• Output: 5 V at 1A Max

8 Specifications of the Processor Board

The specifications of processor board are listed in Table 5.

Table 5 Specification of
processor board [15]

Microcontroller ESP8266

Digital I/O pins 11

Operating voltage(VDC) 3.3

Analogue I/O pins 1

Flash memory 4 MB

Dimensions in mm (LxWxH) 68 × 54 x 12

Weight (gm) 20

Module weight 0.105 kg

Module dimensions 6 × 6 × 2 cm
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Current Scenario of Solar Power
and Various Schemes for Stimulation
and Expansion of Solar Energy Sector
in India

Sunny Vaish, Ravneet Kaur, Deepika Bhalla, and Naveen Kumar Sharma

1 Introduction

Power and energy are among the key factors that have a significant contribution
towards the economy of a nation. Research projects that are linked to the utilities
for defining, formulating, implementing and then redefining for improvement finally
result in the national development along with the benefit of it reaching the consumer
[1]. During the last decade of the previous millennium, most of the utilities were
forces to their operations, structure and the ways the business was done. Earlier the
functioning of the utilities was vertical and closely held and the demand changes it
to an open system. The fast depletion of reserves of fossil resources for meeting the
energy demand of high-energy intense industries and the resulting visible change, the
use of these reserves caused to the environment caught the much-needed attention
for decelerating the dependence on fossil fuel. The industrial activity and demand
for development result in dumping carbon into the atmosphere; of the total 8 billion
tonnes of carbon emissions, 81.25% comes from fossil fuels and the remaining from
deforestation [2]. Renewable Energy Sources (RESs) such as pico and micro hydro,
solar, wind, biomass, fuel-cell, etc. are non-polluting, clean and can easily substitute
fossil fuels provided technology and economics are achieved.

The power sector in India is extremely diversified, and it also has a considerable
growth rate. For both capacity addition and energy security, the power sector of India
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is amongst the fastest growing along in the world, and along with it, it’s diversified.
Now solar power is an integral part of India’s energy expansion plan; it is not only
for capacity addition but also for energy security. With the restructuring in the power
sector, India looked towards solar power as an alternate source of energy. The utilities
started taking much interest in this energy that is free of cost and also environment
friendly for generation purpose. Since the last decade, the cost of generating power
has been lessening due to technology advances resulting in the decline in the cost
of equipment used in Solar Power Plants (SPP) along with efficient solar panels.
The need for skilled labour exists, however, the manpower required is lesser; hence,
the cost of operating a solar power plant is less in comparison to its overall cost.
Moreover, with the advancement of the automation of solar power plants, there is a
reduction in the cost of labour along with the cost of operation. Hence, the cost of
commissioning a solar power plant is bound to come down in the near future [1].

There was a change at the global level in the regulations and laws that govern the
power sector and India also has trailed this global change. In June 2003, Electricity
Act 2003 came into force in India with the objective for introduction of competition
for themuch-needed power for all and protection of the consumer interest. The provi-
sions of the Act were National Electricity Policy, Open access in transmission, power
trading, mandatory SERC rural electrification, open access in distribution, licence-
free generation and distribution, mandatory metering and in its absence stringent
penalties for power theft. The Electricity Act of 2003 replaced the Electricity Act
1910, Electricity Regulatory Commission Act 1998 and Electricity Supply Act 1948.
The aim of the Act and its subsequent amendments have been pushing the power
sector onto a route of robust commercial growth and enabled all the States and Centre
to move in synchronization and harmonization of their operations and management
for national development through reliable and cheap quality of power and energy
[3, 4].

As of 31March, 2020, the grid-connected installed total capacity from all sources
is 370106.46MW,which includes power from renewable and non-renewable sources.
More than half of the total installed from all sources is from fossil fuel, and coal
contributing to most of it, which amounts to be 55.43%. As per data of the Central
Electricity Authority (CEA) of India, the country is highly depended on coal for
meeting the demand for power and energy. The breakup of total installed capacity
from all the sources in India: of the 62.8% total thermal is 54.2% from coal, 6.7%
from gas, 1.7% from lignite and 0.1% from diesel. Figure 1 represents the graphical
bar representation of total generation including RES in BU (Billion Units) from all
sources. The RES data fromMinistry for New and Renewable Energy include Small
Hydro Project, Solar andWind Energy, Biomass Power, Biomass Gasifier and Urban
& Industrial Waste Power.

The above date of installed capacity is not what is needed for achieving a sustain-
able energy target for the future, the 71% dependence on fossil fuels is to be done
away with, which can be achieved by the exploitation of the potential available RES,
which would be an assured reduction of the environmental and ecological impacts
of power generation [5]. Greenhouse gas (GHG) emissions and air pollution are due
to the extensive use of lignite and coal. Growing fluctuation in the oil prices and its
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Fig. 1 Installed Capacityfrom all the sources in India [4]

import dependency, international bilateral issues among the oil-producing nations
are contributing to the additional economic burden and uncertainty of diesel-based
thermal units in the country.Highdependencyon import has resulted in greater energy
insecurity and the same could continue in future. The country needs to decrease
dependence on both coal and oil, and along with it focuses on RES to get a secure
and stable energy system [5].

In the recent past, India has been among the fastest-growing economy, this has
levied a massive burden on power sector for supplying adequate and reliable power
for both industrial and urban demands. This growing economy has made India the
third-largest consumer of electricity in the world [6]. As on date, the power genera-
tion is still insufficient to meet the demand, although there has been a considerable
annual addition in the generation capacity. Over the past decade, there have been
challenges such as fuel shortage for the operation of thermal units, infrastructure
issues for the hydro projects, high price for the import of technology for the renew-
able sector along with the subsidy for promoting it; the consequence is that the tariff
is increasing. Considering the irradiation level and the number of sunny days in India,
solar energy can offer a reasonably priced solution to the issue of power deficiency
and carbon footprints. The graphical representation of total generation including
renewable sources in BU is as shown in Fig. 2.

Solar radiation is plentifully available along with a guarantee of no rise in the
cost. Hence, moving towards renewable energy generation can provide relief from
increasing tariff and energy security for consumers. The potential of solar power in
SaudiArabia has been extensively discussed in reference [7] alongwith the economic
aspects of power and energy from the sun for that country. Solar energy technologies
provide an excellent opportunity for mitigation of GHG emission, thus reducing
pollution and retarding the global warming [8]. Suitable attention is required for
better development and utilization of RESs in India [9]. Sharma et al. presented
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Fig. 2 Graphical representation of total generation including renewable sources in BU [4]

the analysis of technology available and then economic paybacks of solar energy in
context with India until the year 2011 [10].

Today both the economic potential and technical up-gradation of solar energy are
changing very fast. Hence, recent statistics is indispensable for a precise approxima-
tion of power through solar energy. This work mollifies the objective by stating the
planning for the development of solar energy, setting the target, achievement of the
target and assessment of government initiatives. This paper covers the inclusive study
made by the authors of the existing electrical power in India with emphasis on solar
energy in terms of its availability, present status, targets laid and the attainments,
government initiatives, updated installed capacity along with future strategies. It is
intended to provide the recent information regarding solar energy sector in India in
regard with the deployment of technologies so as to harness solar energy for future
development of remote areas and reduction in fossil fuel dependence.

2 The Electrical Power Installed Capacity and Demand
Projection of India

Once in a few years, the Central Electricity Authority carries out Electricity Power
Survey (EPS) with the objective of planning of generation capacity, infrastructure for
transmission and distribution of power to load centres, by both the state/provincial
and the central/federal government in India. The past vs future of electricity demand
in India is shown in Fig. 3. The recently released 19th EPS projects the electrical
power demand of 1743 TWh (Tera watt hour), which is 6.59% of Compound Annual
Growth Rate (CAGR) from 2017. The peak load is 299GW (Giga watt), which is
6.32% CAGR by 2027 (CEA, 2017) [11].
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Fig. 3 Past vs Future of Electricity Demand [11]

2.1 Electricity Generation and Growth

The target of electricity generation in India for the year 2020–21 from conventional
energy sources has been aimed to be 1330 Billion Unit (BU), which is an ambitious
growth of 6.33% of the actual conventional generation of the previous year. For the
year 2019–2020, generation from conventional sources was 1250.784 BU, which is
a growth rate of about 0.12% from the preceding year. During 2019–2020, 1252.6
BU were generated as shown in Table 1 [4].

The target for electrical power generation from conventional sources for the year
2020–2021 comprises of 1138.533BUfrom thermal; 140.357BUfromhydro; 43.880
from nuclear and 7.230 BU import from Bhutan; this totals to 1330BU [4].

2.2 Future Projection of Power Requirement in India

By the end of the next decade, it is expected that the power demand will increase
by 128%. The estimation of the power demand by the industrial sector in 2014–
2025 is 550GW, and in the year 2029–2030, it will be 760 GW; which would be an
increase of 38.18% [12]. Looking at these projections, for sustainable development,
the solution to the increase in electrical power demand lies in the optimal utilization
of the available solar days [13].
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Table 1 Annual conventional power generation and its growth in India [4]

Year Contribution of conventional sources towards
power generation (billion units)

Percentage growth of generation

2009–2010 771.6 6.6

2010–2011 811.1 5.56

2011–2012 876.9 8.11

2012–2013 912.0 4.01

2013–2014 967.2 6.04

2014–2015 1048.7 8.43

2015–2016 1107.8 5.64

2016–2017 1160.1 4.72

2017–2018 1206.3 3.98

2018–2019 1249.3 3.57

2019–2020 1252.6 0.26

2020–2021 91.913 22.85

3 Renewable Energy Generation Capacity in India

India ranks amongst first few of the countries that produce substantial amount of
power from renewable sources [14]. As per statistics available on 31 March, 2020,
about 35.86% of India’s installed generation capacity is from new and renewable
sources; generating approximately 21.22% of total utility electricity in the country
[15]. The National Electricity Plan for the year 2018 National Electricity Plan sets
out ambitions to achieve 275 GW of renewable by the next 10 years, which would
increase contribution from the renewable sources to an estimated 24% in electricity
generation and 44% of installed capacity [16]. India has certain prominent locations
from where geothermal energy can be harnessed up for meeting the local demand.
With geothermal energy, another option after efforts on solar, wind, biomass has
shown promising results, now the Ministry of New and Renewable Energy (MNRE)
is targeting 1 GW of geothermal capacity by 2022.

The target of stand-alone renewable energy is comparatively easy to achieve;
however, there are many technical challenges for connecting power from renewable
sources to the grid. In the next 2 years (by March 2022), the government has a target
to achieve 175 GW of grid-connected renewable electricity. The breakup of which
is 57.14%, from solar, 34.28% from wind, 5.71% from biomass and 2.87% from
small hydropower. As of 30 April, 2020, India has 45699.22 MW of installed large
hydro capacity. Excluding this contribution from the large hydropower, the installed
grid-interactive renewable power capacity as of 30 June, 2020 is depicted in Fig. 4.
Assessing the statistics, it can be concluded that new and fast-developing renewable
energy sources, managed by the MNRE, are gaining much-needed momentum.

India’s renewable installed power capacity target for 2020 is 175 GWalready,
50.09% of it has been achieved. The total installed grid interactive renewable power
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Fig. 4 Installed grid-interactive renewable power capacity [15, 15]

capacity (excluding large hydropower) is 87669.16 MW as of 30 June 2020. For
meeting the ambitious target of installed capacity, as on 30 June 2020, as far as
the solar power is concerned, nearly half of the target has been achieved, which is
around 35122.30 MW. The target attainment is being achieved on daily basis from
both roof and ground- mounted panels. Even the installation of power from wind is
more than halfway towards achieving the target, the total installed grid interactive
wind power is almost 37829.55 MW. The eminent among achieving the target is
small hydropower that is above 90%. The contribution of both Biomass bagasse
and non-bagasse cogeneration has already reached 95% of the target. The pace of
achieving the target is considerable despite the lockdown due to the pandemic 2020.

3.1 Renewable Energy Potential, Target and Regulatory
Support

Regulatory provisions play a vital role in encouraging the investment in solar energy.
The GOI has a renewable energy target of 175 GW, this will result in accelerated
investments in the area. As per the market survey of the Deutsche bank conducted
earlier, it was expected that by the year 2019–2020, the annual capital investment
in the solar energy sector will surpass that of coal, which is due commitment by
global investors worth US$35 billion [18]. This report also estimated that starting
from the financial years 2016–2017, the dependence on fossil fuel (primarily coal)
can be cut down by 8% by having 5 GW of solar capacity addition per year for 5
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years. The results include savings through reduced coal imports along with a signif-
icant reduction in GHG emissions [19]. To promote renewable energy penetration,
state electricity regulatory commissions are required to aggressively emphasize the
installation and use of RES within their jurisdiction. The State Government can
promote renewable energy by providing preferential tariffs for installing renewable
generators, and the Central Government can provide additional support by allowing
open access to the power grid for renewable energy consumers and generators. As
part of its 12th 5-year plan, the government aimed to add 30 GW of new renewable
energy capacity by 2017 [23]. In 2008, a target was set of achieving 15% solar energy
penetration in India by 2020.

As per the requirement of the National Action Plan on Climate Change (NAPCC)
under the Electricity Act, so as to strengthen the existing Renewable Purchase Obli-
gations (RPOs), the RPOs set state-wise purchase targets for both the electrical distri-
bution companies and the consumers, for sourcing renewable electricity from third-
party generators through the grid [19]. The Electricity Generation (GWh) through
RES against Total Utility Power Installed since 2014–2015 is given in Table 2.

The renewable energy targets of 175 GW, which consist of 100 GW generation
by solar, and 40% of which will be from rooftop solar [22]. This is a quantum leap
from the solar target of 20 GW by 2022 set under the Jawaharlal Nehru National
Solar Mission (JNNSM). The new targets include 60 GW of wind power, 10 GW of
biomass and 5 GW of small hydro. To achieve these targets, India needs to invest
about US$200 billion [24] in the renewable sector. The targets contribute towards the
commitment by India submitted to the United Nations Framework Convention on
Climate Change (UNFCCC) in December 2015. The commitment was made ahead
of the Global Conference of the Parties (COP21) climate talks in Paris.

Table 2 Renewable Electricity Generation among Total Utility Power Installed Year-wise
renewable energy generation (GWh) [20]

Source 2014–2015 2015–2016 2016–2017 2017–18 2018–2019 2019–2020

Large Hydro 129,244 121,377 122,313 126,134 135,040 155,970

Small
Hydro

8,060 8,355 7,673 5,056 8,703 9,366

Solar 4,600 7,450 12,086 25,871 39,268 50,103

Wind 28,214 28,604 46,011 52,666 62,036 64,639

Bio mass 14,944 16,681 14,159 15,252 16,325 13,843

Other 414 269 213 358 425 366

Total 191,025 187,158 204,182 227,973 261,797 294,288
[21]

Total utility
power

1,105,446 1,168,359 1,236,392 1,302,904 1,371,517 1,385,114

Percentage
renewable power

17.28% 16.02% 16.52% 17.50% 19.1% 21.25%
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3.2 Scheme to Promote Solar Energy

The National Action Plan for Climate Change (NAPCC) in June 2008 initiated the
development of solar technologies in India. To take it further, in November 2009,
National Solar Mission was initiated. Jawaharlal Nehru National Solar Mission”
(JNNSM) aimed to reach parity with the grid power tariff by 2022. This targets the
development and deployment of solar energy technologies in the country [16, 16].

4 Current Scenario of Solar Power in India

In recent years, as the need for more and more power for development is increasing,
the role of solar energy sources has also been increasing with minimum ecological
impact.

4.1 Grid-Interactive Solar Power

Solar energy is free, does not produce any waste during the process of power gener-
ation, it is secure and simple to maintain. Figure 5 details the installed capacity of
Grid Interactive Solar Photovoltaic (SPV) power for all the states, which is 35122.30
MW in India as of 31 June 2020. Karnataka ranks first as the solar state; it had
a 5,000MW installed capacity by the end of the financial year 2017–2018. This
includes Pavagarh solar Park of installed capacity of 2050MW, which was the world
second largest photovoltaic solar park. The second-largest solar power state of India
is Rajasthan; total photovoltaic capacity by the end of 2020, it will be of capacity
5222.86 MW. Bhadla photovoltaic solar park is the world’s largest solar park as of
March 2020, located in Bhadla, Phalodi tehsil, Jodhpur district, Rajasthan. The solar
park has a total capacity of 2245 MW by the end of March 2020. Tamil Nadu has
the third highest operating solar power capacity in India, and as on June 2020, the
total operating capacity is 3918.10 MW.

Telangana ranks fourth with the solar power installed capacity of 3689.36MW.
Installed photovoltaic solar capacity in Andhra Pradesh is 3618.77 MW, at the fifth
position. Andhra Pradesh has three photovoltaic solar stations, these are: Anantha-
puramusolar park, Kurnool solar park and Kadapa solar park, having an approved
solar capacity of 1500 MW, 1000 MW and 1000 MW, respectively. Gujrat is in sixth
position in developing solar power, and by the end of June 2020 its total photovoltaic
capacity reaching 3053.69 MW. Madhya Pradesh is at seventh position with its total
photovoltaic capacity reaching 2311.80 MW. Madhya Pradesh has two solar power
stations; the approved solar power capacity for Neemuch-Mandsor solar park and
Rewa Solar Park is 750MW.Maharashtra, Uttar Pradesh and Punjab are next in order
they have a total installed solar power capacity of 1869.97 MW, 1174.10 MW and
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Fig. 5 State wise installed capacity of Grid-Interactive Photovoltaic Solar Power [27]

947.10MW, respectively. These top 10 solar power states contribute 90% of the total
installed capacity of Grid-Interactive photovoltaic solar power in the country. Other
10% installed capacity of Grid-Interactive photovoltaic solar power comes from the
remaining left states in the country.

4.2 Off-Grid Installed Solar Power

Solar energy in its various forms has been successfully harnessed by India, by the
end of June 2020, 17.21 lakhs Home Lighting System (HLS), 7.31 lakhs Street
Lighting System (SLS) and 75.49 lakhs Solar Lantern (SL) have been installed
and are operational. There are 256156 solar photovoltaic (SPV) pump systems and
Solar Power Plants (SPP) reached 215767-Kilowatt peak (kWp). Figure 6 gives the
Decentralised/Off-Grid solar energy devices/systems in India.
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5 Ranking of India’s Solar Capacity

There has been an exponential rise in the last decade in the renewal energy installation
across the globe. Figure 7 shows the cumulative solar power installation capacity of
countries across the globe.
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Fig. 7 Country-wise solar power installed capacity [29]
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Worlds’ global solar installed capacity is 673000MW, where India ranks fifth.
India’s total Solar Photovoltaic Capacity contributes approximately 6.8% to global
renewable solar energy installed capacity. China contributes 32.6% of the global
renewable energy installed capacity; its contribution is with 204700MW. TheUnited
States, Japan, Germany, Italy, Australia, United Kingdom, South Korea, France and
all other countries stand at second, third, fourth, sixth, seventh, eighth, ninth, tenth
and so on, respectively, positions for solar power installed capacity in the world with
75900 MW, 63000 MW, 49200 MW, 20800 MW, 14600 MW, 13300 MW, 11200
MW, 9900 MW and 121600 MW, respectively.

India has been making consistent and sincere efforts to meet the ambitious 2022
targets. The installed capacity of solar power is close to half of its target; it stands
at 35122.30 MW as of 30 June 2020. The target is expected to be attained by the
ongoing installation and expansion programmes.

Most of the Indian states have significant solar insolation throughout the whole
year, which include Karnataka, Andhra Pradesh, Gujarat, Tamil Nadu, Rajasthan,
Maharashtra,MadhyaPradesh, Punjab, Telangana,Uttar Pradesh, etc. Figure 8 shows
the installed solar projects state wise. Both the central and state governments are

Fig. 8 State-wise status of Solar power installed capacity in India [27]
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working towards installing more and more solar projects and providing subsidy
where necessary.

5.1 Solar Power Progress of India in 2020–2021

As per records of MNRE, scheme-wise solar progress is given in Table 3. Grid
interactive or Grid-connected and off-grid are the two types of solar power
productions.

Grid interactive solar power is further categorised asSolar Power–groundmounted
and Solar Power–roof top. The capacity of the ground mounted and rooftop type
is 32305.15 MW and 2817.15 MW, respectively. Off-grid SPV systems contribute
980.84 MW.

6 Initiatives by Government of India for and Promotion
of Renewable Energy

To cater for all the aspects of new and renewable energy, the Ministry of Power
of Government of India(GOI) created a new department in the year 1982, naming
it as the Department of Non-Conventional Energy Sources (DNES). Looking into
the requirement for more efforts in the direction of renewable energy, in 1992, this
department was upgraded into a separate Ministry and was called the Ministry of
Non-Conventional Energy Sources (MNES). In October 2006, it was renamed as
Ministry of New and Renewable Energy (MNRE).

Table 3 Scheme wise solar
physical progress in
2020–2021 [17]

Type of solar
power scheme

Target Achievement in FY- 2020–21

During
April-June 2020

Cumulative as
on 30.6.2020)

I. Grid interactive solar power (Capacities in MWp)

Ground
Mounted

9000.00 192.66 32,305.15

Roof Top 2000.00 301.85 2817.15

II. Off-grid/captive solar power (Capacities in MWEQ)

SPV Systems 500.00 2.45 980.84

TOTAL 11,500 496.96 36,105.14
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6.1 Institutions Under the Ministry of New and Renewable
Energy

The MNRE set up five institutions of excellence to promote renewable energy,
three of these institutions are autonomous bodies and two public sector undertak-
ings. The Autonomous institutes are National Institute of Solar Energy (NISE) at
Gurugram in Haryana, National Institute of Wind Energy (NIWE) at Chennai in
Tamil Nadu and National Institute of Bio Energy (NIBE) in Kapurthala in Punjab.
The two public sector undertakings (PSU) are Indian Renewable Energy Develop-
ment Agency (IREDA) and Solar Energy Corporation of India (SECI) in Delhi.
The autonomous institutes undertake activities related to research and develop-
ment, standardization, certification, testing, skill development, resource assessment
and awareness in their respective energy source and associated technologies. The
Ministry established a non-banking financial institution under the administrative
control named IREDA, the objective of this PSU is to provide term loans for renew-
able energy and energy efficiency projects for all the renewable energy sources. SECI
comes under the Companies Act—Sect. 3, it is the executing branch of the Ministry
for implementation of solar and wind energy projects [26].

6.2 Schemes Under GOI to Boost RE Sector

For sustained industrial growth in specific and national development in general, the
power and energy sector are the key sectors for any country. GOI has also recognised
the power sector for sustained industrial growth. The initiatives taken by GOI for
the improvement of renewable energy contribution to the power sector have been
mentioned below:

A. National Thermal Power Corporation Limited (NTPC)

Through NTPC, VidyutVyapar Nigam Limited (NVVN) under Phase-I imple-
mented a total of 1GWsolar power, this power comes under projects that are grid
interactive. These large solar power plants are connected to grid at 33 kV and
above voltages. These comprise 500 MW capacity Solar Photovoltaic (SPV)
and Solar Thermal (ST) technologies. The National Solar Mission (NSM) is
amongst the GOI initiatives under National Action Plan on Climate Change,
which has three stages. The first stage is Migration Scheme, the second is NSM
Phase-I, Batch-I and the third is NSM Phase-I, Batch-II.
So as to give a quick start to the NSM, and also to have a swift and smooth
implementation of the then on-going projects of solar power that were in the
implementation stage in different States, in Feb 2010, the government made
an initiative to allow the migration of those ongoing projects into NSM. From
the then ongoing projects, 16 projects of 54 MW SPV and 30 MW ST capacity
were mitigated for long-term procurement of power by NVVN. The Central
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Electricity Regulatory Commission (CERC) notified tariff for 2010–11 for the
mitigation scheme, whichwas decided to be 17.91| per unit for SPV and 15.31|
per unit for ST.

B. National Solar Mission

The status of NSM Phase-I, Batch-I & Batch-II, provisions, allotment, tariff
and commissioning is:

(1) Reverse bidding method is used for the allotment of projects, bids were
invited in two batches, namely, NSM Batch-I and nSMBatch-II. Bids for
the same were invited in two batches. In August 2010, bids were invited
for SPV (150 MW) and ST (470 MW) projects under Batch-I, and in
August 2011, bids were invited for SPV (350 MW) projects.

(2) Theproject capacities forBatch-Iwere for bothSPVandST,with capacity
up to 5 MW and 100 MW, respectively. Allotment was made to 28 SPV
projects having a total capacity of 140MW and 7 ST projects with a total
capacity of 470MW. The aggregate of combined SPC and ST projects
was 610MW. The bids of the power tariff for SPV were at an average of
12.12 | per unit, in the range of 0.95| per unit to 2.76 | per unit, For ST
projects, bids of the power tariff were at an average of 11.48| per unit in
the range of 10.49| per unit to 12.24| per unit. As for the commissioning
status of NSMPhase-I, Batch-I, it stands at three ST projects of aggregate
200 MW capacity and 28 SPV projects of aggregate 140 MW capacity.

(3) The project capacities for Batch-II were 5MW to 20MW for SPV. Allot-
ment was made to 27 SPV projects having a total capacity of 340MW.
The bid tariff was at an average of 8.77| per unit, in the range of 7.49|
per unit to 9.44| per unit. As for the commissioning of the projects, the
status of NSM Phase-I, Batch-II is 330MW capacity.

(4) Under the NSM Phase-I, two additional projects were allocated. One of
the SPV projects was of 10MW capacity set up by the Solar Corporation
of India (SECI). The other SPV project was of 5MW capacity set up by
Delhi Mumbai Industrial Corridor Development Corporation Limited.

(5) Under the unbundling scheme of NSM Phase-I, SPV projects of 533MW
and SP projects of 200MW have been commissioned.

(6) NVVN purchases power at the decided tariffs from the commissioned
plants and sells it to the State Utilities and the distribution companies
(DISCOMs). This works under a mechanism of bundling power from
unallocated quota of power coal-based stations ofNTPConequal capacity
basis. There are 17 thermal plants that are a part of this bundling. The
bundling was done so as to effectively reduce the average per unit cost of
solar power that the State Utilities and DISCOMs are bound to purchase.
A revolving fund of Rs.486 crore has been established as a Payment
Security Mechanism ensure timely payments to developers in the event
of delays or defaults in payments by State Utilities and DISCOMs in the
payments to be made to NVVN.
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III. NTPC State-Specific Bundling Scheme

In the year 2015, a scheme, namely, State-Specific Bundling Scheme was
introduced. This scheme permitted solar power projects to bundle with coal-
based power projects. The ratio of solar power to coal-based thermal power
for dandling is 2:1. The sole objective to bundle solar and coal projects was
to bring down the tariff. The target capacity to be bundled was 3000MW
under the scheme. In the year 2018–19, 2750 MW, and in 2019–20, 200
MW has been commissioned. The Kadapa Ultra Mega Solar Park in Andhra
Pradesh was commissioned in 2020. The remaining 50MW is ready and will
be commissioned in 2020–2021.

IV. Development of Solar Parks and Ultra Mega Solar Power Projects

(i) In December 2012, the Scheme for Development of Solar Parks and
Ultra Mega Solar Power Projects was rolled out. This scheme has an
aggregate capacity of 20,000 MW. Later the capacity of the Solar Park
Scheme was doubled and it stood at 40,000 MW in March 2017. The
target of this enhancement was to be met with by setting up 50 solar
parks by the year 2021–22.

(ii) In general, the capacity of a solar park is 500MWor above. The projects
are implemented only in non-agricultural land. To set up a solar park for
each MW capacity roughly 4 to 5 acres of land is required. However,
smaller parks with a capacity up to 20 MW are also considered in
States/UTs, where there is insufficient land is available. The total central
grants approved under the Scheme for Development of Solar Parks and
Ultra Mega Solar Power Projects is Rs.8100 crore.

(iii) There is the provision of financial assistance for the solar parks by the
SECI. The financial support provided by GOI through the Ministry for
the detailed project report of a solar park project is Rs.25 lakh. There is
an additional provision ofRs. 20 lakh, ofwhich 60% is earmarked for the
development of the internal infrastructure and the remaining 40% is for
the development of external power evacuation infrastructure of solar
park, otherwise 30% of the project cost, including grid connectivity
cost, is provided. The lower amount of the two is given on achieving
the milestones prescribed in the scheme.

(iv) Solar Park Scheme has a target to develop at least 50 solar parks. These
parks should have an aggregate installed capacity of 40,000 MW of
solar power and these must be developed by 2021–22. Up till December
2019, based on the proposals received, an aggregate capacity 22,879
MW has been approved, these are 39 solar parks distributed across 17
States. They are parks that are at different stages of development in
different states. As per the status of land for the development of solar
parks, 82,600 acres out of 1,31,000 lakh acres of land identified have
been acquired. Solar projects of an aggregate capacity of 7767MWhave
been commissioned and the details are given in Table 4.
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Table 4 Solar Projects commissioned inside Solar Parks till 31 December 2019 [26]

Sr
No

Solar Park Capacity Approved (MW) Capacity Commissioned
(MW)

1 Pavagada SP, KA 2000 2000

2 Kurnool SP, AP 1000 1000

3 Bhadla-III SP, Raj 1000 900

4 Ananthapuamu SP, AP 1500 887

5 Rewa Solar Park, MP 750 735

6 Bhadla-II SP, Raj 680 680

7 Bhadla-IV SP, Raj 500 500

8 Ananthapuamu-II SP, AP 500 400

9 Neemuch-MandsorSP,MP 750 250

10 Kadapa SP, AP 1000 200

11 UP Solar Park, UP 440 165

12 Kasargod SP, Kerala 200 50

Total 10,320 7767

E. Scheme for SPV projects under Ministry of Defence

Under Phase-II/III of NSM, with the Viability Gap Funding (VGF), there is a provi-
sion of setting up Grid-Connected Solar PV Power Projects by defence establish-
ments. The establishments under Ministry of Defence and Para Military Forces
come under this scheme. The proposed renewable energy capacity of 300MW under
Ministry of Defence was approved by GOI in January, 2015. Approval for 241 MW
has been given to different Defence Organisations, out of which, 53.11% is already
commissioned and balance capacities are under implementation stage. Table 5 gives
the details of the defence schemes.

Table 5 Present Status of Defence Scheme (as of 31 December 2019) [26]

Sl
No

Ministry Org Capacity Approved
(MW)

Capacity
Commissioned (MW)

1 Department of Defence
Production (116.5 MW)

OFB, Kolkata 7 7

2 BEL 75.5 62.5

3 BDL 10 10

4 HAL, Nashik 15 15

5 Of, Kanpur 5 5

6 MIDHANI 4 4

7 Department of Defence DOS/MES 125.45 25

Total 241.95 128.5
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Table 6 Year wise targets
under National Solar Mission
[26]

Year Tendering target (MW)

2019–20 30,000

2020–21 30,000

F. Focus Area under Phase-II of NSM

Grid interfaced projects come under Phase-II of the NSM. The aim is for accom-
plishing significantly higher scales of the target of 100 GW by 2022, the details of
which are in Table 6. GOI has finalized tendering trajectory so as to achieve the target.
Selection of capacity for Phase-II, grid interfaced projects is being done via different
schemes such as Viability Gap Funding (VGF), Generation-Based Incentive (GBI)
and bundling. GOI has considered all probable choices for enactment; hence, there
is provision that the allocation of target capacity may be changed depending upon
the resource availability.

G. Solar Energy Potential and Achievements

Based upon solar radiation and availability of land, in the country, the potential of
solar power has been assessed to be around 750 GWp. In December, 2019, 33,730
MWwas the total solar power capacity installed. Tenders of around 22,839MWwere
in pipeline for which letter of intent(LOI) has been issued but not commissioned,
and for around 28,578 MW, tender issued but LOI yet to be issued.

7 Conclusion

The current scenario up till March 2020, of the solar power sector of India has been
assessed. The much distributed, clean and free of cost solar energy has a very low
cost of generation and has a potential of reducing the import of fossil fuel for power
generation and reducing import dependence. India aims to achieve solar capacity
100000 MW by 2022. The successful achievements of the ambitious targets are
through various projects and solar parks for which many new institutes and organ-
isations have been established. This target is being achieved through various initia-
tives and schemes of both the state and central government. The renewable energy
would be contributing about 35% of the energy demand. After making continuous
strides towards sustainable development through solar energy, wind energy and small
hydropower, now India has identified geothermal energy and the next option for
electrical power from renewable energy sources.
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A Short Review and Investigate
Study on Performance of
Magneto-Hydrodynamic Using High
Reynolds Numbers

Kiran Kumar Namala and V. Bala Murali Krishna

1 Introduction

Magneto-hydrodynamic generator is one of the best options in the electric sector
to convert the heat energy and kinetic energy into electricity due to advantages
like, operate at high temperatures without wearing the components of the system,
unlike conventional generators. TheMHDgenerator has developed to increase overall
efficiency, as an auxiliary cycle in thermal and nuclear power stations. The basic block
diagram ofMHDpower generation is shown in Fig. 1 [1]. The classical plasmaMHD
system is an open-cycle process, and the working fluid passes through the generator
and an exhaust [2–4]. The major limitation to work with the plasma MHD system is,
it requires a high working temperature, and the working gases need to be ionized at
temperatures above 2,000K [5–7]. High temperatures are not suitable for small-scale
and domestic power applications. Moreover, the plasma gases easily contaminate
the environment, and the radiation from the plasma is a threat to the health [8–
13]. Applications of MHD in areas like marine wave energy, fusion reactors, pump
applications, space applications, etc. are well reported in the literature [14–26].

The liquid metal MHD systems work at lower temperature gradients [9] as
compared with the plasma systems. The Lead–Bismuth alloy system and other like
systems operate at lower temperatures with the conductivities of electric compo-
nents of few liquid metals that have magnitude more significant than the plasma
MHD system. The solar-based thermal systems, fossil fuels, and geothermal energy,
etc., are used as resources for making compact liquid metal MHD generators for low
magnetic field systems. Harada et al. [15] have proposed a small-scale MHD power
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Fig. 1 Basic block diagram of MHD power generation

Fig. 2 Energy Re-circulating type MHD single system with LNG as a heat source

generator system by using a low-melting-point Gallium alloy as a working fluid
to generate the electric power. The Gallium alloy consists of 68.05% of Gallium,
21.05% of Indium, and 10.00% of Tin. The melting point of Gallium is approxi-
mately 19 °C, and high electric conductivity of ~2.3 × 106 S/m [13–15]. Under
the low Reynolds numbers, the generators show reliability and achieve maximum
power-generation efficiency.

Power generating station combined with the MHD generator will have a high
potential of overall efficiency is around 60–65%, which is much enhanced than the
ability of conventional thermal power generation station of approximately 30–35%.
In the MHD generator, the output electric power per cubic meter channel volume is
directly proportional to the square of the strength of the magnetic field and the square
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of gas velocity and gas conductivity through which the gas flows. The working of the
MHDgenerator usually depends on other issues like generator efficiency, economics,
toxic products, etc.

The current research focuses on the review of the importance of MHD power
generation, its working principle, the background of development, and the analytical
study on the performance of the small-scale MHD power generator using a low-
melting-point Gallium alloy. The various phases of MHD generation and their effect
on power generation are also highlighted. The analytical result of the study presents
the Gibbs energy of different liquid aspects of the liquid metal MHD system.

The organization of the paper is as follows. An introduction to various MHD
power generation methods, elements of MHD power generation system, and appli-
cations are briefly discussed in Sect. 1. Trends in the MHD power generation system
are discussed in Sect. 2. Results and discussions are given in Sect. 3. The conclusion
is given in Sect. 4.

2 Trends in MHD Power Generation

This section deals with the various trends of electric power generation methods of
MHD and also highlights the working principles with schematic diagrams.

2.1 Energy Re-circulating LNG/MHD System

The MHD power generation system by energy re-circulating type with LNG heat
source is presented and which is shown in Fig. 3 [15]. The closed-cycle MHD single
system does not combine with any other systems and plant efficiency is more than
60% for an enthalpy extraction ratio of 30%. The thermal input to theMHDgenerator
and the corresponding output is less despite heat recovery by the re-generator. The
enthalpy extraction ratio is attained with a shock tube facility experimentally. Hence
the estimation of efficiency was a realistic reflection [14–16]. Helium is a working
medium for re-circulating in High-Temperature Gas-Cooled Reactor (HTGR) this
system. This plant efficiency is 47%, as compared with the BWR/steam-turbine
system was 35%. The notable increase in efficiency results is more than 25% of
nuclear fuel consumption. The increase in operating temperature is very significant
in power generation.

2.2 Gas Turbine/Energy Re-circulating Nuclear System

Nuclear fission reactor-based power generation system efficiency needs to be
increased to decrease overall Carbon dioxide emission per unit power generation.
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Fig. 3 Energy Re-circulating type gas-turbine single system with a nuclear reactor

The energy re-circulating type gas-turbine single system is recommended with the
nuclear reactor. The block diagram of the system is as shown in Fig. 3 [9]. The
high-temperature gas-cooled reactor (HTGR) and re-circulating helium are used as
working gas in this system. About 47% plant efficiency is anticipated as compared
to the BWR/steam-turbine system efficiency of 35%. Approximately a 25% rise in
efficiency is achieved by using nuclear fuel. A high working temperature is needed
to advance for higher efficiency of the system.

2.3 Energy Re-circulating Nuclear/MHD System

The efficiency is relatively low in nuclear/gas-turbine systems, as themaximumoper-
ating temperature is 1150 K due to the requirement to develop HTGR is difficult.
For improving the efficiency, an MHD generator system is proposed as described in
Fig. 4 [9]. As helium (working medium) mixed with xenon is used so that closed-
cycle MHD system is connected directly to HTGR. Mixed inert gas (MIG) system
was considered for eliminating the complex system of seed injection, mixing and
recovery. MIG ionization potential is superior to inert gas as a working medium
in seeding with alkali-metal. The electrical conductivity (ionization potential) is
not enough at the temperature of the reactor exit 1800 K, hence need to be per-
ionized. Simple geometry with fewer electrode connections and simple supercon-
ducting magnet structure are elements of a disk-shaped Hall-type MHD generator.
Heat exhausted from the generator was collected by a re-generator mounted down-
stream of the MHD generator to reduce waste heat from the radiation cooler leading
to improve plant efficiency. The staged compressor with inter-coolers and radiation
cooler are other components of the system [5].
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Fig. 4 Energy re-circulating type MHD single system with a nuclear reactor

Fig. 5 CO2 recovery type MHD generator plant

2.4 CO2 Recovery Type Nuclear/MHD System

Reduction in emissions, particularly of COX, NOX, SOX emissions are the essen-
tial requirements to reduce global climate change. The CO2 recovery type MHD
generator plant is shown in Fig. 5 [14]. The coal synthesized gas is a heat source
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when burnt with pure oxygen [2, 4]. The oxygen separator separates Nitrogen and
other elements from air to produce pure oxygen. This MHD generator system was
driven by the combustion of CO and H2 with pure oxygen approximately at 2800 °C.
Coal gasifier, preheater, and steam decomposer are used to recover heat as placed
downstream to the MHD generator. The energy required for the oxygen production
plant be recovered by the high efficiency of the MHD generator. The overall plant
efficiency of 50% with CO2 recovery can be anticipated.

3 Results and Discussions

The performance of MHD power generation using high Reynolds has been inves-
tigated in this section. The requirement of different materials in the MHD system
is essential in increasing efficiency [26, 27]. The Gallium (Ga) alloy is considered
whose operating conditions are most likely for energy generation. In the aspect of
its phase diagram is discussed. The micro-structure plays a vital role in deciding
its thermal and electromagnetic conducting nature. Hence, the phase diagrams are
plotted for the constituents of material considered as shown in Fig. 6a to c describing
the microstructure of Gallium (Ga), Indium (In), and Tin (Sn), respectively. Further,
the Gibbs energy of the components is given in Fig. 7a to c for Gallium (Ga), Indium
(In), and Tin (Sn), respectively (Table 1).

4 Conclusion

TheMHD power generation is an auxiliary unit in thermal, and nuclear power plants
and it has transformed an efficient system of power generation. Expensive and high
temperatures are needed for the plasma typeMHDgenerating system.By using liquid
metal as a medium of energy transfer, it increases the efficiency provided and there is
the conductivity of element even at lower operating temperatures are not necessary
at higher temperatures. The high operating temperature always remains a constraint
for the energy generating systems. But if this can be attached to renewable energy
sources can enhance the efficiency of the system. The possibility of incorporating
MHD power generation in localized usage leads to the eco-friendly solution without
any harmful emissions and to reduce the global warming issues.
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Fig. 6 a Phase diagram of Gallium (Ga). b Phase diagram of Indium (In). c Phase diagram of Tin
(Sn)
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Fig. 7 a Gibbs energy of Gallium (Ga). b Gibbs energy of Indium (In). c Gibbs energy of Tin (Sn)
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Table 1 Details of the material at a temperature of 1273 K

Pressure 0.986923267 [Atm] Moles 1

Mole fraction Ga 0.783492951 Mass 79.748155 [Gram]

Mole fraction In 0.149328088 Temperature 1273.15 [Kelvin]

Mole fraction Sn 0.067178961 Total GE −101,502.55 [Joule]

Mass fraction Ga,
In, Sn
Activity of Ga

0.685, 0.215, 0.1
0.8081137

Enthalpy
Component

32,285.166
Activity

[Joule]
Potential

Amount of In in
LIQUID

0.783492951 [mole] In 1.15625E-05 −120,334.6

Amount of Sn in
LIQUID

0.149328088 [mole] Ga 0.00012 −95,659.11

Amount of Sn in
LIQUID

0.067178961 [mole] Sn 5.71571E-06 −127,792.7

Chemical
potential of Ga

−2255.293102 [J] GE of System −101,502.55 [J]

Chemical
potential of In

−15,972.26605 [J] GE of
LIQUID

−01,502.55 [J]

Chemical
potential of Sn

−26,918.68445 [J] GE of other
phases

−0 [J]
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Review of Experimental Study of Carbon
Dioxide as Working Fluid Integrated
with Phase Change Material in Solar
Receiver

Ranjeet Singh and Chandrashekara M.

1 Introduction

Energy scarcity and higher prices of traditional sources of energy are significant
threats to human society’s economic development. In recent years, several alterna-
tives (solar energy, wind energy, etc.) have been introduced to conventional energy
sources. Solar power can provide a multiple of the total current demand for energy.
Furthermore, Solar energy is an unreliable form of power, and the energy conversion
processes should be used by thermal energy systems. CO2 has many benefits in heat
conveying systems over other working fluids. Owing to its features of zero ozone
hole, low global warming, non-toxicity, non-flammability, and inertness, it is an eco-
friendly natural fluid and quite healthy to use. The particular collector efficiency will
depend on not only the particular procedure of the particular evacuated glass pipe
as well because of the motion and heat move nature from the tube’s fluid inside.
Throughout CO2 flow through the collector pipe in the suggested Rankine cycle, the
CO2 solutionwill go through aphase change froma liquid to the supercritical state [1].

The Brayton cycle of CO2 has attracted tremendous attention recently from inves-
tigators creating innovative large efficiency energy cycles. This process was initially
tested using nuclear fission as the heat source. Nuclear has driven the CO2 Brayton
cycle and configured the application of various thermal sources to maximize the
output of electricity. The CO2 Brayton cycle provides high efficiencies Compared
with other traditional energy cycles (for instance, the air Brayton cycle, the Rankine
cycle) at comparatively lower extreme pressure and temperature levels [2]. Also,
priority in alternate convertible power systems is increasing to utilize the high reactor
outlet temperature successfully. For several decades, the Rankine cycle and gas
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turbine systems have been used by power plants of enormous size. The Brayton
S-CO2 cycle is an energy conversion system that incorporates the benefit of both the
Rankine cycle and the gas turbine system. In other words, in the incompressible area,
the fluid is compressed, and the Higher inlet temperature for the turbine can be used
with fewer material problems compared to the Rankine cycle. The critical point of
CO2 is 31.98 °C (temperature) and 7.38 Mpa (pressure) [3].

It is accepted that photovoltaic energy can play a vital role in electric power gener-
ation given cost concerns, as the thermal source is available and omnipresent. One
method for generating Solar-powered energy is the use of the point-focus, power-
tower device in which the concentration of solar-thermal energy increases operating
temperatures and the associated efficiency. TheBrayton cycle ofCO2 has evolved as a
potential source for high-performance energy generation. Despite increased involve-
ment in renewable energy, high-efficiency cycles are crucial to maintaining cost-
parity despite non-renewable sources [4]. Across developing countries, productivity,
whether agricultural, manufacturing or economic, is given considerable importance
as a path to affluence. High-grade energy supply and primary electricity are closely
related to efficiency. Although demand for the previous continues to increase at a
high-speed rate. Climate problems impede huge-scale power generation through the
use ofwidely chosen sources such as hydro.As either a performance,more authorities
are converting electricity to sustainable sources of energy. Solar energy is amongst
them; the most looked desired [5].

The main function of the CO2 Brayton process is that after the turbine exhaust, a
large amount of heat is regenerated. Therefore, cycle output is heavily dependent on
the efficiency of the regenerator and the pressure drop in the heat exchanger’s hot and
cold channels. Relative to the straight channel PCHE, enhancements in the transfer
of heat were observed to be up to four times smaller than the zigzag path structure.
Also, the trapezoidal path PCHE’s pressure drop was certainly reduced relative to the
former. Specific benefits of the S-CO2 Bryton cycle reflects the lower price relative to
helium, higher measured heat transfer performance at constant pressure and atomic
weight, and narrower equipment and ease. The main compressor works near the
critical point in the S-CO2 recompression process Brayton while the recompressor
acts away from the crucial stage; hence the recompressor function is higher than
the main compressor job. The recompressing temperature of the inlet compressor is
further kept away from the pseudo-critical region by increasing the temperature of
the inlet compressor resulting in increased recompressor work [6, 7].

The growing population and the environmental crisis have dominated the world
climate and sustainable developmentwith serious problems.Renewable energy appli-
cations ( solar and wind power) for generating energy and storing heat are becoming
increasingly important, and have gainedmajor criticism. For securing the ozone layer
and avoiding greenhouse gases, now there is a strong demand for technology-based
on environmentally secure ‘ordinary’ working fluids, such as water, air, hydrocar-
bons, ammonia, and CO2. Improvement of the performance of power plants is key
to achieving cost reduction, meeting stringent regulatory requirements, and fighting
global warming and climate change. In this scenario, renewable sources of energy
that contribute to the energy generation market are among the most effective ways of
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achieving emission standards. In this context, the concentration of solar power (CSP)
is almost relevant among renewable energy sources, as large quantities of energy can
be collected at high temperatures at competitive costs. Such facts can minimize the
interruption of the process or the transient output of the power plant, but also allow
flexibility in the development of electricity dispatch and comprehensive design of
the components of power plants that operate under stable state control [8, 9]. Solar
energy is themost plentiful resourcewhen considering renewable energy sources, and
concentrated solar thermal power technology is domestically defined and provides
the chance to combine solar energy production with storage capabilities to address
the irregular existence of most resources that are renewable [10].

1.1 Properties of CO2

1.1.1 Advantage of Carbon Dioxide

a. It is neither costly nor plentiful, neither flammable nor toxic.
b. The temperature is critical close to the ambient temperature, with considerable

pressure contributing to acceptable operating conditions.
c. Quite high power density making turbine size ten-times lower than their compa-

rable steam in addition to “switchable” properties of which can be revised with
minor strain and temperature adjustments. Higher CO2 density enables getting
more small turbomachinery designs in comparison with the same vapor or air
standard power cycles.

d. Air compressor Brayton cycles absorb 1/3 of the energy generated by its turbine,
which results in weak cycle performance.

e. Furthermore, in the case of the CO2 cycle, the compressor can use less than one-
seventh of the turbine-generated energy, resulting in higher cycle efficiency [7].

CO2 is colorless. In low concentrations the particular gas is unsmelling; however,
at adequately-high concentrations, it offers a sharp, acid odor. At regular temperature
and stress, the density associated with carbon dioxide is about 1. 99 kg/m3, about 1.
68 times that associated with air (Fig. 1). The critical point of CO2 is temperature
31.1 °C and pressure bar and the triple point is temperature −57.6 °C and pressure
5.18 bar.

1.1.2 Temperature of CO2 Varying with Specific Heat

In Fig. 2, specific heat increased with increasing temperature.
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P-T phase diagram of CO2

Fig. 1 Schematic diagram of P-T phase diagram of CO2
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Fig. 2 Schematic diagram of specific heat with temperature

1.1.3 Temperature of CO2 with Prandtl No. At 1 Bar

In Fig. 3 Prandtl no. of CO2 decreased with increasing temperature. At 100 bar
Prandtl no. first is increased then decreased.
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Fig. 3 Schematic diagram of Prandtl no. with temperature

1.1.4 CO2 Thermophysical Property at 80 Bar

The thermophysical property of CO2 at 80 bar decreased with increasing temperature
(Fig. 4).

2 Experimental Setup

Experimental work aims to generate electricity by turbocharger connected with
a micro-generator. The experimental setup consists of a receiver, turbocharger,
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Fig. 4 Schematic diagram of CO2 thermophysical property with temperature
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Fig. 5 Brayton cycle integrated with a solar receiver

condenser, Scheffler reflector, phase changematerial filled inside the receiver, micro-
generator connected with a turbocharger, andworking fluid use carbon dioxide. First,
the receiver is filled by PCM. The PCM is using Acetanilide. The physical properties
of PCM like melting point, boiling point, density, and latent heat are 113 °C, 304 °C,
1.219 g/cm3, and 169.4 (J/kg). Thematerial of the receiver is made of aluminum. The
temperature of the receiver is measure by K-type thermocouple. And copper tube
wounded around the receiver surface. The sun rays are reflected from the Scheffler
reflector and incident on the receiver, which is filled with PCM. During this process,
PCM stored solar energy in the form of thermal energy; this process is known as the
charging process. Working fluid carbon dioxide gained the heat from the receiver;
during this process temperature and pressure of the carbon dioxide increased up to
130 bar and lower pressure 75 bar. The pressure gauge was installed between the
turbocharger and condenser.AndK-type thermocouple installed between the receiver
and condenser. The high pressure and temperature of the CO2 drive the turbocharger,
and this turbocharger connected with the micro-generator generates the electricity
(Fig. 5).

2.1 Thermodynamic Cycle

In this cycle, CO2 at high temperature and high pressure (state 1) is expanded by the
turbine (turbocharger) at state (Fig. 6). Then state 2 to state 3, CO2 is cooled by the
condenser. This cooled CO2 is compressed by the Compressor (turbocharger) at state
4, during this process temperature and pressure increased and this high temperature
and pressure of the CO2 are passing through the solar receiver and this process is
repeated (Table 1). The efficiency of the CO2 Brayton cycle is calculated as follows:

Solar power available in cavity receiver
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Fig. 6 T-S diagram of CO2 Brayton cycle

Q∗ = Qloss cond + Qloss conv + Qloss rad + Qnet

The outlet temperature of a receiver

T e = T s − (T s − T i)−hrecAS
/
mcp

Heat transfer rate

Qnet = hrecAs
(T i − T e)

ln
[
T s−T e
T s−T i

]

Heat transfer coefficient

hrec = kNu

d
= 0.023kRe0.8 Pr0.4

d

The efficiency of Brayton cycle

η = Wnet

Qnet

2.1.1 Pressure Ratio Varying with a Mass Flow Rate of CO2

In Fig. 7, the pressure ratio first is increased with amass flow rate and then decreased.
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Table 1 Input parameter
used of the proposed model

Parameter Value Reference

Solar intensity 900 w/m2 [5]

Turbine inlet temperature 500 °C [5]

Cycle high pressure 130 bar [1]

Pressure ratio 1.73 [1]

Ambient temperature 35 °C

Turbine outlet pressure 72–75 bar [1]

Compressor inlet pressure 30 °C [5]
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Fig. 7 Schematic diagram of pressure ratio with mass flow rate

2.1.2 Thermal Efficiency Varying with Turbine Inlet Temperature

In Fig. 8 thermal efficiency increased with turbine inlet temperature.
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Fig. 8 Schematic diagram of thermal efficiency with turbine inlet temperature
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Fig. 9 Schematic diagram of open cavity tubular receiver with phase change material

3 Concept of PCM Integrated with a Solar Receiver

3.1 Solar Receiver

In Fig. 9c, the Solar receiver consists of an aluminum sheet, and in this sheet, a copper
tube wounded inside the solar receiver framework and around the particular open
cavity coiled solar tubular recipient has installed the compact, high heat conductivity
phase to modify thermal storage materials.

In Fig. 9b, typically, the phase changes the substance of high conductivity
suggested as a new thermal storage substance, which was attached in an available
cavity tubular device across the coiled line, which is in line with insulation for the
whole solar receiver.Working fluid is used as carbon dioxide, which is flowing inside
the coiled tube. Figure 10b shows the dimension of the solar receiver. The height of
the receiver is 300 mm, length 270 mm, width 270 mm, and aperture area 150 × 150
mm2. The thickness of the copper tube is 1 mm, and the tube diameter is 10 mm. The
insulation thickness of the receiver is 20 mm, and the wall thickness of the receiver
1 mm. One thermocouple is provided on the inner surface of the receiver. The outlet
of a receiver is connected with the turbine inlet (turbocharger), and the receiver inlet
is connected to the compressor outlet (turbocharger) (Tables 2 and 3).
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Fig. 10 Schematic diagram of open cavity tubular receiver dimension

Table 2 Open cavity tubular receiver dimension

Constant Value (mm)

Tube diameter 10

Tube thickness 01

Aperture area (a) 150 * 150 (mm2)

Height 300

Width 270

Insulation thickness 20

Wall thickness of the receiver 01

Table 3 Receiver Material

Part name Material

Tube Copper (thermal conductivity −386 W/mK)

Receiver Aluminum

Phase change material Acetanilide (melting point −113 °C and latent heat (J/Kg) −169.4)

Insulation Mineral wool

3.1.1 Phase Change Material

In this experiment, PCM was used as acetanilide. Acetanilide is non-paraffin’s type
of PCM. PCM has stored energy in the type of latent heat energy. This material is an
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Table 4 Property of PCM Properties Values

Melting point 113 °C

Latent heat 169.4 (J/Kg)

Boiling point 304 °C

Density 1.219 g/cm3

Specific gravity 1.214

Fig. 11 Schematic diagram of CO2 Brayton cycle with other power cycle

odorless compound. Acetanilide was soluble in acetone, ethanol, Benzene. It is also
soluble in water. The physical and chemical properties are listed in Table 4.

4 Comparison of CO2 Brayton Cycle with Other Power
Cycles

In Fig. 11, the efficiency of the CO2 power cycle is more than other power cycles
and required less space than the steam and airpower cycle. The CO2 Brayton cycle
with recompression intercooling with reheat obtain maximum efficiency (55.3%).
Furthermore, in the case of the CO2 cycle, the compressor can use less than one-
seventh of the turbine-generated energy, resulting in higher cycle efficiency.
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5 Summary

The CO2 Brayton cycle can achieve higher efficiency than other power conversion
systems. The advantage of the CO2 cycle is the small size of the overall system. The
CO2 Brayton cycle has a cost advantage because of the high production quantities
of turbochargers in the vehicle industry. The main objective of the present work is
to used solar energy for power production. Acetanilide is using as a PCM in a solar
receiver which is gains thermal energy from the sun rays. The melting point of PCM
is 113 °C. In the cycle, the lower limit and upper limit of pressure are 75 bar and
130 bar to assemble the compressor (turbocharger) specification. The receiver has
been integrated with phase change material for short-term thermal energy storage
(16–31 min) to minimize the effect of solar flux fluctuation and to stabilize the
temperature inlet section. Scheffler reflector used to be able to concentrate more sun
energy within the cavity receiver. Cavity devices are designed to take in more solar
energy which can fell on its surface area and have minimal heat losses onto it. In the
CO2 Brayton cycle, the highest thermal efficiency was obtained in recompression
intercooling with reheat. As CO2 power cycle performance depends on the layout
configuration, further study on the layout to design a better performing cycle.
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Modelling and Simulation
of Event-Triggered PI Controller
for Linear System Using MATLAB

Aniket Karan Chaudhary, Ashavani Kumar, and Shashi Bhushan Singh

1 Introduction

The Event-Triggered controller (ETC) has recently gained lots of attention in the
control system. The Event-Triggeredmechanisms also occur inmany natural circum-
stances, such as relay systems [1], biological systems [2]. Nowadays most of the
control systems are implemented digitally and the digital control system required
(shared) wired or wireless networks to connect the different nodes of the systems,
embedded electronics circuit and computer to analyse the system and computa-
tion. Due to recent development in the field of computer, shared communication
network has to create a new type of resources constrained in the wired and wireless
embedded control system [3, 4]. The rising requirement for a shared network in the
control systems, increases the significance of concern on energy, communication
and computation limitations when designing a feedback control loop. Event-based
control has some benefits over traditional periodic control when managing those
problems, and it introduces some new kinds of theoretical and practical associated
problems within this control technique.

Event-triggered control has lots of potentials to reduce these types of constraining,
like data communication between the subsystems during the control action task.
The event-based control technique lessens the data exchange between the sensor,
controller and actuator in the feedback control loop. These components are communi-
cated only when an event had discovered when the control error exceeded a tolerable
bound limit [5]. This principle differs basically from the classical time-triggered
periodic control feedback loop. In the traditional control technique, the data are
communicated continuously at every sampling instance given by a clock. Hence, in
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this type of control scheme, the communication takes placewhen a small control error
occurs, when no information feedback loop is required to satisfy the performance
requirements.

The Event-triggered control has several advantages over resource utilisation when
compared with the classical time-triggered control. The classical time-based control
system utilises more resources and energy. The Time triggered control feedback
mechanism is based on the periodically sampling process in the Time triggered. The
signals are updated at each sampling instant in the loop.

Time-triggered control is also called a periodic control system or classical control
system. Some closed feedback systems are still required periodic control. In this
control technique, the feedback loop update signal at every certain time period [6, 7].
In the time-triggered control mechanism, the sensor sampled the plant’s state periodi-
cally. And the sampled data sent to the controller, and also, these data are periodically
transmitted over the feedback loop [8, 9]. So this mechanism utilises more resources.

The PID controllers are the special interest because of their effectiveness and
flexibility to address the problems of the process industry. In the process industry and
application, constant references and disturbances have to observe [10–13]. Digital
communication shared network system open new possibility for this effective and
simple controller and also opened new challenges concerning its energy efficiency
and design [14, 3].

This paper presents a design method to get an event-based PI controller for the
continuous linear time-invariant plant. Based on the Lyapunov theorem condition to
make sure that the closed-loop system is asymptotic stable (under the event trigger
approach) under the specified set of admissible initial state [15, 16, 7, 17–19]. This
procedure allows designing the controller’s parameters and event trigger illness to
achieve a linear quadratic performance criterion [17, 12, 18]. A numerical example
illustrates the application of this control method.

This paper has been organised in the given sequence as follows. In Sect. 1 introduc-
tion of the system is provided. Section 2will consist of a problem statement. Section 3
briefs about the Event-Triggered control strategy. Section 4 illustrated a numerical
example based on MATLABModelling and Simulation, and the conclusion is given
in Sect. 5.

2 Problem Statement

The state-space representation of the continuous-time linear plant are described
below:

d
dt xP (t) = AP xP (t) + BPU (t)

y(t) = CP xP (t)
(1)
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where xP (t) ∈ R is the state vector of this plant; the real constant matrices
AP , BP ,CP are appropriate dimensions, y(t) ∈ R is the plant output, U(t) ∈ R is
the plant’s input vector, and the plant is controllable and observable. The state-space
representation of this continuous PI controller described below:

ẋC(t) = −y(t)
U (t) = KI x(t) − KP y(t)

(2)

where ẋC(t) ∈ R is the controller’s state; U(t) ∈ R is the controlled output of the
controller and, KI ∈ R and KP ∈ R are the integral gains and proportional gain of the
controller, respectively.

We assume that the controller and plant at the different nodes in the network and
they’re connected via a shared network which creates a closed-loop.

An event triggering technique sample the state of the plant and refresh the control
signal when the error breached the bound limit, that is the control action task will
remain unchanged between successive sampling instants tk and tk + 1, where k ∈ R.
In the time interval [tk , tk + 1) the dynamics of the system can be defined below:

d
dt xP (t) = AP xP (t) + BPU (t)

y(t) = CP xP (t)

ẋC(t) = −y(tk) ∀t ∈ [
tk, tk+1)

U (t) = KI xC(t) − KP y(tk) ∀t ∈ [
tk, tk+1) (3)

We assume that the plant’s (3) states continuously measures but it will be sent the
control signal to the controller only when the event occurs which are at another node
in the network [15]. For the stability, we can we-write the Eq. (4) From the Eqs. (1)
and (2).

d
dt xP (t) = AP xP (t) + BP (KI xC(t) − KPCP xP (t))

ẋC(t) = −CP xP (t)
(4)

3 Event-Triggered Problem Formulation for State
Sampling

We focus on the particular case of the linear time-invariant system. One way of
proving an event-triggered control system is to use the input to state stability (ISS)
of the perturbed system.

Consider a continuous linear plant and the dynamic of plant:
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d
dt xP (t) = AP xP (t) + BPU (t)

yP = CP xP (t)
(5)

where AP ∈ R is the state matrix of demission of n × n and BP ∈ R is the input
matrix of appropriate dimension, xP (t) ∈ R

n is the state vector where n is the
number of states, U(t) ∈ R

m is an input vector, and the number of inputs is m to the
plant. CP ∈ R is the output matrix of the appropriate dimension.

A linear state feedback control law,U (t) = Kx(t) designed to asymptomatically
stabilise the ideal close loop system:

d

dt
x(t) = (A + BK )x(t) (6)

where K ∈ R is a controller gain matrix of dimension m × n. The control input is
computed at the last sampling instant tk.

u(t) = Kx(tk) (7)

The sensor measures the error between two successive update instants.

e(t) = x(tk) − x(t) (8)

where, e(t) ∈ R
n and the close-loop system,

d

dt
x(t) = (A + BK )x(t) + BKe(t) (9)

where e(t) is considered as a disturbance input to the closed-loop system. The
controller has chosen such that the (A + BK) is Hurwitz. The event tk , k ∈ N are
determined by the triggering condition.

The Lyapunov input to output stability theorem (ISS). The closed-loop system is
ISS with respect to the measurement error e(t) if:

to = 0
‖e(t)‖ ≥ ρ‖x(t)‖ (10)

where || · || represent the Euclidean norm. And ρ = aγ

b is the eigenvalue of Q, b =
2‖PBK‖ and γ ε(0, 1]
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4 Stability Criteria Using Lyapunov Criterion

Let a quadratic Lyapunov function:

V = xT Px (11)

where P is a positive definite symmetric matrix of an appropriate dimension,
a Lyapunov function is an approach to characterising the closed-loop system’s
performance and can be defined as:

(A + BK )T P + P(A + BK ) = −Q (12)

For some symmetric positive definite matrix Q. Which exists if (A + BK) is
Hurwitz. Then the derivatives of the Lyapunov quadratic equation:

V̇ = ẋ T Px + x Pẋ
V̇ = (

xT (A + BK )T + eT (BK )T Px
) + xT P((A + BK )x + BKe)

V̇ = xT
(
(A + BK )T P + P(A + BK )

)
x + eT

(
(BK )T P

)
x + xT (PBK )e

(13)

The right side bounded by:

V̇ ≤ −xT Qx + 2‖PBK‖‖e‖|x | (14)

Using that a symmetric positive matrix Q satisfies:

λmin(Q)|x |2 ≤ xT Qx ≤ λmax(Q)|x |2 (15)

where λmin(Q) and λmin(Q) represents the minimum eigenvalue and maximum
eigenvalue of matrix Q and V̇ can be bounded by the following:

V̇ ≤ −a|x |2 + b|x ||e|
V̇ = −a|x |(x − a|e|) (16)

where, a = λmin(Q) > 0 and b = 2||PBK||.

The function V̇ is negative if error is
(|x | − b

a |e|
)
is negatives and |x| �= 0, Thus if

the restarted to satisfy:

b|e| ≤ aγ |x |
|e| = aγ

b |x | (17)

With 0 < γ < 1, a decrease of Lyapunov function:
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V̇ ≤ −(1 − γ )a|x |2 (18)

It is guaranteed the parameter γ can be used to influence the decrease of the
Lyapunov function. The extremes case if γ → 0 would lead to continuous event
triggering, which produces the same behaviours as the continuous time-triggered
controller, and the other extreme case if γ → 1 would allow the largest event-
triggered induced error, but would result in the slow decay of the Lyapunov function
and therefore a slow convergence of the state to the origin. The enforce bound |e| =
aγ

b |x | the event triggering threshold should be selected as ρ = aγ

b .

5 Event-Triggered Strategy and MATLAB Modelling

In this section, a simulation-based event-trigger strategy algorithm based on the
quadratics Lyapunov stability criterion is provided.

The cited in Fig. 1 shows the MATLAB simulation model of the system based on
event-based control strategy, which is mentioned in Fig. 2. We assume that, δ(t) =
xP (tk) − xP (t), xP (t) is the state of the closed-loop system. (shown in [20]).
The triggering approach introduced below guarantee that the event-triggered-based
control system is stable. The cited Fig. 2 shows the flowchart logic of this event-
triggered control strategy.

Where || · || represent a Euclidean norm.
‖δ(t)‖ represent the error norm which is calculated from the system state at every

sampling instance and ρ0 is a scalar quantity which selected from the system’s
dynamics cited in [20].

Fig. 1 MATLAB simulation model of event-triggered control
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Plant 

Observe the value of plant state 

If 

Trigger 

Calculate 

Fig. 2 The flowchart of ETC

This paper uses the following event-triggered strategy, an event-trigger algorithm
cited in Fig. 3. Error δ(t) is measured by the difference between the current sampling
and previous sampling of plant state, and it is an array of dimension (n + 1) × 1.

x(t) shown the next sampling state of the plant state and xP (t) shown the current
sampling state. The trigger signal generated only the condition satisfied, which is
shown in the algorithm.

Where theQx andQδ are symmetric and positive definite matrices. The dimension
of these matrices is (n + 1) × (n + 1). Qx and Qδ act as a weighted matrix [21, 22].
This matrix plays a similar role as σ in [20]. We choose Qδ = μI and Qx = σI as
shown in paper [20] and σ0 = σ/μ. The large σ0 it means less sampling activity is
expected. Qx = Q′

x > 0 ∈ R, Qδ = Q′
δ > 0 ∈ R, satisfied the linear matrix

inequalities equation given in [23].
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Fig. 3 Flowchart of ETC
strategy based on Lyapunov
stability

Plant 

Observe the value of plant state 

If 

Trigger 

Calculate 

6 Numerical Example

Consider the following unstable plants

d

dt
xP (t) =

[
0 2
5 0

]
xP (t) +

[
1
0

]
U (t)

yP (t) = [
1 1

]
xP (t) (19)

The gain of the proportional and integral controllers is respectively KI = 22
and KP = 18 so that the system is stabilised with a PI controller and the closed-loop
poles in−14.0657,−0.9111 and−7.0232. The system is controllable and observable
(Figs. 4 and 5).

The symmetric positive definite matric Qx and Qδ are respectively. Using the
quadratic Lyapunov function V = x′Px, where P is a symmetric positive definite
matrix of appropriate dimension and P ∈ R, we obtain.
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Fig. 4 State of system x1(t)

Qx =
⎡

⎣
0.2360 −0.1015 −0.05127

−0.1015 0.4291 0.01756
−0.05127 0.01756 1.643

⎤

⎦

Qδ =
⎡

⎣
11.33 11.32 −10.72
11.32 11.33 −10.72

−10.72 −10.72 12.49

⎤

⎦

Figure 6 shows the MATLAB simulation results of the system’s output Y (t) with
initial condition x(0) = [. 38 . 38 0]T . Figures 4 and 5 show the state of the closed-
loop system x1(t) and x2(t) respectively and Fig. 7 shows the sampling activity of
the event-triggered control system. It shows that Fewer triggers event is needed in
the interval of [0, 6.5], and the sampling interval is 45 ms.

7 Conclusion

This paper studied to design an event-triggered-based continuous PI controller using
MATLAB simulation. The actuator signal is refreshed when the error goes beyond
the threshold limit. The feedback loop works only when the condition is violated. It
took less sampling activity.
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Fig. 5 State of system x2(t)

Fig. 6 The output of system Y (t)
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Fig. 7 Sampling of ETC
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Dual Mode WECS-Based Two-Stage
Hierarchical Control of Hybrid
Microgrid

Vipin Kumar Dhiman and Shivam

1 Introduction

Due to the high pressure on non-renewable energy sources by nature fundamentalists,
the use of renewable energy sources has increased remarkably over the years. Wind
energy is one of the widely used renewable energy sources due to its availability.
The complete wind energy conversion system (WECS) is one of the fastest-growing
energy resources, doubled in the last 10 years. Various WECSs have been proposed
by the researchers working under different capacities with different types of gener-
ators like double fed induction generator (DFIG), permanent magnet synchronous
generator (PMSG) and more [1, 2]. In most cases, WECS comprises a bidirectional
converter to link distributed generators (DGs) to AC side main grid and loads. Due to
these interconnections, the decreases of system inertia have encountered the problem
ofmaintaining system frequency and voltage for amicrogrid. Themicrogrid canwork
under grid-connected mode or islanding mode.

In islanding mode, the load demand is met by the WECS DGs with one of the
DG should be working as a controlled voltage source [3]. The main concern during
this mode is to avoid circulation current while maintaining system frequency and
load voltage. During grid-connected mode, the main grid regulates the frequency
and voltage because of its large size impact on the system, which removes the extra
burden from the microgrid. Also, the bifurcation of active and reactive powers, stable
operation and high power quality must be met during the mode of operation.

Depending upon the complicationsmentioned above, this paper purposed amicro-
grid two-stage hierarchical control structure for both grid-connected and islanding
modes. The primary stage depends upon droop control based on line impedance
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and load characteristics which helps in active and reactive power bifurcation, but
its unanimous implementation may lead to deviations in voltage and frequency. So
to overcome it, the secondary stage compensates for the deviations in voltage and
frequency [4]. Two steps are introduced to enhance the first stage of droop control,
with voltage biasing is done using a low bandwidth link in the first step, then voltage
magnitude deviations are compensated.

In this paper, a dual-mode WECS is proposed using a two-stage hierarchical
control structure. The primary stage performs P-V/Q-f droop control, based upon
the active and reactive power-sharing [5]. The secondary stage controls the voltage
and frequency fluctuations. The microgrid operates in grid-connected mode with a
smooth transition to islanding mode for ensuring synchronization of voltage and
frequency within the specified limits. The microgrid included two types of WECS,
one is battery-backed to ensure maximum power transfer from wind and storage of
surplus power, and the other one is braced by adaptive operation without any storage
element.

The performance of the proposed system is investigated under different loading
conditions with mode transition. The complete paper is organized as follows: A
brief overview of the proposed system and its control is given in Sect. 1. Micro-
grid and WECS de- tailed topology analysis is discussed in Sect. 2. The proposed
dual-stage controller design strategy is covered in Sect. 3. Section 4 presents
MATLAB/Simulink environment analysis and validation of the work by different
graphs. Finally, in Sect. 5 conclusion is discussed.

2 Configuration of Microgrid and Control Structure

2.1 WECS-Based Hybrid Microgrid

The microgrid structure is given in Fig. 1 for which the control strategy is proposed
which is having two types of wind energy conversion system (WECS) connected
to the common microgrid bus. The main AC grid can be connected or discon-
nected by the means of a static switch. Both types of WECS are having permanent
magnet synchronous generator (PMSG) for having higher efficiency, solidity and an
acclaimed reputation in offshore wind farms.

2.2 WECS-1 Battery Backed

Figure 2 shows the overall formation of the microgrid. The paper does not offer a
pitch-plate design of WECS so it’s not shown. After the conversion of mechanical
to electrical power by WECS-1, it is given to an uncontrolled rectifier via DC-link
and boost converter. The maximum power is achieved by the means of wind turbine
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Fig. 1 Configuration of proposed hybrid microgrid

Fig. 2 Structure and control of proposed hybrid microgrid

characteristics and lookup table, further, the buck-boost converter tries to regulate
the DC-link voltage by regulating bidirectional battery current. The need for battery
becomes unavoidable in islanding mode to regulate DC link voltage and AC side
frequency. The battery reference current is defined as:
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Ibattref = kbp(800 − Vb) + kbi

∫
(800 − Vb)dt (1)

where proportional-integral of battery gains are kbp - kbi with Vb as battery voltage
for the nominal battery of 800 V and 300 kWh.

The main objective of grid side bidirectional converter (GS BIC-1) is to maintain
persistent frequency and voltage for microgrid loads, throughout grid-connected
mode and islanding mode. For grid-connected mode, active power is given to loads
or batteries according to requirement. So two current control loops are adopted
for dual-loop control. The primary loop depends upon current references based on
coordination control. The secondary loop depends upon the state of charge (SOC) of
the battery. Both loops are described in Sect. 3. After converting the current reference
in d-q from, a further voltage regulating loop is used. The output voltage after this
loop are described after neglecting the effect of filter capacitance:

Vd out = Vd − ωLiq + kpcd(Idref − Id) + kicd

∫
(Idref − Id)dt (2)

Vqout = ωLiq + kpcq
(
Iqref − Id

) + kicq

∫ (
Iqref − Iq

)
dt (3)

where ωL is the settlement portion for filter inductance, kpcd , kicd , kpcq and kicq are
P-I gains of d-q current regulators respectively [6].

2.3 WECS-2: Adaptive Operated

As shown by Fig. 2, the second type WECS utilizes controlled converters at both
grid-side and machine-side. The machine-side BIC is used to extract max power
by wind turbine. It uses MPPT algorithm by analyzing rotor speed ωr to achieve
maximum active current Iq. The reference current for this converter in dq-frame are:

I Md ref = 0 (4)

I Mq ref = 2T ∗
e

3PφB
(5)

T ∗
e = Kpt

(
ω∗
r − ωr

) + Kit

∫ (
ω∗
r − ωr

)
dt (6)

where T ∗
e is pre-set electrical torque, is P pole pairs, φB is generator magnetic flux,

ω∗
r is reference rotor speed, Kpt and Kit are the P-I gains for torque regulator.
To avoid power imbalance in islanding mode, WECS-2 utilises the adaptive oper-

ation as in this mode real power required could be less than the generated power,
which is donebyproper active-reactive current references. The active-reactive current
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reference is set as:

I Gd ref = min

{
KpDCL

(
V ∗
DC − VDC

) + KiDCL
∫ (

V ∗
DC − VDC

)
dt

2Preq
3Vd

(7)

I Gq ref = Kpr
(
Qreq − Qavl

) + Ki

d∫

r

(
Qreq − Qavl

)
dt (8)

Qavl = 3

2
V I
d qavl I (9)

whereVd is d-axis voltage, Preq is real power neededby themicrogrid, Iqavl is available
reactive current,Qreq andQavl are the required and available reactive power, and Kpr
− Kir are the proportional-integral gains. It is to be noted thatQreq must be restricted
to Qavl as a threshold boundary.

To achieve optimum DC link voltage, the modulation signal for chopper mch and
maximum chopper power Pch is given as:

mch =
Kpch

(
V ∗
DC

2 − V 2
DC

) + Kich
∫ (

V ∗
DC

2 − V 2
DC

)
dt +

√(
Pmax − Preq

)2 − Q2
req

Pch
(10)

Pch = V 2
DC

Rch
(11)

where Kpch and Kich are P-I gain of chopper regulator [7].

3 Proposed Two-Stage Hierarchical Control System

3.1 Primary Stage

To achieve the synchronous generator-like behaviour, P-V/Q-f droop control is
utilised as the primary control stage. At this stage, real power adjustment is linked
with frequency and reactive power is with the profile of voltage. The consideration
of a small system with low voltage microgrids is to be taken for having the line
impedance rate (R/XL) significantly large. So, the line-impedance characteristics
consider as mostly resistive with real and reactive powers are calculated as:

P = V .E − V 2

Z
(12)
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Fig. 3 Primary stage droop control

Q = −V .E

Z
ϕ (13)

where V is grid voltage, E is output voltage of inverter Z and ϕ are line impedance
with its phase angle. The real power depends upon variation in voltage while reactive
power is on phase angle. So, the droop equations for resistive lines expressed as:

E∗ − E = kep Pmesr (14)

ω∗ − ω = k f q Qmesr (15)

whereω* andE* are predefined angular frequency and voltage, kep and kfq are active-
re- active droop coefficients power, and defined by Eqs. (16) and (17),Pmesr andQmesr

are measured real and reactive power resulting by Eqs. (18) and (19) [6] (Fig. 3).

kep = Vh − Vl

Ph
(16)

k f q = ωh − ωl

Qh
(17)

Pmesr = ωc

ωc + s
P (18)

Qmesr = ωc

ωc + s
Q (19)

where ωh, ωl, Vh and Vl are the highest and lowest permissible sets of frequency
and voltage. Ph and Qh are the highest permissible real and reactive power with the
cut-off frequency of low pass filter is ωc.

The expression of pre-set current for grid side converter with power transfer can
be given as:

Ipre = 2PTrans/3Vod (21)
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PTrans = 3

2
Vod Iod + 3

2
Voq Ioq (22)

where d-q frame reference output voltages and current are Vod,Voq, Iod and Ioq for
grid side converter [8].

3.2 Secondary Stage

During load fluctuation and non-uniform generation, the change in voltage and
frequency should be bound in the specified limits. At this stage, to die out these
undesirable changes, voltage and frequency are compared with pre-set values. The
differences found are injected back or removed using PI controllers to the initial
stage. The compensation is done with load voltage in d-q reference frame with a
comparison of primary stage droop control. The resultant d-q axis newly established
of voltages are given as:

V ∗∗
d = V ∗

d + Kpd sec

(
V ∗
d − VdL

) + Kid sec

∫ (
V ∗
d − VdL

)
dt (22)

V ∗∗
q = V ∗

q + Kpq sec

(
V ∗
q − VqL

) + Kid sec

∫ (
V ∗
q − VqL

)
dt (23)

where Kpd sec
and Kid sec

are d-axis secondary P-I gains, Kpq sec
and Kiq sec

are q-axis
secondary PI gains, VdL and VqL are real-time d-q reference frame load voltages
(Fig. 4).

For the advancement of the secondary stage, two active and reactive terms (δP
and δQ) for load damping are added to the above equations [9]. The purpose is
to safeguard the integral control loop which was becoming more influenced due
to continuous load variations. After taking α as active load-damping and β as the
reactive load-damping, the advanced d-q reference frame voltages are established as:

Fig. 4 Proposed secondary-stage droop control
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V ∗∗
d = V ∗

d + Kpdsec

(
V ∗
d − VdL

) + Kidsec

∫ (
V ∗
d − VdL

)
dt + αδP − βδQ (24)

V ∗∗
q = V ∗

q + Kpqsec
(
V ∗
q − VqL

) + Kidsec

∫ (
V ∗
q − VqL

)
dt + βδP + αδQ (25)

δP = dPLoad
dt

, if
dPLoad
dt

>
dPWD

dt
; or else 0 (26)

δQ = dQLoad

dt
, if

dQLoad

dt
>

dQWD

dt
; or else 0 (27)

where PLoad and QLoad are load real and reactive powers, PWD and QWD are real and
reactive powers of WECS. It is to be noted that values of δP and δQ are taken as zero
when power output from wind is lessor than load power.

4 Results and Analysis

In this section, MATLAB/Simulink-based model on the proposed dual-stage hier-
archical control of hybrid microgrid with two types of WECS is constructed, simu-
lated and analysed. Based on the related theory formation in the above sections, two
modes are considered as grid-connected mode and islanding mode with their tran-
sition. Table 1 de- scribes the transition period while Table 2 describes the system
parameters. During the whole operation and transition, both WECS, battery-bank
and AC loads are uninterruptedly associated while the AC main grid is detached
from the system at 2 s by three-phase circuit breaker as static switch henceforth the
system drives to islanding mode.

4.1 Grid-Connected Mode

For an initial 0–2 s, the AC main grid is linked to the system henceforth system
remained in grid-connected mode, while an AC load 2 of 50 + j20 kVA is added at
1 s to verify the loading effect on the system. For the WECS-1, the DC link voltage

Table 1 Operational periods

Case Operation mode Time (s) Modification

A. Grid-connected mode (up to initial 2 s) 1 Load-2 added

2 Gird disconnection

B. Islanding mode (after initial 2 s) 3 Load-2 removed

3.5 Load-3 removed
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Table 2 System parameters Sl. No. Parameter names Ratings

1. WECS-1 360 kVA

2. WECS-2 300 kVA

3. Battery capacity of
WECS-1

300 kWh

4. DC link capacitance in
WECS-2

3.5 mF

5. AC main grid voltage 480 V

6. System frequency 50 Hz

7. Feeder Impedance 0.1 + j0.018 �

8. Loads: 1, 2, 3 and 4
respectively

100, 50 + j50, 50, 50 +
j20 kVA

Fig. 5 DC-link voltage at WESC-1

is maintained at the level of 1200 V as shown by Fig. 5. Initially, after the transient
period over the first stage of droop control and charge controller of battery helps
to maintain the DC- link voltage at the desired level with minimal variations [10].
The AC load-side frequency is shown by Fig. 6, it has a small variation during mode
transition at 2 s and load addition at 3 s. The battery SOC is shown in Fig. 7, the battery
is charging by storing extra power available. Figure 8 shows the AC side voltage and
current at the main grid and loads, at 2 s when AC main grid is separated from the
system, then the grid voltage and the current becomes zero p.u. as required and for
loads, the voltage remains almost 1 p.u. while load current is changing according
to the requirements, supported by taking power from both WECS. Figure 9 shows
the active and reactive powers provided by the AC main grid and consumed by AC
loads. During this mode, real and reactive power for the loads is mainly provided by
the AC main grid and becomes zero after this mode at 2 s. Figure 9 shows the active
and reactive power provided by both WECS, for WECS-1 during grid-connected
mode real power is provided to the battery while WECS-2 provides power to load
throughout the operation because its system does not have energy storage devices.
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Fig. 6 Load frequency of the system

Fig. 7 Battery SOC

During this mode, the reactive power is mainly provided by the AC main grid for
maintaining proper operation.

For considering the change effect of loads on the system, load 2 is added to the
system at 1 s, the real and reactive power requirement increases as shown in Fig. 9.
At this change magnitude of current at the grid and load is increased because of load
change while voltages are maintained at the same level. At this instant other DC bus
voltage, system frequency and SOC of the battery remain the same.

4.2 Islanding Mode

The mode transition from grid-connected mode to islanding is performed at 2 s by
removing the ACmain grid from the system using a 3-phase circuit breaker as a static
switch. At this instant, system performance is critically decisive as the system can go
into an unstable mode. At this instant, all the loads are connected to the systemwhich
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Fig. 8 Voltages and currents at the main grid and load

gets power from the two WECS. The proposed control strategy helps to achieve the
above mode transition reliably.

At the starting of this islanding mode, the DC bus voltage for WECS-2 has a dip
but recovers instantly to 1200 V as shown by Fig. 5, further have small variations
which are in limits [6]. Figure 6 indicates the system frequency which increases a bit
from its desired value of 50 Hz, droop control further maintains system frequency
within operational limits. The battery SOC indicates discharging but after a small
instant its again starts charging by taking surplus power from WECS-2 as shown by
Fig. 7. The voltage and current at the main grid become zero and a small variation
is observed in the load voltage which decays out further as shown by Fig. 8 and
the load current is maintained according to the load demand supported by grabbing
power from bothWECS. The real and reactive powers provided by the ACmain grid
becomes zero throughout this mode shown by Fig. 9. The required real and reactive
powers for loads are supplied from both WECS as mentioned above and shown by
Fig. 10.

Further to observe load variations, at 3 s load-2 and at 3.5 s load-3 is removed
from the system, the current supplied to load indicates a dip in its value as shown
by Fig. 8. At the same time power supplied from WECS increased because power
requirement decreased at load. A small dip in the system frequency is observed at
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Fig. 9 Real and reactive powers at the main grid and load

3 s due to the load removed which is further maintained at the desired level. During
mode transition and load variation throughout the whole simulation, load voltage
remains almost constant (Table 3).

5 Conclusion

The modelling, examination and simulation of the dual-stage hierarchical control
strategy for coordinating two types of WECS with AC main grid are seamlessly
performed in the MATLAB/Simulink environment. The battery-backed WECS-1
extracts maximum power from the wind during both grid-connected and islanding
mode of operation. The battery-free WECS-2 supported by adaptive control helps
to avoid power imbalance and improves system flexibility. The structure of two-
stage hierarchical control consists PV/Q-f droop control as the primary stage whose
task to share real and reactive power was found satisfactory. The secondary stage
improves transients stability by compensating the deviations in load voltage and
current, further to support overshoot damping during large load change two damping
terms were added in each d-q frame. Moreover, the dual-stage control strategy also
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Fig. 10 Real and reactive power supplied by two WECS

Table 3 Control parameters

Sl. No. Parameter names Ratings

1. WECS-1 grid side converter voltage regulator PI gains for d-q
axis respectively

0.86, 4 89; 0.65, 4.6

2. WECS-1 grid side converter current regulator PI
gains for d-q axis respectively

3.3, 40; 1.8, 66

3. WECS-1 current regulator PI gains for DC boost
converter

0.56, 13.8

4. WECS-1 current regulator PI gains for DC buck
boost converter

4.5, 60

5. WECS-2 grid side converter current regulator PI
gains for d-q axis respectively

5.4, 82; 10.6, 63

6. WECS-2 grid side DC regulator PI gains 18, 78

7. WECS-2 chopper voltage controller PI gains 0.2, 6.9

(continued)
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Table 3 (continued)

Sl. No. Parameter names Ratings

8. WECS-2 machine side converter current regulator PI gains for
d-q axis respectively

4, 12; 4, 14

9. Current compensator PI gains for unplanned
outrage

5, 52

10. Pre-synchronized controller PI gains for voltage,
frequency and phase angle respectively

0.2, 4; 4.2, 2; 12, 7.5

11. Active load damping adaptive gain, α 0.65

12. Reactive load damping adaptive gain, β 0.25

regulates DC bus voltage for WECS-1, system frequency and power bifurcation and
transition of grid-connected mode to islanding mode even though load variations.
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Modelling and Simulation of Grid
Connected Solar Photovoltaic System
with LCL Passive Filter

Pankaj Dhal and Shashi Bhushan Singh

1 Introduction

India is located on the Equatorial Earth’s sunbelt, receiving abundant sunlight.
Conventional resources for energy could expire in the future, alongside the world’s
fast-growing economy. Energy consumption and quality have become two things of
great concern today. The development of renewable energies could help preserve
social sustainability, which also prevents a possible energy crisis [1]. In order to take
care of most of the energy generation, renewable energy projects have been consid-
ered as one of the most relevant options for the future. There are many upcoming
and varied levels of maturity technology available [1].

The original 20 GW capability goal was met by the Indian Government for 2022,
four years in advance. In India, closely 42 solar parks have been built to make land
accessible to solar plant advertisers [2]. The nation installed 3GWof solar capacity in
2015–2016, 6GW in 2016–2017 andmore than 10GW in 2017–2018, while the retail
price of solar energy dropped to 18% below that of its coal-fired co-payers. However,
its solar capacity has grown from 26650 MW to over 20GW as at 31 January 2018.
In India, over 82,580 MW of renewable power energy, with roughly 31,150 MW
output, was deployed at different stages of construction by the end of September
2019 [2].

SPV system’s output power characteristic depends on the solar radiation level and
temperature. In addition, the temperature and solar radiation on the photovoltaic cell
depend on the continued changing atmospheric conditions. Thus, wewill monitor the
point of availability of maximum power at different levels of irradiation in the SPV
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Fig. 1 Block diagram of grid connected solar photo-voltaic system

unit. Development in power electronics devices further stimulates the development
of SPV-based energy systems. More-over in a high-frequency transient switching
system, power electronic devices can be integrated with the SPV system but the
systems have some drawbacks due to the presence of harmonics [3].

In the power distribution systems, the existence of current and voltage harmonics
increases energy loss on line and lowers power factor and may cause resonance
in the circuit. Converter harmonics can interact with stable and sensitive domestic
electrical equipment which is unwanted. Harmonics may trigger possible physical
harm or unnecessary trip relays in motor drives or electricity networks. Harmonic
interference is a major concern for power system experts when losses escalate,
unnecessary heating of spinning machines and communication systems conflict
dramatically with typical AC power line and noise production, contributing to
incorrect device activity [4].

In this paper, the LCL passive filter joined between grid and Solar PV array and
simulated with filter design consideration. The synchronous reference frame (SRF)
theory is utilized for system control with an inherent grid synchronization capability.
The MPPT method based on perturbation and observation (P & O) is refined and
executed by using a boost converter. The entire evaluation is carried out with the
peak power tracking from the PV source. In addition, the grid side converter is used
to provide current harmonics and reactive power requirements locally. One simple
and common approach for minimizing harmonics of the input current is the use
of multi-pulse connections with multiple windings based on transformers. Passive
filters were implemented in the last decade to reduce the harmonics pumped into
the mains [5] (Fig. 1).

2 System Description

2.1 PV Array

The solar photo-voltaic system contains PV array which is a solid-state semicon-
ductor device and it generates electrical current from solar insolation. The PV array
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ismade up of by using a group of solar panel thatworks in the principle of solar photo-
voltaic effect. Three to 5-W power can be produced from a single solar cell and then
we can increase power by connecting a number of such cells in series [1, 2]. Under the
open-circuit voltage and the short-circuit current, the o/p current of the PV array is

Id = Isc

[
1 − e

(Vd−Voc)q
Ns nkt

]
(1)

where.

Id Output current of PV array.
Isc Short circuit current.
Vd Diode voltage.
Voc Open circuit voltage.
Ns Number of photovoltaic cell in series.
T Temperature of solar cell.

2.2 MPPT with DC/DC Converter

We mainly required peak power from our PV array for all operations in the system.
By changing the duty ratio of the boost converter we can extract peak power from
the PV array by using different MPPT techniques. There are many MPPT methods
are used but here we use the most frequently used method that is perturbation and
observation (P & O) due to its ease of use and simplicity. The system measures
the peak power point by watching, comparing and perturbing the power which is
generated from the PV array [4, 5].

Voltage and current of Photovoltaic cells are needed for the power feedback type
MPPTmethod,which has a relationship between the output voltage and the o/p power
of the PV array. In the P & O methods, we can get maximum power at which point
the power to voltage derivation is zero, this derivative is +(ze) at the left side and
become –(ve) at the right side of peak powerpoint. In power voltage characteristics
at MPP

∂P

∂V
= 0 (2)

The basic track of P & O algorithms is given in Fig. 2 we use a DC-DC boost
converter here, which runs in continuous driving mode. The duty cycle of the boost
converter is given as

VO

VPV
= 1

1 − D
(3)
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Fig. 2 Flow diagram of P & O MPPT method

where VPV is the input voltage, VO is the o/p voltage and D is the duty cycle of the
DC-DC boost converter. The flow chart of P & O algorithm is given below in Fig. 2.

2.3 Three Phase Inverter

Here we use a Full-bridge three-phase voltage source converter, which is made up of
six switches. The main operation of the VSI is to transform the Dc voltage given by
the DC-DC boost converter into an AC voltage of 230 V RMS having a frequency of
60HZ.Three alternative pulses are developed byHysteresisCurrentController(HCC)
which is supplied pulses to the corresponding inverter gate. In several intervals, the
control signal of pulses ON for some section of the time and then again off for the
remaining section of the time. The O/P signal from the three-phase full-bridge VSI
is pass through a passive filter to get desirable output voltage which is given to the
load and grid [6, 7].
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2.4 Filters

The design of the LCL passive filter is classified into two parts. In the 1st part
inductance (Li) at the inverter, the side is designed and in the 2nd part inductance
(Lg) at the grid side with capacitance (Cf ) is designed. The inductance which is on
the grid side is having a relation with the inductance is in the inverter side and the
ratio between them depends upon the attenuation of the ripple current. For the LCL
filter design here we used a simpler equation and according to the design principle
and the equations are given below.

L I = Vs

2
√
6 fs iripple

(4)

C f = 0.05

ωn Zbase
(5)

Zbase = V 2
sLL

Pn
(6)

Lg = Li (7)

where Lg is inductance in grid side, Li inductance in inverter side, f s switching
frequency of the inverter,Cf capacitance of LCL filter,ωn operating frequency, iripple
is the peak value of rated output current, Pn rated power of the inverter.

The inductance value is very costly, bulky and high for the above cases. Here we
take inductance value 1.4 mH for both grid side and inverter side inductance and also
take 5 μf for capacitance.

3 Control Strategy Implementation

3.1 SRF Theory for Synchronization

SRFT theory is mainly utilized for the independent control in both quadrature and
direct axis. Mainly it converts equivalent d-q components from three-phase AC
supply for our control propose. As per this theory, the a-b-c variables of current
signals are converted into d-q components and then filtered. For generating gate
pulses for inverter switches againwe convert the current variable fromd-q component
into a-b-c frame and given it to the hysteresis current controller.

In this type first, we identified the source current variable that is ia, ib, ic then
transformed into (α-β-0) component which is a two-phase frame from the a-b-c
component which is a three-phase frame. This transformation is given in Eq. 8
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Fig. 3 Main control scheme
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⎦ (8)

Again we obtain d-q current variable by convert α-β variable into three-phase
synchronous frame and this transformation is given in Eq. 9

[
id
iq

]
=

[
cos θ sin θ

− sin θ cos θ

][
iα
iβ

]
(9)

3.2 Main Control Scheme

Main Control scheme is described in Fig. 3. The dc output from the boast converter
is compared with the reference dc voltage Vref*. The voltage from boast converter
contains ripples. These ripples needs to be separated to have admirable power quality
at ac side. The error is then reduced by PID controller with values Kpd = 2 and Kid

= 1.5 [8].
The output of PID controller i.e. Id* is then compared with dc current output of

boast converter and the resultant is considered as Id i.e. d phase current to be fed to
dq0 to a-b-c converter (Inverse Park’s Transform) which generates 3 phase currents
i.e. Ia*, Ib* and Ic* which is then compared with reference three-phase current
in hysteresis current controller which generates triggering signals for respective
MOSFET’s in the inverter circuit.
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4 Results and discussion

The photovoltaic system coupled to the grid using PV arrays is modelled and simu-
lated in MATLAB SIMULATION. The simulation is performed under non-linear
load. Figure 4 displays the result of grid voltage which is 3 phase sinusoidal with
230 V rms.

Figure 5 shows the DC side result which generates 500 V constant DC voltage
by a group of PV array and is supplied to the grid and non-linear load though boost
converter and three-phase inverter.

Figure 6 shows the results of the system on the AC side with RL non-linear load.
With this figure, it is cleared that the ac side parameter like load voltage and load
current have sinusoidal wave shapes due to the compensation of reactive power and
load harmonic done by the LCL passive filter.

Figure 7 shows the results of AC side grid voltage and grid current which is
quite randomistic sinusoidal figure due to non-linear connection at PCC. It injects
harmonic and reactive power to the grid so we get this type of wave shape.

Figure 8 shows the result of both active and reactive power on the AC side. Power

Fig. 4 Grid voltage

Fig. 5 PV voltage
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Fig. 6 AC side Results of current and voltage with RL load

Fig. 7 AC side grid voltage and current
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Fig. 8 Grid power with RL load

transferred to the load from the solar photovoltaic system at unity power factor. Power
is nearly constant after initial transients hence keeping the system stable.

5 Conclusions

By using the SRF theory algorithm we effectively simulate the solar photovoltaic
systemwith anLCLpassive filter. The required results are obtained for the evacuation
of PV resources and by using a passive filter we compensate reactive power for the
grid which is used under the unity power factor. By using this method, we boost the
power factor of the system. By using non-linear load and irradiance of the light we
analyze the photovoltaic network linked to the grid. The simulation results have been
shown to verify the different parameters from PV source to non-linear load and grid.

References

1. J. Singh, S. Ganguly, Study and design of grid connected photovoltaic system, thesis report
electrical and instrumentation dept.,Thapar University, Patiala

2. A.Nottrott, J.Kleissl, B.Washom, Energy dispatch schedule optimization and cost benefit anal-
ysis for grid-connected, photovoltaic-battery storage systems. Int. J. Renew. Energy- Elsevier
55, 230–240 (2013)

3. C. Schelly, E.P. Louie, J.M. Pearce, Examining interconnection and net metering policy for
distributed generation in the United States. Renew. Energy Focus- Elsevier 22–23, 10–19 (2017)

4. S. Sumathi, L.A. Kumar, P. Surekha, Solar PV and Wind Energy Conversion Systems- An
Introduction to Theory, Modelling with MATLAB/SIMULINK, and the Role of Soft Computing
Techniques (Springer International Publishing, Switzerland, 2015).

5. P.S. Bimbra, Power Electronics, 6th edn. (2018)
6. I. Bhattacharya, Y. Deng, S.Y. Foo, Active filters for harmonics elimination in solar photovoltaic

grid-connected and stand-alone systems, IEEE 2nd Asia Symposium on Quality Electronic
Design, Penang, Malaysia, 3–4 Aug. 2010



434 P. Dhal and S. B. Singh

7. P.C. Sen, Power Electronics, 46th reprint edition, 2017.
8. A.K. Verma, B. Singh, D.T. Sahani, Grid interfaced solar photovoltaic power generating

system with power quality improvement at AC mains, in IEEE 3rd International Conferences
Sustainable Energy Technology, Kathmandu, Nepal, Oct. 2012



Comparison of Illumination at Different
Workplaces Using Optical Sensor

Shashi Kant Vij and Sandeep Gupta

1 Introduction

Spectral evaluation of an optical spectrum is a well-known method in biology,
physics, and chemistry [1, 2]. In the chemical investigation, thefluorescence spectrum
is commonly used to identify the composition of a sample solution and to evaluate its
concentrations [3, 4]. Fluorescence signals are also examined for the supervising of
photosynthesis [5, 6]. Based on such measurements, it might be possible to monitor
plant conditions and use this information for online control of illumination conditions
in such a way that photosynthesis is maximized, without causing plant stress.

Amobile phonehas beenusedboth as an illumination source and an imagedetector
for quantitative optical investigation [7]. The paper [3] gives an overview of micro
spectrometers operating in the visible and infrared spectral range. A full detail model
of the point spread function (PSF) is presented for the complete optical system of
aberration-free light field cameras with low to moderate numerical apertures [8–10].

Therefore, this paper has undertaken the different case studies on sample class-
rooms or workplace, where the measurement of illumination in Lux. is carried out
with the help of an optical sensor; based on which different results are obtained,
compared and analyzed with the ideal standards (250 lx for easy office work or
classes) as provided by [11, 12] with the help of tables and graphical representation.
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Table 1 Illumination in lux at 10:30 AM and 11:30 AM for 2nd floor nearest to light source

Date Max. position of
sensor

Horizontal
position of sensor

Date Max. position of
sensor

Horizontal
position of sensor

14.2.18 4090 654 6.3.18 2780 470

2303 403 2230 400

15.2.18 3490 535 7.3.18 3150 1130

2285 400 2685 617

16.2.18 4717 620 8.3.18 4017 626

2547 527 2658 517

17.2.18 4123 615 9.3.18 4112 594

2490 322 2781 526

19.2.18 3310 480 10.3.18 4317 629

2170 410 2862 510

20.2.18 2190 322 12.3.18 2792 482

1978 301 2018 298

5.3.18 4434 639 13.3.18 4003 531

2357 577 2331 492

2 An Illumination Study in the Various Circumstances

2.1 Case 1

Illumination received (readings were taken for the maximum light-receiving angle of
sensor and at horizontal level) at a place in II floor class which is nearest to the light
source for different calendar days at Jaipur Rajasthan at 10:30 AM and 11:30 AM
when all the inner sources of light were all illuminated as shown in Table 1 and Fig. 1.

2.2 Case 2

Illumination received (readings were taken for the maximum light-receiving angle
of sensor and at horizontal level) at a place in II floor class which is farthest from the
light source for different calendar days at Jaipur Rajasthan at 10:30 AM and 11:30
AMwhen all the inner sources of light were all illuminated. These results are shown
in Table 2 and Fig. 2.



Comparison of Illumination at Different Workplaces … 437

Fig. 1 Illumination at 2nd floor when a sensor is nearest to the light source

Table 2 Illumination in lux at 10:30 AM and 11:30 AM for 2nd floor farthest to light source

Date Max. position of
sensor

Horizontal
position of sensor

Date Max. position of
sensor

Horizontal
position of sensor

14.2.18 86 56 6.3.18 85 58

76 56 80 55

15.2.18 88 58 7.3.18 89 61

75 57 85 58

16.2.18 88 56 8.3.18 87 57

81 58 82 56

17.2.18 89 58 9.3.18 87 58

80 56 82 56

19.2.18 81 56 10.3.18 89 59

79 56 81 55

20.2.18 85 58 12.3.18 92 56

81 56 82 56

5.3.18 87 57 13.3.18 86 56

82 56 81 53
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Fig. 2 Illumination at 2nd floor when a sensor is farthest to the light source

2.3 Case 3

Illumination received (readings were taken for the maximum light-receiving angle
of sensor and at horizontal level) at a place in I floor class which is nearest to the
light source for different calendar days at Jaipur Rajasthan at 10:30 AM and 11:30
AM when all the inner sources of light were all illuminated. The outputs are shown
in Table 3 and Fig. 3.

2.4 Case 4

Illumination received (readings were taken for the maximum light-receiving angle
of sensor and at horizontal level) at a place in I floor class which is farthest from the
light source for different calendar days at Jaipur Rajasthan at 10:30 AM and 11:30
AM when all the inner sources of light were all illuminated. Table 4 and Fig. 4 are
represented the outcomes.

2.5 Case 5

Illumination received (readings were taken for the maximum light-receiving angle
of sensor and at horizontal level) at a place in ground floor class which is nearest
to the light source for different calendar days at Jaipur Rajasthan at 10:30 AM and
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Table 3 Illumination in lux at 10:30 AM and 11:30 AM for 1st floor nearest to light source

Date Max. position of
sensor

Horizontal
position of sensor

Date Max. position of
sensor

Horizontal
position of sensor

14.2.18 3950 480 6.3.18 1839 483

1415 145 1604 322

15.2.18 2377 350 7.3.18 1470 475

1267 160 1098 392

16.2.18 5661 947 8.3.18 3556 507

2000 400 2211 492

17.2.18 4085 490 9.3.18 3867 568

1565 358 2438 474

19.2.18 1936 586 10.3.18 3919 576

1158 156 2315 470

20.2.18 2050 650 12.3.18 3792 482

1210 205 2180 465

5.3.18 5434 837 13.3.18 3308 460

2085 654 2417 450

Fig. 3 Illumination at 1st floor when sensor is nearest to the light source

11:30 AM when all the inner sources of light were all illuminated as shown in Fig. 5
and Table 5.
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Table 4 Illumination in lux at 10:30 AM and 11:30 AM for 1st floor farthest to light source

Date Max. position of
sensor

Horizontal
position of sensor

Date Max. position of
sensor

Horizontal
position of sensor

14.2.18 220 122 6.3.18 265 135

280 140 204 125

15.2.18 270 146 7.3.18 320 120

275 142 310 125

16.2.18 189 145 8.3.18 322 137

170 120 301 139

17.2.18 280 146 9.3.18 327 140

331 136 303 142

19.2.18 147 129 10.3.18 320 138

178 127 300 137

20.2.18 261 97 12.3.18 292 125

270 111 285 129

5.3.18 353 140 13.3.18 312 139

318 146 305 141

Fig. 4 Illumination at 1st floor when a sensor is farthest to the light source

2.6 Case 6

Illumination received (readings were taken for maximum light-receiving angle of
sensor and at horizontal level) at a place in ground floor class which is farthest from
the light source for different calendar days at Jaipur Rajasthan at 10:30 AM and
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Fig. 5 Illumination at the ground floor when a sensor is nearest to the light source

Table 5 Illumination in lux at 10:30 AM and 11:30 AM for ground floor nearest to light source

Date Max. position of
sensor

Horizontal
position of sensor

Date Max. position of
sensor

Horizontal
position of sensor

19.2.18 3480 1007 8.3.18 5788 1076

2976 857 3255 945

20.2.18 3380 1030 9.3.18 5956 1234

2859 840 3445 1011

5.3.18 7062 1157 10.3.18 6172 1531

4014 957 3647 1124

6.3.18 3548 1059 12.3.18 6215 3186

4222 1002 3448 1075

7.3.18 6091 1128 13.3.18 6027 2010

4002 908 3338 1085

11:30 AM when all the inner sources of light were all illuminated. These results are
shown in Table 6 and Fig. 6.

2.7 Case 7

Comparative analysis of illumination in Lux for two readings at 10:30 AM and
11:30 AM on same days at a place where the maximum light angle of sensor is there
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Table 6 Illumination in lux at 10:30 AM and 11:30 AM for ground floor farthest to light source

Date Max. position of
sensor

Horizontal
position of sensor

Date Max. position of
sensor

Horizontal
position of sensor

19.2.18 48 16 8.3.18 47 33

35 14 41 30

20.2.18 39 23 9.3.18 49 34

34 19 45 32

5.3.18 57 41 10.3.18 47 33

47 32 44 31

6.3.18 49 27 12.3.18 53 36

51 35 46 35

7.3.18 48 35 13.3.18 45 38

43 31 42 34

Fig. 6 Illumination at the ground floor when the sensor is farthest to the light source

for ground floor, first floor and second floor. The comparison is clearly shown in
Fig. 7.

2.8 Case 8

Illumination received at a place of study is also compared with the temperature on
that particular day as shown in Table 7 and Fig. 8.
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Fig. 7 Illumination at all floors when the sensor is nearest to the light source

Table 7 Maximum illumination in lux received based on the temperatures on a particular day for
all floors

Temperature
İn Deg. C

Ground
Floor

I Floor II Floor Temperature
İn Deg. C

Ground
Floor

I Floor II Floor

24 3480 1936 3310 23 5956 3867 4112

2976 1158 2170 3445 2438 2781

26 3380 2050 2190 27 6172 3919 4317

2859 1210 1978 3647 2315 2862

24 7062 5434 4434 25 6215 3792 2792

4014 2085 2357 3448 2180 2018

25 3548 1839 2780 26 6027 3308 4003

4222 1604 2230 3338 2417 2331

26 6091 1470 3150 28 6383 3666 4637

4002 1098 2685 3443 2551 2930

23 5788 3556 4017

3255 2211 2658

3 Conclusions and Remedies

From the observation data and graphical representations there on we can reach the
following conclusions:

1. It is observed that irrespective of the floor which is under study, whenever an
optical sensor is placed at a favorable angle; it detects the large magnitude
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Fig. 8 Illumination at all floors to check the effect of temperature on different days

of illumination in comparison to that when held in a horizontal position. The
horizontal position reading is important because at this very position most of
the office task is performed or reading/writing is done.

2. It is found that there is insufficient light to undergo academic activity in the
farthest area of the classrooms or office areas.

3. It was observed that rising temperature does not have a significant impact on
the illumination as the temperature range in our case is not much.

4. It was observed that the ratio of window area to the total area did not have a
significant impact on the illumination; as the total areas were different.

5. Here we can conclude that the illumination is very much affected by the archi-
tecture of the surroundings understudy, time of taking the readings, the climate
on a particular day, calendar days under observation and trajectory of the sun.
So, there must be a good provision of light sources within the working areas or
classrooms and should not much depend on nature much.
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