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Preface

This volume contains a selection of revised papers presented at FICC 2020:
BenchCouncil Federated Intelligent Computing and Block Chain Conferences, held in
Qingdao, Shandong, China from October 30th to November 3rd, 2020. The main
theme and topic of FICC 2020 was AI and Block Chain Technologies for computer
sciences, finance, medicine, and education, to foster communication, collaboration, and
interplay among these communities, and propose benchmark-based quantitative
approaches to tackle multi-disciplinary challenges.

FICC 2020 assembled a spectrum of affiliated research conferences into a week-long
coordinated meeting held at a common time in a common place, consisting of seven
individual conferences—Symposium on Intelligent Medical Technology (MedTech
20), Symposium on Intelligent Computers (IC 20), Symposium on Chips (Chips 20),
Symposium on Evaluation, Simulation, and Test (ESTest 20), Symposium on Edu-
cation Technology (EduTech 20), Symposium on Block Chain (BChain 20), and
Symposium on Financial Technology (FinTech 20).

FICC 2020 solicited papers that address hot topic issues in federated intelligent
computing and block chain. The call for papers for the FICC 2020 conference attracted
a number of high-quality submissions. During a rigorous review process, each paper
was reviewed by at least three experts. This book includes 38 accepted papers from the
FICC 2020 conference, which were selected from 103 submissions. The acceptance
rate is 36.9%. FICC 2020 had more than 200 keynote lectures and invited talks by
distinguished experts from China, the Americas, and Europe, including Academicians
of the Chinese Academy of Sciences/Engineering, Fellows of the Royal Academy of
Engineering, Fellows of the European Academy of Sciences, Fellows of the National
Academy of Sciences/Engineering, etc.

During the conference, BenchCouncil sponsored two kinds of awards to recognize
important contributions in the area of federated intelligent computing and block chain.
BenchCouncil Best Paper Award is to recognize a paper presented at the FICC con-
ferences which demonstrates potential impact on research and practice in this field.
This year, we had four best paper award recipients. Bo Zhou, Ping Zhang, and Runlin
Zhou from Operations and Maintenance Department, National Computer Network
Emergency Response Technical Team received the best paper award of IC 20, for their
paper “Root Cause Localization from Performance Monitoring Metrics Data with
Multidimensional Attributes.” Li Lin, Jiewei Wu, Pujin Cheng, Kai Wang, and
Xiaoying Tang from Sun Yat-sen University and Southern University of Science and
Technology received the best paper award of MedTech 20, for their paper “BLU-GAN:
Bi-Directional ConvLSTM U-Net with Generative Adversarial Training for Retinal
Vessel Segmentation.” Zhiyun Chen, Yinuo Quan, and Dongming Qian from East
China Normal University received the best paper award of EduTech 20, for their paper
“Automatic essay scoring model based on multi-channel CNN and LSTM.” Wei-Tek
Tsai, Weijing Xiang, Wang Rong, and Enyan Deng from Beihang University and



Beijing Tiande Technology received the best paper award of BChain 20, for their paper
“LSO: A Dynamic and Scalable Blockchain Structuring Framework.”

BenchCouncil Award for Excellence for Reproducible Research is to encourage
reliable and reproducible research using benchmarks from all organizations. This year,
we have three award recipients for excellence for reproducible research, including Jun
Lu from Institute of Physics, Chinese Academy of Sciences for his paper “A recon-
figurable electrical circuit auto-processing method for direct electromagnetic inver-
sion,” Jie Li and Ping Li from Beihang University for their paper “Dynamic Copula
Analysis of the Effect of COVID-19 Pandemic on Global Banking Systemic Risk,” and
Wenrui Kang, Xu Wang, Jixia Zhang, Xiaoming Hu and Qin Li from Beijing Institute
of Technology for their paper “Two-way Perceived Color Difference Saliency Algo-
rithm for Image Segmentation of Port Wine Stains.”

We are very grateful for the efforts of all authors related to writing, revising, and
presenting their papers at the FICC 2020 conferences. We appreciate the indispensable
support of the FICC 2020 Program Committee and thank them for their efforts and
contributions in maintaining the high standards of the FICC 2020 Symposia.

January 2020 Wanling Gao
Kai Hwang

Changyun Wang
Weiping Li

Zhigang Qiu
Lei Wang

Aoying Zhou
Weining Qian
Cheqing Jin
Zhifei Zhang
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BLU-GAN: Bi-directional ConvLSTM
U-Net with Generative Adversarial

Training for Retinal Vessel Segmentation

Li Lin1,2, Jiewei Wu1,2, Pujin Cheng2, Kai Wang1(B), and Xiaoying Tang2(B)

1 School of Electronics and Information Technology,
Sun Yat-Sen University, Guangzhou, China

wangkai23@mail.sysu.edu.cn
2 Department of Electrical and Electronic Engineering,

Southern University of Science and Technology, Shenzhen, China
tangxy@sustech.edu.cn

Abstract. Retinal vascular morphometry is an important biomarker
of eye-related cardiovascular diseases such as diabetes and hyperten-
sion. And retinal vessel segmentation is a fundamental step in fundus
image analyses and diagnoses. In recent years, deep learning based net-
works have achieved superior performance in medical image segmenta-
tion. However, for fine vessels or terminal branches, most existing meth-
ods tend to miss or under-segment those structures, inducing isolated
breakpoints. In this paper, we proposed Bi-Directional ConvLSTM U-
Net with Generative Adversarial Training (BLU-GAN), a novel deep
learning model based on U-Net that generates precise predictions of reti-
nal vessels combined with generative adversarial training. Bi-directional
ConvLSTM, which can better integrate features from different scales
through a coarse-to-fine memory mechanism, is employed to non-linearly
combine feature maps extracted from encoding path layers and the pre-
vious decoding up-convolutional layers and to replace the simple skip-
connection used in the original U-Net. Moreover, we use densely con-
nected convolutions in certain layers to strengthen feature propagation,
encourage feature reuse, and substantially reduce the number of parame-
ters. Through extensive experiments, BLU-GAN has shown leading per-
formance among the state-of-the-art methods on the DRIVE, STARE,
CHASE DB1 datasets for retinal vessel segmentation.

Keywords: Retinal vessel segmentation · Densely-connected
ConvLSTM U-Net · Generative adversarial training

1 Introduction

Retinal vascular examination is the only non-invasive way for ophthalmologists
or other experts to observe and photograph vasculature in vivo [1]. Segmentation
of retinal vessels serves as an important component in the diagnosis of retinal
diseases as well as systemic diseases, such as hypertension, arteriolosclerosis, age-
related macular degeneration (AMD), and diabetic retinopathy (DR). To address

c© Springer Nature Singapore Pte Ltd. 2021
W. Gao et al. (Eds.): FICC 2020, CCIS 1385, pp. 3–13, 2021.
https://doi.org/10.1007/978-981-16-1160-5_1
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the limitations of manual segmentation, such as high complexity, labor intensive-
ness and low reproducibility, various unsupervised and supervised methods have
been proposed for automatically segmenting retinal vessels. One major challenge
in the vessel segmentation task is that vessels are multi-scale with relatively low
contrast from the background, especially for fine vessels or terminal branches in
noisy images. Moreover, it will be more complicated if there exist lesions on fun-
dus images such as hemorrhages and microaneurysms. Such lesions may cause
mis-segmentation of vessels and make this task even more challenging.

Existing automatic vessel segmentation algorithms can probably be summa-
rized into two categories. The first category is unsupervised methods, usually
including matched filter methods and morphological processing methods [2]. For
instance, Nguyen et al. [3] proposed a method based on multi-scale line operators
for vessel detection. Singh et al. [4] developed a Gumbel probability distribution
function based matched filter approach for this task.

The other category is supervised methods, in which data with ground truth
are used to train a classifier based on predefined features [5,6]. The past recent
years have witnessed the rapid development and outstanding performance of
deep learning in various computer vision tasks. For example, Ronneberger et
al. proposed the so-called U-Net [7] in an encoder-decoder structure with skip
connections, allowing feature maps to maintain low-level features and efficient
information propagation. Recently, many deep learning architectures inspired by
U-Net, such as R2U-Net [8], LadderNet [9], and SSCF-Net [10], achieved supe-
rior performance on the vessel segmentation task. Despite their progress, these
methods still have limitations, such as confusing blood vessels with interfering
structures and failing to segment tiny vessels or vessels at terminal branches.
The main disadvantage of the aforementioned U-Net based models is that the
processing step is performed individually for the two sets of feature maps, and
these features are then directly concatenated. On the other hand, models used
in existing methods mainly rely on pixel-wise objective functions that compare
ground truth images with model-predicted results. The results in [11] show that
without changing the network structure, supplementing a pixel-wise loss with a
topology loss can generate results with appropriate topological characteristics,
resulting in a substantial performance increase. However, it is kind of unrealistic
to artificially design different topological loss functions for different topological
structures.

Generative Adversarial Network (GAN) is a framework consisting of two
networks, discriminator and generator [12]. The discriminator is dedicated to
distinguishing the predicted results generated by the generator from the ground
truth images, whereas the generator tries to generate realistic outputs that are
very similar to the ground truth images to confuse the discriminator. Therefore,
we can apply the GAN framework, adding a discriminator after the generator
network to serve as a supplemental automatically learned loss to the pixel-wise
loss.
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In such context, we propose a novel method for vessel segmentation, namely
BLU-GAN (Fig. 1), which consists of a Bi-Directional ConvLSTM U-Net with
densely connected convolutional layers as the generator and an image-level dis-
criminator. Through extensive quantitative and qualitative evaluation experi-
ments, our method shows leading performance among state-of-the-art models
on DRIVE [13], STARE [14], and CHASE DB1 [15] datasets. The results reveal
that Bi-Directional ConvLSTM connections and densely connected convolutional
layers can improve the network’s capability and enable propagation of subtle fea-
tures, thereby improving the overall segmentation results. Moreover, applying
adversarial training and adding a discriminator can supplement the pixel-wise
loss function, substantially improving the quality of the segmentation by train-
ing the generator to extract vessel prediction images that are indistinguishable
from those annotated by ophthalmologists.

BLU-GAN

Encoder Decoder

Densely Connected Convolutions

DiscriminatorGenerator

Manual annotation (ground truth)

Model-predicted vessel map 

CNN CNN

Fig. 1. The proposed BLU-GAN framework for vessel segmentation.

2 Method

2.1 Image Preprocessing

In each of our experimental datasets, the amount of training data is no larger
than 20 and thus data argumentation and preprocessing are required. Existing
studies [16,17] have shown that employing image patches for training and test-
ing can generate superior prediction results than using whole images. However,
this process reduces the training and testing efficiency and it is not employed
in this work. In our method, each whole image is augmented by left-right flip
and rotation sampled every 4◦ from 4◦ to 360◦. Then we adjust the brightness,
contrast, and color of all images with random coefficients from 0.8 to 1.2. Finally,
all images are normalized to z-score.
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2.2 The Proposed Architecture

As demonstrated in Fig. 1, the proposed BLU-GAN consists of a generator net-
work and a discriminator network. The generator takes a fundus image as input
and generates a probability mask of retinal vessels with the same size as the
input. For the discriminator, it needs to judge whether the input vessel map
belongs to manual ground truth or the output of the generator according to the
input fundus image and the corresponding vessel map. The two networks con-
duct adversarial training so that the vessel maps generated by the generator are
as similar as possible to the manual annotations.

For the generator, we take full advantages of U-Net, bi-directional ConvL-
STM (BDCL) and the mechanism of dense convolutions [18,19]. We use BDCLs
to replace the simple skip-connections in U-Net, and non-linearly combine the
feature maps extracted from the corresponding encoding path with the previ-
ous decoding up-convolutional layer. Figure 2 demonstrates the architecture of
the generator and Fig. 3 (a) expresses the bidirectional operation flow of BDCL.
In that figure, xe ∈ R

Fl×Wl×Hl denotes the set of feature maps copied from
the encoding path, and xd ∈ R

Fl+1×Wl+1×Hl+1 represents the set of feature
maps from the previous convolutional layer (Fl, Wl, and Hl denote channel
number, weight, and height at layer l). It is worth noting that Fl+1 = 2 × Fl,
Wl+1 = 1

2 × Wl, and Hl+1 = 1
2 × Hl. The output of BN layer (x̂tran

d ) and xe are
fed to a BDCL layer.

BDCL BDCL

BDCL BDCL

BDCL BDCL

…
1 2 3 N BDCL

Legend
Conv. 3 3 + Relu

Max-pooling (2 2)

Conv. Trans. 3 3 + Relu + BN 

Copying and concatenation

Conv. 1 1 + Sigmoid

Bi-directional ConvLSTM

64

128

256

512

256

128

64

Fig. 2. The architecture of the generator in BLU-GAN.

ConvLSTM [20], consisting of an input gate it, an output gate ot, a forget
gate ft, and a memory cell ct, was proposed to employ convolution operations for
performing input-to-state and state-to-state conversions. The calculation process
in ConvLSTM is as follows (for convenience, bias terms are omitted):

it = σ
(
W x

i ∗ xt + WH
i ∗ Ht−1

)
, (1)
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Conv. Transpose

Batch Normalization

Forward ConvLSTM

Backward ConvLSTM

Forward ConvLSTM

Backward ConvLSTM

tanhtanh

(a) BDCL in BLU-GAN

(b) Discriminator in BLU-GAN

Manual annotation (ground truth)

Model prediction vessel map or

Conv. 3 3 + Relu Max-pooling (2 2) Fully connection

32

64

128
256

512

Fig. 3. Illustration of some details in BLU-GAN. Panels (a) and (b) respectively denote
the BDCL block in the generator and the structure of the discriminator.

ft = σ
(
W x

f ∗ xt + WH
f ∗ Ht−1

)
, (2)

ot = σ
(
W x

o ∗ xt + WH
o ∗ Ht−1

)
, (3)

ct = ft ◦ ct−1 + it ◦ tanh
(
W x

c ∗ xt + WH
c ∗ Ht−1

)
, (4)

Ht = ot ◦ tanh (ct) , (5)

where ∗ and ◦ respectively denote the convolution operator and the Hadamard
product. All the gates, memory cell, hidden state H, and learnable weights W
are 3D tensors. W x

∗ and WH
∗ are 2D convolution kernels corresponding to the

input and hidden state. Information from both the forward and backward frames
are important and complementary for segmenting vessels, and thus BDCL uses
two ConvLSTMs to process the input data into two directions, and then deter-
mines the current input by analyzing the data dependencies in both directions.
Therefore, we obtain two sets of parameters for both directions, and the output
of the BDCL is calculated as

Yt = tanh
(
W

−→H
y ∗ −→Ht + W

←−H
y ∗ ←−Ht

)
, (6)

where
−→H and

←−H indicates the hidden states from forward and backward ConvL-
STM units, and Yt indicates the final output considering bi-directional spatio-
temporal information. More details can be found in [18,20].
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As illustrated in Fig. 3 (b), the discriminator in BLU-GAN consists of ten
3 × 3 convolutional layers followed by batch normalization, rectified linear units
(Relus) and spatial max-pooling. The last two layers of the network are a fully
connected layer and a final sigmoid layer. Through the sigmoid layer, the dis-
criminator outputs the classification of its judgments [28].

The objective of BLU-GAN is to minimize the probability of the paired
samples (generated by the generator G) to be recognized while maximizing the
probability of the discriminator D making a mistake, which is formulated as the
following minimax optimization:

lossGAN = Ex,y∼pdata(x,y)[log D(x, y)] + Ex∼pdata(x)[log(1 − D(x,G(x))], (7)

G∗ = arg min
G

max
D

lossGAN , (8)

where x, y represents a fundus image and a corresponding vessel ground truth.
The discriminator D takes a pair of (x, y) or (x,G(x)) to binary classification
{0, 1} where 0 and 1 denote the pair sample is either model-generated or manual-
generated. Moreover, in the generator, we also utilize ground truth by taking
binary cross-entropy between the ground truths and outputs,

lossSEG = Ex,y∼pdata(x,y) − y · log G(x) − (1 − y) · log(1 − G(x)). (9)

By summing up Eq. (8) and Eq. (9), we obtain the global objective function as

G = G∗ + λlossSEG, (10)

where λ is set to balance two loss functions.

3 Experiments

In this section, we introduce some specific parameter settings and implementa-
tion details of BLU-GAN and our experiments. Comparison and visualization
results are demonstrated in Fig. 4, Fig. 5, and Table 1.

3.1 Datasets

We evaluate our method on three publicly available datasets, DRIVE, STARE,
CHASE DB1. Manual annotations by two ophthalmologists are included for each
dataset. We employ the first ophthalmologist’s annotations as the ground truth
for training and testing, and use the ones from the second ophthalmologist as
human performance. DRIVE consists of 40 fundus images with binary filed of
view (FOV) masks. We use standard train/test split: 20 training images and
20 testing images. The STARE dataset consists of 20 images, and we divide the
data into 10 images as the training set and 10 images as the testing set according
to [21]. For CHASE DB1, we follow the setting of [9,22], namely the first 20 are
used as the training set and the remaining 8 as the testing set. The FOV masks
of STARE and CHASE DB1 are obtained through morphological transformation
and thresholding operation.
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Fundus image        Manual ground truth               U-Net                        LadderNet BLU-GAN         

Fig. 4. Visualization of the segmentation results from different methods on DRIVE
and STARE datasets.

3.2 Implementation Details

Our methods are implemented based on Keras library with tensorflow backend.
In the densely connected convolutional layers of the generator, we set N =
3 to achieve a balance in network depth, feature extraction capabilities, and
parameter quantities. Augmented images are divided into the training/validation
sets with a ratio of 9:1. We conduct multiple rounds of training until convergence.

During training, the discriminator and generator are trained alternately for
one epoch. We adopt Adam optimizer with the initial learning rate being e−4

and reduce the learning rate on Plateau. Besides, the trade-off coefficient λ in
Eq. (10) is set to be 10. As for evaluation metrics, we employ true positive (TP),
false positive (FP), false negative (FN), and true negative (TN) by compar-
ing automated segmentations with the corresponding ground truth annotations.
Then, accuracy (Acc), sensitivity (Se), specificity (Sp), F1-score, and area under
ROC curve (AUC) are used to evaluate the performance of BLU-GAN.
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Table 1. Performance comparisons on three datasets.

Datasets Methods F1-score Se Sp Acc AUC

DRIVE 2nd Observer 0.7881 0.7760 0.9725 0.9473 -

U-Net [8] 0.8142 0.7537 0.9820 0.9531 0.9755

RU-Net [8] 0.8155 0.7751 0.9816 0.9556 0.9782

R2U-Net [8] 0.8171 0.7792 0.9813 0.9556 0.9784

LadderNet [9] 0.8205 0.8081 0.9770 0.9561 0.9793

BCDU-Net [17] 0.8224 0.8007 0.9784 0.9560 0.9789

Liu et al. [24] 0.8225 0.8072 0.9780 0.9559 0.9779

DEU-Net [25] 0.8270 0.7940 0.9816 0.9567 0.9772

BLU-GAN 0.8296 0.8367 0.9810 0.9563 0.9813

STARE 2nd Observer 0.7401 0.8951 0.9386 0.9350 -

U-Net [7] 0.7595 0.6681 0.9915 0.9639 0.9710

Liskowski et al. [26] - 0.8554 0.9862 0.9729 0.9928

DRIU [27] 0.7139 0.5949 0.9938 0.9534 0.9240

LadderNet [9] 0.7319 0.6321 0.9898 0.9535 0.9609

DU-Net [23] 0.7629 0.6810 0.9903 0.9639 0.9758

Liu et al. [24] 0.8036 0.7771 0.9843 0.9623 0.9793

BLU-GAN 0.8447 0.8527 0.9805 0.9670 0.9883

CHASE DB1 2nd Observer 0.7978 0.8328 0.9744 0.9614 -

U-Net [8] 0.7783 0.8288 0.9701 0.9575 0.9772

ResU-Net [8] 0.7800 0.7726 0.9820 0.9553 0.9779

RU-Net [8] 0.7810 0.7459 0.9836 0.9622 0.9803

R2U-Net [8] 0.7928 0.7756 0.9820 0.9634 0.9815

LadderNet [9] 0.7895 0.7856 0.9799 0.9620 0.9772

DEU-Net [25] 0.8037 0.8074 0.9821 0.9661 0.9712

BLU-GAN 0.8263 0.8422 0.9805 0.9643 0.9856

3.3 Results

We compare our models with some state-of-the-art (SOTA) ones, including U-
Net, Recurrent U-Net (RU-Net), R2U-Net, DEU-Net, etc., on the three afore-
mentioned datasets. All the quantitative comparison results are demonstrated
in Table 1. Evaluation results indicate that BLU-GAN achieves leading perfor-
mance on three datasets among SOTA methods with the highest F1-score and
almost highest scores on other metrics.
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Fig. 5. Representative overlapped segmentation results from BLU-GAN (white) and
corresponding ground truths (green) on CHASE DB1. (Color figure online)

4 Conclusion

In this paper, we proposed a novel GAN framework by incorporating BDCL and
densely connected convolutional layers into U-Net and an image-level discrimina-
tor for segmenting retinal vessels. The proposed structure can incorporate both
spatial and temporal information (in our case bi-directional inter-samples cor-
relative information) of vessels and improve the network’s capability and prop-
agation of subtle features, thereby improving the overall segmentation results.
Additionally, the discriminator was designed to serve as a supplemental automat-
ically learned loss to the pixel-wise loss, which further improved the segmentation
performance. We demonstrated that the proposed method has leading perfor-
mance among state-of-the-art algorithms on DRIVE, STARE, and CHASE DB1
datasets. Future work will focus on how to improve the training efficiency of the
proposed BLU-GAN framework and integrate patch sampling methods to further
improve performance.

Acknowledgement. This study was supported by the National Natural Sci-
ence Foundation of China (62071210), the Shenzhen Basic Research Pro-
gram (JCYJ20190809120205578), the National Key R&D Program of China
(2017YFC0112404), and the High-level University Fund (G02236002). The authors
declare that they have no competing financial interests.

References

1. Chatziralli, I.P., Kanonidou, E.D., Keryttopoulos, P., Dimitriadis, P., Papazisis,
L.E.: The value of fundoscopy in general practice. Open Ophthalmol. J. 6, 4 (2012).
https://doi.org/10.2174/1874364101206010004

2. Singh, S., Tiwari, R.K.: A review on retinal vessel segmentation and classification
methods. In: International Conference on Trends in Electronics and Informatics,
pp. 895–900 (2019). https://doi.org/10.1109/ICOEI.2019.8862555

3. Nguyen, U.T., Bhuiyan, A., Park, L.A., Ramamohanarao, K.: An effective retinal
blood vessel segmentation method using multi-scale line detection. Pattern Recogn.
46(3), 703–715 (2013). https://doi.org/10.1016/j.patcog.2012.08.009

4. Singh, N.P., Srivastava, R.: Retinal blood vessels segmentation by using Gumbel
probability distribution function based matched filter. Comput. Methods Programs
Biomed. 129, 40–50 (2016). https://doi.org/10.1016/j.cmpb.2016.03.001

https://doi.org/10.2174/1874364101206010004
https://doi.org/10.1109/ICOEI.2019.8862555
https://doi.org/10.1016/j.patcog.2012.08.009
https://doi.org/10.1016/j.cmpb.2016.03.001


12 L. Lin et al.

5. Zhang, J., Chen, Y., Bekkers, E., Wang, M., Dashtbozorg, B., ter Haar Romeny,
B.M.: Retinal vessel delineation using a brain-inspired wavelet transform and ran-
dom forest. Pattern Recogn. 69, 107–123 (2017). https://doi.org/10.1016/j.patcog.
2017.04.008

6. Holbura, C., Gordan, M., Vlaicu, A., Stoian, I., Capatana, D.: Retinal vessels
segmentation using supervised classifiers decisions fusion. In: IEEE International
Conference on Automation, Quality and Testing, Robotics, pp. 185–190 (2012).
https://doi.org/10.1109/AQTR.2012.6237700

7. Ronneberger, O., Fischer, P., Brox, T.: U-Net: convolutional networks for biomed-
ical image segmentation. In: Navab, N., Hornegger, J., Wells, W.M., Frangi, A.F.
(eds.) MICCAI 2015, Part III. LNCS, vol. 9351, pp. 234–241. Springer, Cham
(2015). https://doi.org/10.1007/978-3-319-24574-4 28

8. Alom, M.Z., Hasan, M., Yakopcic, C., Taha, T.M., Asari, V.K.: Recurrent resid-
ual convolutional neural network based on U-Net (R2U-Net) for medical image
segmentation. arXiv preprint arXiv:1802.06955 (2018)

9. Zhuang, J.: LadderNet: multi-path networks based on U-Net for medical image
segmentation. arXiv preprint arXiv:1810.07810 (2018)

10. Lyu, J., Cheng, P., Tang, X.: Fundus image based retinal vessel segmentation
utilizing a fast and accurate fully convolutional network. In: Fu, H., Garvin, M.K.,
MacGillivray, T., Xu, Y., Zheng, Y. (eds.) OMIA 2019. LNCS, vol. 11855, pp.
112–120. Springer, Cham (2019). https://doi.org/10.1007/978-3-030-32956-3 14

11. Mosinska, A., Marquez-Neila, P., Koziński, M., Fua, P.: Beyond the pixel-wise
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Abstract. Choroidal neovascularization (CNV) is a retinal vascular dis-
ease that new vessels sprout from the choroid and then grow into retina,
which usually appears in the late stage of Age-related macular degener-
atoin (AMD). Because of the complex characteristics of CNV, it is time-
consuming and laborious to manually segment CNV from spectral-domain
optical coherence tomography (SD-OCT) images. In this paper, we pro-
pose an improved 3D U-Net model based on anisotropic convolution to seg-
ment CNV automatically. First, to adapt the special morphology and dif-
ferences in the scale ofCNV, a cross convolutionmodule (CCM) is designed
based on anisotropic convolution instead of general convolution with ker-
nel size 3×3×3 in standard 3D U-Net architecture. Then, the first layer
is adjusted to reduce the usage of GPU. In addition, a dilated connection
layer (DCL) is proposed to improve the ability to capture multi-scale infor-
mation while using low-level features. After verifying on a dataset that con-
sists of 376 cubes from 21 patients, we obtain the mean dice of 84.73%. The
experimental evaluation shows that our approach is able to achieve effec-
tive segmentation of CNV from SD-OCT images.

Keywords: Choroidal neovascularization segmentation · Optical
coherence tomograph · Anisotopic convolution module · Dilated
connection layer · 3D U-Net

1 Introduction

Choroidal neovascularization (CNV) generally appears in the late stage of Age-
related macular degeneration (AMD) which can lead to permanent visual loss.
Specifically, because excessive vascular endothelial growth factor (VEGF) is pro-
duced in patients with AMD, new blood vessels grow out of choroid, break
through Bruch’s membrane (BM), and enter the retina, which forms CNV [1].
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Optical Coherence Tomography (OCT) that is based on the basic principle of
weak coherent light interferometer, is a noninvasive, high resolution 3D volume
imaging technique. Clear image of retinal tomographic structure can be captured
by OCT equipment, which can show subtle structure and pathological charac-
teristic [2]. As the second generation of OCT technology, spectral-domain OCT
(SD-OCT) has the advantages of high speed and superior sensitivity [3]. Most
patients with CNV will receive anti-VEGF injection therapy. In this case, the
accurate segmentation of CNV can provide clinicians with a lot of information
about the lesions, such as volume and shape, which is important to analyze the
current condition, and it can also help to evaluate the impact of injected drugs
on the disease [4].

Fig. 1. Pathological characteristics of CNV. The CNV area is surrounded by the red
line (Color figure online)

With the growth of CNV, there will be a variety of complications, such as
subretinal hemorrhage, fluid exudation, lipid deposition, detachment of the reti-
nal pigment epithelium from the choroid, fibrotic scars, and the combination
of these mentioned finding. As shown in Fig. 1, CNV has complex pathologi-
cal characteristics which are manifested in different scales, blurred boundaries,
and non-uniform pixel distribution in SD-OCT images. All these make manual
segmentation time-consuming and laborious, and also bring great challenges to
automatic segmentation.

In recent years, some algorithms for CNV segmentation in SD-OCT images
have been proposed. Li et al. [5] detected CNV by random forest model with
3D-HOG feature in B-scans and obtained CNV segmentation results in fundus
images. Zhang et al. [6] proposed a multi-scale parallel branch CNN that com-
bines deep and shallow features and multi-scale information to segment CNV.
Su et al. [7] innovatively designed a differential amplification block inspired by
the differential amplifier in electronic circuits with the purpose of extracting
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high-frequency and low-frequency information from SD-OCT images. Although
many of currently proposed methods work well, none of them make full use of the
three-dimensional characteristics of SD-OCT images to improve the continuity
between frames.

Due to the diverse forms of CNV, we proposed a scheme based on anisotropic
convolution to capture CNV features more comprehensively. At the same time,
in order to improve the continuity between frames, 3D U-Net [8] was chosen as
the basic network structure. Another important issue is that the standard 3D
U-Net model, which is used to process medical images, consumes a lot of GPU
resource. Inspired by Resnet [9], the first layer of the network was adjusted to
reduce the size of the generated data. The Cross Convolution Module (CCM) was
designed for the complex pathological characteristics of CNV. Additionally, we
designed a Dilated Connection Layer (DCL) in order to appropriately increase
the receptive field and improve the ability to capture multi-scale information.
Finally, the experiments indicated that the proposed method is able to segment
CNV efficiently.

2 Method

Figure 2 illustrates the network structure of the proposed method. We made
some improvements on the basis of 3D U-Net for CNV segmentation. Two main
structures were proposed in our method: Cross Convolution Module (CCM) and
Dilated Connection Layer (DCL).

Fig. 2. An overview of the proposed method

Baseline. For SD-OCT volume, the entire data is composed of many slices,
namely B-scans, and each B-scan shows the tomographic structure of the retina.
Most of the existing CNV segmentation methods are based on B-scans. However,
considering that the data between adjacent B-scans is continuous, we take 3D
U-Net as the basic framework of our method. Compared with 2D convolution,
3D convolution has a receptive field in depth, which makes it possible to obtain
more information when processing volume data.
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First Stage. The encoding path of the network is divided into four stages to
process data of different resolutions. In particular, we redesign the first stage
of the network. A convolution kernel with size of 7×7×3 and a step size of
(2,2,1) are adopted to make the network have a larger receptive field, which also
enables rapidly reduction of the resolution and reduction of information loss in
the longitudinal direction.

Cross Convolution Module. As shown in Figs. 1(a)(c), CNV will arch up
in the axial direction or extend in the lateral direction, so we designed a Cross
Convolution Module (CCM) to capture this morphological characteristic. The
remaining stages adopt this structure which specially performs convolution with
volumetric kernels having size 7×3×3 and 3×7×3 known as anisotropic convo-
lution [10] instead of size 3×3×3 in basic structure.

Dilated Connection Layer. Further more, Dilated Connection Layer (DCL)
was designed to extract multi-scale features. We replaced the original identity
mapping with dilated convolution on the skip connection, and set appropriate
dilation rates [11]. For all three skip connections (skip1, skip2, skip3) in the
network from top to bottom, we set the convolution kernel size 3×3×3, and the
dilation rate 5, 3, 1. The dilation rate in the longitudinal direction was main-
tained as 1. Dilated convolution expands the receptive field on the skip connec-
tion, which helps to reduce the influence of other lesions on CNV segmentation,
and makes our model more robust. Table 1 shows the comparison of the size of
the receptive field on the DCL and the direct skip connection.

Table 1. Size of receptive field of Dilated Connection Layer (DCL) and direct skip
connection (axial×lateral×azimuthal)

Type skip1 skip2 skip3

DCL 27×27×5 65×65×16 125×125×68

Direct skip connection 7×7×3 41×41×12 109×109×30

3 Experiment

3.1 Dataset

The dataset used in our experiment consists of 376 cubes from 21 patients with
CNV. Each cube is a 1024×512×128 SD-OCT volume data captured by a Cirrus
HD-OCT device, corresponding to a 2×6×6 mm3 retinal area. In order to make
each 3D sample contain more adjacent frame information without taking up too
much memory, we used bilinear interpolation algorithm to reduce the size of
the raw cube. We resized both cube and ground truth from 1024×512×128 to
256×128×128. The dataset were randomly divided into training set, validation
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set and test set, with 228, 30 and 100 cubes respectively. The remaining 18
cubes from 3 patients were used for patient independent experiments. During
the training process, 16 consecutive frames were randomly selected from the
entire cube to form a 3D sample as the input of the network.

3.2 Implementation Details

We implemented our network based on the Pytorch framework. In all experi-
ments, we fixed some basic parameter settings. Adam optimizer was employed
for training, with a fixed learning rate 10−4, weight decay 10−4. In addition, the
network was trained in parallel on two GPUs with batch size 10, epoch 50. We
also used Binary Cross Entropy (BCE) loss function for training.

3.3 Evaluation Criterion

In order to better evaluate the segmentation results of our proposed model, five
evaluation metrics were selected for quantitative analysis: dice coefficient (Dice),
overlap ratio (Overlap), false positive ratio (FPR), false negative ratio (FNR),
standard deviation of Dices (Std). The evaluation metrics were calculated based
on SD-OCT volumes in the test set, and then the mean value was taken.

The specific calculation formula is shown as follows:

Dice =
2 |Pred

⋂
Label|

|Pred|⋃ |Label| (1)

Overlap =
|Pred

⋂
Label|

|Pred
⋃
Label| (2)

FPR =
FP

FP + TN
(3)

FNR =
FN

FN + TP
(4)

where Pred represents the set of pixels predicted by the model, and Label rep-
resents the lesion area in ground truth.

3.4 Result

To verify the effectiveness of the proposed method, some experiments have been
performed for comparison. The four-stage 3D U-Net was selected as the baseline.
After modifying the structure of the first stage, we successively experimented
with adding CCM and DCL.

Table 2 shows the specific result of each experiment. We compared our
method with different settings with 3D U-Net and Z-Net [12]. In order to verify
the effectiveness of CCM, CCM was incorporated into our method and compared
with the baseline. As we can see, both Dice and Overlap have been improved.
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Table 2. Performace comparison of different experiments

Methods Dice Overlap FPR FNR Std

3D U-Net 0.8173 0.7064 0.1369 0.1566 0.1250

Z-Net 0.7988 0.6825 0.2045 0.1128 0.1370

Ours(CCM) 0.8228 0.7150 0.1788 0.1061 0.1290

Ours(CCM+bottleneck) 0.8317 0.7234 0.1851 0.1185 0.1040

Ours(CCM+DCL) 0.8473 0.7422 0.1439 0.1138 0.0769

Ours(CCM+bottleneck+DCL) 0.8435 0.7383 0.1247 0.1368 0.0880

Table 3. Performace comparison of patient independent experiments

Methods Dice Overlap FPR FNR Std

3D U-Net 0.5600 0.4149 0.1801 0.2741 0.1099

Z-net 0.5415 0.4094 0.2397 0.3506 0.1293

Ours(CCM) 0.6125 0.4685 0.2416 0.2032 0.1315

Ours(CCM+bottleneck) 0.6164 0.4670 0.3577 0.1751 0.1310

Ours(CCM+DCL) 0.6201 0.4754 0.2690 0.2553 0.1216

Ours(CCM+bottleneck+DCL) 0.6061 0.4685 0.2349 0.2964 0.1496

Then, the DCL further improve the performance. The Dice and Overlap are
3% and 3.6% higher than the baseline respectively, and it can be seen from the
values of Std that our model is able to achieve more stable results.

In addition, in order to further reduce the amount of the parameters and
speed up the convergence of the network, we added a bottleneck structure [13] to
CCM. The bottleneck structure here is to add a 1×1×1 convolution layer in front
of the CCM to reduce the number of channels, and place a 1×1×1 convolution
layer at the end to restore the number of channels. From the experiment results,
although adding bottleneck structure to our method did not achieve the highest
result, it still has a certain improvement to the method with only CCM.

Table 3 shows the patient independent experiments. Because the growth pat-
tern and pathological characteristics of CNV may vary greatly among patients,
the performance of patient dependent experiment is better than that of patient
independent experiment. However, the comparison of different methods also
shows that our method is more effective in this case.

In order to intuitively compare the segmentation results and the ground
truth, we show them based on B-scans. Figure 3 shows the segmentation results of
different methods in B-scans. By comparison, we can find that the segmentation
results of our method are closer to the ground truth. As shown in the first row
of Fig. 3, with the addition of DCL, our method performs better in the presence
of retinopathy other than CNV. For the case of small CNV, our method can
identify the lesion area better, while the baseline method may miss that in some
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B-scans. On some samples which are easy to segment, our method can also refine
the segmentation results.

Fig. 3. Comparison of segmentation results between our method and other
methods. (a) Original image. (b) 3D U-Net. (c) Z-Net. (d) Ours(CCM). (e)
Ours(CCM+bottleneck). (f) Ours(CCM+DCL). (g) Ours(CCM+DCL+bottleneck).
The red line represents the ground truth of CNV, and the green line represents the
segmentation results (Color figure online)

4 Conclusion

In this paper, we propose a method based on 3D U-Net to segment CNV. The
Cross Convolution Module (CCM) based on anisotropic convolution is designed
to capture features of CNV with different shapes. In the Dilated Connection
Layer (DCL), different dilation rates are applied to the convolutional layers of
different skip connections to improve the ability to extract multi-scale features.
Our method with different settings is compared with other methods, which indi-
cates that our method can effectively segment CNV on SD-OCT data.
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Abstract. Diagnosis, treatment, and prevention of mental illness requires brain-
based biomarkers that can serve as effective targets of evaluation. Here we target
the neuroanatomically and neurophysiologically well-defined neuromoduatory
systems that serve the computational role of generating globally-synchronized
neural activity for the purpose of functional integration. By using the second-
order blind identification (SOBI) algorithm, which works with temporal informa-
tion, we show that (1) neuroelectrical signals associated with synchronized global
network activity can be extracted from resting state EEG; (2) the SOBI extracted
global resting state network (gRSN) can be quantitatively characterized by its
spatial configuration, operationally defined as a hits vector; (3) individual differ-
ences in the gRSN’s spatial configuration can be analyzed and visualized in hits
vector defined high-dimensional space. Our streamed-lined process offers a novel
enabling technology to support rapid and low-cost assessment of much larger and
diverse populations of individuals, addressing several methodological limitations
in current investigation of brain function.

Keywords: Neuromarker · Biomarker · Resting-state networks · Default mode
networks · EEG source imaging · Source localization · gRSN · SOBI · ICA

1 Introduction

Three major reasons have been identified for why neurobiology has yet to effectively
impactmental health practice [1, 2], whichwe understand as the following. The first is the
nearly exclusive reliance on the research framework of group comparisons, as in the case
of comparing diseased populations with healthy controls. The second is the associated
lack of sufficient attention to providing critical and meaningful information about the
status and outcomes of an individual. The third is the lack of identification of neuromark-
ers based on neurocomputationally relevant parameters. Here, building upon decades of
effort on EEG-based source imaging [3–9], we present an EEG-based source-imaging
study of the resting-state brain to show that a neurobiologically-grounded and network
configuration-based characterization can be provided for each individual without using
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group data, and that cross-individual variability or consistency in the involvement of
each brain region in a globally synchronized cortical network can be quantitatively
characterized.

In search of neurocomputationally relevant parameters, we capitalize on the exten-
sive psychophysiological and neurobiological literature on the neuromodulatory sys-
tems underlying novelty and uncertainty detection and their well-documented expres-
sion in the form of the EEG-derived P3 component [10–14]. Ample neurobiological
evidence indicates that the most spatially extensive and globally synchronized innerva-
tion of the entire cortical mantel is provided by neuromodulatory systems. Cholinergic
and noradrenergic-mediated global modulation are among the most extensively studied.
These systems consist of projection neurons from subcortical structures to the cerebral
cortex, and are thus capable of producing temporally synchronized changes in neuronal
excitability and synaptic transmission across the entire cerebral cortex in support of
learning and memory. Such global synchrony can manifest itself in scalp recorded elec-
troencephalography signals. The computational challenge is how to measure such syn-
chrony from many other sources of electrical signals, including artifacts, such as ocular
artifact associated with eye movement, and neural signals not globally synchronized.

Recent applications of second-order blind identification (SOBI) [15], a blind source
separation algorithm, to EEG data offer evidence that global synchronizations in neuro-
electrical activity can be separated from these other signals by SOBI. SOBI can recover
from different event-related task conditions (oddball as well face perception tasks) the P3
component [16–18],whose scalp projection and subsequent source location all revealed a
globally distributed network involving the frontal, temporal, parietal, and occipital lobes
[19–22]. The recovery of these P3 components by SOBI is expected because SOBI uses
temporal information in the ongoing EEGs provided by the continuous, non-epoched,
non-averaged data via minimization of sum squared cross-correlations at multiple tem-
poral delays [23]. Signals originating from different brain structures but with identical
time courses will be separated from other functionally distinct signals into a single com-
ponent. Thus, by definition, the activity of the SOBI-recovered neuronal component
will reflect synchronized neuroelectrical activity even if no tasks consisting of repetitive
stimuli or responses are involved during EEG data collection.

Because SOBI works by using cross-correlations from the continuous EEG data
instead of using event related information, it should be able to recover source signals asso-
ciated with functionally distinct neural networks without requiring the use of task related
information, such as event-related potentials (ERPs). Indeed, an earlier case study par-
tially confirmed this prediction [24]. Among many neuronal components recovered, we
found one whose scalp projection pattern closely resembled that of the SOBI-recovered
P3 component with a globally distributed scalp projection pattern. This observation
motivated us to consider this global resting state network (gRSN) as a potential novel
neuromarker to capture synchronized global neuroelectrical activity.

The present study has the following aims: (1) replicating the earlier single-participant
finding of the gRSNby investigating a larger sample from13 individuals; (2) determining
whether the underlying source generators can be modeled with equivalent current dipole
(ECD) models, and; (3) providing individual-level quantitative characterization of the
spatial configuration of the gRSN by introducing a novel measure of a hits vector.
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Fig. 1. The analysis pipeline used for processing of individual data. (1) application of SOBI
to continuous EEG data, (2) identification of gRSN component using P3 component’s spatial
characteristics, (3) localizing the generators of the gRSN component via equivalent current dipole
(ECD) modeling, and (4) hits-based analysis of gRSN network configuration.
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2 Methods

2.1 Experimental Procedures

Approval for this study was granted by the Human Research Ethics Committee of the
University ofHongKong.We report data fromfiveminutes of resting-state EEGdata col-
lected from thirteen right-handed participants (6 males) between 19–33 years of age (M
= 26.50± 4.48 years) with no reported neurological conditions. Participants were asked
to sit quietly with their eyes closed during data collection. Continuous reference-free
EEG data were collected in an unshielded room using an active 128-channel Ag/AgCl
electrode cap, ActiCHamp amplifier, and PyCorder data acquisition software (Brain
Vision, LLC) with a sampling rate of 1000 Hz (impedance below 10 K�, 50 Hz notch
filter applied offline). Data were spatially down-sampled to 64-channel to allow for
comparison with our previous work [19].

2.2 Blind Source Separation of Resting-State EEG Data

SOBI [15] was applied to continuous EEG data, x(t), to decompose the n-channel data
into n-components, si(t), i = 1, 2, … n, (Fig. 1, Step 1). Each SOBI component cor-
responds to a recovered putative source that contributes to the overall scalp recorded
EEG signals. Detailed descriptions of SOBI’s usage [23–28], SOBI validation [29, 30],
and review of SOBI usage [31–33] can be found elsewhere. Because various underlying
sources are summed via volume conduction to give rise to the scalp EEG, each of the
xi(t) is assumed to be an instantaneous linear mixture of n unknown components or
sources si(t), via an unknown n × n mixing matrix A,

x(t) = As(t)

The putative sources, ŝi(t) are given by

ŝi(t) = Wx(t)

Where the unmixingmatrixW = A−1. SOBI finds theW through an iterative process
that minimizes the sum squared cross-correlations between one recovered component at
time t and another at time t + τ, across a set of time delays. The following set of delays,
τs (in ms), was chosen to cover a reasonably wide interval without extending beyond
the support of the autocorrelation function:

τ ∈
{1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 14, 16, 18, 20, 25, 30, 35, 40, 45, 50, 55,
60, 65, 70, 75, 80, 85, 90, 95, 100, 125, 150, 175, 200,

225, 250, 275, 300, 325, 350}
The ith component’s time course is given by ŝi(t). The spatial location of the ith

component is determined by the ith column of A (referred to as the component’s sensor
weights or sensor space projection; Fig. 1, Step 3), where A = W−1. Note that SOBI is
blind to the physical nature of the source signals. Inferring the underlying source loca-
tions from the scalp projection is a separate task of source localization,which requires the
appropriate physicalmodels for different types of source signals, such as neuro-electrical,
neuro-magnetic, etc.
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2.3 Identification of the SOBI-Recovered gRSN Component

Of the 64 components recovered here, the gRSN component was identified based on
its spatial features in the scalp projection pattern of the SOBI component, which was
derived from unmixing matrix W (Fig. 1 Step 2). The gRSN component was opera-
tionally defined as the component with a bilaterally symmetric concentric dipolar field
pattern similar to the scalp projection of the well-documented P3 component [19] (for
an examples see, Fig. 3B). Such a gRSN cannot be modeled by a small number of ECDs
within one or two lobes of neocortex but by globally distributed ECDs throughout 3–
4 lobes. This global distribution is central to the interpretation of the gRSN signal as
reflecting globally synchronized neuroelectrical activity.

2.4 Hypothesis-Driven Source Modeling

Based on the nature of neuromodulatory innervation [10, 13, 14], we anticipated that
underlying generators of the gRSN would be broadly-distributed across the neocortex.
From previous localization of SOBI-recovered P3 components, we know that such a
global network typically consists of 4 ± 1 pairs of bilaterally symmetrically placed
dipoles. Using this prior knowledge, we began ECD model fitting (BESA Research 6.1,
Brain Electrical Source Analysis, MEGIS Software, Munich, Germany) with a template
model consisting of four pairs of bilaterally symmetrically placed dipoles at broadly-
distributed locations roughly covering all four lobes of the cerebral cortex (Fig. 2).
Specifically, the following dipole locations were used as a starting template (X Y Z):
±20 63 24, ±51 9 −28, ±44 −3 49, and ±24 −80 3 (given in Talairach coordinates
[34]), with one pair each located within the occipital (posterior), temporal (lateral), and
frontal (anterior) lobes, and one pair located near the border of the frontal and parietal
lobes.

2.5 Scalp Projection of the gRSN as Input to BESA

Unlike data collected during an oddball task, resting-state EEG data do not afford any
ERPs, which are typically projected onto the scalp when localizing P3 components
using available software packages. In determiningwhat could serve as alternative signals
used as input to BESA, we note the fact that SOBI components’ scalp projections are
time-invariant (see equation in Fig. 1, Step 2). Therefore, the waveforms should not, in
principle, affect the localization solution.However, due tonumerical error in computation
that is inherent to all software implementation of algorithms, fitting at different time
points would produce non-identical final solutions. By using BESA’s option to fit over
a large time window, one can improve stability and avoid an arbitrary decision to fit at
one time point over another. Therefore, a single ERP waveform from the P3 component
of the same participant (described in [21]) over a time window of 1000 ms (200 ms pre,
800 ms post-stimulus) was used as input to BESA (Fig. 1 Step 3).
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Fig. 2. The starting dipole configurations used for the localization of the gRSN components
in BESA. Starting template of the ECD model shown in schematic (A), voltage map (B), and
structural MRI views (C).

2.6 Iterative ECD Model Fitting Procedure

We performed ECD model fitting iteratively in order to determine the size of the model.
This means the model size of four pairs may need to adjusted to be 5 or 3 depending on
the fitting results. First, the above defined 4-pair ECD template was used as a starting
point. Within each iteration, the Four-Shell Ellipsoidal adult head model (CR = 80)
was first used to fit the projected ERP waveforms because it typically converges more
quickly and then the Realistic Approximation option, a three-compartment head model
(brain/CSF, skull, and scalp) was used to obtain the final model. The resulting model
(solution) was increased by one pair of ECDs if (1) the goodness of fit (GoF) value was
below 90%, or (2) the variations in voltage values in the residual map were greater than
the range of background variations in the P3 component’s ERP waveform. Condition 2
is needed because a high GoF value does not always correspond to a good fit between
the model, projection, and data.

Occasionally, a participant’s bestmatchinggRSNscalp projectionswere not as global
as the typical gRSN. In such a case, in order to still obtain a measure for this participant,
we needed to fit the projection with a reduced ECD model consisting of fewer ECDs.
Without the reduction, one may face over fitting. To check whether the current model
size can be reduced by one pair of ECD, the same evaluation procedure was carried
out. Essentially the smallest model that meets both conditions 1 and 2 will be the final
solution.

The number of ECD pairs and their distribution in the final solution are the key
measures used to validate our claim that the gRSN component reflects synchronized
global neuroelectrical activity. If only one pair of ECDs were in the solution, then the
SOBI component would reflect only local neuroelectrical activity and would not support
the hypothesis that the gRSN captures globally distributed synchrony. If we indeed
captured a global network matching the widely spread distribution field of the major
neuromodulators, then the final solution would contain a network widely distributed
throughout the neocortex.

2.7 From ECD Coordinates to Anatomical Structures

BESA solutions of ECD network are given in the form of Talairach coordinates and
were used further as inputs to the freeware Talairach Client (TC, version 2.4.3) [35] to
identify the corresponding anatomical structures contained within an 113 mm3 volume
centered on each pair of ECDs [35]. For example, if a solution consisted of n ECD pairs,
the total possible hits number of a gRSN component would be n * 2 * 113. Therefore,
the total hits number varies according to the number of ECDs in the final model.
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For each set of ECD pairs in the BESA solution, TC determines how many mm3

belong to what anatomical structures within each of the above defined cubes in the form
of a table consisting of pairing of names of anatomical structures to their hits numbers.
TC offers anatomical labeling at three levels of spatial resolution: the lobe, gyrus, and
cell type levels. Thus, our results were also reported for each of the three levels.

Because we were interested in identifying the underlying neural generators of the
gRSN, hits associated with all grey matter structures, referred to as the total hits were
the focus of our analysis. There are times when subcortical neural structures, such as
hippocampus, cerebellum, also have non-zero hits numbers. Their hits numbers are
included in the calculation of total hits associated with neural structures. Because of
their low frequency of observation and the lack of adequate coverage of these regions
by the EEG cap, we do not recommend conclusions to be drawn about non-cortical
structures.

2.8 Quantitative Characterization of the gRSN’s Spatial Configuration

We characterize the involvement of a structure in the gRSN in two ways. The first
addresses the question of how reliably an anatomical structure can be observed as part of
the gRSN across individuals. Operationally, cross-participant reliability can bemeasured
by its probability of being observed (i.e. % of participants with non-zero hits numbers for
that structure regardless of the exact hits value). This is in accordance with the practice
in fMRI studies where single voxel activation is included in the analysis [36].

The second addresses the question of how reliably an anatomical structure can be
observed within an individual relative to other structures within the same gRSN. Such
within-participant reliability can bemeasured by%of total hits contributed by a structure
towards that individual’s gRSN’s total hits number. If an ECD pair falls within the center
of a large anatomical structure, thus having a large % of total hits, this structure would
be considered more reliably observed in comparison to another structure with only a
small number of hits. The introduction of these two novel reliability measures allow
quantification of source localization results beyond reporting goodness of fit.

Furthermore, the % of total hits for each of the multiple anatomical structures asso-
ciated with the gRSN components make up a vector of size of d, where d is the number
of elements in the union of individual sets of structures observed across a given popu-
lation. For example, if a hypothetical population consisting of two individuals with one
individual having non-zero hits numbers for frontal and temporal lobes (set 1, size = 2
structures) and the other having none zero hits numbers for the occipital and temporal
lobes (set 2, size = 2 structures), then the union of the two sets would have a d of size
3, consisting of three structures (frontal, temporal, and occipital).

Each individual can then be viewed as occupying a location within a thus-defined
high-dimensional space. The difference between two individuals or between the same
individual observed at different ages, mental states, disease or health conditions, can be
calculated as the distance between the two points. For clinical applications, treatment
effects or developmental effects can then bemeasured by changes in spatial configuration
of the gRSN.This goes beyond the characterization based on temporal information alone,
such as frequency or time domain analysis of the component EEG signals.
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2.9 Hits Vector-Based Visualization of Individual Differences

Using the concept of hits vector, an individual gRSN’s spatial configuration can be visu-
alized with the hits numbers varying across different structures and different individuals.
Taking a slice of an individual, one can see how different structures having different hits
numbers (the spatial configuration for that individual) and taking a slice of a structure,
one can see how individuals vary in their hits numbers for that structure (cross-participant
variations).

For clinical populations, treatment effects can then be visualized as a change in the
spatial configuration from before to after treatment. Because of the ease of measuring
resting state EEG, multiple before- and after- samples can then be used for individual
level statistical analysis, making individualized medical treatment well-grounded sta-
tistically. Effective treatment effects should be accompanied by a clear separation of
clusters of before and after spatial configuration of gRSN. Because no tasks are used,
the “practice effects” of repeatedly performing a task are also avoided, though even rest-
ing state brain show habituation to repeated observation depending on intervals between
repeated measures [37].

2.10 Statistical Analysis

For a single pair of bilaterally symmetrically placed ECDs, the hits numbers for a given
structure ranges from 0 to 2662, with the hits number being 0 if a structure is not
contained in the solution and equal to 2662 (i.e., 2 * 113) if a structure is sufficiently
large tofill the entire pair of cubes.Becausewe are interested in assessing the reliability or
consistency of a structure being a part of the gRSN, even if a structure only appears in one
participant, we must include this structure because it would be a low reliability structure
to be characterized. For this reason, the variable of hits numbers has a large number of 0
values, resulting in a non-normal distribution. Correspondingly, nonparametric statistics
were used for all analyses.

Binomial tests were performed on the proportional data and one-sample Wilcoxon
signed-rank tests (1-tailed) were performed on the % of total hits for each structure to
test for a median significantly greater than 0. To make focused comparison between
the contribution of the frontal lobe structure and structures in the other lobes, paired-
samplesWilcoxon signed-rank tests (2-tailed) were performed at each of the three levels
of analysis (lobe, gyrus, and cell type). Significance levels were adjusted for multiple
tests at the lobe level. If a lobe is significantly involved, then each of its constituent
structure was tested without further adjustment of p values. Otherwise, p values were
adjusted for multiple comparison. All statistical analyses were performed using SPSS
(Version 23.0, IBM, Armonk, New York, United States of America).

2.11 The “Inverse Problem”

Because a globally-distributed network, such as the gRSN, necessarily consists of multi-
ple underlying generators, this “inverse problem” of finding its generators is considered
to have no unique solution. Using SOBI, one effectively reduces the number of sources
by virtue of separating the gRSN from various artifacts and other relatively local neural
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networks, thus significantly lessening, but not solving, the inverse problem.By constrain-
ing the solutions for a particular scientific question, in our case, whether the gRSN can
reflect globally-distributed neuroelectrical activity, via the use of the template (hypothe-
sis), one can further “lessen” the inverse problem by eliminating solutions incompatible
with the hypothesis (such as ECDs clustering locally).

By using a fixed template, reproducible but nevertheless non-unique solutions can
be achieved by different human operators on the same computer. The way numerical
problems are handled in the implementation of BESA or any other source modeling
software can result in different numerical errors. Hence, even though the same procedure
is followed, different computersmay also produce differences in the exact ECDsolutions.
How much such potential solutions differ precisely matters less. What is important is
whether such variations affect the conclusion or whether your specific solution is tolerant
to such numerical errors. In the present case, some movement of the starting ECD
locations within a couple of centimeters does result in changes in Talairach coordinates.
However, the hits-based analysis remains consistent with the tested hypothesis that the
gRSN reflects synchronized neuroelectrical activity across a globally distributed network
of neocortical structures.

3 Results

3.1 Reliable Recovery of gRSN Components from Resting-State EEG

Through visual inspection of all of the scalp projections of SOBI components recovered
from individual resting-state EEG data, we were able to identify, in each of the 13
participants, at least one component whose scalp projection patterns mirrored those
of the classic P3 components (exact binomial test, p < 0.001). Similar to the P3 scalp
topographies of the same individuals (Fig. 3B, obtained for another study), these resting-
state EEG derived gRSN components (Fig. 3A), all having bilaterally symmetric and
nearly concentric scalp projection patterns, with variations in their centers along the
midline, some centered over the central sulcus, and others more anterior or posterior.
Note that although the precise topography of these components differs across individuals,
the average scalp projections of the two components are rather similar. These results
demonstrate that SOBI performs robustly in extracting a GRSN component from each
individual’s resting-state EEG data.

Fig. 3. Reliable identification of gRSN components by SOBI and individual differences in gRSN
scalp projection. Compare the scalp projections of the gRSN components (A: from resting EEG)
with the P3 components (B: from EEG during a visual oddball task). Note the similarity between
the average scalp projections despite cross-individual difference
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3.2 Variable Neural Generators Underlying the SOBI Recovered gRSN
Component

To determine the underlying neural network that generates the gRSN, the scalp topogra-
phy of each individual’s component was modeled as a network of ECDs, resulting in an
average goodness of fit of 97.36 ± 0.4% (n = 13). This is a very high level of goodness
of fit, indicating that the ECD model explains the scalp projection pattern very well.
The spatial distribution in Fig. 4A shows an example from one individual, for whom
the scalp projection of the gRSN (Fig. 4A: Data, shown in voltage) is well fitted by
the similar model scalp projection (Fig. 4A: Model) with little remaining unexplained
variance (Fig. 4A: Residual). The ECDs of the model are shown against the structural
MRI of an average brain provided in BESA (Fig. 4).

Consistent with the variable 2D scalp projection patterns in Fig. 3A, the spatial
distribution of the ECDs are also variable cross-individual, as indicated by the overlaid
ECD solutions from all participants (Fig. 4B). Because highly consistent patterns across
individualswould result in clustered distribution of ECDs, the lack of clustering indicates
a high degree of variation in the spatial configuration of the gRSN. This variability
should not be viewed asmerely reflectingwithin group/condition noise,which preventing
detecting population level treatment effect. Instead, such variability offers a newwindow
of opportunity for further characterizing the individual.

Fig. 4. ECDmodeling of SOBI-recovered gRSN components.AB: example from a single partici-
pant.C. overlaidECDsolutions fromall individuals.A.Data: gRSNcomponent’s scalp projection;
Model: the ECD model projection; Residual: the difference between data and model, indicating
little error. B. Overlaid ECDs from all participants’ gRSN components, showing no foal cluster-
ing, which in turn indicating a high cross participant variability. C. the gRSN’s ECD solution of
an individual, shown against the structural MRI (sMRI), indicating a global distribution of the
underlying neuronal sources.
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3.3 Quantifying Cross-individual Variability in Network Configuration

The probability of a given brain structure being observed as part of the gRSN was used
to quantify the cross-individual variability of that structure’s involvement in the gRSN.
Non-zero hits numbers were found in the frontal lobe in 100% of the participants studied
(13 out of 13, exact binomial test, p< 0.001), and in the parietal, temporal, and occipital
lobes in 77% of the participants (10 out of 13, exact binomial test, p < 0.05). At the
gyrus level, hits were found in 30 structures out of a possible 55 with the MFG and SFG
observed reliably with statistical significance (77%, in 10 of 13 participants, p < 0.05).
Finally, at the cell type level, while hits were found in 30 out of a possible 71 structures,
none of these structures were reliably involved across individuals (p > .29) with BA9
and BA18 having the highest probability of being observed in 62% (8 of 13, p = .29) of
participants. The results at the lobe level support our hypothesis that the gRSN reflects
a broadly distributed network across all four lobes of neocortex. The gyrus and cell type
levels of analysis with higher spatial resolution further suggests that brain structures
may be differentially involved in the gRSN.

Fig. 5. gRSN network configuration in all individuals. (AB): same data are plotted with different
colors assigned to different individuals (A) and different structures (B).

3.4 Quantifying Within-Individual Variations in Network Configuration

The percentage of total hits that each of the constituent structures makes up was used to
quantify the relative contribution of each structure towards the gRSN for each individual.
Figure 5A shows how hits numbers vary as a function of both anatomical structure
(frontal, temporal, parietal, and occipital) and individual (S1, S2, …S13). The spatial
configuration of an individual is visualized by the profile of hits numbers across all four
lobes considered with each individual assigned a unique color. For example, individual
S1′s gRSN involves the frontal lobe less than S13. This hits-based visualization of the
gRSN’s spatial configuration offers a quick overview of individual differences in spatial
configuration at a glance.
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Table 1. Analysis of hits numbers associated with structures of the gRSN at the Lobe level. Z
and p: statistics from one-sample Wilcoxon signed-rank test (1-tailed). Total hits refers to all grey
matter hits within an individual’s gRSN.

Table 2. Analysis of hits numbers associated with structures of the gRSN at the Gyrus level. See
caption for Table 1.
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Tables 1, 2 and 3 shows descriptive statistics as well as Z and associated p values
for all of the structures at three levels of analysis respectively. Only those whose % of
total hits measures are statistically significantly greater than zero are shown in the tables.
Wilcoxon signed rank tests (1-tailed) revealed that 4, 14, 15 structures at the lobe, gyrus,
and cell type levels respectively made statistically significant contributions to the gRSN.
The highest % of total hits measures at each level of analysis were 45% for the frontal
lobe: 13% for MFG (part of the frontal lobe), and 11% for both BA6 and BA8 (also part
of the frontal lobe). All of these structures belong to the frontal lobe. The frontal lobe
has a significantly greater % of total hits than the parietal (p = .009), temporal (p =
.016), and occipital lobes (p = .016). These results indicate a non-uniform involvement
of different structures in the gRSN and a potentially unique role of the frontal lobe
structures.

Table 3. Analysis of hits numbers associated with structures of the gRSN at the Cell Type level.
See caption of Table 2.
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Figure 5B displays the same data but emphasizing the profile of a structure across
different individuals by showing each structure with a unique color. Cross-individual
variability in the involvement of each structure is further revealed with greater detail
in terms of % of total hits than the all-of-none measure used in the probability-based
reliabilitymeasure (see Sect. 3.3). Thus, themeasure of%of total hits offers an additional
measure to evaluate the involvement of a given brain structure in the gRSN.

4 Conclusion

We presented evidence to support the findings: (1) SOBI can reliably extract the gRSN
component from each of the individuals’ (n= 13) fromfiveminutes of resting-state EEG;
(2) the spatial configuration of the neural network underlying this gRSN component can
bemodeled by a set of spatially widely distributed ECDswith goodness of fit being 97%;
(3) the network structure of the gRSN component can be quantitatively characterized for
each individual through a hits vector; (4) individual differences in the neural network
underlying gRSN can be quantified and visualized using hits vector.

4.1 gRSN: A Spatially Defined High-Dimensional Neural Marker

Frequently used EEG based neural markers are either a quantity measuring amplitude
in the time domain or power in the frequency domain. Clinical neuroscientists typically
search for brain structures that differ in EEG signal amplitude or power between two
disease/health conditions or before/after treatment. Yet, it is possible that individual
may differs in the spatial configuration of the globally synchronized neuroelectrical
activity, reflecting disease related changes in the global neuromodulatory influences.
Here we proposed a novel approach to offer an enriched EEG neural marker—a vector
of hits numbers defining the spatial configuration of a globally distributed network. We
introduced a work flow for this new approach: (1) extracting synchronized signals from
resting state EEG, (2) identify the candidate component with a hypothesized globally
distributed underlying network, the gRSN; (3) testing the hypothesis through source
localization (point source model here); (4) determining the anatomical structures from
ECD coordinates (5) using a hits vector to “mark” an individual’s location in the high-
dimensional space defined by the gRSN’s constituent structures.

4.2 Individual Differences in Spatial Configuration of gRSN

The hits-based analysis method offered a novel approach to quantitatively characterize
the spatial configuration of a distributed network at the level of individuals. With this
method, each individual can be described by a vector, whose length is determined by the
number of all observed grey matter brain structures across all participants, and whose
elements are defined by each of the structure’s hits contribution to the total grey matter
hits in that individual. In such a high dimensional space, reliability or variability of each
brain structure or each subnetwork in this global network can be observed and quantified.
In such a space, individual differences in any of its sub-spaces can be computed as
distances between two points and potentially reveal clusters associated with different
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disease conditions or different cognitive and emotional regulation capacities. The present
work lays the methodological foundation for future studies of individual differences in
health and disease and in both experimental and natural contexts.

4.3 Implications for Medicine

Because the traditional choice of P3 amplitude and latency based neuromarkers are
sensitive to stimulus intensity, frequency, inter-trial interval, and past history of expe-
riencing similar stimuli, neuromarkers based on characteristics derived from task-free
and resting-stating EEG are, in principle, more likely to capture trait-like individual dif-
ferences, not “contaminated” by variations associated with these other factors. Similar
to the study of the resting-state brain activity using fMRI, here, the quantitative char-
acterization of the gRSN from resting-state EEG data also has all the benefits of not
requiring tasks to be performed by the individual under investigation. Different from the
resting-state MRI studies, the resting-state EEG studies are substantially less expensive
and more convenient for both the study participants and the investigators. This increased
feasibility in obtaining the gRSNnetwork parameters as neuromarkers from resting-state
EEG also affords a wider range of applications beyond biomedical research and clinical
treatment, to include basic research in understanding the brain in natural context as well
as in neurotechnology for education.
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Abstract. Segmentation of white matter hyperintensities (WMHs) from MR
images is an essential step in computer-aided diagnosis of brain diseases, espe-
cially when considering their effect on cognition or stroke. At present, most of the
research for WMH segmentation is based on deep learning methods. Although
many deep learning segmentation methods have been proposed, their accuracy of
these methods still needs to be improved, especially for discrete and small-sized
deepWMHs. To copewith these challenges, and to improve the accuracy ofWMH
segmentation, an improved 3D U-net model, named PRU-net, was proposed in
this paper. PRU-net integrates pyramid pooling and residual convolutional block
in bottleneck layer of the U-net architecture. The pyramid pooling block was used
to aggregate more context information, and the residual convolutional block was
used to deepen the depth of bottleneck layers. Both the two blocks were employed
to enhance the feature extraction of U-net. The experiments were based on the
MICCAI 2017’s WMH Challenge datasets, and the results showed that the Dice
similarity coefficient (DSC) of our method was 0.83 and the F1 score was 0.84,
which were higher than those of compared methods. Through visual observation
of the segmentation results, our method cans not only accurately segment large
lesion areas, but also distinguish small lesions which are difficult to segment for
conventional U-net models.

Keywords: Segmentation · White Matter Hyperintensities · Pyramid pooling ·
Residual block

1 Introduction

White matter hyperintensities (WMH), referred to as leukoaraiosis or white matter
lesions, are abnormalities in deep and periventricular white matter areas that exhibit sig-
nal hyperintensity on T2-FLAIR magnetic resonance imaging (MRI) sequence. These
abnormalities have been commonly found on MRI of clinically healthy elder people.
Furthermore, they have been associated with various neurological and geriatric disor-
ders, such as small vessel disease [1], multiple sclerosis [2], Parkinson’s disease [3],
incident stroke [4], Alzheimer Disease [5], and dementia [6], etc. Studies have reported
that periventricular WMHs are associated with a decline in cognitive function, and deep
WMHs are of hypoxic/ischemic origin [7, 8].
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The presence, shape, and severity ofWMHmight provide further insight into healthy
aging and the pathophysiology of various disorders. Therefore, the delineation and quan-
tification ofWMHareas are of crucial importance for clinical trials and therapy planning.
However, accurate segmentation ofWMHis not easy because of the heterogeneous inten-
sity and location of the lesions. Hence, it is particularly important to study an automatic
and accurate WMH segmentation algorithm.

2 Related Work

Manual delineation, as well as machine learning-based segmentation, and deep learning-
based segmentation are currently themain segmentationmethods ofWMHareas onMRI.
The manual delineation and quantification of WMHs is a more reliable way to assess
WM abnormalities, but the whole process, which is cumbersome and time-consuming
for the neuroradiologist, shows high intra-rater and inter-rater variability. To substitute
manual delineation, automatic segmentation methods based on convolutional machine
learning models have been proposed, but the accuracies of these methods are not high,
for the difficulties ofWMH features extraction. Therefore, more researchers are inclined
to use deep learning methods for the automatic segmentation of WMHs recently.

Convolutional neural networks (CNN) have gained successes in computer vision,
but they lack the natural ability to incorporate the anatomical location in their decision-
making process. Ghafoorian et al. [9] integrated the anatomical location information
into the CNN, in which several deep CNN architectures which consider multi-scale
patches or take explicit location features were proposed. Rachmadi et al. [10] proposed
a way to incorporate spatial information in the convolution level of CNN for WMH
segmentation named global spatial information (GSI), in which four kinds of spatial
location information were generated through the original MRI and then used as inputs
combined with the original MRI. Although the CNN patch-based methods were better
than traditional machine learning algorithms, their limitations and drawbacks were also
obvious. For example, repeated computation of the samepixel leads to lowcomputational
efficiency, and the size of the pixel block limits the size of the sensing region.

In order to avoid the above situation, researchers began to designWMHsegmentation
algorithms based on the fully convolutional neural network (FCN) [11], which takes
the input of the arbitrary size and produces corresponding-sized output with efficient
inference and learning. The U-net proposed by Ronneberger et al. [12] also belongs
to the FCN category, this architecture consists of a contracting path to capture context
and a symmetric expanding path that enables precise localization. Moreover, U-net can
work efficiently even with limited training samples. Because brain MRI is a three-
dimensional structure, researchers generally used two methods to segment 3D images.
One method is to split the 3D image into multiple 2D slices as input to the network, and
the second method is to change the model to 3D models. Using 2D slices will ignore
the three-dimensional spatial information of adjacent slices and reduce the segmentation
accuracy, so the second method is more effective. Cicek et al. [13] proposed a network
that extends the previous U-net architecture from Ronneberger et al. [12], by replacing
all 2D operations with their 3D counterparts. Xu et al. [14] utilized transfer learning
by using a pre-trained VGG model on Image-Net for natural image classification and
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a fine-tuned model on WMH data. Wang and his colleagues [15] proposed a two-step
segmentation method to segment WMH: In the first step, three different dimensions of
patch sampling were performed on brain MR scanning samples and they were input
into a separate FCN; in the second step, the segmentation results generated from the
FCN were combined using an integrated network. Zhang et al. [16] proposed a post-
processing method to improve the white matter hyperintensity segmentation accuracy
for randomly-initialized U-net. Wu et al. [17] proposed a novel skip connection U-net
(SC U-net) which integrates classical image processing and deep neural network for
segmenting WHM. Jeong et al. [18] used saliency U-Net and irregularity map (IAM) to
decrease the U-net architectural complexity without performance loss.

Although the above fully convolutional neural networks have provided solutions
for the automatic segmentation of brain WMH, they still have the following two main
limitations. (1)Due tomildwhitematter lesions anddeepWMHsare small in size, current
FCNs are lacking in the ability to sensitively and accurately differentiate small WMHs
from artifacts. Therefore, using more deep and complex convolutional operations to
extractmore useful features are necessary for the improvement of the current FCNmodel.
(2) There are various shapes and scales ofWMHs in the brainMRI images, whichmeans
multi-scale features is essential for the segmentation methods ofWMHs. However, most
existing FCNs for WMH segmentation have a limited multi-scale processing ability.

In this work we aimed to address the shortcomings above mentioned and proposed
a new U-Net based segmentation approach for WMHs, which is named PRU-net (an
U-net model with pyramid pooling and residual block). The main innovations behind
our solution are as follows:

• Our PRU-net effectively improved the accuracy, recall, and precision of WMH
segmentation by using spatial pyramid pooling and residual convolution block
simultaneously in the symmetric U-shaped fully convolutional neural networks.

• We improved the feature extraction capabilities of PRU-net by applying a pyramid
pooling block in the architectural bottleneck to adaptively incorporate multi-scale
feature information.

• We deepened the convolutional layers of the bottleneck layer by employing residual
convolution block, which further enhanced the feature extraction capabilities of U-net
and improved the accuracy of WMH segmentation.

The rest of this paper is organized as follows. Section 3 describes in detail the
improved U-net model with pyramid pooling and residual convolution block. Section 4
describes the datasets and evaluation metrics on segmentation performance, as well as
demonstrates the experimental results. Finally, we concluded our method in Section 5.

3 Method

3.1 Work Flow

The flow chart of our method is shown in Fig. 1. Firstly, to expand the limited datasets,
brain MRI images in the original dataset were preprocessed through data augmentation.
Then the expanded datasets were divided into a training dataset, a validation dataset,
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Fig. 1. Work flow of training and testing

and a test dataset. Our model was trained on the training dataset and produced a result
after down-sampling and up-sampling, which was then compared with the target for
optimization.Validationdatasetswere used for regularizationby early stopping (stopping
training when the error on the validation dataset increases, as this is a sign of overfitting
to the training dataset). After training, the fitted model with down-sampling and up-
sampling was used to predict WMH segmentation on the test dataset.

3.2 U-net Based Fully Convolutional Neural Network

We proposed a U-net based fully convolutional neural network for WMH segmentation,
which consisted of three parts: encoding, bottleneck and decoding. In the encoding part,
the feature maps of WMH were extracted by convolutional operation and the receptive
field was increased by maximum pooling; In the bottleneck part, we used a pyramid
pooling block to learn multi-scale features and used residual connection block to extract
high-dimensional features; The feature maps of the encoding part and the decoding part
were connected by concatenating, which combine the local information in the shallow
layers and the high layers of the U-shaped neural network.

Fig. 2. Architecture of the PRU-net
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The model we used, as shown in Fig. 2, first performed two consecutive 3 × 3 ×
3 convolutions and 2 × 2 × 2 pooling after inputting, these steps could reduce the
dimension of inputs and expanding the receptive field of convolutional observation. The
resulting feature maps of the encoding part were then inputted into the bottleneck part,
which could learn more “useful” information through combined pyramid pooling block
and residual connection block. The output of the bottleneck was then subjected to two
consecutive up-sampling of 2× 2× 2 and convolution of 3× 3× 3. The features of low
and high layers were concatenated using skip connections, in order to learn contextual
information. Finally, the image size was restored, and the segmented result was output
after the sigmoid activation.

3.3 Pyramid Pooling Block

WMH has a variety of shapes and sizes, so it is difficult to be distinguished from normal
brain tissue. Due to the receptive fields of the convolutional filter and pooling filter limits
the overall understanding ofWMH, information flow in convolutional neural networks is
restricted inside local neighborhood regions, which leads to losing spatial information of
WMH features. Inspired by the [19], we designed a pyramid pooling block and employed
it into the bottleneck layer of the U-net structure. The pyramid pooling block can gain
global context information through context aggregation based on different regions.

The pyramid pool block is shown in Fig. 3. It fuses features under three different
pyramid scales. Three average pooling operations were executed after feature maps
inputting, with pooling rate of 1/2, 1/5, and 1/10 respectively, which output three feature
maps of different scales. The output was fed into three parallel convolutional paths
to reduce the dimension and then up-sampled to the original input size. Finally, the
up-sampled results of the three paths are spliced together to obtain multi-scale fusion
features.

Fig. 3. Structure of pyramid pooling block

3.4 Residual Connection Block

Deep networks naturally integrate low/mid/high-level features, the “levels” of features
can be enriched by the number of stacked layers (depth). The more the convolutional
layers, the stronger the feature extraction ability of the network. Therefore, after pyramid
pooling, we intend to add more convolutional layers to the bottleneck layer in order
to extract more higher-dimensional features. However, simply stacking the number of
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network layers can easily cause vanishing/exploding gradients. In other words, with the
network depth increasing, accuracy gets saturated (which might be unsurprising) and
then degrades rapidly. Inspired by Resnet [20], we utilized the residual connection block
after the pyramid pooling block in order to deepen the depth of the network and address
the degradation phenomena.

The residual block we designed including four sub-residual-blocks, as shown in
Fig. 4 . In each sub-block, there is a straight-connected path referred to residual connec-
tion and amain path with three consecutive convolution layers. A special note to the sub-
block is that the first convolution of 1× 1× 1was used to decrease channel dimension in
order to decrease the training load, while the second convolution of 1 × 1 × 1 was used
to keep the same dimension of channels as the sub-block input.

Fig. 4. Residual connection block

4 Experiment

4.1 Datasets and Preprocessing

The dataset used in our experiment was downloaded from the website https://wmh.isi.
uu.nl/, which is a public dataset of theMICCAI 2017’sWMHChallenge.We only use the
FLAIR images of the dataset, which has only 60 images. In order to get enough examples
for training, we expanded the dataset by rotating, affine, and perspective transformation
the images, and finally reached a number of 480. Considering that the FLAIR image sizes
from different scanners are inconsistent, we tailor and fill all FLAIR images and unify
all slices to 200 × 200. Since intensities can also vary between patients, we normalize
the intensities per patient to be within the range of [0, 1], which can also improve the
convergence speed of the network. We also divided the 480 preprocessed images into
three groups: training dataset, validation dataset, and test dataset, which account for
70%, 15%, and 15% of the total data volume respectively.

4.2 Experimental Setup

Our model was trained on the Google drive. The model training used Dice (DSC) loss
function and Adam optimization algorithm, in which the Adam parameters learning rate
was 0.0001, the batch size was 3, and epoch iterations was 60. When the loss value on
the validation dataset keeps increasing in four training consecutive epochs, the training
should be terminated.

https://wmh.isi.uu.nl/
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4.3 Evaluation Criteria

To evaluate the accuracy of an automatically segmentedWMH region, we compared and
analyzed the segmentation results of different models on the evaluation indicators such
as recall, precision, F1 score, and DSC score. Recall refers to the proportion of correctly
predicted WMH regions to real WMH regions. Precision refers to the proportion of the
correctly predictedWMH area to the predictedWMH area in segmentation results. Both
precision and recall are expected to be as high as possible, but in fact, precision and
recall are contradictory. F1 metric is an evaluation indicator that integrates precision
and recall and is used to comprehensively reflect the overall effect of segmentation
results. The higher the F1 score, the better the segmentation effect; DSC is statistical
information used for comparing the similarity of two sets, the larger the DSC, the closer
the segmentation result is to Ground Truth. These evaluation criteria are defined as:

Recall = TP/(TP + FN) (1)

Precision = TP/(TP + FP) (2)

F1 = 2 (Precision ∗ Recall)/(Precision + Recall) (3)

DSC = 2TP/(FN + FP + 2TP) (4)

where TP is the True Positive, FP is the False Positive, FN is the False Negative.

4.4 Comparison of Different Models

We compared our method with other U-net-based semantic segmentation methods, all
of which use the same training and testing datasets. We used “Unet_5” to represent
the U-net model with 5 layers. The Unet_5 based model with pyramid pooling block
in the bottleneck layer was named “Unet_5+P”, and the Unet_5 based model with the
residual convolutional block was named “Unet_5+R”. As can be seen from Table 1,
all the evaluation indicators of the segmentation results of the model “Unet_5” are
the lowest compared with the other three. Compared with the model “Unet_5”, the
evaluation indicators of model “Unet_5+P” and model “Unet_5+R” were all improved.
Thismeans the pyramid pooling block and the residual convolutional blocks can improve
the performance of the U-shaped model “Unet_5”. We tried to add both the pyramid
pooling block and the residual convolutional block at the same time to the bottleneck of
the model “Unet_5” and found that the performance of the model was further improved
as we expected, see the last row in Table 1.

The segmentation results of the four models listed in Table 1 was shown as Fig. 5.
Through visual observation, we can see that the segmentation result of our model is more
similar to the ground truth than the other segmentation results of compared models in
Fig. 5, and all four models did well segmentation of WMHs with larger areas, but the
model of this paper has the best capability of distinguishing small WMH lesions.
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Table 1. Comparisons between U-net5 based models

Model DSC Recall Precision F1

Unet_5 0.75 0.69 0.83 0.76

Unet_5+P 0.76 0.69 0.87 0.77

Unet_5+R 0.80 0.72 0.89 0.80

Ours 0.83 0.80 0.88 0.84

Fig. 5. Visual comparison of the WMH segmentation results

4.5 Comparison with Existing Approaches

We compared the evaluation indicators of PRU-net with those of several other well-
established segmentationmethods: RandomForests [21], FCN&Transfer-learning [14],
SC-U-net [17], U-net & post-processing [16], Res-U-net [22], Multi-scale U-net [23],
as shown in Table 2.

It can be seen from Table 2 that the DSC of the traditional RF method is only 0.5,
the recall is 0.27, and the precision is 0.29, all of these are the lowest among compared
methods. This shows that compared with the fully convolutional network, the traditional
machine learning method does not have advantages in WMH segmentation. The DSC
of our model is the highest among compared methods, which means the segmentation
results of our model are the closest in similarity to the annotations of human experts.
The precision of our method is 0.88, which means that 88% of the segmentation results
are correct lesions. The F1 score of our method is 0.84, which is much higher when
compared with other methods. This means that our method has relatively fewer false
detection areas. However, the Recall of our method is only 0.80, which means our model
can predict 80% of the lesion area. It is not the highest compared with other methods.
That means our model automatically focused on the precisions more than on the Recall
and got less FP but a little more FN in segmentation result.
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Table 2. Comparison with other existing approaches.

Author Segmentation technique Recall F1 DSC

Bento et al. [21] Random Forests 0.27 0.29 0.50

Xu et al. [14] FCN & Transfer-learning 0.63 0.67 0.73

Wu et al. [17] SC-U-net 0.81 0.71 0.78

Zhang et al. [16] U-net & post-processing − − 0.69

Jin et al. [22] Res-U-net 0.81 0.69 0.75

Li et al. [23] Multi-scale U-net 0.86 0.77 0.80

Our Unet + pyramid pooling + Resnet block 0.80 0.84 0.83

Fig. 6. Visual comparison of segmentation results of existing methods

In addition, we visually compared the segmentation results of our method and the
two methods involved in the comparison and found that the segmentation results of our
method is more accurate and closer to the ground truth as shown in Fig. 6. In the first
row of Fig. 6, the two methods involved in the comparison both yielded too many false
negatives. While in the second row of Fig. 6, the two methods yielded too many false
positives. In the third row of Fig. 6, our segmentation result is closer to the gold standard
in shapes, and the segmentation of small lesions is more accurate. In the segmentation
results of other slices, there are similar comparisons among the above three situations.
Due to space limitations, we only show these three, but there are similar cases to the
above three situations in the segmentation results of other slices.

In summary, our method is better than other methods not only visually but also in
terms of quantitative evaluation indicators.
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5 Discussion

Discrete and small-sized deepWMHs are difficult to segment using the current automatic
approaches. In order to accurately segment brain white matter lesions, a 3D U-shaped
fully convolutional neural network segmentation algorithm combining pyramid pooling
and Residual convolutional block was proposed. Experimental results showed that the
evaluation criteria of this method are mostly higher than those of other compared meth-
ods. Through the visual observation, our model has the best capability of distinguishing
small WMH lesions and the segmentation results of our model are more similar to the
ground truth than other Unet-5 based model. Future research will focus on improving
the recall and accuracy of our model for WMH segmentation.
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Abstract. The image segmentation of port wine stains (PWS) lesions is of great
significance to assess PDT treatment outcomes. However, it mainly depends on
the manual division of doctors at present, which is time-consuming and labo-
rious. Therefore, it is urgent and necessary to explore an efficient and accurate
automatic extraction method for PWS lesion images. A two-way perceived color
difference saliency algorithm (TPCS) for PWS lesion extraction is proposed to
improve the efficiency and accuracy, and is compared with other image segmenta-
tion algorithms. The proposed algorithm shows the best performance with 88.91%
accuracy and 96.36% sensitivity over 34 test images of PWS lesions.

Keywords: Port wine stains · Image segmentation · Saliency algorithm

1 Introduction

1.1 A Subsection Sample

PWS is a congenital cutaneous vascular disease with an incidence of 3‰−5‰ in new-
borns [1]. The skin of patients with PWS presents varying degrees of erythema, which
won’t fade spontaneously, and may deteriorate with age if patients don’t receive effec-
tive treatments [2]. Photodynamic therapy (PDT) is the mainstream method for clinical
treatment of PWS for its high effective clearance rate, low recurrence rate, few side
effects, and high patient satisfaction [3]. However, PDT also shows some defects includ-
ing low complete clearance rate, no effects on partial patients, long treatment cycle, and
so on [4]. Numerous experimental results show that single PDT outcomes are related
to the classification of preoperative lesions. Therefore, it is necessary to extract PWS
lesions accurately for establishing the stable and effective relation between PDT treat-
ment parameters and the outcomes of PWS treatment, which will conclude an individual
therapeutic regimen for each patient. At present, the PWS lesions are generally extracted
by the manual division of doctors. Although the manual division is very accurate, it’s
also time-consuming and laborious.
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At present, many image segmentation algorithms have been applied in medical
images, such as threshold segmentation, clustering segmentation, region growing, region
split and merge, segmentation based on graph cuts, segmentation based on active con-
tourmodel, segmentation based on deep learning, segmentation based on visual saliency.
Tumor images from computed tomography (CT) andmagnetic resonance imaging (MRI)
help doctors to develop the therapeutic regimen doctors plan before surgery to a great
extent. Randike [5] tests the performance of mean-shift clustering, K-means cluster-
ing (K-means), Fuzzy c-means clustering (FCM), and OTSU in extracting brain tumors
from MRI images and finds the OTSU has an accuracy much better than the others.
Mubarak proposes a cloud model computing (CMC) theory to realize automatic and
adaptive segmentation threshold selection in Region growing algorithm (RG), and it
shows strong robustness in the segmentation of bone X-rays and brain MRI images [6].
The segmentation of dental X-ray images is one key issue in dental based human iden-
tification. Lu proposes an algorithm based on full threshold segmentation, which is able
to improve the accuracy of Grabcut algorithm by generating a proper mask image. The
results show the proposed algorithm can effectively overcome the problems of uneven
grayscale distribution and adhesion of adjacent crowns in dental X-ray images [7].

Besides, some researchers have paid attention to image segmentation of skin lesions.
Rebia proposes an intelligent method by implementing the histogram decision to judge
whether the contrast of input image needs to be enhanced, and the results show it is help-
ful to avoid time complexity [8]. Vesal builds a multi-task convolutional neural network
(CNN) for skin lesion detection and segmentation, which utilizes a faster region-based
CNN to detect the lesion bounded by a box, and then further segments the rectangu-
lar region by SkinNet, a modified version of U-Net. This framework shows very high
accuracy (96.8%) and sensitivity (97.1%) [9]. In order to overcome the problem of low
discrimination caused by low contrast between lesions and normal skin, Alan proposes
an automated saliency algorithm based on skin lesion segmentation, which shows an
accuracy of 91.66% in 160 dermoscopic images from PH2 public dataset [10].

However, to our knowledge, only a few researchers have developed image segmenta-
tion algorithms for PWS. Tang designs an image segmentation algorithm combining the
threshold segmentation and connected component labeling to extract lesions accurately
in the PWS treatment process through binocular surveillance system [11]. Although the
algorithm shows good performance, it’s only suitable for the ongoing process of PDT.

Therefore, the two-way perceived color difference saliency algorithm (TPCS) aiming
at extracting the PWS lesion accurately is proposed. The principle and processes of TPCS
are introduced in Sect. 2, and its accuracy and precision are compared with other typical
algorithms, such as OTSU [12], K-means [13], FCM [14], RG [15], Grabcut [16] and
saliency algorithms including ITTI [17], HC [18], LC [19], FT [20], MR [21], MC
[22], RBD [23] and PCA [24], and the results of proposed algorithm show the best
performance in test algorithms, in Sect. 4.

2 Principle of Proposed Algorithm

Pixel saliency, the kernel of the proposed algorithm, includes foreground saliency and
background saliency, which represents the possibility of each pixel belonging to fore-
ground (lesion) or background (normal skin) respectively. By comparing the saliency
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of each pixel with foreground and background saliency thresholds varying with itera-
tion number, each pixel can be classified into three types: foreground, background, and
undefinition, and then each pixel in the undefinition group will be reclassified contin-
uously until it is classified into foreground or background. The elaborate processes of
the proposed algorithm are shown in Fig. 1, including three main steps: pre-processing,
image segmentation, and post-processing.

Fig. 1. The process of TPCS algorithm.

2.1 Pre-processing

Two pre-processing operations are implemented on each image to be segmented. Firstly,
the color space of the original image is converted from RGB to CIE-L*a*b to adjust
color channels and the brightness channel separately. In color space conversion, original
values of RGB are corrected according to Eq. (1–3), where R, G, B is the original three-
channel data, r, g, b represents the corrected three-channel values, and the values of
α1, α2, γc are 0.055, 1.055 and 2.4 [25]. Then the color space of the corrected image
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converts from RGB to CIE-XYZ, and further converts to CIE-L*a*b through the ITU-R
BT.709 standards.

r =
(
R + α1

α2

)γc

(1)

g =
(
G + α1

α2

)γc

(2)

b =
(
B + α1

α2

)γc

(3)

Secondly, the brightness of the image is normalized to attenuate the effect of brightness
to overcome the problems that often occur in PWS images, such as partial regional
reflection caused by skin grease, and uneven illumination.

2.2 Image Segmentation

Image segmentation is implemented by comparing the saliency of each pixel with
the foreground and background saliency thresholds, which indicates proper saliency
construction and saliency threshold selection are two kernels of the proposed algorithm.

Pixel saliency is computed according toEq. (4–5),where f (x, y) and b(x, y) represent
the foreground and background saliency of the pixelwith coordinates [x y], and�N (x, y)
and �L(x, y) represent its color differences between its pixel value with the background
and foreground eigenvalues. In this paper, color differences are computed byCIEDE2000
color difference formula for its capability of detecting the minor color difference [26].

f (x, y) = 255
�N (x, y)

�N (x, y) + �L(x, y)
Heaviside(�N (x, y) − �L(x, y)) (4)

b(x, y) = 255
�L(x, y)

�N (x, y) + �L(x, y)
Heaviside(�L(x, y) − �N (x, y)) (5)

Obviously, both eigenvalues need to be initialized and updated before the initial-
ization and update of pixel saliency. For initializing the foreground and background
eigenvalues, two rectangular areas are drawn manually in the foreground and back-
ground respectively, and then the average values in three color channels of foreground
and background rectangular areas are calculated as the eigenvalues of foreground and
background. But for updating the eigenvalues, the foreground and background eigen-
values are computed Eq. (6) and (7), where Cn

f and Cn
b represent the foreground and

background eigenvalues in nth iteration, and Mn−1
f and Mn−1

b represent the average
pixel values of foreground and background.

Cn
f = (2Cn−1

f + Mn−1
f )/3 (6)

Cn
b = (2Cn−1

b + Mn−1
b )/3 (7)

The saliency thresholds are able to classify pixels into the pixels with high fore-
ground saliency, the pixels with high background saliency, and the pixels with low
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saliency, which correspond to the foreground, background, and undefinition. And then
the pixels in the undefinition group are extracted to the next classification. Specifically,
in this paper, the foreground and background thresholds of the first cycle are set by
Eq. (8) and (9), where th1f and th1b represent the saliency thresholds of foreground and

background;
−
pf and Pf _min represent the average and minimal foreground saliency of

pixels whose foreground saliency is over 127; and
−
pb and Pb_min represent the average

and minimal background saliency of pixels whose background saliency is over 127.
Then both thresholds in the second cycle are set to 127, directly resulting in the ending
of the cycle.

th1f = (
−
pf +2 ∗ Pf _min)/3 (8)

th1b = (
−
pb +2 ∗ Pb_min)/3 (9)

2.3 Post-processing

In order to further optimize the segmentation results, the original image generated in
section B was processed by morphological processing. Firstly, the median filter is used
to eliminate small burrs and noise. Secondly, morphological opening operation with a 7
× 7 size square operator is used to smooth the contour of the object, disconnect the fine
connection, and remove the fine protrusion. Finally, morphological closing operation
with a 7 × 7 size square operator is implemented to smooth the contour of the object
and fill long and thin grooves, and the holes smaller than the operator size.

3 Data Sources

34 images tested in this study are from PWS patients receiving the Phase III clinical
trial of HMME photodynamic therapy. This clinical trial led by Peking University First
Hospital began in 2009. The interval between two treatments is 8–12 weeks and the
follow-ups last 2–3 cycles. The PWS lesion images are acquired by SONY DSC_W1
from positive, lateral, and 45° oblique lateral position before each course of treatment.
The ground truth images used to evaluate the performance of different image segmenta-
tion algorithms for PWS lesions are established by LabelMe software with the help of
dermatologists.

4 Results

Four evaluation parameters: accuracy rate (A), dice coefficient (D), sensitivity rate (S),
and recall coefficient (R), which represent the accuracy of segmenting lesions and nor-
mal skins, the consistency between the results and true values, the accuracy of lesions
extraction, and the integrity of lesions extraction respectively. The parameters calculation
methods are shown in Fig. 2.
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Fig. 2. Calculation of evaluation parameters.

The experimental results of the TPCS algorithm and other typical algorithms includ-
ing OTSU, K-means, FCM, RG, Grabcut, and saliency algorithms including LC, HC,
MR,MC, PCA, ITTI are also compared. The details of the quantitative evaluation results
of TPCS and other typical algorithms are shown in Table 1. It’s worth noting that saliency
algorithms can only obtain the grayscale saliency maps instead of the binary images,
and that all saliency maps need to further binarization. Therefore, the deviation between
saliency algorithms results and ground truth images are from the deviation of generating
saliency maps and further binarization. In this paper, OTSU is selected to binarize the
saliency maps.

Table 1. Evaluation scores of different image segmentation algorithms for PWS

Type A D S R

LC 57.65 66.62 61.83 77.13

HC 60.49 63.52 65.87 65.92

FT 60.90 70.82 64.39 84.01

MC 67.22 69.07 88.42 57.82

PCA 60.03 56.49 74.80 49.50

RBD 61.03 54.69 77.25 44.68

ITTI 72.64 80.10 82.29 80.37

MR 76.94 80.46 92.26 72.42

OTSU 87.96 92.59 96.04 89.68

K-means 87.92 92.55 96.15 89.51

FCM 86.45 90.29 93.55 87.52

RG 84.70 89.76 95.45 85.35

Grabcut 80.45 86.30 91.20 82.81

TPCS 88.91 93.21 96.36 90.53
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For quantitative evaluation, the white area was taken as lesions and the black area as
normal skin in the binary image. However, K-means, OTSU, FCM, and all test saliency
algorithms expect TPCS can’t ensure the results are consistent with the above definition,
thus each image whether the gray value of all pixels needs to be inversed simultaneously.
If the segmentation result is too poor to be recognized where the lesions are, the scheme
that keeps more white area covering the lesions as far as possible was adopted.

According to the evaluation parameters shown in Table 1 , TPCS has the best perfor-
mance in PWS lesions segmentation, and K-means, OSTU, and FCM have similar and
much better performance than RG, Grabcut, and other saliency algorithms. In saliency
algorithms, MR and ITTI show much better performance than others, but are still far
from satisfactory.

To show the segmentation performance differences between non-saliency algorithms
clearly, some typical PWS lesion images and their segmentation results by non-saliency
algorithms are shown in Fig. 3, which includes various extreme situations. Specifi-
cally, Img1 and Img2 represent the cases of scattered lesions and single lesion in good
contrast between lesions and normal skin, while Img3 represents the case of low con-
trast between lesions and normal skins; Img4, Img5, and Img6 represent the cases of
overexposure, uneven illumination, existing shadow respectively; and Img7 and Img8
represent the cases of multi-color lesions, and existing eye and hair respectively. As
shown in Fig. 3, OTSU, K-means, FCM, and RG can’t handle the situations of exist-
ing multi-color lesions (Img2), and overexposure (Img5). Grabcut has the least small
empties in extracted lesions, but obtain good and complete segmentation results only
in Img2, which satisfy the conditions of good contrast, single lesion, and simple shape
lesion at the same time.

Fig. 3. Typical results of non-saliency algorithms.
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Figure 4 shows some typical images and their saliency maps of saliency algorithms.
As shown in Fig. 4, MR shows good performance, except the situation of low contrast
(Img3) between lesions and normal skin. ITTI is able to distinguish foreground and
background, except the situations of few background areas (Img2), uneven illumination
(Img5), and dark illumination (Img11). Meanwhile, the contrast of pixels saliency is
very low and lacks clear boundaries, which affects final binary segmentation results
seriously. The saliency maps of MC show clear boundaries between the foreground and
background, and it is beneficial for further binarization. However, it is obvious that the
area of high saliency is smaller, which is consistent with the low recall rate of MC.
Moreover, the saliency maps of LC and FT are similar and both show low contrast, dark
brightness, and showgood performance onlywhen the difference between the proportion
of foreground and background is large. The saliency maps of HC show a much better
than LC and FT from observation, however it highlights the small areas with rare values
excessively. It’s not surprising that the above three algorithms show low accuracy and
sensitivity. Contrary to LC and RC, the saliency maps of RBD show high contrast like
MR, however, it just showsgoodperformance in the situation of lowconnections between
lesions and image margins (Img10, Img11). Moreover, PCA tends to highlight the areas
with drastic changes like the boundaries between lesions and normal skins, which is
consistent with the very low accuracy and recall.

Fig. 4. Typical saliency maps for saliency algorithms.
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Comparing with other algorithms, TPCS can segment lesions accurately and pre-
cisely in each extreme situation, meanwhile, there are very few empties in extracted
lesions interior.

5 Discussion

As shown in the results, OTSU, K-means, and FCM show good performance in test
images. However, with the increase of background complexity, the possibility ofmisclas-
sification increases. For K-means and FCM, increasing cluster categories may improve
the performance, if the category numbers can be automatically chosen.

As we know, the results of RG are related to the initial seed point location and growth
threshold. Indeed, in the process of attempting the best results through selecting the initial
seed point and the growth threshold manually, it is found that even a slight change in
growth threshold or seed point location might lead to different results, especially in the
situation of scattered lesions, lesions with multi-grades, and low contrast between the
lesions and normal skins. This doesn’t mean that RG is unsuited to extract the PWS
lesions. On the contrary, it points out the valuable directions such as developing multi-
seed points and self-adaption high-accuracy RG algorithms. Grabcut is a segmentation
algorithm based on graph cuts that utilize max-flow min-cut theorem, so it can only get
single lesion as shown in Fig. 3. This drawback can be attenuated by dividing the whole
image into different regions and then applying Grabcut to each region.

All test saliency algorithms show unsatisfactory performance in PWS lesion extrac-
tion, in which LC, HC, FT, PCA, and RBD show very bad performance, and ITTI and
MR show reluctant performance. This phenomenon is related to their intrinsic attributes.
The pixel saliency of LC and HC is calculated by the sum of gray or color difference
between itself and all other pixels, so only pixels with rare gray level or color in the
image will show high saliency. This also explains why the contrast of HC between
lesions and normal skin is higher than LC. Similar to LC and HC, FT tends to highlight
the areas with little proportion for defining the color difference between a pixel with
average color value in CIE-L*a*b as the pixel saliency. RBD is based on the hypothesis
that the foreground has fewer connections with image margin, so only the lesions that
are isolated from the margin or connected with image margins slightly can be extracted
accurately and completely. Although the results of PCA in this paper are not good, its
principle which considers the pattern distinctness, color distinctness, and organization
prior is surprising.

ITTI shows reluctant performance because it includes a comprehensive integration of
various information in color lightness and orientation. However, the numerous param-
eters in the processes are constant, which may influence the performance of ITTI in
PWS lesion extraction. Therefore, developing more suitable parameters for PWS lesion
extraction through machine learning will be undertaken in our next works. Meanwhile,
numerous segmentation algorithms based on machine learning have been proposed and
widely applied in various scenes except for PWS lesions, therefore the effectiveness
of segmentation algorithms based on machine learning is worth investing. MR, which
applies graph-based manifold ranking to the differences between superpixels with fore-
ground and background information is an outstanding algorithm in recent years. In this
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paper, it shows the best performance on PWS lesion extraction in non-saliency algo-
rithms except TPCS, however, the accuracy and recall are still low, even compared with
Grabcut, the algorithm shows the worst performance in non-saliency algorithms. There-
fore, more novel non-saliency algorithms need to be refined on their performance for
PWS lesion extraction.

Similar to MR, the proposed algorithm considers the foreground and background
saliency simultaneously and show excellent performance for PWS lesions extraction.
However, the proposed algorithm still has great potential to further improve its per-
formance by optimizing the pixel saliency calculation formula, the saliency threshold
selection, and the eigenvalue selection. At the same time, refining the categories of pixels
whose values are far from the foreground and background eigenvalues is also beneficial
for TPCS to meet more complex situations such as including hair, eyes, and lips.

6 Conclusion

In this paper, a two-way perceived color difference saliency algorithm for improving
the accuracy and precision in PWS lesions extraction is proposed, and its accuracy and
precision are compared with other typical algorithms. The results show that the non-
saliency algorithms have better segmentation performance than the saliency algorithms
and the proposed algorithm has the best performance in test algorithms, indicating the
proposed algorithm is a promising image segmentation algorithm for PWS.

Acknowledgments. This research is supported by the National Natural Science Foundation of
China (81773349).
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Abstract. Identifying neuroimaging-based biomarkers is greatly needed
to boost the progress of mental disorder diagnosis. However, it has been
well acknowledged that inaccurate diagnosis on mental disorders may in
turn raise unreliable biomarkers. In this paper, we propose a new method
that can detect typical patients with specific mental disorders, which is
beneficial to further biomarker identification. In our method, we extend
an advanced sample noise detection technology based on random forest
to identify typical patients, and apply it to identify typical subjects from
schizophrenia (SZ) and bipolar disorder (BP) patients with neuroimag-
ing features estimated from resting fMRI data. To evaluate the capacity
of our method, we investigate the typical subjects and whole subjects with
respect to group differences, classification accuracy, clustering, and projec-
tion performance based on the identified typical subjects. Our results sup-
ported that the typical subjects showed greater group differences between
SZ and BP, higher classification accuracy, more compact clusters in both
clustering and projection. In short, our work presents a novel method to
explore discriminative and typical subjects for different mental disorders,
which is promising for identifying reliable biomarkers.

Keywords: Biomarker · fMRI · Sample selection · Schizophrenia ·
Bipolar disorder

1 Introduction

Diagnosis of mental illness that is defined by behavior/symptoms depends on
experience and subjective judgment of psychiatrists, thus likely leading to inac-
curate clinical diagnosis [1–4]. There are no existing gold standards that can
be used to define different mental disorders, especially for those sharing simi-
lar symptoms, such as schizophrenia (SZ) and bipolar disorder (BP). Therefore,
there is an urgent need to explore biomarkers that can help understand the sub-
strates of mental disorders and assist in diagnosis [5]. Researchers have been
working on the investigation of biological abnormalities associated with mental
illness based on neuroimaging techniques, such as functional magnetic resonance
imaging (fMRI) [6–8].
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Schizophrenia and bipolar disorder share significant overlap in clinical symp-
tom and risk genes, which raise a great difficulty in separating them in clinical
practice [2,9,10]. It has been found that both disorders have similar and unique
disruptions of the normal-range operation of brain functions [2,6]. In recent
years, many efforts have been made in using fMRI data to discover biomark-
ers for distinguishing the two disorders [11–13]. In general, statistical analysis
and classification approaches are applied for the goal. For identifying significant
biomarkers that can differentiate the two disorders, Calhoun et al. discovered a
key role of the default mode in distinguishing SZ and BP based on independent
component analysis (ICA) [6]. Rashid et al. also utilized ICA on fMRI data and
presented group differences between SZ and BP in patterns of functional con-
nectivity involving the frontal and frontal-parietal regions [13]. Argyelan et al.
claimed that SZ had significantly lower global connectivity than that of BP [7].
Birur reported that the aberrant connectivity of SZ and BP were different in
default mode network [8].

All the above-mentioned works used statistical analysis and supervised
machine learning techniques to explore biomarkers, which greatly depend on
the diagnosis label. It is apparent that misdiagnosed patients can influence the
identified biomarkers, and probably result in poor effectiveness in dealing with
new coming patients [2,14,15]. Therefore, there has been increasing interest in
developing neuroimaging-based biotypes by clustering patients with mental dis-
orders based on neuroimaging measures [14–16]. Unfortunately, the progress of
biotype development has been slow and limited due to the difficulty in detect-
ing subjects fitting in cluster patterns using high-dimensional features via an
unsupervised way.

Detecting typical patients who present more consistent brain changes may
help solve the problem in exploring reliable biomarkers and biotypes. In this
paper, we propose a new method to identify typical patients with mental dis-
orders using neuroimaging measures, and apply our method to 113 SZ and 113
BP patients with resting fMRI data for a comprehensive investigation. Brain
functional connectivity is used as input features. We extend the Complete Ran-
dom Forest (CRF) model [17] to divide the subjects into typical and atypical
samples. Considering that the typical subjects should have: significant difference
between groups, high similarity within groups, and clear separability between
groups, we design three studies to validate whether the performances of the
selected typical subjects are better than all subjects. Study 1 focuses on if the
differences between groups of the selected typical subjects are more significant
than the whole subjects. In study 2, we compare the classification performance
of the typical subjects and whole subjects based on four popular classifiers. In
study 3, we compare the clustering performance of the selected typical subjects
and whole subjects. Finally, we apply t-SNE technology [18] to project the typ-
ical subjects and all subjects into 2D planes, respectively, in order to show the
separation of the two subject sets intuitively.
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2 Methods

2.1 Data and Neuroimaging Measures

In this work, we analyze fMRI data of 226 subjects including 113 SZ and 113
BP from the multi-site Bipolar and Schizophrenia Network on Intermediate Phe-
notypes (BSNIP-1) study. For each subject, the functional connectivity (FC) is
estimated using resting-state fMRI across the entire brain in 116 predefined
regions of interest (ROIs) from the automated anatomical labeling (AAL) tem-
plate [5]. First, the averaged blood-oxygen-level dependent (BOLD) time-series
over the entire scan time are computed for each ROI. Then by computing the
Pearson correlation coefficients between pairwise BOLD time-series of ROIs, a
symmetrical FC matrix (size: 116×116) is obtained. The FC matrix is converted
to a vector containing only upper triangular 6670 elements (reflection of FC’s
strength) as the input features. Based on each computed FC, we further explore
the difference between any pair of groups using a two-tailed two-sample t-test.
Then the FCs with p value less than 0.01 are regarded as important features
that are used for subsequent analysis.

Fig. 1. The flowchart of the proposed pipeline. SVM, LG, NB, and 1NN represent four
classifiers, i.e. support vector machine based on radial basis function, logistic regression,
näıve Bayes classifier, and 1-nearest neighborhood classifier. Sw/Sb, DBI, DI, SC, and
Purity are clustering measures, in which Sw/Sb, DBI, DI, SC are used to measure
compactness within a group and the separability between groups, Purity is used to
reflect the overlap degree between the clustering results and diagnosis labels. The above
measures will be introduced in detail in Sect. 2.4.

2.2 Overview of Our Method

Figure 1 shows the flowchart of our proposed pipeline which mainly consists of
three steps. Using the functional connectivity, the significant features are selected
by two-sample t-test between SZ and BP firstly. Secondly, the typical subjects
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are identified based on the advanced sample noise detection model which is called
CRF. Thirdly, we evaluate the selected subjects based on mainstream tasks in
the field of brain imaging analysis, including statistical analysis, classification
analysis, clustering, and projection analysis.

2.3 Detection of Typical Subjects

In the existing related literature, sample noise is described as incorrect label
observation, mainly due to insufficient information and subjective label errors
caused by experts. Here, the atypical patients that cause label errors can be
regarded as sample noises. In this section, we present an advanced sample noise
detection method using CRF model [17] to filter the atypical patients. The CRF
model consists of the following two parts to identify the sample noises.

Part 1: Using All Subjects to Construct the CRF with N Complete
Random Decision Trees (CRDT). A CRDT is constructed according to the
following rules firstly. The root node of each tree contains all subjects. The non-
leaf node of each tree contains two child nodes, and the division rule is based on
randomly selecting features and feature split values. The label of each node is
determined by the majority labels of the subjects in the node. The above process
is repeated N times to form the CRF of N trees.

Part 2: Detecting Sample Noise (atypical Subjects) Based on the CRF.
A previous work from Xia et al. [17] supposes that the label of a node that
contains sample noise is prone to change, and after the first change, it can keep
a certain degree of stability, which is called the noise intensity (NI). For each
CRDT in the forest, we first calculate the NI for each subject. If the NI of a
subject is no less than the given threshold, the subject is considered as a sample
noise in the tree. If more than 50% of trees in the forest identify a subject as a
sample noise, then the subject is considered as a sample noise.

After the above two steps, we remove sample noises from the whole SZ and
BP subjects and keep the non-noise subjects, i.e. typical SZ and BP patients,
for the subsequent analysis. The evaluations of the selected typical subjects are
introduced in the following section.

2.4 Evaluation

To validate the selected typical subjects, we design the following three studies.
In study 1, the statistical analyses are employed to verify whether the difference
between SZ and BP using the selected typical patients is more significant, with
lower p value, greater effect size, and lower correlation between samples from
different groups. Study 2 focuses on investigating whether the selected typical
patients are more distinguishable (with higher classification accuracy) through
classifying SZ and BP. Study 3 aims to examine whether the selected typical
subjects are more separable between different groups based on clustering and
projection analyses.
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Study 1: Investigating the Group Differences Between the Selected
Typical Subjects Using Statistical Analysis. Exploring neurological dif-
ferences between healthy and diseased populations or between different mental
disorder groups is a pivotal step for understanding the internal mechanisms of
brain diseases [2,3,19,20]. Therefore, in this study, we employ three statistical
analysis technologies to reflect differences between groups, including two-sample
t-test, effect size, and Pearson correlation coefficient.

By using all subjects or only the selected typical patients, we first perform
a two-tailed two-sample t-test on each functional connectivity measure between
two groups. As we know, smaller p value means a more significant group dif-
ference. We expect that using the selected typical subjects can yield a smaller
mean p value than using all subjects. So, we compare the mean p value across
all connectivity measures, the smallest p value and the biggest p value between
using all subjects and only the typical patients.

However, it is clear that the p value is related to the number of subjects since
more samples (i.e. patients) tend to generate a smaller p value. That is to say,
using all subjects is supposed to result in a smaller p value than using part of
subjects (e.g. typical patients). In order to evaluate fairly, we also assess the mean
effect size, the smallest effect size, and the biggest effect size between different
groups from all subjects and typical subjects, respectively. Furthermore, we cal-
culate the correlation coefficients between patients in different groups based on
Pearson correlation coefficient, and then compare the mean correlations between
using whole subjects and using only typical patients. We hope that the mean
correlation between different groups is lower in using typical subjects than using
all subjects, which supports the stronger group differences between two typical
disorder groups.

Study 2: Investigating the Distinguishing Ability of the Selected Typ-
ical Subjects Based on Classification Task. Another important task of
neuroimaging analysis is to train a classification model with the guidance of
labeled subjects to predict new subjects [2,21]. Here, we perform the classifica-
tion task to verify that the typical patients in BP and SZ selected by our method
can be easily classified, compared to classifying all patients.

In this study, we apply an unbiased 10-fold cross-validation framework to
classify subjects as shown in Fig. 1. Nine of ten folds are used as the training
data to build a classifier, and then the remaining fold is used as the testing data
to evaluate the model. We use four popular classifiers, including support vector
machine based on radial basis function (SVM-RBF), logistic regression (LR),
näıve Bayes classifier (NB), and 1-nearest neighborhood classifier (1NN) to test.
In our experiments, we compare the classification performance, including the
average accuracy, average sensitivity, and average specificity between using the
selected typical subjects and using all subjects in the classification.
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Study 3: Investigating the Separation of the Selected Typical Sub-
jects Based on Clustering and Projection Analysis. Heterogeneity is one
of the challenges in exploring the mechanism of brain diseases [22]. Previous
neuroimaging studies have shown that clustering could help identify biotypes of
psychiatric disorders using features including neuroimaging measures [16,23].

In this study, we apply K-means clustering to the selected typical subjects
and all subjects, respectively, and compare the clustering performance of the
two subject sets. Here, we set the cluster number to 2 for K-means. Next, we
use five cluster evaluation measures to compare the performance between the
two different subject sets. Four measures (1–4) reflect the compactness within a
group and the separability between groups without labels, and another one (5)
reflects the consistency of the clustering results regarding diagnostic labels.

(1) Sw/Sb is the ratio of Sw and Sb, where Sw is the average distance between
pairwise samples within a cluster, and Sb is the average distance between
pairwise samples in different clusters. A smaller Sw/Sb value means better
performance. Suppose there is a set of samples {x1, x2, ..., xn}, which are
divided into two clusters C1 and C2 by K-means algorithm, µ1 and µ2 are
the centers of C1 and C2, respectively, d(xi, xj) is a distance function. The
calculation formulas of Sw and Sb are presented as follows:

Sw =
1
2

∗
2∑

k=1

2
|Ck| ∗ (|Ck| − 1)

∑

xi,xj∈Ck

d(xi, xj), (1)

Sb =
∑

xi∈Ck,xj∈Cl

d(xi, xj). (2)

(2) Davies-Bouldin Index (DBI) is the ratio of the sum of average distances of
pairwise of samples in a cluster to the distance between the center points of
the two clusters. A smaller DBI value means better performance [24].

(3) Dunn Index (DI) is the ratio of the shortest distance between two clusters
to the maximum distance of pairwise samples in any cluster. A bigger DI
value means better performance [25].

(4) Silhouette Coefficient(SC) is the ratio of average compactness within a clus-
ter to the separation between clusters. A bigger SC value means better
performance [26].

(5) Purity means the consistency of obtained labels of the clustering process
and the ground-truth cluster labels within clusters. The bigger Purity value
reflects higher consistency [27].

In addition, in order to see if typical patients have better and clear cluster
patterns than all subjects, we also visualize the distribution of all subjects and
the selected typical subjects separately, using a famous projection method, t-SNE
[18]. We expect that the typical subjects are more separable than all subjects.
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3 Results

Based on the CRF model, we detected 134 typical subjects (79 SZ and 55 BP
patients) from 226 original subjects (113 SZ and 113 BP patients). As mentioned,
we performed different studies to evaluate the selected typical subjects and show
the results as below.

3.1 Results of Study 1: Typical Patients Show Significant Group
Differences Using Statistical Analyses

Table 1 shows three metrics that reflect the group differences in all subjects and
the selected typical subjects, respectively. It can be seen the mean p value of
using all subjects (p = 0.0045) is just a little lower than using typical patients
(p = 0.0057). That is acceptable and understandable, because more samples
are liable to generate lower p value. In fact, the minimum p value of the typical
subjects is much lower than that of all subjects.

Besides, the mean effect size between different groups from typical subjects is
greater than the mean effect size of all subjects (0.6258 vs. 0.0289). The minimum
and maximum effect sizes between different groups of typical subjects are bigger
than the minimum and maximum effect sizes between different groups of all
subjects. These results indicate that the typical subjects show more pronounced
group differences compare to all subjects.

In addition, measured by the between-group correlations, the mean correla-
tion is 0.3632 for using all subjects, which is higher than the mean correlation of
0.2758 for only using selected typical subjects. Figure 2 presents the correlation
matrix of all subjects and the selected typical subjects. It is observed that the
typical patients selected by our method have smaller intra-group difference and
bigger inter-group differences, which is in line with our expectations.

Table 1. Group differences in all subjects and the selected typical subjects

P value of two-sample t-test Effect size Mean PCC

Minimum Maximum Mean Minimum Maximum Mean

All subjects 2.71e−06 0.0100 0.0045 1.79e−6 0.1388 0.0289 0.3632

Typical subjects 2.83e−19 0.4711 0.0057 0.0975 1.2355 0.6258 0.2758

Remarks: PCC is Pearson correlation coefficient between subjects in different groups.

3.2 Results of Study 2: Typical Patients Are More Distinguishable
Than Whole Subjects Based on Classification Task

Table 2 presents the averaged classification results of 10-fold cross-validation for
using all subjects and only using the typical subjects. The results from each
type of classifier are summarized. For the selected typical patients, the three
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Fig. 2. Pearson correlation coefficient matrix between the pairwise subjects for (a) all
subjects and (b) the selected typical subjects.

evaluations of each classifier are all greater than 90%, in which LR and SVM-
RBF classifiers achieve the highest accuracy, with an average accuracy of 99.23%,
an average sensitivity of 98.75%, and an average specificity of 100%. Regarding
using all subjects, the NB classifier achieves better performance among the four
classifiers, with an average accuracy of 69.35%, an average sensitivity of 67.53%,
and an average specificity of 71.17%. The results support that the typical patients
are relatively more separable in classification.

Table 2. Classification performance from 10-fold cross-validation

Classifier Using all subjects in classification Using typical subjects in classification

Accuracy Sensitivity Specificity Accuracy Sensitivity Specificity

SVM-RBF 60.06% 61.17% 58.96% 99.23% 98.75% 100.00%

LR 63.70% 61.17% 66.23% 99.23% 98.75% 100.00%

NB 69.35% 67.53% 71.17% 96.92% 94.64% 100.00%

1NN 65.97% 62.79% 69.16% 94.80% 93.87% 96.57%

3.3 Results of Study 3: Typical Patients Show More Compactness
Within Groups and Significant Separation Between Groups
Using Clustering and Projection Analyses

The comparisons of five evaluations for clustering performance are presented in
Table 3. We can see that the results from using the typical subjects are better in
each evaluation. The values of Sw/Sb and DBI of all subjects are greater than
that of the typical subjects, which are 0.9579 vs. 0.8134 and 7.9330 vs. 6.1414,
respectively. The values of DI, SC, and Purity of all subjects are smaller than
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Table 3. Clustering performance of all subjects and the selected typical subjects

Sw/Sb ↓ DBI ↓ DI ↑ SC ↑ Purity ↑
All subjects 0.9579 7.9330 0.4900 0.1024 0.6770

Typical subjects 0.8134 6.1414 0.5804 0.1585 0.9747

Remarks: “↓” means that the smaller the evaluation value, the better
the result; “↑” means that the greater the evaluation value, the better
the result.

that of the typical subjects, which are 0.4900 vs. 0.5804, 0.1024 vs. 0.1585, and
0.6770 vs. 0.9747, respectively. The results of Sw/Sb, DBI, DI, and SC indicate
that the distances within groups of the selected typical subjects are closer and
the distances between groups are larger, relative to that of all subjects. Purity
measure supports that the selected typical subjects were grouped to clusters
that align their original diagnosis categories, while the whole subjects did not.
In short, the clustering performance of the selected typical subjects outperforms
that of all subjects.

Figure 3 shows the result of visualization based on t-SNE technology. We
can find that most of the selected typical subjects are grouped clearly, while
t-SNE does not work well using all subjects. In other words, the typical subjects
selected are more separable.

Fig. 3. Visualization of subject distribution for using (a) all subjects, (b) the typical
subjects.

4 Conclusion

There are many studies using fMRI data to identify biomarkers and help diagnose
mental disorders. Most of the previous fMRI studies used statistical analysis or
supervised learning technology to identify biomarkers for mental illness [2,14].
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However, using traditional statistical analysis and classification methods could
result in biased biomarkers due to the fact that the diagnosis label is often
inaccurate. To explore more reliable biomarkers, we provided a new pathway
to identify typical patients with mental disorders based on the sample noise
detection model using neuroimaging measures.

To validate the reliability of the selected subjects, we evaluated the typi-
cal subjects based on the three mainstream tasks. Study 1 demonstrated that
the typical subjects had more significant group differences than that of all sub-
jects based on statistical analysis. Study 2 proved that the classification of the
selected typical BP and SZ subjects is easier than the classification of the orig-
inal all subjects, which indicated that those typical patients may be promising
to provide more reliable biomarkers for new coming subjects. Compare to the
existing classification studies of SZ and BP, we have achieved better classifi-
cation performance. For example, in our previous work, the overall classifica-
tion accuracy of SZ and BP based on the recursive feature elimination model
was 82% [5]. Calhoun applied multivariate analysis and independent component
analysis methods and found that utilizing the temporal lobe and the default
mode network as biomarkers, the classification accuracies of SZ and BP were
92% and 83%, respectively [21]. Besides, using the estimated neural responses
to verbal fluency for participants, Costafreda reported that SZ and BP patients
were correctly distinguished with an average accuracy of 86% [19]. The clas-
sification accuracies of the above studies were inferior to ours, probably due
to the inaccurate diagnostic labels. Therefore, it is necessary to select reliable
typical subjects before exploring biomarkers. In study 3, we verified that the
five clustering results of using the typical subjects were better than using all
subjects. Specifically, clustering measures including Sw/Sb, DBI, DI, and SC
demonstrated that the typical subjects in the same cluster showed more com-
pact correlations, while the typical subjects in distinct clusters showed more
salient differences. The Purity results proved that the obtained clustering labels
for typical subjects were more consistent with the diagnostic labels. The t-SNE
projection results also supported that the selected typical subjects were more
separable than that of all subjects. In summary, the selected typical SZ and BP
subjects have prominent differences between groups, great correlation within the
same group, and significant separability between groups, which is promising for
identifying reliable biomarkers and provide insights in exploring biotypes.

This is the first attempt to explore typical subjects with mental diseases
based on the biologically meaning measures. Our work lays the foundation for
the future exploration of biomarkers. In the future, we will apply different modal-
ity data to explore more reliable typical subjects and biomarkers for mental
disorders diagnosis.
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Abstract. Machine learning is a powerful tool for simulating the quan-
titative structure activity relationship in drug discovery (QSAR). How-
ever, descriptor selection and model optimization remain two of most
challenging tasks for domain experts to construct high-quality QSAR
model. Therefore, we propose a QSAR-special automated machine learn-
ing method incorporating Automated Descriptor Selection with Auto-
mated Model Building (ADSMB) to efficiently and automatically build
high-quality QSAR model. Automated Descriptor Selection provides a
QSAR-special molecular descriptor selection mechanism to automati-
cally obtain the descriptors without unique value, redundancy and low
importance in QSAR dataset. Based on these QSAR-special descriptors,
Automated Model Building constructs high-quality ensemble model of
molecular descriptors and target activities under Bayesian optimization
through Auto-Sklearn. Finally, we conduct experimental evaluation for
our proposed method on Mutagenicity dataset. The results show ADSMB
can obtain better and stable performance than the competing methods.

Keywords: Automated machine learning · Feature selection · Drug
discovery

1 Introduction

Quantitative Structure Activity Relationship (QSAR) has been widely applied in
pharmaceutical industry to predict biological activities of chemical compounds
through analyzing quantitative characteristics of structure features [1]. It is a
cost-effective technology to substantially reduce the workload and time needed
for traditional approach of drug discovery [2]. Machine learning approach has
been a prevailing computational tool in QSAR to guide rational drug discovery
c© Springer Nature Singapore Pte Ltd. 2021
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over the past few decades [3], which are based on molecular structures and target
activities, such as physicochemical properties and therapeutic activities [4]. The
commonly applied machine learning models in QSAR include Support Vector
Machine (SVM) [5,6], Decision Tree [7], Random Forest [8], k-Neighbors Neigh-
bor (kNN) [9] and Artificial Neural Networks [2,9,10]. For examples, Poorin-
mohammad N, et al. incorporated SVM with pseudo amino acid composition
descriptors to predict active anti-HIV peptides, which obtained a prediction
accuracy of 96.76% [5]. Weidlich I E, et al. used kNN with a simulated annealing
method and RF for 679 drug-like molecules to improve the prediction accuracy
of drug discovery [9].

Despite the progress of machine learning in QSAR for drug discovery, there
are still some practical constraints on the use of machine learning in QSAR,
such as (1) The datasets of QSAR may involve numerous descriptors. They are
sparse and few of them are nonzero [2]. Moreover, there exists strong correla-
tion between different descriptors, which is useless for building QSAR model.
(2) Algorithm selection and hyperparameter optimization remain two of most
challenging tasks in QSAR model construction. The existing QSAR models are
human-elaborate, and require extensive and iterative fine-tuning with trial and
error to build high-performance QSAR models. Furthermore, the increasing num-
ber of machine learning algorithms with their sensitive hyperparameters are
put forward. It is very difficult and practically infeasible for domain experts to
quickly and efficiently apply machine learning to help with activity prediction
of drug molecules.

Automated Machine Learning (AutoML) aims to automatically build appro-
priate model without human intervention to enable widespread use of machine
learning by non-experts [11]. Previous works have demonstrated the success of
AutoML at every stage of machine learning process, such as feature engineer-
ing [12], hyperparameter optimization [13], model selection [14,15] and neural
architecture search [16], and many domain-special applications. For example,
Olson R. S. et al. developed an AutoML system to optimize tree-based machine
learning pipeline through genetic programming, which was successfully applied in
biomedical data [15]. In our previous work [17], we proposed automated feature
selection with multiple layers incorporating expert knowledge toward modeling
materials with targeted properties successfully. Therefore, it is feasible to incor-
porate AutoML with QSAR to automatically build high-quality QSAR-special
machine learning model for efficient drug discovery.

In this paper, we propose an QSAR-special automated machine learning
method incorporating Automated Descriptor Selection with Automated Model
Building (ADSMB) to efficiently build high-quality QSAR model. Specially, we
highlight the following contributions of our work.

– In order to select more suitable descriptors for QSAR, we propose Automated
Descriptor Selection method, which provides a QSAR-special descriptor selec-
tion mechanism to automatically eliminate the descriptors with unique value,
redundancy and low importance.
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– In order to effectively and efficiently construct prediction model for QSAR,
we propose Automated Model Building method, which is based on QSAR-
special descriptors and constructs high-quality ensemble model under Bayesi
an optimization through the classical AutoML system, Auto-Sklearn [14].

– Experimental evaluations for our proposed method have been conducted on a
drug molecular activity dataset. The results show ADSMB can obtain better
and more stable performance than the competing method.

The rest of this paper is organized as follows. In Sect. 2, details of the pro-
posed novel algorithm are described. Experiments are performed on a drug
molecular activity dataset in Sect. 3. Finally, Sect. 4 concludes this paper.

2 Towards Automated Activities Prediction of Drug
Molecules

In order to alleviate the dilemma between tedious descriptor selection and model
building in activities prediction of drug molecules, we propose an automated
machine learning method incorporating Automated Descriptor Selection with
Automated Model Building (ADSMB) to automatically construct the high-
quality QSAR model without human intervention. Figure 1 illustrates the pro-
cess of ADSM B. ADSMB firstly obtains the QSAR-special descriptors through
Multi-Layer Descriptor Selection incorporating with expert knowledge. It pro-
gressively considers the uniqueness, redundancy and importance in molecular
structures descriptors. Based on QSAR-special descriptors, ADSMB employs
Auto-Sklearn to automatically construct the high-quality machine learning
model to predict the relationship between molecular structures and target activ-
ities. It performs meta-learning to find promising machine learning framework
to warm-start Bayesian optimization (BO) and construct ensemble model with
the individuals searched by BO. Herein, we efficiently construct the high-quality
QSAR model for activity prediction of drug molecules instead of extensive and
iterative fine-tuning with trial and error.

2.1 Automated Descriptor Selection

In order to utilize more valuable descriptors from high-dimension QSAR dataset
and improve the efficiency and performance of Auto-Sklearn, we develop QSAR-
special Automated Descriptor Selection to obtain the most valuable subset of
descriptors based on the characteristic of QSAR dataset. It involves three pro-
cessing layers: uniqueness evaluation, redundancy evaluation and importance
evaluation, which analyze the availability for activities prediction from different
perspectives depending on the characteristics of the dataset. Thus, the trigger
conditions of Multi-Layer Descriptor Selection are defined as Eq. (1).

Multi Layer (X) =

⎧
⎨

⎩

Layer1 (X)
Layer2 (X)
Layer3 (X)

if ∃xi ∈ X and xi has uniquevalue ε
if ∃xi ∈ X and xi.redundany ≥ γ
if ∃xi ∈ X and xi.importance ≤ λ

(1)
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Fig. 1. The process of ADSMB

where X indicates the input descriptors and xi indicates the xi descriptor. ε,
γ and λ represent the unique value in descriptors, redundancy threshold and
importance threshold respectively.

The first layer (i.e. Layer1 (X)) is defined as uniqueness evaluation. When
the descriptor only has a single unique value ε, it will be removed from the input
descriptors, since it is useless for the predictive performance of QSAR model.
After the unique descriptors are removed, the second layer (Layer2 (X)) is to
eliminate redundancy descriptors. i.e. the descriptors strongly correlated with
the other descriptors. We employ Pearson Correlation Coefficient to be defined
as Eq. (2) to measure the redundancy among descriptors.

PCC(xi, y) =
cov (xi, y)

σxi
σy

(2)

where cov (xi, y) represents the covariance of descriptor xi and y. σxi
and σy

represent the standard deviation of xi and y respectively. Herein, Layer2 (X) is
defined as Eq. (3).

Layer2 (X) = |PCC (xi, y)| (3)

If the absolute PCC value is greater than redundancy threshold γ, one of the
two descriptors xi and y will be removed. The redundancy descriptors are elim-
inated in Layer2 (X), however, in the subset of descriptors obtained, some of
the descriptors may still be unimportant to the target activities. Therefore, in
the third layer (Layer3 (X)), we evaluate the importance of each descriptor to
activities prediction. The Layer3 (X) is defined as Eq. (4).

Layer3 (X) = LightGBM (X, ta) = info gain(xi) (4)

where ta indicates the target activities. Herein, Layer3 (X) computes the total
information gain used in LightGBM model to measure the importance of each
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descriptor. If the information gain of a descriptor is lower than importance
threshold λ, it will be removed from the input descriptors.

Purely data-driven Multi-Layer Descriptor Selection may be biased in prac-
tice, since it can remove the descriptors that human experts consider important
to QSAR problem. Therefore, it is necessary to introduce expert knowledge to
Multi-Layer Descriptor Selection. The number of descriptors in QSAR dataset
is numerous, which renders that it is infeasible to score and weight for each
descriptor according to our previous work [17]. In our Automated Descriptor
Selection, we simply describe the expert knowledge as Eq. (5).

ek (xi) =
{

0
1 (5)

where ek indicates whether a descriptor xi is important and necessary to QSAR
problem. Then, the selected descriptors ADS (X) from input descriptors X are
define as Eq. (6).

ADS (X) = ek (X) · Multi Layer (X) (6)

Herein, we eliminate the unique, redundancy and unimportant descriptors for
QSAR model building, which renders Auto-Sklearn concentrates on the more
valuable descriptors obtained by Automated Descriptor Selection.

2.2 Automated Model Building

Although QSAR-special descriptors have been obtained by Automated Descrip-
tor Selection, human experts still face the challenge of how to select algorithm
and optimize hyperparameter to build high-quality QSAR model. In order to effi-
ciently construct QSAR model, we employ Auto-Sklearn to automatically build
predictive model for activities prediction of drug molecules based on the selected
QSAR-special descriptors. Auto-Sklearn is the most classical AutoML system to
automatically build appropriate machine learning model for given datasets. It
uses meta-learning to warm-start Bayesian optimization process and performs
automated ensemble construction following the CASH framework (combining
algorithm selection and hyperparameter optimization to execute them simulta-
neously). Therefore, the Automated Model Building process for QSAR dataset
is briefly described as follows.

Step 1: Define the search space of Auto-Sklearn for QSAR dataset as a col-
lection of preprocessing and classification algorithms. Enable the preprocess-
ing algorithms to be composed of extreml. rand. trees prepr., fast ICA, feature
agglomeration, kernel PCA, rand. kitchen sinks, linear SVM prepr., no prepro-
cessing, nystroem sampler, PCA, polynomial, random trees embedding, select per-
centile, select rates, one-hot encoding, imputation, balancing and rescaling and
classification algorithms to be composed of adaboost, Bernoulli näıve Bayes,
decision trees, Gaussian näıve Bayes, gradient boosting, kNN, LDA, linear SVM,
kernel SVM, multinomial näıve Bayes, passive aggressive, QDA, random forest
and SGD.
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Step 2: Select promising instantiations of machine learning framework (includ-
ing data processor, feature processor and classifier) that are likely to perform
well on QSAR dataset by using meta-learning embedded in Auto-Sklearn, which
learns how different configuration performs across various datasets from prior
performance. For QSAR dataset, Auto-Sklearn computes its meta-features (char-
acteristics of the dataset), ranks all prior datasets by their L1 distance to QSAR
dataset in meta-feature space and selects the promising machine learning frame-
work instantiations of 25 nearest datasets.

Step 3: Start Bayesian optimization process with these promising instantiations
for evaluation under prediction accuracy metric as objective function. In this
process, Auto-Sklearn stores the models performing almost as well as the best.

Step 4: Enable automated ensemble construction in Auto-Sklearn. It uses an
efficient post-processing method to automatically construct a weighted ensemble
model out of the model stored by Step 3.

Automated Model Building process provides an automated and efficient
mode l building strategy to dealing with QSAR problem. It can output high-
quality ensemble model for activities prediction of drug molecules without human
involvement.

3 Experiments

3.1 Dataset

The Mutagenicity (available on http://www.niss.org) dataset is used. Totally
1863 samples are included in this dataset and there are 618 structure parameters
including 47 CONS descriptors, 260 Topological Indexes, 64 BUCT descriptors
and 247 FRAG descriptors. We set the activity label as output.

3.2 Experimental Setup

In our experiments, 75% samples are used as the training set, while the remaining
25% are used as the test set. For Automated Descriptor Selection, we set the
unique value ε as set of real numbers and the redundancy threshold λ as 0.95.
Following the expert knowledge, we select 15 most important descriptors from
layer 2. For Auto-Sklearn, we set the time limits of 3600 s and 360 s for the search
of appropriate models and a single call to machine learning model, respectively.
Moreover, the maximum number of models added to the ensemble is set as 50.
We ran all procedures on Windows server with Intel(R) Xeon(R) CPU E5-2609
v4 @1.79GHZ processor, and the process was limited to a single CPU core.

http://www.niss.org
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3.3 Experimental Analysis

Automated Descriptor Selection eliminates the unique, redundancy and unim-
portant descriptors for Auto-Sklearn. 58 descriptors with a single unique value
0 and 225 descriptors with strong correlation which is greater than 0.95 are
removed from Mutagenicity dataset. In the remaining 335 descriptors, we evalu-
ate the importance to target activities through LightGBM. The results are shown
in Fig. 2 and Fig. 3. We normalize the importance of each descriptor, which ren-
ders the total normalized importance as 1. From Fig. 2, we can observe that
there exist numerous unimportant descriptors since the cumulative normalized
descriptor importance exceeds 0.9 on 95 descriptors. Therefore, it is necessary
to analyze the importance of descriptors and filter the unimportant descriptors
for model building. In our experiments, we select 15 descriptors with the highest
descriptor importance for Auto-Sklearn. Figure 3 shows these important descrip-
tors for activities prediction of drug molecules and corresponding importance.
From top to bottom, they are AAC, PSA, MLOGP, MAXDN, BEHv1, N-078,
MAXDN, nR2CHX, MAXDP, Jhetv, Hy, AMW, PCR, SIC2, BEHm1, 0–061
respectively.

Fig. 2. The cumulative descriptor importance

To verify the effectiveness of Automated Descriptor Selection, we achieve
Support Vector Machine (SVM) as machine learning classification model based
on original descriptors and selected descriptors respectively. The comparison is
shown in Table 1. SVM and SVM-FS are the short for SVM with original descrip-
tors and selected descriptors respectively. We can observe that the prediction
accuracy of SVM-FS is 16.74% higher than SVM. Moreover, most predictive
outputs of SVM with original descriptors on test set are 0, which indicates SVM
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Fig. 3. The 15 descriptors with highest normalized importance

Table 1. The comparison of different descriptor set.

Model Prediction accuracy Precision Recall F1

SVM 54.72% 0.857 0.054 0.102

SVM-FS 71.46% 0.690 0.724 0.706

Table 2. The performance evaluation of ADSMB.

Model Prediction accuracy Number of individuals

RBFNN 49.89% –

SVC 54.72% –

ORNNEUD 66.24% 17

ADSMB 82.19% 19

faces a strong overfitting problem. It can also be observed by the minuscule
Recall (0.054) and F1 (0.102) score in Table 1.

When tackling specific machine learning problems, many human experts
require the off-the-shelf model. In order to choose a right classification algorithm
or hyperparameter configuration, they tend to machine learning algorithms with
high reputation such as SVC (SVM classifier) or neural network (NN) with sim-
ple hyperparameter optimization. Our proposed ADSMB can efficiently build
high-quality machine learning model in an automatic manner without human
intervention. It allows human experts to focus more on the dataset itself, which
also facilitates better scientific discovery and analysis. Therefore, we compare
the performance of ADSMB with the most used SVC, NN model and elabo-
rate model by experts, ORNNEUD, for activities prediction. ORNNEUD [10]
is an optimal neural network ensemble method with uniform design and selects
10 descriptors as input. The result is shown in Table 2. SVC and RBFNN are
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Table 3. The top 5 weight individuals provided by our method.

No Individuals Weight

1 balancing:strategy: weighting
classifier: adaboost
data preprocessing:imputation: median
data preprocessing:rescaling: minmax
adaboost:algorithm: SAMME
adaboost:learning rate: 1.1224843045217607
adaboost:max depth: 7
adaboost:n estimators: 261

0.12

2 balancing:strategy: weighting
classifier: adaboost
data preprocessing:imputation: most frequent
data preprocessing:rescaling: quantile transformer
quantile transformer:n quantiles: 1131
quantile transformer:output distribution: normal
adaboost:algorithm: SAMME.R
adaboost:learning rate: 0.18265490638193532
adaboost:max depth: 1
adaboost:n estimators: 96

0.12

3 balancing:strategy: none
classifier: random forest
data preprocessing:imputation: most frequent
data preprocessing:rescaling: normalize
feature preprocessor: polynomial
polynomial:degree: 2
polynomial:include bias: False
polynomial:interaction only: False
random forest:bootstrap: True
random forest:criterion: gini
random forest:max depth: None
random forest:max features: 0.48772464140872207
random forest:max leaf nodes: None
random forest:min impurity decrease: 0
random forest:min samples leaf: 1
random forest:min samples split: 16
random forest:min weight fraction leaf: 0

0.1

4 balancing:strategy: weighting
classifier: random forest
data preprocessing:imputation: median
data preprocessing:rescaling: standardize
feature preprocessor: select rates
select rates:alpha: 0.061500733991527654
select rates:mode: fdr
select rates:score func: f classif
random forest:bootstrap: False
random forest:criterion: gini
random forest:max depth: None
random forest:max features: 0.5804208006044023
random forest:max leaf nodes: None
random forest:min impurity decrease: 0
random forest:min samples leaf: 5
random forest:min samples split: 2
random forest:min weight fraction leaf: 0

0.1

5 balancing:strategy: none
classifier: adaboost
data preprocessing:imputation: median
data preprocessing:rescaling: standardize
feature preprocessor: select percentile classification
select percentile classification:percentile: 50.28741992371421
select percentile classification:score func: f classif
adaboost:algorithm: SAMME
adaboost:learning rate: 0.12476367665786196
adaboost:max depth: 2
adaboost:n estimators: 459

0.1



82 Y. Liu et al.

built on original descriptors and the results of RBFNN and ORNNEUD are from
Ref. [10]. We can observe that it is difficult for a single model without descriptor
selection to obtain good performance for activities prediction of drug molecules.
Incorporating with Table 1, SVC-FS (71.46%) has higher prediction accuracy
than ORNNEUD (66.24%), which demonstrates that appropriate descriptor
selection is also important for this problem. Therefore, ADSMB, equipping
Auto-Sklearn with Automated Descriptor Selection, provides drastic improve-
ment in prediction accuracy which is at least 15.95% higher than the competing
models. For number of individuals, our proposed method only increases 2 indi-
viduals in final ensemble model, which also demonstrates the feasibility and
effectiveness of ADSMB. Table 3 shows the top 5 weight individuals outputted
by our method. It can be observed that the activities prediction problem is more
inclined to select the machine learning algorithms based on tree as individuals.

In order to verify the stability of ADSMB, we repeatly test our proposed
method, and this validation process is repeated 10 times. Figure 4 shows the
result. We observe that ADSMB can maintain stable performance during 10
times of test and consistently achieve at least 13% higher prediction accuracy
than ORNNEUD.

Fig. 4. The prediction accuracy of 10 test times

4 Conclusions

Machine learning is widely applied in QSAR for drug discovery. However, it is
difficult and time-consuming for domain experts to build a high-quality QSAR
model, as it requires extensive optimization with trial and error. Therefore, in
this paper, we propose a QSAR-special automated machine learning method
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incorporating Automated Descriptor Selection with Automated Model Build-
ing (ADSMB) to build high-quality QSAR model in an efficient manner. Auto-
mated Descriptor Selection considers QSAR-special descriptor selection to fil-
ter the descriptors with unique value, high redundancy and low importance.
Based on remaining descriptors, Automated Model Building automatically con-
structs high-quality ensemble model under Bayesian optimization through Auto-
Sklearn. Experiments evaluations have been conducted on Mutagenicity dataset.
The results show ADSMB can obtain at least 15.95% improvement in prediction
accuracy and more stable performance than the competing methods. Our future
work includes evaluating ADSMB on more QSAR datasets to demonstrate its
generation ability and improving the embedded expert knowledge in Automated
Descriptor Selection to obtain more appropriate descriptor subsets for QSAR
model.
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Abstract. Early diagnosis of brain tumor is crucial for treatment plan-
ning. Quantitative analyses of segmentation can provide information for
tumor survival prediction. The effectiveness of convolutional neural net-
work (CNN) has been validated in medical image segmentation. In this
study, we apply a widely-employed CNN namely UNet to automatically
segment out glioma sub-regions, and then extract their volumes and sur-
face areas. A sophisticated machine learning scheme, consisting of mutual
information feature selection and multivariate linear regression, is then
used to predict individual survival time. The proposed method achieves
an accuracy of 0.475 on 369 training data based on leave-one-out cross-
validation. Compared with using all features, using features obtained
from the employed feature selection technology can enhance the survival
prediction performance.

Keywords: Brain tumor segmentation · Feature selection · Survival
prediction

1 Introduction

Glioma tumor is one of the most common brain malignancies, the median sur-
vival of which is 15 months for high-grade ones [1]. It is of great importance
to automatically predict tumor survival in advance, for which magnetic reso-
nance imaging (MRI) is a very useful tool [2]. MRI-based quantitative analyses
of brain tumors can provide vital information for overall survival prediction,
typically based on segmentations of brain tumors and their sub-regions.

Recently, CNN has proven its effectiveness in natural and medical image
segmentation tasks when given a large amount of data. For brain tumor seg-
mentation, there exists a publicly-available dataset of pre-operative multimodal
MR images and their corresponding manual annotations provided by the multi-
modal Brain Tumor Segmentation (BraTS) challenge [3–5]. This dataset makes
it feasible to build a fully-automated tumor segmentation model. Isensee et al.
c© Springer Nature Singapore Pte Ltd. 2021
W. Gao et al. (Eds.): FICC 2020, CCIS 1385, pp. 85–92, 2021.
https://doi.org/10.1007/978-981-16-1160-5_8
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demonstrated that a well trained UNet [6] can generate state-of-the-art tumor
segmentations [7]. Inspired by Isensee’s work, we apply UNet to segment out
brain tumors and their sub-regions.

As a subsequent task of tumor segmentation, survival prediction has a very
high clinical value in tumor prognosis and clinical decision-making [8,9]. In the
BraTS challenge, additional data including age and resection status for a subset
of the dataset has also been provided for the survival prediction task. Xue et
al. proposed a linear regression model utilizing features extracted from tumor
segmentations and this simple model outperformed other methods in the test
phase of the BraTS 2018 challenge [9]. Building basis on top of Xue’s work, we
extract two more features and perform effective feature selection to improve the
survival prediction accuracy.

2 Materials and Methods

2.1 Dataset

The dataset used in this study are obtained from the BraTS 2020 challenge
[3–5]. For the tumor segmentation task, there are 369 training cases and 125
validation cases. For each case, there are MR images of four different modali-
ties, i.e., T1-weighted (T1), contract enhanced T1-weighted (T1c), T2-weighted
(T2), and Fluid Attenuation Inversion Recovery (FLAIR) images. All cases have
been segmented into three regions, i.e., necrotic core and non-enhancing tumor
(NCR/NET–label 1), edema (ED–label 2), and enhancing tumor (ET–label 4).
The whole tumor (WT) is a combination of label 1, label 2, and label 4, and the
tumor core (TC) is comprised of label 1 and label 4. The Dice scores of WT,
TC, and ET are used as metrics to evaluate the performance of the segmenta-
tion model. Five fold cross-validation experiments are conducted on the training
data.

For the survival prediction task, there are 236 training cases and 29 validation
cases. Each case is classified into one of three classes, namely short-survivors
(< 10 months), mid-survivors (between 10 and 15 months), and long-survivors
(> 15 months). The age and resection status of each train case are also provided.
In terms of resection status, some cases are labeled as NA, suggesting that their
resection states are not available. For all other cases, the resection status is either
Gross Total Resection (GTR) or Subtotal Resection (STR). The survival is given
in days. Accuracy and mean error are used as a metric to evaluate the prediction
performance. To get reliable and robust results, we conduct leave-one-out cross-
validation (LOOCV) analysis on the training data rather than the validation
data because the sample size of the validation data is too small.

2.2 Tumor Segmentation and Feature Extraction

In this study, a multi-channels UNet is utilized to segment out glioma sub-
regions. MR images with four modalities (i.e. T1, T1c, T2 and FLAIR) are jointly
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inputted to our segmentation model (namely UNet), and their corresponding
human annotations are treated as the expected output. The flowchart of the
segmentation procedure is shown in Fig. 1.

T1 T1c T2 FLAIR
Segmentation

UNet

Multi-modal MR images

Fig. 1. Flowchart of the segmentation procedure.

After obtaining an automated segmentation S , we extract certain imaging
and non-imaging features. Xue et al. [9] calculated the volumes and surface
areas of several regions (i.e. NCR/NET, ED, and ET). Age and resection status
were also used as two additional features and inputted to a subsequent regression
model in Xue’s work. In addition to Xue’s work, we also calculate the volume and
surface area of WT and input to the subsequent regression model. Different from
that in Xue et al. [9] which used a two-dimensional feature vector to represent
the resection status, we use 1, 2, and 3 to respectively represent NA, GTR, and
STR.

2.3 Feature Seletion and Regression

Feature selection is effective in preparing data for feature-based machine learning
problems, and it can be used to automatically remove irrelevant features to
improve the overall performance and a model’s generalization ability [10].

Univariate feature selection strategy is employed in our experiments. We
estimate the weight of each feature, sort features according to their weights,
and then identify the top K features to be our input features. Two scoring
methods are employed in this study, namely univariate linear regression and
mutual information based [11–13]. Univariate linear regression calculates an F-
value between the labels and each feature. In our experiments, we use f regression
function from Scikit-learn [14] to obtain the F-value between the survival time
and each feature, and use them as the features’s weight. For the second scoring
method, the mutual information between the labels and each feature is calculated
and used as the feature’s weights. We use mutual info regression function from
Scikit-learn [14] to estimate the mutual information between each feature and
the survival time.

In predicting individual survival, we simply apply a multivariate linear regres-
sion. As shown in Fig. 2, the baseline model proposed by Xue et al. [9] consists of
tumor segmentation, feature extraction, and linear regression. In addition to that
baseline model, we perform the aforementioned feature selection before inputting
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features into the linear regression model and obtain the newly predicted survival
D∗. In another experiment setting, the linear regression is replaced with decision
tree regression as we want to investigate whether other regression methods can
improve the prediction performance.

(a) Baseline model

(b) The proposed survival prediction model

Tumor segmentation

Linear regression
model

Finally Predicted
survival day

D*Feature 
selection

Feature 
extraction

Feature 
extraction Predicted survival day

Tumor segmentation

DLinear regression
model

Volumes and surface areas 
of NCR/NET, ED, and ET

Volumes and surface areas of 
NCR/NET, ED, ET, and WT

Fig. 2. The entire procedure of the proposed survival prediction pipeline.

2.4 Implementation Details

All experiments are implemented in python. The segmentation model builds its
basis on nnUNet1 [15]. The proposed survival prediction model is based on Xue’s
work2 [9]. The feature selection strategy is conducted using Scikit-learn [14].

3 Results

For brain tumor segmentation, we obtain mean Dice scores of 91.42%, 86.75%,
and 78.76% for WT, TC, and ET on the training data. Figure 3 shows a rep-
resentative segmentation result of the training data. Obviously, our automated
segmentation results are highly consistent with the manually annotated ones.

In our experiments, the baseline features are the features extracted by Xue
et al. [9], and the WT features refer to the volume and surface area of WT.
Table 1 shows the accuracies and mean errors of different experiment settings.
When using linear regression as the regression model, compared with using base-
line features proposed by Xue et al. [9], adding the volume and surface area of
WT improves the prediction accuracy from 0.445 to 0.458, indicating that the
WT features can provide complementary information for survival prediction.
Moreover, when incorporating feature selection strategy, the accuracy is further
promoted from 0.458 to 0.475. However, decision tree regression does not improve
1 https://github.com/MIC-DKFZ/nnUNet.
2 https://github.com/xf4j/brats18.

https://github.com/MIC-DKFZ/nnUNet
https://github.com/xf4j/brats18
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T1 FLAIR T2 T1c

WT TC ET

Ground truth

UNet

Fig. 3. A representative example of segmentation results of the training data.

the prediction performance, especially in mean error, when the other settings are
the same. In addition, similar papttern is also observable when directly using
groudtruth as the segmentation results.

Table 2 shows the results of different feature selection methods when consid-
ering all ten features and using linear regression as the regression method. The
best performance in terms of each metric is highlighted. As shown in Table 2,
the proposed pipeline, with mutual information being the scoring method and
the number of selected features (K) being eight or night, achieves a prediction
accuracy of 0.475. Compared with using all features, the accuracy is increased
from 0.458 to 0.475, indicating feature selection is effective for improving the
survival prediction performance. The selected features of the proposed pipeline
are shown in Table 3.

There are several other interesting findings that are worthy of mentioning.
Firstly, when using decision tree regression as the regression model, the accuracy
does not be increased. Secondly, when using univariate regression as the scoring
method, the feature selection strategy does not enhance the prediction accu-
racy. Thirdly, when using mutual information as the scoring method, the feature
selection strategy yields the highest accuracy when the value of K is eight or
night. When using a K value less than eight, the prediction performance is worse
than using all ten features. This is sort of reasonable given that ten features are
indeed not very redundant and thus not many features to abandon.
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Table 1. Ablation analysis results of the proposed survival prediction pipeline. Keys:
FS - feature selection. ↓ indicates that a smaller value represents a better performance.

Baseline WT FS Linear regression Decision tree regression

Accuracy Mean error ↓ Accuracy Mean error ↓
UNet

√
0.445 327.10 days 0.419 508.86 days√ √
0.458 325.20 days 0.377 536.92 days√ √ √
0.475 325.92 days 0.441 491.44 days

Groudtruth
√

0.436 323.75 days 0.424 492.73 days√ √
0.441 324.09 days 0.407 533.78 days√ √ √
0.483 323.27 days 0.407 485.99 days

Table 2. Survival prediction results, with different feature selection methods and differ-
ent numbers of selected features (number), obtained from the training data. ↓ indicates
that a smaller value represents a better performance.

Number Univariate regression Mutual information

Accuracy Mean error ↓ Accuracy Mean error ↓
1 0.390 335.02 days 0.322 359.14 days

2 0.415 328.00 days 0.356 351.07 days

3 0.403 331.49 days 0.360 352.74 days

4 0.411 333.20 days 0.377 350.43 days

5 0.407 332.67 days 0.407 347.61 days

6 0.407 334.01 days 0.407 344.28 days

7 0.403 337.83 days 0.415 345.49 days

8 0.441 325.31 days 0.475 325.92 days

9 0.458 325.20 days 0.475 325.92 days

10 (All) 0.458 325.20 days 0.458 325.20 days

Table 3. The selected features of the proposed survival prediction pipeline, sorted by
the weights of features from largest to smallest.

Index ↓ Feature

1 Surface area of ED

2 Volume of WT

3 Age

4 Volume of NCR/NET

5 Surface area of ET

6 Surface area of WT

7 Volume of ED

8 Surface area of NCR/NET

9 Volume of ET
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4 Discussion and Conclusion

In this study, we proposed and validated a tumor segmentation-based survival
prediction pipeline. For the survival prediction task, we extracted eight imag-
ing features from brain tumor segmentation and combined them with two non-
imaging features (i.e. age and resection status). Multivariate linear regression
with feature selection was used to predict the survival time. The experiment
results show that a combination of feature selection with the scoring method
being mutual information and the number of finally selected features being eight
or night yields the best prediction performance.

In our experiments, we found that using decision tree regression decreases the
prediction performance compared with using linear regression. It might imply
that the relationship between the features and their corresponding survival time
is more like linear rather than non-linear. We also noticed that adding the volume
and surface area of WT can enhance the prediction accuracy when using a linear
regression model. However, the prediction performance decreases when using
decision tree regression. It was probably because WT has linear correspondences
with survival time. Moreover, we found that feature selection with the scoring
method being mutual information can further improve the prediction accuracy
when using linear regression. And our results suggested that feature selection
with the scoring method being mutual information is superior to that with the
scoring method being multivariate regression.

Recently, Yang et al. ensembled CNN-based regression and random forest
regression, and yielded a prediction accuracy of 0.475 [16]. Gates et al. extracted
image features from brain tumor segmentations and applied a cox model to
achieve an accuracy of 0.445 for predicting survival days [17]. Compared with
the above methods, our proposed pipeline achieved comparable results.

There are two potential limitations of this work. Firstly, we only utilized the
volumes and surface areas of NCR/NET, ED, ET, and WT in our experiments. It
is possible to further enhance the survival prediction performance by extracting
new features from brain tumor segmentations and adding them to the proposed
pipeline. Secondly, we only considered two types of univariate feature selection
techniques in our experiments. In the future, we aim to perform other feature
selection methods to enhance our proposed pipeline.
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12. Kraskov, A., Stögbauer, H., Grassberger, P.: Estimating mutual information. Phys.
Rev. E 69(6), 066138 (2004)

13. Ross, B.C.: Mutual information between discrete and continuous data sets. PloS
one 9(2), e87357 (2014)

14. Pedregosa, F., Varoquaux, G., Gramfort, A., et al.: Scikit-learn: machine learning
in Python. J. Mach. Learn. Res. 12, 2825–2830 (2011)

15. Isensee, F., Kickingereder, P., Wick, W., Bendszus, M., Maier-Hein, K.H.: No
new-net. In: Crimi, A., Bakas, S., Kuijf, H., Keyvan, F., Reyes, M., van Walsum,
T. (eds.) BrainLes 2018. LNCS, vol. 11384, pp. 234–244. Springer, Cham (2019).
https://doi.org/10.1007/978-3-030-11726-9 21

16. Yang, H.-Y., Yang, J.: Automatic brain tumor segmentation with contour aware
residual network and adversarial training. In: Crimi, A., Bakas, S., Kuijf, H.,
Keyvan, F., Reyes, M., van Walsum, T. (eds.) BrainLes 2018. LNCS, vol. 11384, pp.
267–278. Springer, Cham (2019). https://doi.org/10.1007/978-3-030-11726-9 24

17. Gates, E., Pauloski, J.G., Schellingerhout, D., Fuentes, D.: Glioma segmentation
and a simple accurate model for overall survival prediction. In: Crimi, A., Bakas,
S., Kuijf, H., Keyvan, F., Reyes, M., van Walsum, T. (eds.) BrainLes 2018. LNCS,
vol. 11384, pp. 476–484. Springer, Cham (2019). https://doi.org/10.1007/978-3-
030-11726-9 42

http://arxiv.org/abs/1811.02629
https://doi.org/10.1007/978-3-319-24574-428
http://arxiv.org/abs/1904.08128
https://doi.org/10.1007/978-3-030-11726-9_8
https://doi.org/10.1007/978-3-030-11726-9_21
https://doi.org/10.1007/978-3-030-11726-9_24
https://doi.org/10.1007/978-3-030-11726-9_42
https://doi.org/10.1007/978-3-030-11726-9_42


AI and Big Data



Root Cause Localization from Performance
Monitoring Metrics Data with Multidimensional

Attributes

Bo Zhou(B), Ping Zhang, and Runlin Zhou

National Computer Network Emergency Response Technical Team/Coordination Center
of China, Xinjiang Branch, Beijing, Xinjiang, China

{Zhoubo,zhourunlin}@cert.org.cn, lucia619@163.com

Abstract. Time series data with multidimensional attributes (such as network
flow, page view and advertising revenue) are common and important performance
monitoring metrics in large-scale Internet services. When the performance moni-
toring metrics data deliver abnormal patterns, it is of critical importance to timely
locate and diagnose the root cause. However, this task remains as a challenge
due to tens of thousands of attribute combinations in search space. Moreover,
faults will propagate from one attribute combination to another, resulting in a sub-
tle mathematical relationship between the different attribute combinations. Only
after spotting the root cause from the huge search space, one can take appropriate
actions to mitigate the problem and keep the system running uninterrupted. In
this paper, we propose a novel root cause localization algorithm to identify the
attribute combinations most likely to blame. Tests on the real-world data from an
Internet company show that this algorithm achieves an averaged F-score over 0.95
with a localization time less than 30 s.

Keywords: Root cause localization · Fault diagnosis · Multidimensional
attributes · Heuristic search · Discrete optimization

1 Introduction

During the daily management of operations and maintenance in large Internet compa-
nies, huge amounts of performance monitoring data on various levels are collected and
stored. The historical and real-time data empower big data analytics related tasks such as
fault detection and localization, performance management [1, 2]. Particularly, in order
to ensure the stable and efficient operation of information systems and meet the strict
requirements on service quality, system operators must monitor a massive of key per-
formance indicators (KPIs) on a regular basis [3, 4]. Time series with multidimensional
attributes is a common and important type of such KPI. These records usually possess
more than one attribute. At every sampling time, the total KPI can be decomposed into
separate groups with different attribute combinations and the attribute is characterized
by a range of discrete values in each dimension.

© Springer Nature Singapore Pte Ltd. 2021
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Here, an example is given to illustrate the corresponding terminologies involved
in this paper. Page View (PV) of a website (the number of accesses) is a total KPI
that has a set of associated attributes, such as Province, Internet Service Provider, Data
Center, User Agent and so on, as depicted in Table 1. Each attribute has many possible
values and describes one certain aspect of the KPI value. For example, the attribute
Province specifies the geographical location of visitor’s IP and its values can be one
of the provinces of China, e.g., Beijing, Shanghai, Guangzhou, etc. The Data Center
depicts the cluster where that request is served (e.g., DC1, DC2, DC3, etc.).

When the total KPI suffers from a sudden change, it is the system operators’ duty to
diagnose which combination of attribute values has the most potential to contribute to
the increase or decrease of the total KPI [5]. Such analyses help the system operators to
take proactive actions before anomalies cause costly consequences in the system [6]. The
challenges in root cause analysis come from two aspects. On the one hand, the root cause
can be combinations of attribute values in any attribute dimensions. Moreover, in each
attribute dimension, the root cause may consist of several distinct attribute values. Thus,
exhaustive enumeration of all the possibilities is computationally prohibited. On the
other hand, because of the additive property, the KPI value of the attribute combinations
that include or are included in the true root cause will also be affected, although the
former is more coarse-grained and the latter is more fine-grained.

Table 1. Terms and examples.

Term Definition Example

Attributes The categorical information of
each KPI record

Province, Internet Service
Provider, Data Center, User Agent

Attribute values The possible values for each
attribute

IE7.0, Firefox30.0, Chrome67.0
for Client Agent

Dimension combination The attribute dimensions (Province, *, *, *) for the first
dimension: (Province, Internet
Service Provider, *, *) for the first
two dimensions

Attribute combinations A set of attribute values in
some dimension combinations

{(Beijing, *, DC1, *); (Shanghai,
*, DC2, *)} for dimension
combination (Province, *, Data
Center, *)

KPI record An original record of the time
series data with timestamp,
attributes and KPI value

08:00:00; Beijing, Mobile, DC1,
IE7.0; 103.46

KPI value The time series value of one
attribute combination

The KPI value of (Beijing, *,
DC1, *) is the sum of KPI values
of KPI records whose Province
attribute is Beijing and Data
Center attribute is DC1
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In the realworld, the root cause set can be rather complicated.However, exitingworks
can only cope with simple cases. Idice [7] is tailored to the situation where the root cause
set contains less than two attribute combinations. Adtributor [8] can only deal with root
causes of anomalous cases in a single attribute dimension.Hotspot [9] is another anomaly
localization framework proposed for additive KPIs with multidimensional attributes, but
both the object function and the search algorithm can be further revised to improve its
accuracy and robustness.

To handle the above challenges, we firstly propose a novel indicator that quantita-
tively characterizes the potential score of a root cause set. This indicator captures the
intrinsic system behaviors of the multidimensional additive KPI affected by root causes.
Based on this new indictor, a heuristic search framework consisted of breadth-first search
algorithm and genetic algorithm is utilized to uncover the most possible root cause for
the KPI change. The main contributions of this paper can be summarized as follows.
(1) A new objective function is developed, which can measure the potential of a set of
attribute combinations to be the true root cause. The physical explanation behind the
objective function is given and analyzed. (2) A heuristic search framework combining
breadth-first search algorithm, genetic algorithm and pruning strategy is used to reduce
the search space effectively. (3) Tests on real-world data from an Internet company show
that F-measure values of our proposed approach are above 0.95 with an averaged run
time less than 30 s.

2 Problem Formulation

The KPI data involved in this paper have two characteristics. Firstly, they are time series
with temporal order, which means each sample possesses a timestamp attribute [10].
Secondly, they are multidimensional data where each record has manymultidimensional
other attributes. Such a combination of time series data is commonly seen in many
Internet companies.

Most of the time, the total KPI values as well as the sums of KPI values in the com-
bined attributes follow normal patterns. However, sometimes the KPI values in some
attribute combinations may deliver a sudden decrease (or increase). This could be due
to a faulty configuration updated on multiple data centers, or the network transmission
failure in a province. In this case, site reliability engineers are supposed to identify the
root cause of abnormalities as soon as possible, i.e., figure out which attribute combina-
tions contribute most to the abnormalities and provide useful information to isolate the
problem.

2.1 Problem Statement

The problem of root cause localization from time series data with multidimensional
attributes is to identify the effective attribute combinations that can explain the anomalous
change of total KPI value. In this paper, attribute combinations in a root cause set are
assumed to be in the same dimension combination, since other cases are rare in reality.

In Table 2, a simple example of a two-dimensional KPI with attributes of Province
and User Agent is adopted to clarify the problem. In this case, there exist three dimen-
sion combinations: (Province, *), (*, User Agent) for one dimension and (Province, User
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Agent) for two dimensions. Each dimension combination contains a set of attribute com-
binations, e.g., (Province, *) contains {(Beijing, *), (Shanghai, *)}; {*,User Agent} con-
tains {(*, IE7.0), (*, Firefox30.0)}; (Province, User Agent) contains {(Beijing, IE7.0),
(Beijing, Firefox30.0), (Shanghai, IE7.0), (Shanghai, Firefox30.0)}.

At time 08:00, theKPI value is under normal condition. Oneminute later at 08:01, the
KPI value of (Beijing, IE7.0) changes from 10 to 100 and that of (Beijing, Firefox30.0)
changes from 20 to 200. As one can note, the KPI values of other attribute combinations
(Beijing, *), (*, IE7.0) and (*, Firefox30.0) are also impacted. The total KPI value suffers
from an anomalous change from 75 (10 + 20 + 30 + 15 = 75) to 345 (100 + 200 +
30 + 10 = 345), which is above the monitoring threshold. Thus, Operators need to
look through the entire KPI records, compare the KPI values at different timestamps
and determine which attribute combinations are the most possible root cause for this
anomaly.

Table 2. Example of root cause localization.

Timestamp Province User agent KPI value

08:00 Beijing IE7.0 10

08:00 Beijing Firefox30.0 20

08:00 Shanghai IE7.0 30

08:00 Shanghai Firefox30.0 15

08:01 Beijing IE7.0 100

08:01 Beijing Firefox30.0 200

08:01 Shanghai IE7.0 30

08:01 Shanghai Firefox30.0 15

2.2 Challenge

There are two challenges in identifying the root cause set. The first challenge is efficiency.
The number of possible attribute combinations could be explosively huge if there are
many attributes while each attribute has many different values. For example, if there are
100 different attribute combinations in one dimension combination, then the number
of all the possible sets of attribute combinations will be 2100 − 1. Investigating all the
possible sets one by one is infeasible. The second challenge is effectiveness. The entire
set of dimension combinations forms a layer structure, as depicted in Fig. 1. Each node
denotes a dimension combination, each edge denotes a parent-and-child relationship.
Attribute combinations in different dimension combinations may share the same set of
KPI records, e.g., (Beijing, IE7.0) belongs to both (Province, *) and (*, User Agent). As
a result, the faults may propagate from one attribute combination to another, i.e., if the
KPI values of KPI records where Province is Beijing increase, then the KPI values of
KPI records where User Agent is IE7.0 will also increase due to the fact that (Beijing,
IE7.0) belongs to both (Province, *) and (*, User Agent). Thus, it is not an easy task to
distinguish which attribute combinations are the true root cause.
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The total KPI

Dimension combinations 
in layer 1 A B C D

Dimension combinations 
in layer 2

AB AC AD BC BD CD

Dimension combinations 
in layer 3

Dimension combinations 
in layer 4

ABC ABD ACD BCD

ABCD

Fig. 1. Structure of dimension combinations.

3 Proposed Approach

To tackle the two challenges discussed in Sect. 2.2, we propose an approach to effec-
tively identify possible attribute combinations as the root cause automatically. Two core
strategies have been designed to achieve this goal: (1) A new objective function is pro-
posed to measure the possibility and potential of attribute combinations to be the real
root cause. This function serves as a guide for the search process. (2) A heuristic search
based on genetic algorithm is adopted to significantly reduce the search space and avoid
enumerating all the possible combinations. In the following subsection, we will present
these two strategies in detail.

3.1 Definition of Objective Function

In the definition of objective function, three types of KPI values are indispensable: the
actual fault KPI values v ∈ Rn, the predicted normalKPI values f ∈ Rn, and the predicted
fault KPI values a ∈ Rn, where n is the number of the KPI records at each timestamp.

When an anomaly in the total KPI is detected at time ti (We assume the fault detection
algorithms are already available and interested readers may refer to references [11, 12]
for further information), the actual fault KPI values v at time ti denote the original KPI
data recorded by the monitoring instrument. The forecast KPI values f are intermediate
values calculated under the assumption that the system is still under normal condition
and no anomaly occurs to the KPI data at time ti. Many time series predicting algorithm
are well-qualified for this task, e.g., AR, MA, ARMA models. In this paper, we simply
take themeans of historical KPI values of several adjacent KPI records before time as the
predicted values. The predicted fault KPI values a are calculated under the assumption
that the root causes are given and the rules of anomaly propagation follow “ripple effect”
[9].

Ripple effect describes how the change of theKPI values in one attribute combination
causes the change of KPI values of subsets of this attribute combination. For example,
if the sum of KPI values for attribute combination (Beijing, *) increases by � and the
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predictions of normalKPI values for attribute combination (Beijing, IE 7.0) and (Beijing,
Firefox30.0) are x and y respectively. According to ripple effects, attribute combination
(Beijing, IE 7.0) and (Beijing, Firefox30.0) will get its share of increase according to
the proportions of their prediction values, e.g., � x

x+y and �
y

x+y .
Thus, given a root cause set RS(m) = {RS1,RS2, · · · ,RSm}, the predicted fault

KPI values corresponding to RS(m) can be obtained from actual fault KPI value v and
predicted normal KPI value f in the following formulas. If ej ∈ RSi, f

(
ej

) �= 0, 1 ≤
j ≤ n, 1 ≤ i ≤ m, then
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(
ej

) = f
(
ej

) − f
(
ej

)
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(
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)
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(
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(
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If ej ∈ RSi, f
(
ej

) = 0, 1 ≤ j ≤ n, 1 ≤ i ≤ m, then

a
(
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) = v
(
ej

)
(2)

For those ej /∈ RSi, 1 ≤ j ≤ n, 1 ≤ i ≤ m,

a
(
ej

) = f
(
ej

)
(3)

The notation ej ∈ RSi means that the attribute combinations in KPI record ej
are subsets of attribute combination RSi. Equation (1) can be reduced to a

(
ej

) =
f (ej)∑

ej∈RSi
f (ej)

∑

ej∈RSi
v
(
ej

)
, where one can note how the real fault KPI values

∑

ej∈RSi
v
(
ej

)

propagate to the predicted KPI values a
(
ej

)
with its proportional share of

∑

ej∈RSi
f
(
ej

)
. It

is worthy of note that the predicted KPI value a will be updated m times with Eq. (1) for
the m attribute combinations in the root cause set RS(m).

Now we can define an objective function for the root cause set RS(m) =
{RS1,RS2, · · · ,RSm} based on predicted normal KPI value f , predicted fault KPI value
a and actual fault KPI value v as

score(RS(m)) = score1 × score2

mc
(4)

where score1 =
∑

ej∈RS(m)

|v(ej)−f (ej)|
‖v−f ‖1 , score2 = 1− ‖v−a‖1‖v−f ‖1 ,m is the number of the attribute

combinations and c > 0 is a free coefficient that can be tuned for different data set.
The objective function defined in Eq. (4) has the following properties: (1) If a new

attribute combination RSm+1 that is not a member of the true root cause set is added
to RS(m), resulting in RS(m + 1) = {RS1, · · · ,RSm,RSm+1}, then score(RS(m)) >

score(RS(m + 1)); (2) if an existing attribute combination RSi, 1 ≤ i ≤ m that is
a member of the true cause set is removed from RS(m), resulting in RS(m − 1) =
{RS1, · · · ,RSi−1,RSi+1, · · · ,RSm}, then score(RS(m)) > score(RS(m − 1)). In the
following subsection, we will explain the psychical meanings behind the objective
function and why it has the above two properties.
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3.2 Explanations of Objective Function

The terms v
(
ej

)
and f

(
ej

)
in score1 correspond to real fault KPI value and predicted

normal KPI value, thus the difference between them
∣∣v

(
ej

) − f
(
ej

)∣∣measures the ampli-
tude of the fault and its contribution to the change of the total KPI value. Therefore,
score1 of a set RS(m) is a normalized metric ranging from 0 to 1. If a root cause set has
a higher score1, then it will be considered to cover more KPI records that are affected
by anomalies.

score2 can be further rewritten as

score2 =
⎛
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ej∈RS(m)
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(
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(5)

If the KPI value prediction based on ripple effect is completely accurate, i.e., a
(
ej

) =
v
(
ej

)
,∀ej ∈ RS(m), a

(
ej

) = f
(
ej

)
,∀ej /∈ RS(m) then score2 and the objective function

can be reduced as
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where score2 score is exactly the same as score1. Then it is clear that the term∑

ej∈RS(m)

(∣∣v
(
ej

) − f
(
ej

)∣∣) in Eq. (5) measures the contribution of root cause set RS(m)

to amplitude of anomalies (same as score1) and the term
∑

ej∈RS(m)

(∣∣v
(
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) − a
(
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)∣∣) in

Eq. (5) measures the degree to which the KPI values of KPI records in root cause set
RS(m) match the ripple effect assumption.

In the objective function, there exists a penalty term mc for attribute combi-
nation number. Comparing score(RS(m)),RS(m) = {RS1, · · · ,RSi, · · · ,RSm} with
score(RS(m − 1)),RS(m) = {RS1, · · · ,RSi−1,RSi+1, · · · ,RSm} as
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=
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that score(RS(m)) > score(RS(m − 1)) holds if and only if

∑

ej∈RSi
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) c
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That is, the necessary and sufficient condition of adding attribute combination RSi
to the candidate root cause set is that the change of KPI values in RSi is lager then a

fraction of the change of KPI values in RS(m − 1), which equals to
(m−1

m

) c
2 − 1.

3.3 Heuristic Search Framework

The search process consists of three parts.

a) A breadth-first search from lower lay of dimension combinations to higher layer
of dimension combinations. The dimension combinations in the time series follow
a multi-layer hierarchy structure, as depicted in Fig. 1. The lower layer with less
attribute dimensions will be searched first. In each layer, we search the attribute
combinations in each dimension combination and locate the root cause set of attribute
combinations with the best objective function. The best objective function as well as
the corresponding set will be stored and then updated after searching each dimension
combination.

b) Selection of the TOPN attribute combinations in each dimension combination. The
number of attribute combinations in one dimension combination can be more than
tens of thousands. To cope with the huge amount of searching space, the TOPN
attribute combination individuals RSTOPi (1 ≤ i ≤ N ) with the highest score1 will
be selected out. In this step, the unlikely elements with a relatively low score1
will be eliminated, as the KPI values of these attribute combination remain almost
unchanged, meaning that these attribute combinations are not affected by the fault.

Remark 1. In this step, one can prune some dimension combinations to avoid fur-
ther search in step (c).If every attribute combination in one dimension combination
has a very low score1, then it is unlikely that the true cause set is in this dimension
combination which can be removed from search space.

c) A genetic-algorithm-based search from the TOPN attribute combinations. A brute
force search from TOPN attribute combinations is still inefficient, recalling that
the search space of the N attribute combination candidates is 2N − 1.In order to
further reduce the computation load and improve its online performance, the genetic
algorithm is utilized. The genetic algorithm is a solution of discrete optimization
problems based on the process of natural selection process that mimics biological
evolution. It performs well on large and complex data sets through an iterating
process of a population of individual solutions [13].

In this paper, each individual of the population is encoded as a binary bit string of
length N where the i-th bit denotes whether the i-th attribute combination in the TOPN
arrange is chosen into the root cause set: “1” means that the attribute combination is
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included and “0” means that it is excluded, i.e., the compositions of the root cause set
are mathematically represented by a binary string as

s = s1 · · · si · · · sN , si ∈ {0, 1}, si = 1 iff RSTOPi ∈ RS, 1 ≤ i ≤ N (9)

The fitness function of an individual s is the objective function defined in Eq. (4) with
the root cause set RS characterized by string s in Eq. (9).

Once the population of individual solutions is initialized, the genetic algorithm lever-
ages the process of genetic crossover and mutation to optimize the process of evolution.
It is a selection process that the individual solution of a higher fitness will tend to survive,
i.e., the best objective function in the generation will tend to increase. When the number
of generations reaches a predetermined threshold, we terminate the iteration process,
and then the root cause set represented by the binary string with the highest objective
function value is the best root cause set we can obtain.

4 Evaluation

In this section,we describe the experimental evaluation of the proposed approach on real-
world data. The efficiency and effectiveness of the algorithm under different parameter
configurations are analyzed.

4.1 Date Set

The data set is collected from an Internet company for two weeks. The KPI record is
stored as “1536940800000, i01, e01, c1, p01, l1, 12.0” where the first column denotes
timestamp whose granularity is millisecond and the last column denotes the KPI value.
Each record has five attributes i, e, c, p, l and the attribute values in each attribute
dimension are 147, 13, 9, 37 and 5 respectively. 200 anomaly cases with different root
cause sets are injected into the data set. The number of attribute combinations in each
case varies from 1 to 5 and the number of dimensions varies from 1 to 5. Figure 2 shows
the KPI value in one example attribute combination with two anomalies injected.

Fig. 2. The KPI values with the anomalies.
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4.2 The Effectiveness and Efficiency of Algorithm

The effectiveness of the algorithm ismeasured byF-score, with the definitionF−score =
2×Precision×recall
Precision+recall , where Precision = TP

TP+FP and Recall = TP
TP+FN . TP (true positive) is

the number of attribute combinations correctly reported. FP (false positive) is the number
of attribute combinationswrongly reported. FN (false negative) is the number of attribute
combinations that are not reported. The efficiency of the algorithm is evaluated by the
averaged execution time (in seconds) of each case on a PC with (Inter(R) Core(TM)
i5-3210 CPU @ 2.5 GHz with 4G RAM).

Table 3 shows the results for root cause detection evaluation under different c in
Eq. (4), where N in the TOPN is set as 10, the number of the individuals is set as 10
and the evolution generation is set as 20. Generally, coefficient c can be chosen in a
range from 0 to 1 according to the characteristics of the underlying data. The closer
c approaches 1, the more succinct the results will be, i.e., the number of the attribute
combinations will tend to be less. The total number of attribute combinations in the 200
anomaly cases is 362.When the coefficient c varies from 0.2 to 1, the number of attribute
combinations recognized by the algorithm decreases from 419 to 354. One can note that
F-score reaches the highest in the five configurations when the parameter c is 0.4, and
the corresponding attribute combination number is 369. The averaged F-score in Table
3 is 0.9514, which illustrates the effectiveness and robustness of the proposed approach.

Table 3. Effectiveness comparison between different parameters.

c Attribute combination number F-score Time (s)

0.2 419 0.9014 21.34

0.4 369 0.9684 19.61

0.6 358 0.9667 18.78

0.8 355 0.9623 17.97

1 354 0.9581 17.37

Table 4. Efficiency comparison between different parameters.

F-score/Time (s) Number of individuals

5 10 20

Number of generations 5 0.7332/5.93 0.8382/9.55 0.8579/12.31

10 0.9125/7.95 0.9332/14.53 0.9685/20.21

20 0.9685/10.94 0.9685/23.83 0.9685/35.92

40 0.9685/18.43 0.9685/43.08 0.9685/67.16

Table 4 compares the F-scores and the execution time of the proposed approach
under different parameters of the genetic-algorithm-based search. c is set as 0.4 and
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N in the TOPN is set as 10. The search space of the TOP10 attribute combinations is
210 − 1 = 1, 023. But in our algorithm when the individual number is 5 and generation
number is 20, only 5 * 20 = 100 cases have been explored, resulting in a F-score of
0.9685, which is very close to the optimal value 0.9699 obtained by the method of
exhaustion of the 1023 cases. Thus, the generic-algorithm-based search achieves an
approximate optimal objective function by exploring only 9.8% of the total solution
space. The above results prove the efficiency of our proposed approach.

The accuracy (i.e., F-score) of the algorithm can be further improved by evaluation
with different predicted values. The forecast normal values in this paper are calculated
based on the means of the historical KPI values. Therefore, in the framework described
in this paper, we can parallelize our algorithm by comparing the F-scores under different
means of the historical KPI values and choosing the highest F-score and corresponding
attribute combinations as the final results. In Table 3, the forecast values are the means
of 3 adjacent historical KPI values. We compare the results with the means of 3, 4, 5 and
6 adjacent historical KPI values and obtain a F-score of 0.9876, which is higher than
0.9685.

5 Conclusion

When the overall KPI value suffers from an abnormal change, it remains as a challenge
to look through tens of thousands of KPI records with multi-dimensional attributes to
localize the root cause. In this paper, we propose a novel mechanism to transform the
root localization to a search problem. A new objective function is developed as a poten-
tial score to guide the search process. A breadth-first search combined with a genetic-
algorithm-based heuristic is utilized to reduce the search space efficiently. Experiments
on the real-world data show that our proposed approach achieves an averaged F-score
of 0.95 with a localization time less than 30 s.
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Abstract. Modern business intelligence relies on efficient processing on
very large amount of stream data, such as various event logging and
data collected by sensors. To meet the great demand for stream pro-
cessing, many stream data storage systems have been implemented and
widely deployed, such as Kafka, Pulsar and DistributedLog. These sys-
tems differ in many aspects including design objectives, target appli-
cation scenarios, access semantics, user API, and implementation tech-
nologies. Each system use a dedicated tool to evaluate its performance.
And different systems measure different performance metrics using dif-
ferent loads. For infrastructure architects, it is important to compare
the performances of different systems under diverse loads using the same
benchmark. Moreover, for system designers and developers, it is critical
to study how different implementation technologies affect their perfor-
mance. However, there is no such a benchmark tool yet which can evalu-
ate the performances of different systems. Due to the wide diversities of
different systems, it is challenging to design such a benchmark tool. In
this paper, we present SSBench, a benchmark tool designed for stream
data storage systems. SSBench abstracts the data and operations in dif-
ferent systems as “data streams” and “reads/writes” to data streams. By
translating stream read/write operations into the specific operations of
each system using its own APIs, SSBench can evaluate different systems
using the same loads. In addition to measure simple read/write perfor-
mance, SSBench also provides several specific performance measurements
for stream data, including end-to-end read latency, performance under
imbalanced loads and performance of transactional loads. This paper
also presents the performance evaluation of four typical systems, Kafka,
Pulsar, DistributedLog and ZStream, using SSBench, and discussion of
the causes for their performance differences from the perspective of their
implementation techniques.
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1 Introduction

Nowadays Internet companies are generating tremendous amount of data every-
day. They keep recording various events all the time. For example, social media
platforms keep recording state changes of their users; online shopping platforms
keep recording transactions as well as clicking events of their users; data centers
keep recording machine states, including CPU, memory, network and disk. These
data could contain great value. Through efficient processing of these data, the
companies can recommend preferences for users, formulate more accurate adver-
tising strategies for businesses, or propose more efficient solutions for data cen-
ter resource scheduling. Therefore, stream processing platforms are widely used
to analyze real-time data quickly and efficiently [24–27]. The characteristics of
stream processing are real-time, scalability and openness [1]. The processing
objects of stream processing are data streams. Writers can continuously append
data to the data stream, and the data stream can simultaneously accept multi-
ple readers to start reading data from a certain position in the data stream. In
general, stream data has the following characteristics [2]:

– Real-time: Stream data are generated in real time, and each piece of data
describes in detail what happened.

– Continuous flow: Stream data are generated ceaselessly, that is, the applica-
tions always generate new data without stopping.

– Append-only: New data are written into the data stream in an append mode,
and no modification operation will be performed on the existing data.

– Sequentiality: Stream data are generally appended to the data stream in
chronological order.

Since the continuously generated stream data contains rich value, it is impor-
tant to persist them for later processing using streaming or batch queries. To
support various stream processing scenarios, stream data storage systems should
provide high read and write performance. Many such storage systems are devel-
oped either in academia or industry to store stream data. However, each of them
only satisfies some of the characteristics of stream data. Moreover, these systems
have different interfaces, functions, technologies, and performance.

According to their technologies, existing stream data storage systems can
be divided into two categories: pub-sub systems and shared log systems. Typical
pub-sub systems include Kafka [3], Pulsar [4], RocketMQ [5], etc. They abstract
their data as a topic, and provide a publish/subscribe interface to the topic. They
can provide fast read and write to stream data by using technologies including
partitioning, sharding, multi-layer architecture and replication. Distributed log
systems, such as Corfu [6], vCorfu [7], Tango [29] and BookKeeper [8], abstract
their data as logs, and provide read and write interfaces to logs. They emphasis
on data consistency guarantees by using the transaction technology and a global
sequencer.

Due to the wide diversities of stream data storage systems, each system only
uses its own performance measuring tool for evaluation. Currently, it is impossi-
ble to evaluate different systems using the same benchmark tool. Therefore, it is
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difficult for users to choose the best-performing system according to their needs.
However, to design a benchmark tool for performance evaluation of different sys-
tems is non trivial, because they have different design goals, access interfaces,
semantics, and technologies. There is no such benchmark tool yet which can
evaluate these systems.

In this paper, we present SSBench, a performance benchmark tool designed
for evaluate stream data storage systems. SSBench abstracts the data and opera-
tions in different systems as “data streams” and “reads/writes” to data streams.
By translating stream read/write operations into the specific operations of each
system using its own APIs, SSBench can evaluate different systems using the
same loads. In addition to measure simple read/write performance, SSBench also
provides several specific performance measurements for stream data, including
end-to-end read latency, performance under imbalanced loads and performance
of transactional loads. Moreover, as a case study, we use SSBench to evaluate
four typical systems, Kafka, Pulsar, DistributedLog [14] and ZStream [28], and
analyze the causes for their performance differences from the perspective of their
implementation techniques.

The paper is organized as follows. Section 2 provides an overview of stream
data storage systems, including the differences between typical systems. Section 3
describes SSBench, the performance benchmark tool we designed and imple-
mented. Section 4 presents using SSBench to systematically compare the per-
formance of different systems. Section 5 discusses related work, and Sect. 6 con-
cludes the paper.

2 Overview of Stream Data Storage Systems

In this section, we first discuss typical application scenarios and their require-
ments for stream data storage systems. Then, we summarize the critical tech-
nologies of existing stream data storage systems. And finally, we briefly survey
several typical stream data storage systems, highlighting the differences between
them.

2.1 Typical Application Scenarios

Several typical application scenarios of stream processing are listed as follows.

– Website activity tracking. In the LinkedIn social platform [9], it is neces-
sary to record the information that each user searched for and followed. By
using machine learning models, it can predict social connections, match users
with suitable positions, and optimize advertising. By analyzing the events of
each person clicking on the company and position, we can show users some
similar job opportunities. This requires the data platform to quickly ana-
lyze and process the user’s click event data in real time, and quickly make
recommendations for users in a short time.
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– Monitoring data. In the trafficmanagement platform [10],Theplatformeval-
uates and monitors real-time congestion and accidents by monitoring GPS and
SCATS sensor data. In addition, it also needs to monitor the content posted by
local social platform to determine traffic conditions. In the network flow mon-
itoring scenario [11], network monitoring data (such as TCP data packets sent
and received within a certain period of time) are usually generated in the form
of streams, which need to be continuously analyzed and monitored.

– Social network platform. In the Twitter open social platform scenario [12],
users can send tweets with a certain hashtag, and users can click on a certain
hashtag to view all the tweets under that topic. The real-time tweets sent
by the user are appended to the data stream. The data stream is partitioned
and partitioning rule is to hash the hashtags. This calculation method makes
the tweets of the same hashtag be sent to the same partition. When some
hot events occur, hot topics will appear. There will be a large number of read
and write requests for a certain topic within a certain period of time. In a
scenario where topics are used as the partition standard, hot partitions will
be caused. Some partitions have less access, and some partitions have more
access, which will cause data skew and access skew.

– Commit log. The system log needs to record all the operations of the system.
It is a very important data source and contains many values. In LinkedIn [13]
and Twitter [14], the stream data storage system is used as the write ahead
commit log of the Espresso [30] and Manhattan databases [31] to record the
modification operations on the database. Batch processing, stream processing,
or the operation of data warehouses can analyze submission logs and extract
important values.

– Distributed transaction. In the scenario of bank transfer [15], using the
above-mentioned stream data storage system as the commit log of the balance
database needs to ensure the correct execution of distributed transactions.
There cannot be an intermediate situation where only one operation succeeds
and another operation fails.

2.2 Requirements

The various scenarios involved in stream processing put forward several require-
ments for the storage of stream data:

– Fast reading and writing. It can quickly store a large amount of detailed
data generated in real time, and can support fast reading for real-time data,
so that the data can be quickly analyzed.

– Efficient analysis. Stream data has no semantics, and the stream processing
system cannot only extract key fields for query analysis. If the data storage
itself can be semantically aware, and the processing system can quickly extract
important fields, query efficiency can be greatly improved.

– Load balancing. Stream data storage systems usually use partitions to
increase concurrency. Partitions will inevitably cause hot spots. Stream data
storage systems should load balance hotspot partitions to reduce the writing
and reading of hot partitions and servers.
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– Distributed transactions. For certain scenarios of stream data storage
systems, it is required to provide support for distributed transactions and
support the atomic execution of multiple write operations.

2.3 Critical Technologies

Based on the requirements of stream data storage, the key issues that the stream
data storage system mainly solves are as follows:

– Fast reading and writing. Stream data records the detailed data that
occurred at the time of recording. Storing the stream data is essential for
data analysis and processing. Stream processing requires that stream data can
be read and written quickly to support efficient stream processing analysis.
Therefore, fast storage of stream data and provision of fast access are the
most critical technologies for stream data storage systems.

– Efficient analysis query support. Stream data is required to support low-
latency stream processing requirements as well as efficient query and analysis
requirements. Therefore, the data transfer from non-semantic-aware stream
data into column data stream data and the performance guarantee of low
latency and high bandwidth have become challenges for stream data.

– Automatic load balancing. Load balancing needs to determine the parti-
tions and nodes with heavier loads accurately in order to migrate the heavier
loads. Therefore, determining the time point of load balancing trigger and the
location of load migration is the focus of load balancing work. And it is also
very important to ensure the correctness of load migration and correctness
after failure recovery in the process of load balancing.

– Efficient distributed transaction support. Stream data storage systems
should address the need for atomic completion of multiple write operations
in storage. Distributed transactions need to solve the problem of isolation of
uncommitted transaction messages. The characteristics of data streams cause
the stream data storage system to only support append-only writes. For reads,
users can read stream continuously from a certain position. Therefore, if we
mix ordinary data, committed transaction data, and uncommitted transaction
together, it is difficult to guarantee the isolation and transactional reading
and writing will interfere with the reading and writing of ordinary events,
which is a key point in distributed transactions.

2.4 Typical Systems

Pub-Sub Systems. Kafka is the most classic publish-subscribe messaging sys-
tem. Kafka increases read and write throughput through partitioning in paral-
lel [3]. In terms of read, sendfile technology is used to reduce multiple copies of
data between kernel mode and user mode. Since the data in Kafka is appended
to the topic in a non-semantic sense, the data cannot be quickly analyzed. For
the load balancing of hot data, load migration will cause the migration of old
data and waste cluster resources. The advanced version of Kafka has supported
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distributed transactions. The mixed storage of ordinary messages and transac-
tion messages can cause some problem. Short transactions must wait for long
transactions to be submitted before their data can be seen by users. Therefore,
this transaction isolation method is less efficient.

Pulsar is a relatively new publish-subscribe messaging system. Its data
abstraction and interface are similar to Kafka. Pulsar also uses partitioning to
increase the throughput of reads and writes [4]. Similarly, Pulsar does not pro-
vide a semantic-aware storage format and cannot perform efficient analysis and
processing of data. In Pulsar, load balancing is also considered, but Pulsar’s load
balancing stays in the service layer. In addition, Pulsar does not yet support the
distributed transaction feature, which does not meet all our requirements for
stream data storage systems.

Shared-Log Systems. In Corfu [6] and vCorfu [7], the global log is responsi-
ble for ensuring consistency, global order, and transactionality, and the virtual
materialized flow increases scalability. But in essence, every write must firstly
go through the global log before being written to the partitioned stream. This
shared log uses a centralized sequencer, and its throughput is limited by the
speed at which the sequencer allocates address space. FuzzyLog [16] is based on
the shortcomings of Corfu/vCorfu. At the cost of strict order, it supports the
causal order of each additional operation rather than a global order by estab-
lishing a directed acyclic graph of events. But FuzzyLog is not orderly for each
partition. In some strictly orderly scenarios, there may be errors.

The distributed log storage system BookKeeper [8] is a log stream service that
provides persistent storage. It uses striping and read-write separation mechanism
to provide high performance. However, BookKeeper does not support semantic
awareness for storing data, and cannot provide cross-ledger transactions, which
does not meet all our requirements for stream data storage systems. Distribut-
edLog [14] is a distributed log warehouse. It uses log stream to represent the
continuous data stream. It uses BookKeeper as a storage component. So Dis-
tributedLog has the same problem as BookKeeper.

ZStream [28] is a stream data storage system that divides a stream into
more fine-grained partitions, called ranges. ZStream asynchronously converts row
stream data into column stream data, and supports efficient columnar reading
performance. By dynamically splitting and merging the partitions, the imbal-
anced load of the partitions is solved. And the transaction buffer technology
solves the problem of distributed transaction isolation and the interference of
transactional requests to ordinary requests.

3 Design of SSBench

In order to compare the performance of systems, a general performance evalua-
tion tool is needed. The results of the evaluation of each system under the same
dimension, unified environment and unified test conditions can be comparable.
As far as we know, there is still a lack of such a performance evaluation tool for
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stream data storage systems. So we designed and implemented a unified stream
data storage system benchmark tool called SSBench, which abstracts based on
the common characteristics of each system. SSBench aims at evaluating the per-
formance of different systems. It encapsulates the read and write operations of
stream data that is separate from the specific system, and supports multiple
read-write mode test scenarios. In addition, we also considered the scalability of
SSBench itself to facilitate the evaluation of adding new systems.

3.1 Architecture and Functions

Architecture. The system architecture of SSBench is shown in Fig. 1. The
top layer is the user interface. By providing users with a simple and easy-to-use
operation interface, users can input simple test parameters and specific system
commands to define test scenarios, start test programs, and obtain test results.

Fig. 1. Architecture.

The command parsing module determines the number of read and write client
processes to start, the specific settings of each read and write task, and creates
client processes on each test node by parsing user commands. The communica-
tion module is responsible for the communication between client processes. It
includes the distribution of read and write tasks on multiple test machines, the
maintenance of client life status, and the unified collection of test data. The sta-
tistical data module is responsible for collecting the performance of each client
process in the process of performing read and write tasks. When the performance
information generated, results will be output to the console and files.

In addition, SSBench also provides a more flexible evaluation method. Users
can start a single client process through commands, and use scripts to start
multiple client processes. Therefore, in multi-client read and write tasks, differ-
ent parameters can be set for different client processes to achieve more flexible
evaluation.
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The abstract interface layer provides a unified read and write interface
(send/read) for the stream data storage system, with the functions of sending
and receiving messages.

Unified Interface. For the two major types of stream storage systems, the data
abstraction and writing unit are different. In general, the message system data is
abstracted as a topic, and the distributed log is a log stream. So we abstract these
operating objects as streams. Reader reads streams and writer writes to streams
respectively. Users of SSBench only need to specify how to read and write and does
not need to care about how the specific system reads and writes.

For write operations of different stream data storage systems, the client can
write one message at a time and return the result asynchronously. In addition,
some systems can also write synchronously, that is, when writing a message, the
writing process is blocked, waiting for the returned result before writing the next
message. Therefore, we abstract a unified client-side write operation interface.
For each system, you can choose to write synchronously or asynchronously, write
one message at a time, and continuously loop to support continuous writing.

For read operations, different systems read slightly differently. For example,
the Kafka consumer adopts the pull mode. Each read operation will pull a batch
of data to read. The amount of a batch of data is determined by time. The default
setting is 100ms. While the reading of Pulsar and DistributedLog needs to be
obtained through asynchronous monitoring. Once a new message is available,
then it returns the received new message. Due to the difference between the two
methods, our framework does not support the read-by-item interface similar to
the write interface. Instead, each system implements the function of continuously
reading data. Therefore, we abstract a unified read interface, and each system
reads data in its own way, returns the read results asynchronously, and the
unified read interface completes the collection of performance results.

Therefore, for a specific stream data storage system, you only need to imple-
ment the above abstract interface, and you can use this framework for testing.
So SSBench can support a unified test platform and compare the differences
between systems horizontally.

Functions. For the design, we refer to the framework structure of YCSB
(Yahoo! Cloud Serving Benchmark) [18]. In order to test the performance of
different databases, YCSB abstracts the addition, deletion, modification, and
query interfaces. Specific databases need to implement these interfaces, while the
test scenarios are implemented by YCSB, such as database performance under
different mixing ratio operations. In SSBench, we use the following functions to
fairly test different systems:

1) Given a list of available client nodes, users of SSBench can specify the
number of clients, that is, how many write processes and how many read pro-
cesses. Then the test framework will evenly start all write (or read) processes on
given nodes. Therefore, the write (or read) process can run on different machines,
so SSBench is a distributed performance evaluation tool.
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2) For the writing and reading process, the status of writing or reading, such
as throughput and latency, is displayed in the form of a window (fixed time) and
the running time can also be configured.

3) For the writing process, users of SSBench can specify the data format
to be sent, such as fixed size, random content, etc. They can also specify the
sending rate, such as fixed rate, unlimited rate, gradual rate, and random rate. In
particular, some stream data storage systems support distributed transactions,
so for the write process, users can specify whether it is a transaction write
request, as well as transaction-related sending interval, number of sent and other
parameters.

4) For the reading process, the user of SSBench can specify where to start
reading, such as reading from the beginning or reading from the end. The former
is to read from the oldest data, and the latter is to read from the latest data.

3.2 Common Read/Write Performance

For ordinary reading and writing, different systems use different technologies to
ensure fast reading and writing. For example, for the replication mechanism,
Kafka adopts the leader-follower model for multi-copy replication. First, a par-
tition is sent to a leader node and then the followers pull data from the leader.
Compared with Pulsar and DistributedLog, BookKeeper provides quorum repli-
cation mechanism. Data will be sent to three Bookies at the same time, and
it only needs to receive most Bookie’s confirmation so that the message can be
known as persisted. Based on different copy strategies, we hope to understand the
differences in write performance of different systems in their respective modes.

Therefore, for ordinary read and write performance evaluation, this paper
evaluates the difference in write performance of different systems in the syn-
chronous write mode, and summarizes the impact of different replication mecha-
nisms based on the read and write performance of stream data storage systems.

3.3 Column Read/Write Performance

For column read and write evaluation, this paper mainly evaluates the difference
in read and write performance of different systems in a multi-field scenario. Users
can customize the number of event fields, field types, the number of fields of each
type, and the number of read and write client processes to evaluate the impact
of different field numbers on the performance of different stream data storage
systems.

3.4 Imbalanced Load Performance

SSBench can simulate unbalanced load scenarios. User-defined evaluation of the
number of streams and the ratio of write speed in each stream can verify read
and write performance under load balanced and load imbalanced conditions.
For ZStream, due to its own implementation of load balancing, this paper uses
SSBench to adjust ZStream to a better performance state by setting different
load balancing parameters of ZStream.
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3.5 Transactional Load Performance

Distributed transactions simulate distributed transaction scenarios in stream
data storage. Users can set the number of streams involved in each transaction,
the number of data written in each stream, and the interval between transac-
tion sending to evaluate the performance of distributed transactions. For long
transactions, users can set the duration of long transactions and the proportion
of long transactions in all transaction requests to evaluate the impact of long
transaction requests on performance.

4 Performance Evaluation of Typical Systems

For the evaluation of reading and writing of ordinary messages, Sect. 4.1 uses
the synchronous writing method to evaluate the write throughput of Kafka,
Pulsar and DistributedLog when writing multiple copies. For column storage
characteristics, Sect. 4.2 uses multi-event data sets to compare and evaluate
ZStream and Kafka. For the load balancing feature, the evaluation results of
ZStream, Kafka and Pulsar are compared in the case of balanced and imbalanced
loads in Sect. 4.3. For distributed transactions, Sect. 4.4 evaluates the comparison
results of ZStream and Kafka.

This paper uses a cluster platform with five nodes interconnected, each of
which is configured with two Intel Xeon E5645 CPUs (each CPU has 12 hyper-
threaded cores). The nodes are connected by 10 Gigabit Ethernet. The stream
data storage system cluster uses 4 nodes, one of which serves as the master
node to start the NameNode (for HDFS) or ZooKeeper (for ZStream, Kafka,
and Pulsar) services. The other four are used as servers or clients. Storage nodes
use SSDs as data storage.

4.1 Common Read/Write Performance

In this experiment, SSBench creates a write process, which creates a stream, and
writes messages to this stream synchronously at a rate of 100000 msg/s (each
message size is 1KB).
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The results are shown in Fig. 2. It can be seen that Pulsar has the lowest
and most stable write latency, followed by DistributedLog, and Kafka is the
worst, which are about 2 times and 3 times that of DistributedLog and Pulsar,
respectively. Kafka also has the worst write throughput, reaching only 30% of
Pulsar and 50% of DistributedLog. The reason is Kafka is a two-step serial
replication. First, a message is sent to the leader node, and the two follower
nodes pull data from the leader node. While Pulsar and DistributedLog are one-
step parallel replication, they send a message to all replica nodes. DistributedLog
and Pulsar use BookKeeper to store data persistently, and the message will be
sent to multiple Bookie nodes at the same time. They only need to receive
the confirmation returned by most Bookie to consider that the message has
been persisted in all Bookie nodes. Since the Bookie node uses SSD as the log
disk, data can be written sequentially at high speed, so the write latency of
DistributedLog and Pulsar is low.

0
2
4
6
8

10
12
14

1 2 4 8 12
0.1

1

10

100

1000

10000

Th
ro
ug

hp
ut
(1
05

ev
en
t/s
)

La
te
nc
y(
m
s)

Number of Streams
Kafka-tp

CStream-tp
Kafka-99-lat

CStream-99-lat
Kafka-avg-lat

CStream-avg-lat

Fig. 3. Write performance. Each event
has 6 fields and totally 38 bytes.

0
2
4
6
8

10
12
14
16

1 2 4 8
0

1000

2000

3000

4000

5000

6000

Th
ro
ug

hp
ut
(1
05

ev
en
t/s
)

La
te
nc
y(
m
s)

Number of Streams
Kafka-tp

CStream-tp
Kafka-avg-lat

CStream-avg-lat
Kafka-99-lat

CStream-99-lat

Fig. 4. Read performance. Each event
has 6 fields and totally 38 bytes.

0
100
200
300
400
500
600
700

kafka pulsar zstream zstream+lb
0
0.2
0.4
0.6
0.8
1
1.2
1.4

Th
ro
ug

hp
ut
(M

B
/s
)

La
te
nc
y(
s)

System
balanced-tp

imbalaced-tp
balanced-lat

imbalanced-lat

Fig. 5. Write throughput under bal-
anced and imbalanced load.

0

500

1000

1500

2000

1 2 4 8 16 32

Th
ro
ug

hp
ut
(M

B
/s
)

Number of client processes
kafka
pulsar

zstream
zstream+lb

Fig. 6. Read throughput under imbal-
anced load.

4.2 Column Stream

In this experiment, SSBcnch creates a stream, and creates a read process and
a write process. The writing process is responsible for writing multi-field data
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to the image system. Each event includes six fields, including types Int, Long,
Float, Double, Boolean, and String. The total length of each event is 38 bytes,
to verify the difference in read and write performance.

Figure 3 shows the write performance. It can be seen from the figure that
the write performance of ZStream is significantly better than that of Kafka. The
difference in write performance of Kafka is mainly due to its leader-follower repli-
cation strategy. ZStream uses BookKeeper’s Quorum mechanism, which leads to
low latency of writing. Figure 4 shows the read performance. When the number
of streams increases, the end-to-end latency of both ZStream and Kafka changes.
Because of its lower write latency, the end-to-end latency of ZStream is also lower
than that of Kafka. In addition, due to its high network utilization, it also shows
higher throughput.

4.3 Load Balance

This experiment compares ZStream with Kafka and Pulsar under load balancing
and load imbalancing conditions. For ZStream, we first test the situation when
load balancing is not enabled, and then enable the load balancing for evaluation.

Figure 5 shows the comparison of the write throughput. It can be seen that
for the three systems, the write performance will suffer a 30%–50% loss under
imbalanced load condition. Because when the load is imbalanced, the write speed
of a single stream is limited by the speed of a single thread to write data. For the
load balancing situation with ZStream+lb (ZStream enabled load balancing),
the partition will not be triggered for load balancing, so the performance is
consistent with the original ZStream load balancing situation. In the case of
load imbalancing, the partition with large traffic can be divided into two sub-
partitions, so writing increases the degree of parallelism, it can show higher write
performance. Pulsar also supports load balancing, but Pulsar only migrates the
partitions with large traffic to the lighter load machine, and does not split the
large traffic. Therefore, during the experiment, there will always be a partition
with large traffic, which is constantly migrating between the two data nodes,
but the throughput has not been improved.

Figure 6 shows how the read throughput of the three systems varies with the
number of client processes when the load is imbalanced. As can be seen in the
figure, ZStream with load balancing enabled increases in concurrent reads due
to splitting, and can maintain a performance advantage of 30% to 50% when the
number of read processes is small, and is limited to the ZStream reader when the
number of read client processes is large. Performance disadvantages are shown
without aggregation processing and multi-process sharing.

4.4 Distributed Transactions

In this experiment, a write client process continuously sends write requests and
transaction requests with four read client processes read data in real time. Trans-
action requests are sent every 100 ms.
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Figure 7 and 8 show the end-to-end latency with the write time of each long
transaction and the proportion of long transactions. The end-to-end latency
changes relatively smoothly with the long transaction execution time and the
proportion of long transactions. In Kafka, as the long transaction request time
and the proportion of long transactions increase, the end-to-end latency is on
the rise. For Kafka, reading of ordinary messages has to be blocked by uncom-
mitted long transactions. Especially when the long transaction takes a heavier
part and the execution time of the long transaction is long, most of the real-
time message reading will be in a blocking state, so Kafka shows poor end-to-end
latency. ZStream uses transaction buffers. When long transactions are not com-
mitted, ordinary messages and short transaction messages can still be read in
real time. Only long transaction data has a long end-to-end latency, and the
overall performance is 70% to 90% better than Kafka.
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5 Related Works

5.1 Benchmarks for Storage Systems

fio is an IO test tool that can run on a variety of systems [19]. It can test the
performance of local disks, network storage, etc. fio simulates different loads by
specifying the type of I/O to be tested, configuring I/O size, block size, engine,
I/O depth and other parameters to simulate different loads to verify storage
performance under different loads. Filebench [20] is an automated testing tool
for file system performance. It tests the performance of the file system by quickly
simulating the load of a real application server. It can not only simulate micro-
operations (such as copyfiles, createfiles, randomread, randomwrite), but also
simulate complex applications (such as varmail, fileserver, oltp, dss, webserver,
webproxy). Filebench is more suitable for testing file server performance, but it
is also an automatic load generation tool, and can also be used for file system
performance.

The goal of the YCSB project is to develop a frame work and a set of com-
mon workloads to evaluate the performance of different key value stores and
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cloud service storage systems [18]. Users can install different database systems
in the same hardware environment, use YCSB to generate the same workload,
and compare and evaluate different systems. YSCB is to test the performance of
different databases through abstract addition, deletion, modification, and query
methods. Specific databases need to implement these methods, while the test sce-
narios are implemented by YCSB, such as database performance under different
mixing ratio operations.

YCSB++ is an extension of YCSB to improve the testing of advanced
database functions [21]. YCSB++ includes multi-tester coordination for load
increase and eventual consistency measurement, multi-stage workloads for quan-
tifying the consequences of work delays and the benefits of expected configura-
tion optimization (such as B-tree pre-splitting or batch loading), and high-level
features in abstract API benchmarks for explicit consolidation.

We learns a lot from YCSB’s method. Similar to YCSB, SSBench abstracts
the basic interfaces such as read/write APIs for the basic operations, and each
specific stream data storage system only need to implement these methods. In
addition, SSBench also generates specific workloads such as imbalanced loads
and transactional loads, and enables users to evaluate their system on more
scenarios.

5.2 Benchmarks for Data Processing Systems

In order to help users choose the most suitable platform to meet their big
data real-time stream processing needs, Yahoo has designed and implemented
a stream processing benchmark program based on real-world scenarios and
released it as an open source [22]. In this benchmark test, Kafka and Redis were
introduced for data extraction and storage to build a complete data pipeline to
more closely simulate actual production scenarios. The benchmark test platform
scenario for stream processing is different from the storage scenario, and does
not meet the needs of the storage system evaluation in the paper.

OLTP-Bench is a scalable DBMS benchmark test platform [23]. The main
contribution of OLTP-Bench is its ease of use and scalability, support for trans-
action mixing, strict control of request rate and access allocation, and the ability
to support all major DBMS platforms. In addition, it also bundles 15 workloads
with varying complexity and system requirements, including 4 comprehensive
workloads, 8 workloads from popular benchmarks, and 3 jobs from real applica-
tions load. The OLTP evaluation evaluates the transaction characteristics of the
database management system. It has a single function and does not meet the
multiple requirements of the storage system in the stream processing scenario.

6 Conclusion

This paper implements a benchmark tool based on stream data storage system
called SSBench, and uses it to evaluate and compare the performance of multiple
stream data storage systems. Our experimental results show that for common
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read and write operations, different replication mechanisms and caching strate-
gies can bring great performance differences. For column data read and write,
unbalanced load read and write, and distributed transaction scenarios, ZStream
has 30% to 90% advantages over the other systems.
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Abstract. As the scales of cluster systems increase, failures become
normal and make reliability be a major concern. System logs contain
rich semantic information of all components, and they are always used
to detect abnormal behaviors and failures by mining methods.

In this paper, we perform a failure characterization study of the Blue-
gene/L system logs. First, based on the event sequences parsed by Log-
Master, we take advantage of a prediction method based on Long Short-
Term Memory Network (LSTM), and train the N-ary event sequence pat-
terns in Many-to-One scenario; Second, we extract the failure rules from
theminimal event sequence patterns, which identify the key events (failure
signs) that correlate to system failures in the large-scale cluster; At last,
we evaluate our experiments on the publicly available production Blue-
gene/L dataset, and obtain some interesting rules and correlations of fail-
ure events.

Keywords: LSTM network · N-ary event sequence patterns · Failure
rules

1 Introduction

Large cluster systems are common platforms for both cloud computing and high
performance. As the scales of cluster systems increase, failures become normal [1]
and make reliability be a major concern [2]. In addition, due to the increase of soft-
ware complexity and thediversity ofworkloadbehaviors, failure diagnosis and fault
management are becoming more and more challenging. System logs record the exe-
cution trajectory of systems and exist in all components of systems, so they contain
rich semantic information, and are always used to detect abnormal behaviors and
failure events of systems by mining a large number of logs [3].

Based on system logs, there are many analysis methods for failure charac-
terization. For instance, the rule-based approaches are common methods, which
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require expert knowledge, even though more precise. Traditional statistical-based
methods are generally suitable for analyzing small data, and it is challenging
when dealing with large-scale data. Moreover, machine learning methods are
often used for mining and analyzing the large-scale system logs, especially deep
neural networks (e.g., CNNs [4], RNNs [5], LSTM [6], etc.) are increasingly used
in log sequence analysis. And LSTM is able to capture the long-range depen-
dency across sequences, therefore outperforms traditional supervised learning
methods in our application domain.

In this paper, we perform a failure characterization study of the Bluegene/L
system logs by using LSTM networks [6]. First, we take advantage of a predic-
tion method based on Long Short-Term Memory Network (LSTM) to train the
N-ary event sequence patterns; Second, we extract the failure rules from the
minimal event sequence patterns, which identify the key events (failure signs)
that correlate to system failures in the large-scale cluster; At last, we evalu-
ate our experiments on the publicly Bluegene/L system logs, and obtain some
interesting rules, which can be used to reveal deeper failure event correlations.

The rest of this paper is organized as follows. Section 2 presents the method-
ology of failure characterization. Section 3 gives the experiment results and eval-
uations on the Bluegene/L logs. Section 4 describes the related work. At last,
Sect. 5 draws a conclusion and discuss the future work (Fig. 1).

2 Methodology

Fig. 1. The methodology.

2.1 Log Preprocessing

In log preprocessing, we make use of LogMaster [7] to parse logs with different
log formats into a sequence of events. After formatting event logs, LogMaster
also remove repeated events and periodic events [7]. Here, an event sequence
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es =< e1, e2, ..., en > is an ordered sequence of different log events in chronolog-
ical order, here, ei (1 ≤ i ≤ n, and n indicates the number of events in the logs.)
is the event element in es, and event ei−1 occurs before ei. And es is a sequence
of eventIDs, which is represented by eventID in the form of natural num-
ber. Specifically, eventID is described by 2-tuples (severity degree, event type),
severity degree indicates the priority or importance of events, which includes:
Info, Warning, Error, Failure, Fatal, Severe, etc., and event type indicates the
type of events, which includes: Hardware, System, Filesystem, Network, and
so on.

2.2 Vectorization

We use the event sequence es which has been defined in LogMaster [7] as the
input data for model training. Then, We use an K-dimensional vector to repre-
sent a eventID, here, K is defined as the total number of eventIDs. To employ
the LSTM on event sequence es, we encode the eventID by using the one-hot
encoding method. Here, one hot encoding refers to splitting the column which
contains numerical categorical data to many columns depending on the number
of categories present in that column. Each column contains “0” or “1” corre-
sponding to which column it has been placed. That is, each eventID is encoded
with a binary vector of K bits with one of them is hot (i.e. 1) while others are
0. Specifically, we sort the eventIDs in ascending order, and set the location of
a certain eventID as “1” while others are 0. For instance, eventID 1 = [1, 0, 0,
0,..., 0], eventID 3 = [0, 0, 1, 0,..., 0], and so on.

2.3 Model Training

Long Short Term Memory network [6] (usually just called “LSTM”) is a special
kind of RNN, capable of learning long-term dependencies. It is introduced by
Hochreiter and Schmidhuber, and has recently been successfully applied in a
variety of sequence modeling tasks, including handwriting recognition, character
generation and sentiment analysis.

LSTM introduces long-term memory into recurrent neural networks. It mit-
igates the vanishing gradient problem, which is where the neural network stops
learning because the updates to the various weights within a given neural net-
work become smaller and smaller. Specifically, the LSTM model introduces an
intermediate type of storage via the memory cell. A memory cell is a composite
unit, built from simpler nodes in a specific connectivity pattern, with the novel
inclusion of multiplicative nodes. And it uses a series of “gates”, and “gates” are
a distinctive feature of the LSTM approach. A gate is a sigmoidal unit that, like
the input node, takes activation from the current data point as well as from the
hidden layer at the previous time step. A gate is so-called because its value is
used to multiply the value of another node. It is a gate in the sense that if its
value is zero, then flow from the other node is cut off. If the value of the gate is
one, all flow is passed through [5]. There are three types of gates within a unit:
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– Input Gate: The value of the input gate multiplies the value of the input
node. And the input gates are scales input to cell (write).

– Forget Gate: These gates were introduced by Gers et al. [8]. They provide a
method by which the network can learn to flush the contents of the internal
state. This is especially useful in continuously running networks. And the
forget gates are scales old cell value (reset).

– Output Gate: The value ultimately produced by a memory cell is the value of
the internal state multiplied by the value of the output gate . It is customary
that the internal state first be run through a tanh activation function, as this
gives the output of each cell the same dynamic range as an ordinary tanh
hidden unit. And the output gates are scales output to cell (read).

Each gate is like a switch that controls the read/write, thus incorporating
the long-term memory function into the model (Fig. 2).

Fig. 2. The cell of LSTM network.

Based on LSTM network, we could use it to solve sequence predict problems.
And the sequence predict problems can be broadly categorized into the following
categories [9]:

– One-to-One: There is one input and one output. Typical example of a one-
to-one sequence that through one event to predict a single event, such as Ai

→ Bj (1 ≤ i ≤ n, 1 ≤ j ≤ n)1.
– One-to-Many: In one-to-many sequence predict scenario, we have a single

event as input and give a sequence of outputs, such as Ai → Bj , Bj+1, ...
(1 ≤ i ≤ n, 1 ≤ j < j + 1 ≤ n).

– Many-to-One: In many-to-one sequence predict scenario, we have a event
sequence as input and predict a single output, such as Ai, Ai+1, ... → Bj

(1 ≤ i < i + 1 ≤ n, 1 ≤ j ≤ n).

1 In order to distinguish the antecedent and consequent of event sequence, the eventID
of antecedent is represented by A, and the eventID of subsequent is represented
by B.
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– Many-to-Many: Many-to-many sequence problems involve a sequence input
and a sequence output, such as Ai, Ai+1, ... → Bj , Bj+1, ... (1 ≤ i < i + 1 ≤
n, 1 ≤ j < j + 1 ≤ n) (Fig. 3).

One-to-One Many-to-One Many-to-ManyOne-to-Many

Fig. 3. The categories of sequence predict problems.

In this work, we build the Many-to-One sequence predict scenario based
on the LSTM training network, and generate the N-ary event sequence pattern
N-esp, which is an implication like Ai, Ai+1, ... → Bj , and Ai, Ai+1, ... is the
antecedent, Bj is the consequent.

2.4 Failure Rules Mining

Because failure rules record a series of events that lead to machine failures, and
can be used to understand the failure behaviors of machine cluster, and so on.
So we extract the failure rules from the minimal event sequence patterns espmin,
which is the event sequence pattern that are generated by compressing the adja-
cent events in antecedent, for example, the minimal event sequence pattern of
(a,a,a,b,e) → f is (a,b,e) → f, here, a, b , e, f indicates the specific events.

Moreover, we call the series of events that lead to failures as failure signs,
and the failure rules are actually the association rules between failure signs and
failures. Faced with the mined numerous failure rules, we also need to measure
which failure rules are more valuable. General, the support Supp and confidence
Conf are the commonly used objective measurements of event rules’ interest-
ingness [10].

If A → B is a minimal event sequence pattern, the support Supp(A → B)
denotes the probability that A and B appears simultaneously, which indicates
the practicality of event rules, and is calculated according to the formula (1).
Here, A may be a N-ary sequence.

The confidence Conf(A → B) denotes the conditional probability of the con-
sequent actually occurring after the antecedent events occurred, which indicates
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whether useful association rules can be derived from the discovered patterns,
and is calculated according to the formula (2).

Supp(A → B) = Supp(A ∪ B) (1)

Conf(A → B) =
Sup(A ∪ B)
Sup(A)

) (2)

Specifically, we first get the failure event sequence patterns fesp, whose con-
sequent of these patterns are failure events (the severity degree of failure events
is “Failure” or “Fatal” or “Error” or “Severe”). And then, We focus on these
failure rules, which are the failure event sequence patterns whose Supp(A → B)
≥ min sup and Conf(A → B) ≥ min conf, and min sup and min conf is the
customizable threshold.

3 Experiments and Evaluations

We evaluate our experiments on the publicly available production Bluegene/L
dataset. Based on the pre-processing results of LogMaster, the total number
of eventID is 74. So the 74-dimensional vector by using the one-hot encoding
method is fed to a LSTM network. Our LSTM network has one hidden layer
of 64 LSTM cells. We train the network using mini-batch stochastic gradient
descent with batch size 64 and exponential decay method with base learning
rate 10 and decay factor 0.1. In order to get a relation optimum solution quickly,
we first set a larger learning rate and then gradually reduce the learning rate
through iteration, which could make the model more stable in the later stage of
training.

We also use 80% of this data for training the LSTM network and test it on
the remaining 20% of data. RMSE is used to calculate accuracy of the LSTM
network for both training and testing phase. And the Accuracy, Precision, Recall,
Fscore of LSTM Model is shown in Table 1.

Table 1. The Accuracy, Precision, Recall, Fscore of LSTM Model.

Accuracy Precision Recall Fscore

96.8611% 96.9236% 96.8611% 96.8615%

After training of LSTM network, it generates 5-ary event sequence patterns
5-esp, such as (49, 69, 69, 69) → 66, and the total number of 5-esp is 442523;
And then, we extract the minimal event sequence patterns espmin, and the total
number of espmin is 4867; Based on the severity degree of consequent of minimal
event sequence patterns, we get 2682 failure event sequence patterns, which are
listed in Table 2.
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Table 2. The 5-ary event sequence patterns and minimal event sequence patterns after
training of LSTM network.

Patterns Formats Number

5-esp (49, 69, 69, 69) → 66 442523

espmin (49, 69) → 66 4867

fesp 44 → 59 2682

In addition, the consequent of failure event sequence patterns have different
event types, so we classify the failure event sequence patterns based on the event
type of consequent. And the classification of failure event sequence patterns is
listed in Table 3.

Table 3. The classification of failure event sequence patterns.

Consequent Event type Desc of event Num of fesp

1 Hardware R DDR STR Error 38

2 Hardware R DDR EXC Failure 23

3 Network Error 10

40 Application MONILL Failure 20

44 Application APPCIOD Fatal 853

45 Application APPDCR Fatal 21

47 Application MASFAIL Failure 12

50 Application MMCS Error 48

51 System KILLJOB Fatal 70

54 Hardware DIS Error 326

55 Hardware DIS Severe 329

57 Hardware HARDSEVE Severe 86

58 Hardware MONTEMP Failure 69

59 Network MONLINK Failure 40

60 Hardware MONHARD Failure 22

61 Hardware MONFANM Failure 16

62 Hardware MONFANS Failure 11

63 Network MONPGOOD Failure 9

64 Hardware MONHARDS Severe 14

71 System KERNFDDR Fatal 46

72 Application KERNFPI Fatal 382

73 Filesystem KERNFPLB Fatal 59

74 I/O KERNFEII Fatal 178
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We sorted the failure event sequence patterns according to supp, and then
selected the top 10 failure rules with conf > 0.1, which are shown in Table 4.
From the Table 4, we try to conclude that: 1) One type of failure events are
likely to cause the same type of failure events to occur, such as 44 → 44, and 44
is an failure type of application; 2) Some types of events always occur simulta-
neously, and form the event clusters. For example, (53, 54, 55) is an event cluster
dominated by DIS events, here, 53 is the event type of DIS warining, 54 is the
event type of DIS error, and 55 is the event type of DIS severe.

Table 4. The top 10 failure rules.

Patterns Supp Conf Desc

44 → 44 53674 0.35 APPCIOD Fatal → APPCIOD Fatal

69 → 44 40542 0.36 KERNICIOD Info → APPCIOD Fatal

44 → 72 20556 0.13 APPCIOD Fatal → KERNFPI Fatal

72 → 44 19054 0.36 KERNFPI Fatal → APPCIOD Fatal

69 → 72 13928 0.12 KERNICIOD Info → KERNFPI Fatal

66 → 44 8620 0.36 KERNIPI Info → APPCIOD Fatal

(53, 55, 54, 53) → 44 4316 0.39 DIS Warining, DIS Severe, DIS Error,
DIS Warining → APPCIOD Fatal

(54, 53, 55, 54) → 44 4252 0.39 DIS Error, DIS Warining, DIS Severe,
DIS Error → APPCIOD Fatal

(55, 54, 53, 55) → 44 4107 0.38 DIS Severe, DIS Error, DIS Warining,
DIS Severe → APPCIOD Fatal

66 → 72 4107 0.38 KERNIPI Info → KERNFPI Fatal

4 Related Work

Since System logs of large-scale clusters track system behaviors by accurately
recording detailed data about the system’s changing states, they are the pri-
mary resources for implementing dependability and failure management [11].
Based on system logs, numerous log mining tools have been designed for differ-
ent systems [12].

Many use rule-based approaches [13,14], which are limited to specific appli-
cation scenarios and also require domain expertise. M. Cinque et al. [13] ana-
lyzed the limitations of current logging mechanisms and proposed a rule-based
approach to make logs effective to analyze software failures. R. Ren et al. [14]
proposed a hybrid approach that combines prior rules and machine learning
algorithms to detect performance anomalies, such as, the detection methods of
straggler tasks, task assignment imbalance and data skew are rule-based.

Other generic methods that use system logs for anomaly detection and fail-
ure management are statistical-based approaches [15,16]. Liang et al. [15] inves-
tigated the statistical characteristics of failure events, as well as the statistics
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about the correlation between occurrence of non-fatal and fatal events. Gujrati
et al. [16] presented a meta-learning method based on statistical analysis and
standard association rule algorithm, but it only focused on some specific failure
patterns and predicted one of them would happen without further information.

In addition, there are many methods that using machine learning algorithms
to mine the failure rules and significant patterns. For example, LogMaster [7]
proposed an improved Apriori-LIS and Apriori-semiLIS algorithms to mine rules,
which can improve sequence mining efficiency. Zhou et al. [17] presented an online
log analysis algorithm Apriori-SO, and an online event prediction method that
can predict diversities of failure events with the great detail. Z. Zheng et al. [18]
mined the relationships between fatal and non-fatal events to predict failures
that including location and lead time. A. Gainaru et al. [2] used a dynamic
window strategy to find the frequent sequences, by utilizing an Apriori-modified
algorithm. Y. Watanabe et al. [19] proposed an online failure prediction method
by real-time message pattern learning in cloud datacenter, which identifies the
relationship between the messages and failures.

Recently, several researchers have used deep neural networks in system log
analysis. Zhang et al. [20] presented a log-driven failure prediction system for
complex IT systems, which uses clustering techniques on the raw text from mul-
tiple log sources to generate feature sequences fed to an LSTM for hardware and
software failure predictions. Du et al. [12] employ customized parsing methods
on the raw text of system logs to generate sequences for LSTM Denial of Service
attack detection. Brown et al. [21] presented recurrent neural network (RNN)
language models augmented with attention for anomaly detection in system logs.
Ren et al. [22] proposed a log classification system based on deep convolutional
neural network for event category classification on distributed cluster systems.

5 Conclusion and Future Work

In this paper, we utilize the Long Short Term Memory network to train and
mine the event sequence patterns of Bluegene/L logs. On the basis of event
sequence patterns, we further mine the correlations between failure signs and
failure events, and generate the valuable failure rules with higher support and
confidence. In addition, we evaluate our experiments on the publicly Bluegene/L
system logs. From the obtained interesting rules, we find that one type of failure
events are likely to cause the same type of failure events to occur, and some
types of events always occur simultaneously to form the event clusters.
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Abstract. With the development of the city, the traffic crowd congested
scene is increasing frequency. And the traffic crowd congested may bring
disaster. It is important for city traffic management to recognize traf-
fic crowd congested scene. However, the traffic crowd scene is dynami-
cally and the visual scales are varied. Due to the multi-scale problem,
it is hard to distinguish the congested traffic crowd scene. To solve the
multiple scales problem in traffic crowd congested scene recognition, in
this paper, a traffic crowd congested scene recognition method based
on dilated convolution network is proposed, which combines the dilated
convolution and VGG16 network for traffic crowd congested scene recog-
nition. To verify the proposed method, the experiments are implemented
on two crowd datasets including the CUHK Crowd dataset and Normal-
abnormal Crowd dataset. And the experimental results are compared
with three states of the art methods. The experimental results demon-
strate that the performance of the proposed method is more effective
in congested traffic crowd scene recognition. Compared with the three
state of the art methods, the average accuracy value, and the average
AUC values of the proposed method are improved by 15.87% and 11.58%
respectively.
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1 Introduction

With the development of city and tourism, crowd often appear in scenic spots,
train station and bustling urban areas, especially during holidays. Public safety
events often occur when people are crowded, such as trample and so on. If con-
gestion is detected in advance, it is possible to prevent accidents. It is important
to detect crowd congestion for public safety.

At present, most methods of crowd congestion detection employ two kinds
of data, which include crowdsourcing data and video data. The crowdsourcing
data often brings much noise and it is not intuitive to detect crowd congestion
scene. Thus the performance of crowd congestion prediction based on it is not
significantly improved. The advantages of video data are intuitive and effective
to detect crowd congestion. Thus this paper concentrates on crowd congestion
detection based on video data.

While the traffic crowd congestion detection based on video are facing with
two challenges at present. The first challenge is background independence of
crowd congestion scene detection. Most crowd congestion detection models are
trained in a certain context. It does not cross background to detect crowd con-
gestion scene.

Another challenge is multi-scale crowd congestion scene detection. The most
methods of crowd congestion detection based on global crowd density estimation
and crowd counting estimation. However, in most situations, due to limitation
of visual scale of video, the global crowd density and crowd counting do not
reflect the real crowd congestion level. Such as in outdoor scenic spot, though
there are many people in global, people do not feel congestion. But, in narrow
entryway, there are few people, but the velocity is slow and most people feel
crowd congestion. The reason of crowd congestion is not only related to the
crowd counting and density, but also related to the crowd movement and around
environment.

In this paper, the main tasks are to solve the back ground independence
problem and multi-scale problem in crowd congestion scene recognition.

To solve the background independence problem of crowd congestion scene
recognition, the motion map [1] is used. The most of cross-scene crowd counting
methods [2] are based on the density map [3]. To generate the density map, in
training stage, the local position pixels need to be found by hand at first and
the Gaussian distributions of these corresponding pixels need to be calculated
by 2D Gaussian kernel. It costs a lot of manual work to label the position of
person in the crowd scene. However, in crowd congestion scene, too many people
are occupied to mark the position of people.

Normally, in crowd congestion scene, the motion pattern is analogous and
background independent. And the motion feature of crowd congestion scene is
a key factor to detect crowd congestion scene. When the velocity of movement
of crowd is fast, it means that the crowd is not congested. While the velocity of
movement of crowd is slowly, it means that the congestion is arises in the case
of a high probability.
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The motion features have various formats, such as optical flow, dynamic
texture and so on. But the motion map is achieved by calculating the KLT
trajectory of crowd movement. So it is able to reflect the movement pattern
of crowd and background independence. The motion map includes three scene-
independent motion descriptors, which are collectiveness descriptor, stability
descriptor and conflict descriptor. In the static channel, the values of RGB image
imply the static features of environment around the group and static crowd.
In the motion channel, the motion map are extracted from crowd trajectories
imply the motion feature of congestion crowd. The target of these features are
to represent the crowd scene. At present, it mainly faces two problems including
large variety scale of traffic crowd scene and traffic crowd scene feature represent.

To solve the multi-scale problem of crowd congestion scene recognition, the
dilated convolution is employed. Dilated convolution has good performance in
multi-scale scene analysis, such as crowd counting [4] and image segmentation
[5]. But it is not able to distinguish the crowd congestion scene. However the
motion map contains the motion information and the dilated convolution is also
used in the motion map to make a stand against multi-scale problem of crowd
scene.

In general, the depth is deeper of convolutional layers and it is more robust
to recognize object and scene [6]. To extract effective feature of the motion map
and static map, the very deep learning network architecture VGG16 model is
employed. And it has been proved that the VGG16 model is robust and effective
in crowd congestion scene [4].

The end-to-end two-column deep learning architecture is effective for recog-
nizing the congestion scene. The two columns include the deep static feature
column and deep motion feature column, where the inputs are RGB image and
motion map respectively. The RGB image and the corresponding motion map
are pairs. In fact, the corresponding motion map reflects the temporal relation,
which is constructed by the clustering of three crowd motion trajectories [1].
However, the motion map is just superficial characterization of crowd motion
and there are too many objects in RGB map. Hence, it is difficult to represent
the intrinsic quality of congestion crowd by shallow network. The very deep
convolution network [7] is effective to distill the intrinsic feature. In this paper,
the very deep convolutional layers are employed in the two-column deep learn-
ing architecture and it can improve the performance of the two-column deep
learning method. Thus, a two-column very deep learning method is proposed to
recognize crowd congestion scene.

Our objective in this paper is to construct an effective traffic crowd congestion
scene recognition model in video. For that, in this paper, the main works are
summarized as follows:

(1) A two-column dilated convolutional network is proposed to recognize crowd
congestion scene;

(2) An effective crowd congestion scene recognition model based on very deep
learning is constructed;
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(3) Verifying proposed method on two public dataset Normal-abnormal dataset
and CUHK Crowd dataset and the experimental results demonstrate that
proposed method is effective to recognition crowd congestion scene in video.

We structure the remainder of this paper as follows. In Sect. 2, the related
works are introduced. The proposed two-column very deep learning based crowd
congestion detection model is introduced in Sect. 3. Performance studies on two
public crowd datasets, Normal-abnormal dataset and CUHK Crowd dataset, are
given in Sect. 4. Finally, we conclude the paper in Sect. 5.

2 Related Work

2.1 Congested Scene Recognition Based on Sensed Data

At present, two kinds of data sources are used to detect congested crowd, which
are sensed data and video data. In sensed data field, Elhamshary, et al. [8] lever-
age sensed data from smart phones to predict congestion levels. In this method,
the smart phone data is not easy to obtain and has amount noise. Pattanaik,
Vishwajeet, et al. [9] propose a real-time congestion avoidance method, which
utilize K-Means Clustering of Global Positioning System data from mobile phone
to predict shortest route. Nguyen, Hoang, et al. [10] propose an algorithm which
constructs a causality trees from congestion information and estimates the prop-
agation probabilities based on temporal and spatial information. The method is
validated by experiments on a travel time data set recorded from an urban road
network. Scott Workman et al. [11] use overhead imagery to learn the dynamic
model of traffic, which is based on the computer vision method. The method is
not able to detect the crowd congestion scene.

The shortcoming of sensed data is that the sensed data contains a lot of
noise and is not intuitive enough. However, the video data is intuitive for crowd
congestion scene detection.

Recently, video transmission technology is able to real-time translate the high
quality video [3], hence, most crowd congestion scene detection methods based
on surveillance video data are able to recognition the crowd congestion scene
with real-time. Huang, Lida, et al. [12] utilize the velocity entropy to detect
the congestion of pedestrian. In this method, the velocity entropy is computed
by optical flow. Thus it is easily upset by illumination noise. Yuan Yuan et al.
[13] propose congested scene classification via unsupervised feature learning and
density estimation. In this method, it is not reasonable for identification crowd
congestion by the global density estimation. The crowd congestion is related
to the local density and the crowd motion. Bek, Sebastian et al. [14] utilize
track density to estimate the congestion level. This method takes into account
crowd motion factors by the local inertia which is based on track density, but
this method is effective to motion crowd. However, many people are almost
immovable in crowd congestion scene. This method is not able to estimate the
static crowd.
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2.2 Dilated Convolutional Neural Networks

The Dilated Convolutional Neural Networks (CSRNet) are proposed by Yuhong
Li et al. [4] to estimate the crowd counting and crowd density of congested scene
for understanding congestion scene. The key of this method is that a dilated
convolution layer based on dilated kernel is embedded into back-end of the net-
work to replace the pooling layers. In fact, the main performance of this method
is to estimate crowd density and crowd counting. It does not directly detect the
crowd congestion scene. The crowd congestion scene is not a static scene. In
some situation, though there are few people, the crowd congestion still happen,
such as in bottleneck place. Thus the motion factor needs to be considered in
crowd congestion detection. Shuai Bai et al. [15] propose the adaptive dilated
network for crowd counting to meat the variation of scales in different scenes.
This method utilize the adaptive dilated convolution to solve the multi-scale
problems in crowd scenes. The dilate convolution is also used in image aesthetics
assessment [16]. In summary, it can be demonstrated that the dilate convolution
is worked in scene recognition.

2.3 Limitations of the State-of-the-art Approaches

Most recently, Yuhong Li et al. [4] propose the dilated convolution based network
CSRNet, which is used to estimate the number of people in congested scene. In
this method, three dilated rates are used and they are non-adaptation with
the variation of object scales in different scenes. Yingying Zhang et al. [17]
propose multi-column network to estimate the crowd density map for counting
the number of people. For these methods, to archive the task of estimating
crowd density map, the locations of heads in the crowd congestion scene are
marked in training stage. However it’s unpractical for raw videos/images of crowd
congestion scene. They are not directly detection crowd congestion and it needs
to dependents on manual judgment for crowd congestion recognition. Meanwhile,
the motion feature is not employed.

3 Crowd Congestion Scene Detection Based on
Two-Column Very Deep Learning

In this section, proposed crowd congestion scene detection method is introduced.
The proposed two-column very deep dilated convolution network architecture for
crowd congestion scene detection and the corresponding piplin are introduced in
Subsects. 3.1, 3.2, 3.3, and 3.4.

3.1 Dilated Convolution on Two-Column Network

In the traffic scenes, there is large scale variation in different scenes. Even in the
same scene, the scale still changes dramatically due to perspective phenomenon
[15]. The dilated convolution is effective to larege scale variation. In the proposed
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Fig. 1. 3*3 convolution kernels with dilation rate as 2 on RGB map and motion map
respectively. (Color figure online)

two columns network, the dilated convolution layers are employed. In specially,
the dilated convolution is able to reduce the loss of information in motion-channel
column. The 2-D dilated convolution of motion map can be defined as follow:

y(h,w) =
H∑

i=1

W∑

j=1

map(h + r × i, w + r × j)k(i, j) (1)

where y(h,w) is the output of dilated convolution layer. map(h,w) is the motion
map and a filter k(i, j) with the high H and width W respectively. r is the
dilation rate. In this paper, the 3 ∗ 3 Sobel kernel [4] is used in both operations
while the dilation rate is 2. It is shown in Fig. 1.

Dilated convolution is demonstrated in congestion crowd counting task based
on RGB image and estimating crowd density map task with significant improve-
ment of accuracy. In the proposed two-column network, the dilated convolution
is used in the two columns, which are RGB column and motion column respec-
tively. The network architecture is shown in Fig. 2.

3.2 Proposed Crowd Congestion Detection Framework

The proposed architecture takes into account the motion factor and static factor.
Meanwhile, the very deep convolutional layers are used to improve the robust.
The pipline is shown in Fig. 1. At first, the trajectories are calculated by KLT
method [18] from frame sequence. Thus the motion map of frame is calculated
by the trajectory. The very deep learning is used to extract very deep convolu-
tional features from key frame and corresponding motion map respectively. In
Fig. 1 the blue cubes represent the convolutional layers. The pink cubes rep-
resent the pooling layers. The Dilated Conv represents the dilated convolution.
In Fig. 1, the Dilated Convolutional layers parameters are denoted as Dilated
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Fig. 2. The framework of Two-column very deep dilated convolution network architec-
ture for crowd congestion detection (Color figure online)

Conv-(kernel size)-(number of filters)-(dilated rate). The orange cube represents
the merge layer, which is used to fuse the feature which is from key frame and
feature which is from motion map. The green rectangles represent the full con-
nection layers. The sigmoid function is selected to be as final outputs.

The pipeline of proposed method has eight steps, which are shown in Algo-
rithm 1. In Algorithm 1 the TCDC-Net is the short name of Two-column very
deep Dilated Convolution Network(TCDC-Net).

3.3 Constructing Two-Column Dilated Convolutional Network
Architecture

The proposed two-column very deep learning architecture is two channel deep
learning architectures and each channel is very deep convolutional layers which
are same as the convolutional layers of VGG16 model. After the two-column
convolutional layers, there is the merge layer, which is used to fuse the two
channel features. In follow, they are full connectional layers, which are used to
optimize the fuse feature. The activation function of output layer is softmax. The
details of the network architecture are shown in Fig. 1. The neuron nodes values
are calculated by Eq. (2), which are in full connection layer. And exponential
linear unit (ELU) [19] is selected as the active function which is shown by Eq.
(3) and Eq. (4), where α is the hyperparameter.

y
(l+1)
i = f

′
(w(l+1)

i • y
(l)
i + b

(l+1)
i ) (2)

f(x) =
{

x if x ≥ 0
α(exp(x) − 1) if x < 0 (3)
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f
′
(x) =

{
1 if x ≥ 0

f(x) + α if x < 0 (4)

The convolutional layers of proposed two-column very deep learning network is
VGG16 model convolutional layers and the parameters are also from the VGG16
model trained on imagenet dataset.

Algorithm 1. Traffic Crowd Congested Scene Recognition Based on Dilated
Convolution Network Algorithm
Input: Frame sequence Seq
Output: Crowd congestion label Y

Initialize: Set the interval of frame in the sequence Seq
Step1: Calculate the KLT trajectory T
Step2: Extract key frame every S frames
Step3: Calculate motion map of corresponding key frame
Step4: Train the proposed TCDC-Net network
Step5: Get the proposed two-column network model TCDC-Net
Step6: Input the test frame into the trained network model TCDC-Net
Step7: Output the crowd congestion label Y

3.4 Learning Crowd Congestion Scene Recognition Model Based on
Two-Column Dilated Convolution Network

Learning crowd congestion scene recognition model is iterative optimization pro-
cess, where gradient descent method is employed. It is shown in Algorithm 2.
In optimization process, the object function is cross entropy loss function. It is
shown in Eq. (5).

L(y, o) = − 1
N

N∑

i=1

(yi log(oi) + (1 − yi)log(1 − oi)) (5)

Where, yi ∈ y, i = 1, 2, ..., N is the ground truth label and oi ∈ o, i = 1, ..., N is
the predicted likelihood value. N is the number of training samples.

4 Experiment

This section introduces the implementation of experiment. It includes dataset
and metrics, experimental results and analysis.
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Algorithm 2. TCDC-Net Training Algorithm
Input: Input training set trainXrgb, trainXmotion, trainY , iterations number iter =

c, batch size bs,
Output: Crowd congestion recognition model W

Initialize very deep convolutional layers parameters W
(0)
vgg = Wvgg by VGG16 model;

and full connection layers weight paramters W
(0)
f = random() by random, batch size

bs
while i<iter do

l = 0
for j=1:bs do

fvgg
motion = V GG(trainXmotion(j),W

(i)
motion−vgg)

fDilated
rgb = DilatedConv(fvgg

rgb )

fvgg
rgb = V GG16(trainXrgb(j),W

(i)
rgb−vgg)

fDilated
motion = DilatedConv(fvgg

motion)

outputf = fcl([fDilated
rgb , fDilated

motion ],W
(i)
f )

y
′
= sigmoid(outputf )

l(j+1) = L(yT , y)
end for
delt(i) = SGD(l(j),W

(i)
f ,W

(i)
rgb−vgg,W

(i)
motion−vgg)

W
(i+1)
rgb−vgg ← Update(delt(i),W

(i)
rgb−vgg)

W
(i+1)
motion−vgg ← Update(delt(i),W

(i)
motion−vgg)

W
(i+1)
f ← Update(delt(i),W

(i)
f )

end while
W = [W

(i+1)
rgb−vgg,W

(i+1)
motion−vgg,W

(i+1)
f ]

return W

4.1 Dataset and Metrics

To evaluate the proposed method, two crowd datasets are selected to test pro-
posed method, which are CUHK Crowd dataset [1] and Normal-abnormal Crowd
dataset. The Normal-abnormal Crowd dataset is constructed by collecting 300
crowd videos, where there are 120 normal crowd videos and 80 abnormal crowd
videos. In the Normal-abnormal Crowd dataset, the most frames video has 800
frames and the lest frames video has 230 frames. Meanwhile, these videos are
splitted by every 48 frames. At final, these videos are splitted into 5836 simples.
In this paper, 70% samples are selected as training dataset and 30% samples
are selected as test dataset. The details information of the two dataset is shown
in Table 1. The crowd types of each clips is distinguished and two widely used
metrics, mean Area Under ROC Curve (AUC) [1] and Mean Accuracy [20] are
used to evaluate performance of methods.

4.2 Training Details

In the training process, there are two parameters are able to influence the perfor-
mance of trained model, which are iterations number and batch size of network
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Table 1. The crowd types video dataset

Dataset CUHK crowd dataset Normal-abnormal crowd dataset

Videos number 320 300

Samples image 4997 5836

Scenes City City and station

Indoor/Outdoor Outdoor and indoor Outdoor and indoor

input. In order to more objective comparison, the iterations numbers of all deep
learning based algorithms are set as 1000. Meanwhile, the batch sizes of net-
work inputs are set as 16. To improve the training efficiency of the proposed
two-stream model, the exponential attenuation method is used to achieve the
decayed learning rate dlr, which is updated by every iteration.

dlr = lr • dr
gs/ds (6)

where, lr is the initial learning rate and set as 0.8.dr is decay rate and set as
0.99. gs is the number of current iterating rounds. ds is decay steps ds = bN

bS .
bN is the number of batch and bS is the batch size.

4.3 Comparison Results

There are three methods are selected as the comparison methods, that include
three deep learning based method and three low-level features based method. The
experimental results of two datasets are shown in Tables 2 and 3 respectively.

It can be observed that the accuracy value of the proposed TCDC-Net
method is higher than accuracy values of other methods from the Table 3. The
reasons are that the proposed TCDC-Net method utilized the very deep convo-
lution layers based on VGG16 architecture, which can extract more abstracted
image feature, meanwhile, the two columns architecture including the static
image channel and the motion map channel are employed. The two columns
architecture can extract motion information and scene information. And the
dilated convolution layers are added after VGG16 convolution layers to resist
multi-scale.

From Tables 2 and 3, it can be observed that the experimental results of
deep learning based method are supor than the experimental results of STL
method. The MCNN method is multi-columns convolution neural network, but
there is only one channel which is the static channel e.g. RGB image to be used
in the method for dynamic crowd scenes. It is not enough power to represent
the crowd motion characteristics. In our works, the motion channel is used,
which can represent the motion of crowd scene. The parts of experimental results
are shown in Fig. 3. There are six different scens. It can be observed that the
proposed method is able to recognition the most congestion scene. These scene
are about traffice scenes including station scenes, road scenes and car scenes.
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Table 2. The experimental results on normal-abnormal dataset

Method Accuracy AUC

CSRNet C [4] 0.501 0.5

TCDC-Net (proposed) 0.7305 0.5

STL [18] 0.5623 0.5241

MCNN [17] 0.6752 0.5

Table 3. The experimental result on UCHK Crowd dataset

Method Accuracy AUC

CSRNet C [4] 0.5724 0.5

TCDC-Net (proposed) 0.7325 0.568

STL [18] 0.470476 0.4625

MCNN [17] 0.6552 0.5

Fig. 3. The recognition results of congestion by proposed TCDC-Net method and the
ground truth.

5 Conclusion

To solve traffic crowd congestion scene recognition, the dilated convolution and
VGG16 network are combined to construct the traffic crowd congested scene
recognition method is proposed. To solve the method, the experiment is imple-
mented on two datasets. The experimental results demonstrate that the perfor-
mance of proposed method is effective. In future work, the semantic objects of
crowd scene are considered for traffic crowd congestion scene recognition.
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Abstract. As the scales of cluster systems increase, failures become nor-
mal and have made reliability management be a major concern for system
administrators. Failure prediction is a proactive measure through mining
failure patterns and predicting when the systems will fail. In general, it
is helpful to improve the accuracy of failure prediction by mining true
failure patterns. And currently, the statistical and data mining driven
methods are often used for mining failure patterns. However, since the
overwhelming volumes and complicated interleaving of logs, the efficient
and accurate failure pattern detection and automated failure prediction
are still challenging.

In this paper, we utilize the FP-Growth algorithm based on Spark
(Spark-FPGrowth) to mine the correlations among different events,
which can obtain the long-tail frequent event sequences effectively. Since
the preprocessed event transactions are not suitable for using frequent
pattern mining algorithms, we propose an adaptive sliding window divi-
sion method based on event density with/without overlapping to con-
struct event sequence transactions. At last, we analyze the log charac-
teristics and predict failures for three large-scale production systems, and
the evaluation results show that the average accuracy rates have higher
accuracy and efficiency in CMRI-Hadoop, LANL-HPC and Bluegene/L
logs respectively.
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1 Introduction

Large cluster systems have become the common platforms for both high per-
formance computing and cloud computing. As the scales of cluster systems
increases, failures become normal [1] and it makes reliability be a major con-
cern [2]. Once failures occur in such distributed environment, they may spread
rapidly and widely, and affect the related components for the complicated inter-
dependencies between components [3]. It makes troubleshooting and manage-
ment more difficult and time-consuming for administrators, so proactive fault
management technique is essential.

Failure prediction is a proactive measure for preventing disastrous failures
and minimizing system crash, which catches signs of system failures and spec-
ulates when a failure is going to happen [3,4]. Based on data type, there are
two failure prediction methods: metric-based method and log-based method [5].
Since logs record the important information of failures, and they are the first
place for system administrators checking, so log-based method is more suitable
for failure prediction in large-scale systems [6]. Currently, there are some exist-
ing works [2–4,7–9] for automated failure prediction by analyzing logs, which
using statistical or data mining methods. For instance, some works proposed
Apriori-like algorithms, such as, LogMaster [7]. And P. Gujrati [8] proposed
a meta-learning failure predictor without providing details or rare events. Yan
et al. [10] mined some frequent closed subsequences only, which cannot consider
the entire logs. Since the overwhelming volumes, wide variations in formats, and
complicated interleaving relationship, it is still a great challenge for efficient rule
mining and accurate failure prediction. Especially, as the log size increases, the
efficiency of rule mining algorithms may be very low.

In order to improve the efficiency of frequent sequence mining for large-scale
logs, we utilize the frequent pattern mining algorithm based on Spark (Spark-
FPGrowth) for mining correlations among different events. On the basis of event
correlations, we further mine the correlations between failure signs and failure
events, which are used for predicting system failures. Since the preprocessed
event transactions are not suitable for using frequent pattern mining algorithms,
we design an adaptive sliding window division method based on event density
with/without overlapping, which is used to generate event sequence transactions.
Meanwhile, to obtain the long-tail frequent event sequences and get a higher
recall rate, we also set a low threshold min sup. At last, we analyze the char-
acteristics and predict system failures for three production large-scale systems,
a production Hadoop-based cloud computing system at Research Institution of
China Mobile, and a production HPC cluster system at Los Alamos National
Lab (LANL), Bluegene/L systems respectively. And the average accuracy rates
are 78.18%, 64.63% and 67.29%, respectively.

The rest of this paper is organized as follows. Section 2 explains the termi-
nologies. Section 3 presents the methodology and design. Experiment results and
evaluations on the large-scale cluster logs are summarized in Sect. 4. In Sect. 5,
we describe the related work. We draw a conclusion in Sect. 6.
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2 Terminology

In this section, we first define some notations that are listed as follows:

Fig. 1. The overview of failure prediction framework.

e: The event that defined in LogMaster [7], which is represented by eventID
in the form of natural number. Here, eventID is described by 2-tuples (sever-
ity degree, event type). severity degree indicates the priority or importance of
events, which includes: Info, Warning, Error, Failure, Fatal, etc., event type indi-
cates the type of events, which includes: Hardware, System, Filesystem, Network,
and so on.

Trans(e): The event transactions is composed of multiple events and times-
tamps of events, and it is expressed as Trans(e) = (ti, ei)(1 ≤ i ≤ n), here, ti is
the timestamp of event ei.

es: An event sequence es =< e1, e2, ..., en > is an ordered sequence of different
log events in chronological order, here, ei(1 ≤ i ≤ n) is the event element in es,
and event ei−1 occurs before ei. In this paper, es is a sequence of eventIDs.

Trans(es): The event sequence transactions with time constraints, which is
composed of multiple esj(1 ≤ j ≤ m) in different periods, and it is expressed as
Trans(es) = (tj , esj)(1 ≤ j ≤ m), here, tj is the initial time of event sequence
esj .

sup(esj): The support count of event sequence esj , which is the occurrence
frequency of esj in event sequence transactions Trans(es).

sup rate(esj): The support rate of event sequence esj , which is the propor-
tion of the support count sup(esj) in the total number of event sequences in
Trans(es).

fes: The frequent event sequence in Trans(es). Here, given a positive integer
min sup that represents the minimum support count threshold, if Sup(esj) ≥
min sup, we consider the event sequence esj is a frequent event sequence fes in
Trans(es).
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fesmin: The minimal frequent event sequence, which is the event sequences
that are generated by compressing the adjacent events in a event sequence, for
example, the minimal frequent event sequence of (a, a, a, b, e, f) is (a, b, e, f).

fessimi: The similar frequent event sequence, if two or more frequent event
sequences have the same fesmin, we think these frequent event sequences are
similar and call them as similar frequent event sequence fessimi. For example,
(a, a, a, b, e, f) and (a, a, b, b, e, f, f) are consider as the similar frequent event
sequences of (a, b, e, f).

L(fes): The frequent event sequences library, which is a set of fes.
R(fes): Let A and B are the subsequences of a fes, the frequent event

sequence rule R(fes) is an implication like A ⇒ B (A ∈ L(fes), B ∈ L(fes)),
and A is the antecedent, B is the consequent.

Sup(A ⇒ B): The support of rule A ⇒ B, which is the occurrence frequency
of A ⇒ B.

Conf(A ⇒ B): The confidence of rules A ⇒ B.
Lift(A ⇒ B): The lift of rules A ⇒ B.
FR(fes): If A ⇒ B is a frequent event sequence rule R(fes), and the con-

sequent of this R(fes) is a failure event (whose severity degree is “Failure” or
“Fatal”), when Sup(A ⇒ B) >= min sup and Conf(A ⇒ B) >= min conf
and Lift(A ⇒ B) > 1, we call this rule as a failure rule FR(fes).

L(fr): The failure rules library, which is a set of FR(fes).

3 Methodology

3.1 Failure Prediction Framework

The failure prediction framework includes two major phases: Offline batch train-
ing and Online failure prediction. As shown in Fig. 1, in the offline training phase,
the failure prediction framework analyzes the whole batch logs to generate failure
rules. Specifically, it first leverages LogMaster [7] to execute logs preprocessing
and construct event transactions, then builds event sequence transactions by
dividing sliding windows, and mines frequent event sequences from the event
sequence transactions, at last, generates the failure rules and builds the fail-
ure rules library for online failure prediction. In the online failure prediction
phase, the failure prediction framework also leverages the similar preprocessing
method for realtime log streams, then uses the failure rules library to predict
system failures. If there is a failure forecast in a prediction valid duration, the
failure prediction framework will give an alert.

3.2 Construct Event Transactions

In previous LogMaster, the system log messages with multiple fields are parsed
into the nine-tuples (timestamp, logID, nodeID, eventID, severity degree,
event type, application name, processID, userID) [7], and filtered by removing
the repeated logIDs and periodic logIDs. Then LogMaster utilizes the improved
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Apriori algorithms to discover the association rules between LogIDs, and the
recall rate of prediction is relatively low. In experiments, we also mine the fre-
quent sequences of LogIDs by using the frequent pattern mining algorithms, and
we find that the frequent sequences of LogIDs with low support count account
for a large proportion, which indicates that many LogIDs sequences appear occa-
sionally. Originally, the LogID is composed by NodeID and EventID, that is,
the same event on different nodes will be assigned as different LogID, even if
they occur in the same period. In addition, since there are different and change-
able node topologies in different applications, the correlations of LogIDs also
change with the changes of node topologies, so it is hard to find the particularly
strong correlations between different LogIDs.

Different from discovering the association rules between LogIDs in LogMas-
ter [7], we decide to build the event transactions Trans(e) through eventIDs.
And the reason is that, eventIDs abstracts the event types and the events’
priority, and the correlations between events are also universal.

3.3 Construct Event Sequence Transactions

Before mining frequent event sequences, we first need to divide the event windows
for cluster logs. Generally, there are two types of sliding windows: 1) time based
sliding window, that is, when setting sliding window size as a time interval
Tsliding, the sliding window is [Tstart, Tstart + Tsliding] (here, Tstart is the start
timestamp); 2) event density based sliding window, that is, a certain number of
events are saving in this sliding window. In this section, we combine these two
sliding windows for log data division.

Adaptive Sliding Window Division Based on Event Density. In this
section, we define event density, which is the number of events in a unit sliding
window in log data streams. In order to check event density, we assume that the
size of unit window is 60 min, and then sequentially store the events in sliding
window [Tstart, Tstart + 60 min], calculate the event numbers in each sliding
window. For example, through the histogram statistics information in Fig. 5, we
find that the number of events in unit sliding window is almost 0–10 for three
used cluster logs. In addition, we also find that there may be a great amount of
burst events in a short period.

In order to construct event sequence transactions, we try to divide the event
windows based on event density. Although A. Gainaru [2] has proposed the
dynamic time window division method by time interval between the same event
type, but this method may cause large sliding window, when the time inter-
val between a certain event type is large. And the large sliding window will
bring about greater complexity of association knowledge mining and decrease of
mining efficiency. So we propose an adaptive sliding window division based on
event density, that is, the size of sliding window can be changed automatically
according to the event density in log streams. The basic idea of this division
algorithm is: making the events in the sliding window [Tstart, Tstart + Tsliding]
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Fig. 2. The adaptive sliding window with overlapping (0 < TWoverlap <= Tslidingi).

Fig. 3. The adaptive sliding window without overlapping (TWoverlap = 0).

as the event sequences, and counting the events number in the sliding window;
if the events number in the sliding window is greater than the defined thresh-
old max Countsw, the event sequence just contains the previous max Countsw
events, and the later events are placed in the next sliding window.

Adaptive Sliding Window Division Based on Event Density With-
/without Overlapping. Due to artificial dividing operations, some events
that occur almost simultaneously may be divided into two sliding windows. In
order to prevent this case, we design the overlapping windows based on adaptive
density-based sliding window. Specifically, we define Tendi(= Tstarti + Tslidingi,
1 <= i <= n) as the end timestamp of i-th sliding window, TWoverlap as the
size of overlapping window, here, 0 <= TWoverlap <= Tslidingi.

The adaptive sliding window with overlapping is shown in Fig. 2, and the
adaptive sliding window without overlapping is shown in Fig. 3. And Algorithm 1
describes the process of adaptive sliding window division based on event density
with/without overlapping. This algorithm includes three steps: first, construct
the first event sequence; second, move the sliding window backward according
to TWoverlap; second, according to step 2 until the sliding time window moves
to the last event of Trans(e).

3.4 Frequent Event Sequences Mining

Association rule mining [7,11] has often been proposed to discover certain inter-
esting correlation relationships between the events of cluster logs. Indeed, fre-
quent itemsets mining is an effective step in the process of association rule
mining, such as, some well-known conventional algorithms (Apriori [12], FP-
Growth [13] and Prefixspan [14], etc.) working on a single computer, have shown
good performance in dealing with small amount of data. Nevertheless, conven-
tional approaches come across significant challenges when computing power and
memory space are limited in big data era. So some practices and attempts have
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Algorithm 1. Adaptive sliding window division based on event density with-
/without overlapping
Input:

The event transactions Trans(e)
The size of sliding window Tsliding

The size of Overlapping window TWoverlap

The threshold of event count in sliding window max Countsw
Output:

Event Sequence Transactions Trans(es)
1: (1) Construct the first event sequence:
2: Gets the timestamp of the first event in Trans(e), which is record as Tstart1;
3: Divide the first sliding window SW1: Tend1 = Tstart1 + Tsliding;
4: Count the number of events in SW1: Countsw1 ;
5: if Countsw1 <= max Countsw then
6: Generate the first event sequence ES1, which is composed of all events in SW1;
7: else
8: if Countsw1 > max Countsw then
9: Generate the first event sequence ES1, which is composed of top max Countsw

events in SW1;
10: Update Tend1= the timestamp of max Countsw-th event;
11: end if
12: end if
13: (2) Move sliding windows backward according to TWoverlap:
14: if TWoverlap=0 then
15: Determines Tstart2 of the next sliding window SW2: Tstart2=the timestamp of

the next event after Tend1

16: Construct the event sequence according to step 1;
17: else
18: if 0 < TWoverlap < Tsliding then
19: Determines the start time of the next sliding window SW2: Tstart2=Tend1-

TWoverlap;
20: Construct the event sequence according to step 1;
21: end if
22: end if
23: (3) Move the time window backward according to step 2, until the sliding time

window moves to the last event of Trans(e).

been made to mine frequent itemsets from massive data by using parallel comput-
ing technologies. For example, some researches apply message passing interface
(MPI) [15], MapReduce [16] and Spark [17] to mine frequent itemsets.

In this section, we utilize the FP-Growth algorithm based on Spark.mllib to
mine frequent event sequences. The FP-Growth algorithm is described in the
paper [13], and it mines frequent patterns without candidate generation, where
FP stands for a frequent pattern. The FP-Growth algorithm mines the frequent
itemsets by using a divide-and-conquer strategy and has two phases: 1) Construc-
tion of the FP-Tree, that is, it compresses the database representing frequent
itemsets into a frequent pattern tree (FP-Tree), which retains the itemset asso-
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ciation information as well; 2) Discovery of frequent patterns in the FP-Tree,
specifically, the step is to divide a compressed database into a set of conditional
databases (a special kind of projected database), and each associated with one
frequent item; and then mine each such database separately [18].

The FP-Growth algorithm based on Spark.mllib is a parallel FP-Growth
(PFP) [19], and PFP distributes the work of growing FP-trees based on the size of
transactions, and is more scalable than a single-machine implementation. When
executing this algorithm, there are two predefined parameters: min sup rate
and num partitions. min sup rate is the minimum support rate for an event
sequence to be identified as frequent, for example, if an event sequence esj
appears 3 out of 5 transactions, it has a support rate sup rate(esj) of 3/5 =
0.6 according to the Formula (1). And num partitions is the number of parti-
tions used to distribute the work.

sup rate(esj) =
sup(esj)

# of event sequences in Trans(es)
(1)

Moreover, the support threshold value min sup rate plays an important role
in FP-Growth. The larger the min sup rate is, the fewer result patterns are
returned, and it also consumes the lower cost of computation and storage. Usu-
ally, for a large scale transactions, min sup rate has to be set large enough,
otherwise the FP-Tree would overflow the storage. For our mining tasks, we typ-
ically set min sup rate to be very low to obtain the long-tail event sequences,
even though this low setting may require unacceptable computational time [19].
Afterwards, we will get the frequent event sequences library L(fes).

3.5 Building Failure Rules Library

In this section, we extract the failure rules FR(fes) from the frequent event
sequences library L(fes), because failure rules record a series of events that lead
to system failures, which can be used to understand the failure behaviors and
predict failures. Here, we call the series of events that lead to failures in FR(fes)
as failure signs. And the failure rules are actually the association rules between
failure signs and failures.

Faced with the mined numerous failure rules, we also need to measure which
failure rules are more valuable. The support, confidence and lift are the commonly
used objective measurements of association rules’ interestingness [20].

If A ⇒ B is a frequent event sequence and B is a failure event, the support
Sup(A ⇒ B) denotes the probability that A and B appears simultaneously,
which indicates the practicality of failure rules, and is calculated according to
the Formula (2).

The confidence Conf(A ⇒ B) denotes the conditional probability of the con-
sequent actually occurring after the antecedent events occurred, which indicates
whether useful association rules can be derived from the discovered patterns,
and is calculated according to the Formula (3).

The lift represents the degree to which one event or event sequence occur-
rence predicts another event or event sequence occurrence, and using lift can
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Algorithm 2. Failure rules extraction
Input:

Frequent Event sequences Library L(fes)
Output:

Failure Rules Library L(fr)
1: Find the antecedent Ai and consequent Bj in L(fes), here, the consequent Bj is a

meta event and a failure event;
2: for each Ai and consequent Bj do
3: Generate the minimal frequent event sequence Ai min:

Delete the adjacent same event ID in Ai and leave just one event ID;
4: Find similar frequent event sequences Ai simi of Ai according to Ai min;
5: Calculate the support count of Ai, which is the number of Ai simi in L(fes):

Sup(Ai) = Sup(Ai simi)
6: Calculate the support count of Ai ⇒ Bj in L(fes):

Sup(Ai ⇒ Bj) = Sup(Ai simi ⇒ Bj)
7: Calculate the confidence of Conf(Ai ⇒ Bj):

Conf(Ai ⇒ Bj) =
Sup(Ai⇒Bj)

Sup(Ai)

8: Calculate the Sup(Bj), the total number CountL(fes) and the lift of Lift(Ai ⇒
Bj):

Lift(Ai ⇒ Bj) =
Conf(Ai⇒Bj)

Sup(Bj)
CountL(fes)

9: if Sup(Ai ⇒ Bj) > min sup & Conf(Ai ⇒ Bj) >= min conf & Lift(Ai ⇒
Bj) > 1 then

10: the fes Ai ⇒ Bj is a failure rule, and save it into L(fr).
11: end if
12: end for

help to filter out some unpleasant association rules. The lift Lift(A ⇒ B) is cal-
culated according to the Formula (4). Here, p(A), p(B) represents the occurrence
probability of the event sequence A or B in L(fes), P (A ∪ B) represents the
occurrence probability of B occurs at least once in a period after event sequence
A occurs.

Sup(A ⇒ B) = Sup(A ∪ B) (2)

Conf(A ⇒ B) =
Sup(A ∪ B)
Sup(A)

) (3)

Lift(A ⇒ B) =
P (A ∪ B)
P (A)P (B)

=
Conf(A ⇒ B)

Sup(B)
CountL(fes)

(4)

In addition, we define the fes A ⇒ B as the failure rule, when Sup(A ⇒
B) > min sup and Conf(A ⇒ B) >= min conf and Lift(A ⇒ B) > 1.
And Algorithm 2 describes the detailed process of extracting failure rules from
frequent event sequences library.
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3.6 Online Failure Prediction

In this section, we use the failure rules to predict system failures, and the process
of prediction system is shown in Fig. 4.

For each prediction, there are three important timing points: predicting point,
predicted point, and expiration point, ch13LogMaster. The prediction system
begins predicting events at the timing of the predicting point. The predicted
point is the occurrence timing of the predicted event. The expiration point refers
to the expiration time of a prediction, which means this prediction is not valid
if the actual occurrence timing of the event passed the expiration point [7].

In addition, there are two important derived properties for each prediction:
prediction time, and prediction valid duration. The prediction time is the time
difference between the predicting point and the predicted point, which is the
time span left for system administrators to respond with the possible upcoming
failures. The prediction valid duration is the time difference between the pre-
dicting point and the expiration point [7]. We analyze the events occur in the
prediction time window to produce the failure prediction.

Predicting
point

Predicted
point

Expiration
point

Offline mining time for
generating failure rules

FailureRule(fes1),Probability
FailureRule(fes2),Probability
FailureRule(fes3),Probability

Failure rules Library

Prediction time

Prediction Valid duration

Realtime Log Streams 
Rules match

Fig. 4. The time relations in our event correlation mining and failure prediction sys-
tems.

However, in the process of real-time failure prediction, the prediction frame-
work selects the failure rule with the greatest confidence from failure rule library,
and update the failure rules library periodically simultaneously. First, we need
set an update period; second, we use the previous frequent pattern mining algo-
rithm to dig out the frequent patterns and failure rules, and then update the
support, conf and lift of failure rules library by using the support counts of new
frequent patterns and failure rules.

4 Experiments and Evaluations

4.1 Experiment Settings

In the experiments, we use our approach to analyze three real cluster logs gen-
erated by a production Hadoop system (not publicly available), a HPC system
in Los Alamos National Lab (LANL) and a BlueGene/L system.
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The experiment platform is a Spark cluster (consists of 1 master and 5
slaves) deployed upon the Hadoop Yarn framework, which have 32 GB memory
per server and use Intel(R) Xeon(R) CPU E5645@2.40 GHz as the processer.
Specifically, we set spark configuration parameters as spark.executor.core = 24,
spark.executor.memory = 32G, spark.driver.maxResultSize = 20G.

We also use the holdout method to divide the system log into two parts: the
previous part (about 2/3) is used for offline training and the latter part (about
1/3) is used for prediction and evaluations. Table 1 gives the summary of these
cluster logs.

Table 1. The summary of cluster logs

CMRI-Hadoop LANL-HPC BlueGene/L

Days 67 1005 215

Start date 2008-10-26 2003-07-31 2005-06-03

End date 2008-12-31 2006-04-40 2006-01-03

Log size 130MB 31.5MB 118MB

# of Raw records 977858 433490 4399503

# of Events 26538 132650 422554

# of Event ID 402 36 74

# of Training Set 18090 90808 284255

# of Test Set 8257 42879 138299

4.2 Log Characteristics Analysis

Different logs have different distribution characteristics, and these distribution
characteristics have a certain impact on our follow-up experiments. In order to
guide the window division and frequent event sequences mining experiments, we
analyze two characteristics of these cluster logs: 1) the event density distribution,
and 2) the time interval distribution between adjacent events.

Event Density Distribution. In order to describe the range of event density
easily, we define R density[xi, xj ] according to Formula (5):

R density[xi, xj ] =
# of event density is [xi, xj ]
# of all unit sliding windows

(xi >= 0 and xi < xj)
(5)

We plotted the event density distribution histograms of the three logs, which
are shown in Figs. 5a, b and c. From the figures we see that, the number of events
in a unit sliding window is almost 0–10 for three cluster logs. However, there
may be a great amount of burst events in a short period and it results in burst
windows. For example, the R density[100,∞] of CMRI-Hadoop, LANL-HPC
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and Bluegene/L logs respectively are 2.0%, 5.7% and 17.6%. More specifically,
we find that the frequency of CMRI-Hadoop logs’ event density which exceeds
500 is 2, such as, the number of events is 1464 in the time window after 2008-11-
12 07:07:39, and the number of events is 814 in the time window after 2008-12-09
18:10:26. The frequency of LANL-HPC logs’ event density which exceeds 500 is
39, such as, the number of events is 1352 in the time window after 2004-03-18
21:03:00, and the number of events is 1322 in the time window after 2004-11-18
21:11:00. The frequency of Bluegene/L logs’ event density which exceeds 500 is
101, such as, the number of events is 55297 in the time window after 2005-06-14
10:10:32, and the number of events is 22640 in the time window after 2005-09-20
17:55:01.

(a) (b) (c)

Fig. 5. The event density distribution histogram of (a) CMRI-Hadoop, (b) LANL-HPC
and (c) Bluegene/L logs.

Without considering the burst windows, we find that the R density[0, 20] of
LANL-HPC and Bluegene/L logs are 85.1% and 70.1%, the R density[0, 40] of
CMRI-Hadoop logs is 86.4%, and the ratio of each event density in the above
range is greater than 5%. Meanwhile, the ratio of other event densities is rela-
tively low.

Time Interval Distribution Between Adjacent Events. In order to deter-
mine the size of the overlapping window, we also analyzed the distribution of time
interval between adjacent events. So we define R interval[xi, xj) to describe the
ratio of time interval between adjacent events, which is expressed in Formula (6)
and (7).

R interval[0] =
# of adjacent interval is 0

# of Training Set
(6)

R interval[xi, xj) =
# of adjacent interval is [xi, xj)
# of adjacent interval is not 0

(xi > 0 and xi <= xj)
(7)

First, we calculated the R interval[0] of the three logs, the R interval[0] of
CMRI-Hadoop, LANL-HPC and Bluegene/L are respectively 28.13%, 81.17%,
88.18%. We see that the latter two logs record a lot of simultaneous events.

Then we analyzed the ratio of non-zero adjacent time intervals, which are
shown in Figs. 6a, b and c. For example, the R interval(0, 1 min) of CMRI-
Hadoop and Bluegene/L logs are 52.3% and 88.8%. The time interval distribution
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of LANL-HPC logs shows a leaping-type distribution, the R interval(0, 1 min)
is 75.2%, and the remaining adjacent intervals are distributed in the range of
[49 min, 61 min) and [119 min, 206103 min).

(a) (b) (c)

Fig. 6. The ratio of non-zero adjacent time intervals in (a) CMRI-Hadoop, (b) LANL-
HPC and (c) Bluegene/L logs.

4.3 Event Sequence Transactions

In this section, we use adaptive sliding window division based on event den-
sity to construct the event sequence transactions for each cluster log. In our
experiments, there are two parameters max Countsw and TWoverlap needed to
determine.

According to the ratio of event densities which are shown in Sect. 4.2, we
set the max Countsw as 20 for LANL-HPC and Bluegene/L logs, and set the
max Countsw as 40 for CMRI-Hadoop logs, which are shown in Table 2.

After setting the parameter max Countsw, we set different TWoverlap for
these three logs. Based on the above observations in time interval distributions,
we could set the range of overlapping window size as (0, 20 s, 40 s, 1 min) for
LANL-HPC and Bluegene/L logs, and the range of overlapping window size as
(0, 1 min, 5 min, 10 min) for CMRI-Hadoop logs. Table 2 illustrates the num-
ber of event sequences (that is, the number of sliding windows) for three logs.
From Table 2 we see that, because events are unevenly distributed in logs, as the
overlapping windows become larger, there is no obvious trend for the number of
divided sliding windows. Here, we tend to choose the parameter TWoverlap as
1 min for subsequent analysis, it can prevent multiple events that occur almost
simultaneously to be divided into different sliding windows, and ensure the num-
ber of window events not be too much.
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Table 2. The number of event sequences in event sequences transaction with different
overlapping windows.

CMRI-Hadoop max Countsw 40

TWoverlap 0min 1min 5min 10min

number 939 970 948 941

LANL-HPC max Countsw 20

TWoverlap 0 s 20 s 40 s 1min

number 7118 7118 7118 7749

BlueGene/L max Countsw 20

TWoverlap 0 s 20 s 40 s 1min

number 12960 12960 12960 12870

4.4 Rules Mining Results

Although a low min sup rate will result in inefficient FP-Trees or huge storage
overheads, but in order to obtain the long-tail frequent event sequences and
ensure the recall rate, we still decide to set min sup rate = 2.

In the experiment, we utilize the FP-Growth algorithm based on Spark
(Spark-FPGrowgh) to mine the frequent event sequences, and the mining results
are shown in Table 3. In addition, we also analyze and evaluate the execu-
tion efficiency of different mining algorithms, by using the average mining time
MineT imeavg in Formula 8. By comparing with other algorithms Apriori-LIS [7]
and Apriori-semiLIS [7], we see that the efficiency of Spark-FPGrowgh is higher
than others from Table 3.

MineT imeavg =
MineT imeall

Numfes
(8)

However, we find that the mined fes of CMRI-Hadoop are significantly more
than that of other two logs: the Numfes of CMRI-Hadoop is 5244915, and the
Numfes of LANL-HPC, Bluegene/L are respectively 4884, 2965. The reason is
that we perform the mining algorithms on the basis of eventID, and the number
of eventID that after pre-processing in LANL-HPC and Bluegene/L logs are few.
From the number of failure rules NumFR(fes), we also see that the NumFR(fes)

of CMRI-Hadoop mined by Spark-FPGrowth is obviously more than the failure
rules mined by other two methods.

4.5 Evaluation of Failure Predication

On the basis of failure rules obtained, we predict the failures in the latter 1/3 part
of these three logs. We evaluate the effectiveness of failure prediction through
three indicators: Precision, Recall and Accuracy [21]. Precision indicates the
exactness of the prediction, and Recall indicates the completeness. Furthermore,
the higher the Precision is, the lower the false alarm rate is; and the higher
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Table 3. The average mining time comparison with different mining algorithms.

Log Type CMRI-Hadoop LANL-HPC Bluegene/L

Spark-FPGrowth
(min sup= 2)

MineT imeavg 20.41 ms 0.11 ms 0.03 ms

Numfes 5244915 5988 2965

NumFR(fes) 271064 170 748

Apriori-LIS
(min sup= 5)

MineT imeavg 213.34 ms 313.34 ms 285.27 ms

Numfes 2413 4726 1492

NumFR(fes) 463 123 655

Apriori-semiLIS
(min sup= 5)

MineT imeavg 55.23 ms 75.23 ms 63.58 ms

Numfes 1520 3990 1158

NumFR(fes) 390 117 633

the Recall is, the lower the false negative rate is. However, neither Precision
nor Recall alone can judge the goodness of failure prediction. So we introduce
Accuracy, the harmonic mean of Precision and Recall.

Precision =
# of successful detections

# of total alarms
(9)

Recall =
# of successful detections

# of total failures
(10)

Accuracy =
2 ∗ Precision ∗ Recall

Precision + Recall
(11)

In our experiments, we set the prediction valid duration as 60 min. The Pre-
cision, Recall and Accuracy of predicting failures in CMRI-Hadoop logs, LANL-
HPC logs and BlueGene/L logs are shown in Fig. 7. We notice that the average
accuracy rates of Spark-FPGrowth are 78.18%, 64.63% and 67.29% for CMRI-
Hadoop, LANL-HPC and Bluegene/L logs respectively, and the accuracy rates
are equivalent to the other two algorithms (Apriori-LIS and Apriori-semiLIS).
However, the spark-based frequent pattern mining algorithm Spark-FPGrowth
has higher efficiency.
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(a) (b) (c)

Fig. 7. The Precision, Recall and Accuracy comparison of three rules mining algorithms
in (a) CMRI-Hadoop, (b) LANL-HPC and (c) Bluegene/L logs.

5 Related Work

In the past decades, failure prediction has been proved as an effective method
to achieve proactive fault management. Based on the type of used data, the
failure prediction method can be divided into metric-based method and log-based
method, [5]. The metric-based method is using system performance metrics to
analyze system status or analyzing periodically system variables [22]. However,
the log-based method is more suitable in large-scale systems, which has been
proved in paper [6]. Of course, there are more recent works that combining these
two methods together [23], but they are used for fault diagnosis and root cause
analysis generally. This paper focuses on failure detection and prediction, which
generally utilizes the system logs, for these logs directly or indirectly record
important information of failures.

Based on the method that failure prediction used, various failure detection
and prediction methods have been proposed, by using both statistical and data
mining driven methods for analysing large system log files [2]. On one hand,
based on the statistical analysis approach, Liang et al. [24] investigated the
statistical characteristics of failure events, as well as the statistics about the cor-
relation between occurrence of non-fatal and fatal events; A. Gainaru et al. [25]
proposed a novel way of characterizing the normal and faulty behaviors of system
by using signal analysis, and implemented a filtering algorithm and short-term
fault prediction methodology based on the extracted models. Gujrati et al. [8]
presented a meta-learning method based on statistical analysis and standard
association rule algorithm, but it only focused on some specific failure pat-
terns and predicted one of them would happen without further information.
On the other hand, many methods are using data mining algorithms to extract
sequences of events that lead to failures. For example, LogMaster [7] proposed
an improved Apriori-LIS and Apriori-semiLIS algorithms to mine rules, which
can improve sequence mining efficiency; Zhou et al. [26] presented an online log
analysis algorithm Apriori-SO, and an online event prediction method that can
predict diversities of failure events with the great details. Z. Zheng et al. [27]
mined the relationships between fatal and non-fatal events, and predicted fail-
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ures that including location and lead time. A. Gainaru et al. [2] used a dynamic
window strategy to find the frequent sequences, by utilizing an Apriori-modified
algorithm. Y. Watanabe et al. [3] proposed an online failure prediction method
by real-time message pattern learning in cloud datacenter, which identifies the
relationship between the messages and failures.

Nevertheless, conventional data mining approaches have come across signif-
icant challenges when computing power and memory space are limited in big
data era. For example, due to scanning the database several times, the effi-
ciency of general association rule mining algorithms are always not high. So
some practices and attempts have been made to mine rules from massive data
by using parallel computing technologies, such as applying message passing inter-
face (MPI) [15], MapReduce [16] and Spark [17], and so on. However, in spite
of certain advantages in MPI’s iterative computation, the disadvantages are its
high communication loads, which due to data exchanges between different com-
puter nodes and the lacking of fault tolerance. And MapReduce framework is not
appropriate for iterative computation, because the repeated read/write opera-
tions to Hadoop distributed file system (HDFS) would lead to high I/O load
and time cost. Moreover, Spark is more suitable for processing iterative jobs for
it using resilient distributed datasets (RDDs). And it also offers an open-source
distributed machine learning library MLlib, which helps with efficient iterative
learning. In this paper, we use Spark FP-Growth algorithm to mine a large num-
ber of long tail rules between eventIDs quickly and efficiently, which helps to
improve the rules mining efficiency.

6 Conclusion and Future Works

In this paper, we utilize the frequent pattern mining algorithm based on Spark,
and mine the correlations among different events that generated by large-scale
cluster logs. On the basis of event correlations, we further mine the correla-
tions between failure signs and failure events, which are used for predicting
system failures. Since the preprocessed event transactions are not suitable for
using frequent pattern mining algorithms, we design an adaptive sliding window
division method based on event density with/without overlapping, to construct
event sequence transactions. Meanwhile, in order to obtain the long-tail frequent
event sequences and ensure a higher recall rate, we set a low min sup rate in
our frequent pattern mining algorithm. At last, we analyze the log characteristics
and predict the system failures for three large-scale production clusters, and the
average prediction accuracy are 78.18%, 64.63% and 67.29% in CMRI-Hadoop,
LANL-HPC and Bluegene/L logs, respectively.

Acknowledgment. This project is supported by the National Key Research and
Development Program of China under Grant No.2017YFB1001602. The authors appre-
ciate the valuable comments provided by the anonymous reviewers. Authors thank the
experimental platform provided by Center for Advanced Computer Systems, Institute
of Computing Technology, Chinese Academy of Science.



164 R. Ren et al.

References

1. Liang, Y.: Filtering failure logs for a Bluegene/l prototype. In: Proceedings of DSN
(2005)

2. Gainaru, A., Cappello, F., Fullop, J., Trausan-Matu, S., Kramer, W.: Adaptive
event prediction strategy with dynamic time window for large-scale HPC systems.
In: Managing Large-scale Systems via the Analysis of System Logs and the Appli-
cation of Machine Learning Techniques (SLAML) (2011)

3. Watanabe, Y., Otsuka, H., Sonoda, M., Kikuchi, S., Matsumoto, Y.: Online failure
prediction in cloud datacenters by real-time message pattern learning. In: Inter-
national Conference on Cloud Computing Technology and Science, pp. 504–511
(2012)
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Abstract. Federated learning is a new machine learning paradigm. The
goal is to build a machine learning model from the data sets distributed
on multiple devices–so-called an isolated data island–while keeping their
data secure and private. Most existing federated learning benchmarks
work manually splits commonly-used public datasets into partitions to
simulate real-world isolated data island scenarios. Still, this simulation
fails to capture real-world isolated data island’s intrinsic characteris-
tics. This paper presents a federated learning (FL) benchmark suite
named FLBench. FLBench contains three domains: medical, financial,
and AIoT. By configuring various domains, FLBench is qualified to eval-
uate federated learning systems and algorithms’ essential aspects, like
communication, scenario transformation, privacy-preserving, data dis-
tribution heterogeneity, and cooperation strategy. Hence, it becomes a
promising platform for developing novel federated learning algorithms.
Currently, FLBench is open-sourced and in fast-evolution. We package
it as an automated deployment tool. The benchmark suite is available
from https://www.benchcouncil.org/flbench.html.

1 Introduction

Google recently proposed the concept of Federated Learning (FL). The main idea
is to build a machine learning model from the data sets distributed on multiple
devices–so-called an isolated data island–while preventing data leakage [11,16,
24]. FL has become a hot research topic in both industry and academia [15,
18,39]. Unfortunately, most existing FL benchmarks work [2,20,25,29,36,38,
40] manually splits commonly-used public data sets into partitions to simulate
isolated data island scenarios [5]; however, they fail to capture the intrinsic

c© Springer Nature Singapore Pte Ltd. 2021
W. Gao et al. (Eds.): FICC 2020, CCIS 1385, pp. 166–176, 2021.
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characteristics of real-world scenarios. We call an isolated data island scenario a
scenario for abbreviation in the rest of this paper.

On the one hand, the statistical data characterization of simulated scenario,
which are manually split, are different from those of the real-world one. For
example, in centralized training, data can be assumed to be independent and
identically distributed (IID). this assumption is unlikely to hold in federated
learning settings. For example, Chandra et al. [32] use the MNIST and CIFAR-
10 datasets to simulate a scenario and assume that the datasets are random,
disjoint, and evenly distributed between clients. However, in the real-world sce-
nario, the medical image data will involve the magnetic field intensity issue. For
example, the magnetic field intensity at 1.5 T and the magnetic field intensity
at 3 T of the same image will show different lesions. The more details are shown
in Table 1 and Table 2.

Second, without considering the data characterstics, the FL algorithms devel-
oped based on the simulated scenario cannot be migrated to a real-world one.
For example, in an Alzheimer’s diagnosis scenario, it is a CT image–a 3d black
and white image, so the FL algorithms developed on the MNIST and CAFAR-10
data sets [40] are hard to migrate to an Alzheimer’s diagnosis.

We observe that there are several previous FL benchmarking researches.
Due to the massive gap between the simulated scenario and the real-world one,
FedML [8] and OARF [10] fail to achieve the goal some extent. FedML [8] focuses
on deploying the benchmark to distributed training, mobile device training, and
stand-alone simulation. However, the authors fail to justify their methodology
for choosing data sets and workloads. The common datasets (CIFAR-10, CINIC-
10) are partitioned for each participant with statistical methods. Hu et al. [10]
shows that the OARF benchmark suite is diverse in data size, distribution, fea-
ture distribution, and learning task complexity. Still, it focuses on benchmarking
systems instead of algorithms. In addition, Luo et al. [22] and Hsu et al. [9] pre-
sume independent and identical distribution, this data type is rare in real life.

Table 1. The Summary of the Latest FL Publications.

Venue Datasets Simulation approaches Isolated data
islanda

Task Consistent
or notb

real-world
scenarioc

ICLR [38] MNIST;
CIFAR-10;
Tiny-imagenet

Training: 80%; Testing: 20%; d No Image classification and loan status
prediction

No No

ICML [25] Adult dataset,
Cornell movie
dataset, Penn
TreeBank (PTB)
dataset, Fashion
MNIST

Adult data and Fashion MNISTe No Census income forecast, language modeling
and image classification

Yes Yes

ICLR [19] Public datasets
and Synthetic
datasete

− No Image classification, emotion analysis,
language modeling, vehicle prediction

No No

ICLR [20] MNIST MNIST balanced and MNIST un-balanced g No Image classification No No

a. Data exists in the form of isolated islands in real scenarios.
b. Whether the features of the simulated scenario are consistent with those of the real
one.
c. Whether it is used in the real scenario or migrated to the real scenario
d. Training: 80%; Testing: 20%; The training set is equally divided into 100 partici-
pants.
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Table 2. The Summary of the Latest FL Publications.

Venue Datasets Simulation approaches Isolated data
islanda

Task Consistent
or notb

real-world
scenarioc

ICLR [27] MNIST, Amazon Review, DomainNet,
Office-Caltech10

10 Titan-Xp GPU cluster and simulate the
federated system on a single machine

No Image classification, target recognition,
DomainNet, emotion analysis

Yes Yes

ICML [2] Fashion-MNIST, UCI Adult census dataset Fashion MNIST and UCI Adult census
dataseth

No Image classification and census income
forecast

No No

ICML [40] MNIST, CAFAR-10 Randomly divided into J batchesi No Image classification No No

ICML [29] CIFAR-10/100; FEMNIST; PersonaChat CIFAR and FEMNIST j No Image classification, dialogue prediction for
personality

No No

ICML [36] MNIST; CIFAR-10; shakespeare dataset One centralized node in the distributed
cluster is regarded as the data center, and
the other nodes are regarded as local
clients.k

No Image classification, language modeling Image clas-
sification:
No;
Language
modeling:
Yes

No

e. Adult data: divide the dataset into two domains with and without doctorates; Fash-
ion MNIST: We extract three categories of data subsets: T-shirts, pullovers, and shirts,
and then divide this subset into three areas, each containing a garment.
f. Public datasets: vehicle dataset; text data built from the complete works of William
Shakespeare; Omniglot; tweet data curated from Sentiment 140.
g. The former is balanced so that the number of samples on each device is the same,
while the latter is highly unbalanced. The number of samples between devices follows
the power law.
h. Fashion MNIST: a 3-layer convolution neural networks (CNN)-based an offline model
is used. UCI adult census dataset: uses fully connected neural networks. Set the number
of agents K to 10 and 100. When k = 10, all agents are selected in each iteration, while
when k = 100, one-tenth of agents are randomly selected in each iteration.
i. These datasets are randomly divided into J batches. Two partitioning strategies are of
interest: (a) uniform partitioning, in which each class in each batch has approximately
equal proportions and (b) miscellaneous new partitions with unbalanced batch size and
class proportions.
j. CIFAR: uses 50000 training data points and 10000 validated standard training/test
splits. The dataset is divided into 10000 (CIFAR-10) and 50000 (CIFAR-100) clients.
Each client has five (CIFAR-10) and one (CIFAR-100) data point from a single target
class. In each round, 1% of the clients participated, resulting in a total batch size
of 500 (100 clients of CIFAR-10 have 5 data points, and 500 clients of CIFAR-100
have 1 data point). Federated EMNIST(FEMNIST)62 classes(upper- and lower-case
lettersplus digits)which is formed by partitioning the EMNIST dataset such that each
client in FEMNIST contains characters written by a single person.
k. For the CIFAR-10 dataset, data enhancement (random clipping and flipping) is used,
and each image is normalized. We propose two data partitioning strategies to simulate
the joint learning scheme. Homogeneous partitioning: the proportion of each local client
is approximately equal in each class. Heterogeneous partitioning: the number of data
points and the proportion of classes are unbalanced. For Shakespeare’s dataset, we
treat each speaking role as a client, resulting in naturally heterogeneous partitions.
We preprocess the Shakespeare dataset by filtering out clients with less than 10k data
points and sampling a random subset of J = 66 clients. We allocate 80% of the data
for training and merge the rest into the global test set.

Therefore, this paper calls attention to building an FL benchmark suite to
provide various scenarios. We propose a benchmark framework with flexible
customization and configuration. Covering the three most concerning domains:
medical, financial, and AIoT, FLBench provides three scenario benchmarks [5]
for developing novel FL systems and algorithms as the real-world scenario is
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Table 3. Comparison with existing federated learning benchmarks.

Scenario
configuration

Given fixed
scenario

Customized
scenario

Medicine Finance AIoT Evaluation
metrics

Automated
deployment
tool

FedML [8] X
√

X X X
√

X
√

OARF [10] X X X X X X
√ √

IDFL [9] X X
√

X X
√ √ √

FVC [22] X X X X X
√

X
√

FLBench
√ √ √ √ √ √ √ √

unavailable for most of the researchers. Each scenario benchmark models the
critical paths of a real-world application scenario as a permutation of essential
modules [5]. Our suite can evaluate FL system and algorithms’ various aspects,
including communication, scenario transformation, privacy-preserving, data dis-
tribution heterogeneity, and cooperation strategy. Table 2 summarizes the criti-
cal differences between FLBench and existing FL libraries and benchmarks. Our
key contributions are:

1) We propose a configurable FL benchmark suite–FLBench, covering the three
most concerning domains: medical, financial, and AIoT. FLBench can be used
to evaluate FL systems and algorithms’ different aspects, including commu-
nication, scenario transformation, privacy-preserving, data distribution het-
erogeneity, and cooperation strategy.

2) FLBench provides various customized scenarios for developing novel FL algo-
rithms.

3) FLBench is packaged as an automated deployment tool and can be deployed
in mobile, distributed, and standalone manners.

2 Related Work

2.1 Federated Learning

Federated Learning is to build a machine learning model from the data sets dis-
tributed on multiple devices while preventing data leakage [11,16,24]. According
to data distribution characteristics, FL is mainly divided into horizontal federal
learning, vertical federal learning, and federal transfer learning [8,39]. FL bench-
marking should consider both systems and algorithms’ innovation and perfor-
mance, so we design a new benchmark suite by evaluating the performance of the
FL systems and algorithms from different perspectives. Specifically, we consider
the following aspects:

1) Communication. In the federated network, communication is a key bot-
tleneck. Also, due to the privacy problem of sending original data, the data
generated on each device must be kept local. A federated network may consist
of many devices, such as millions of smartphones. The speed of communica-
tion in the network may be many orders of magnitude slower than local
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computing. To match the model with the data generated by the devices in
the federated network, it is necessary to develop a communication-efficient
method to send small messages or model updates iteratively as a part of the
training process [3,11].

2) Scenario Transformation. Federated learning systems are significantly dif-
ferent from the traditional distributed environment. The main idea of scenario
transformation is to transfer a local machine learning model to federated
learning settings. Scenario transformation enables people to explore statisti-
cal training models on remote devices to suit different scenarios, achieving
the purpose of data privacy protection [1,27].

3) Privacy-preserving. Privacy is often a major concern in federated learn-
ing applications. Federated learning takes a step towards protecting the data
generated on each device by sharing model updates (such as gradient informa-
tion) rather than raw data. However, during the whole training process, the
model updating communication can still disclose sensitive information to the
third party or central server. Although current methods aim to enhance feder-
ated learning’s privacy by using secure multiparty computation or differential
privacy, these methods usually provide privacy at the cost of reducing model
performance or system efficiency [17,33,34,37]. There is a big gap between
the theoretical results and the real results.

4) Data Distribution Heterogeneity. Devices often generate and collect data
on the network in a non-IID manner. For example, mobile phone users use
different languages in the context of the next word prediction task. Also, the
number of data points across devices may vary greatly, and there may be
an underlying structure that captures the relationships between devices and
their related distributions. This data generation paradigm violates the i.i.d.
assumption that is often used in distributed optimization, increases the likeli-
hood of stragglers and may increase the complexity of modeling, analysis, and
evaluation [20,27,29,36]. Data heterogeneity also includes the characteristic
heterogeneity of other data, such as small sample data of intelligent terminal,
which cannot form a stable distribution. The characteristic heterogeneity is
a an issue that has not been considered in FL algorithms benchmarking.

5) Cooperation Strategy. To fully commercialize federal learning between
different organizations, it is necessary to develop a fair platform and cooper-
ation strategy. After establishing the model, the model’s performance will be
reflected in practical application and recorded in the permanent data record-
ing cooperation strategy, such as blockchain-based ones. The model’s effec-
tiveness depends on the organizations’ contribution to providing high-quality
data; the high-quality model relies upon the federation mechanism distributed
to all parties. The high-quality model continues to motivate more organiza-
tions to join the data federation [30,33,35], and vice versa.

2.2 Benchmarks

In recent years, deep learning and machine learning benchmarks have played
an important role in the machine learning area. Typical benchmarks include
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AIBench [5–7,13,21,31], DAWNBench [4], and MLPerf [12,23]. These bench-
marks have provided various metrics and results for machine learning training
and inference. For example, AIBench is a comprehensive AI benchmark suite,
distilling real-world application scenarios into AI Scenario [5], Training [6,31],
Inference, and Micro Benchmarks across Datacenter, HPC [13], IoT [21], and
Edge [7]. AIBench Scenario benchmarks are proxies to industry-scale real-world
applications scenarios [31]. However, today’s AI faces two major challenges. In
most industries, data exists in isolated islands; second, data privacy and security
concerns matter. However, in many cases, we are forbidden to collect, fuse and
use data in different AI processing places. How to solve the problem of data
fragmentation and isolation legally is a major challenge for AI researchers and
practitioners. Therefore, many researchers have proposed a possible solution:
safe federated learning [11,16,24].

We notice that there have been some researches on FL benchmarking, i.e.,
FedML [8] and OARF [10]. Due to the massive gap between simulated and
real-world scenarios, it has not been solved well. FedML [8] conducted experi-
ments in different system environments, but they did not detail the benchmark-
ing methodology. Hu et al. [10] shows their OARF benchmark suite is diverse
in data size, distribution, feature distribution, and learning task complexity,
but they lack algorithm-level benchmarking. Luo et al. [22], and Hsu et al. [9]
seldom consider essential aspects like communication, scenario transformation,
privacy-preserving, data distribution heterogeneity, and cooperation strategy.
They mainly focus on the independent and identical distribution of data. Also,
they fail to cover federated learning’s mainstream scenarios like medical, finan-
cial, and AIoT.

3 FLBench Methodology and Design

This section presents FLBench methodology, decisions, and implementation.

3.1 FLBench Methodology

1) We investigate the most concerning scenarios. The candidate scenarios involve
many domains such as medicine and electricity. However, for a benchmark
suite, it is impossible and unnecessary to provide all scenarios since they.
Besides, providing many scenarios is very costly. Thus, the first step to con-
struct an FL benchmark is selecting several kinds of scenarios to cover FL’s
different fundamental aspects.

2) According to the output from Step 1), the data generated by several kinds of
real-world scenarios need to be collected for constructing the scenarios. Mean-
while, we perform complex data pre-processing, which requires professional
domain knowledge, in this step.

3) According to the output from Step 2), we propose configurable scenarios to
evaluate the FL systems and algorithms. For example, the primary concerns
about algorithm evaluation are fairness and algorithm robustness. It requires
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Fig. 1. The FLBench framework.

the FL benchmark can provide various scenarios according to the specific
researches for every domain. However, it is very costly to construct scenarios
for every potential detailed research. Thus, in this step, we designed the user-
oriented configurable scenario.

4) According to the output from Step 3), we construct two main scenarios for
evaluating FL algorithms. For an FL benchmark, two main functions are
necessary: a)provide a fixed scenario, which refers to a limited set of scenarios
provided for all algorithm evaluations in a research direction of an application
domain for the fair comparison of FL. b) give an easily-customized scenario
for the development of a novel FL algorithm. Besides, we propose specific
evaluation metrics for every scenario.

5) based on the above outputs, we design and implement an automated deploy-
ment tool to deploy the scenario on different platforms.
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3.2 FLBench Design

Today’s artificial intelligence still faces two significant challenges. One is that, in
most industries, data exists in the form of isolated islands. The other is data pri-
vacy and security issue. As analyzed in the FLBench requirements, the FLBench
framework (shown in Fig. 1) including four parts.

Input Data: Most of the current researches on FL are carried out on the sim-
ulation scenario, which is constructed by commonly used dataset such as CIFAR-
10. However, there is a vast difference between the commonly used dataset data
and the real-world scenario data in data type and data mode. This considerable
difference leads to that FL algorithms developed based on simulated scenarios
cannot be migrated to real-world scenarios. We collect data from the three most
concerning scenarios to solve this issue, including medicine, finance, and AIoT.
Besides, a particular data pre-process tool is necessary for medicine data since
medicine data need special processing.

Scenario Configuration: To achieve the robustness and multi-faceted eval-
uation of the FL algorithms, we propose a scenario configuration function. First,
we analyze the current innovation of FL researches and then classify the inno-
vation directions of FL into the following categories: communication, scenario
transformation, privacy-preserving, data distribution heterogeneity, cooperation
strategy. Second, for each innovation direction on each domain, we provide a
basic configuration according to the natural distribution of data and an API to
modify the configuration to simulate various scenarios according to requirements.

Scenarios: Benchmark has two functions: first, it provides an open and
fair comparison; second, it will provide a research basis for later researchers to
develop more advanced algorithms and determine the selection of some impor-
tant parameters. Thus, we construct two kinds of scenarios: fixed scenarios and
customized scenarios. We modify the basic configuration mentioned above to
achieve customized scenarios.

Automated Deployment Tool: We will update FLBench step by step to
make it adapt to future development needs. Besides, we continue to expand the
benchmark and provide more scenarios and related APIs. We hope that more
people will join our benchmark research, which will make our benchmarks suite
more perfect and comprehensive.

3.3 FLBench Implementation

Currently, FLBench contains: four datasets (medicine: ADNI [28], MIMIC-
III [14]; finance: Adult dataset [26]; AIoT: iNaturalist-User-120k [9]), one basic
configuration file (Alzheimer’s diagnosis scenario configuration). The Alzheimer’s
diagnosis scenario configuration can provide various scenarios for NO-IID (data
distribution heterogeneity) research in the medicine domain.

FLBench is a fully open and evolving benchmark; next, we will provide
3 ∗ 3 = 9 datasets for three domains(medicine, finance, and AIoT), and
3 ∗ 3 ∗ 5 = 45 basic configuration files on different research aspects, including
communication, scenario transformation, privacy-preserving, data distribution
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heterogeneity, and cooperation strategy. Each configuration file can provide var-
ious scenarios according to the requirements of the specific research.

4 Conclusion

This paper presents a federated learning benchmark suite named FLBench.
FLBench contains three domains: medical, financial, and AIoT. By configur-
ing various domains, FLBench is qualified to evaluate federated learning sys-
tems and algorithms’ essential aspects, like communication, scenario transforma-
tion, privacy-preserving, data distribution heterogeneity, and cooperation strat-
egy. We design and implement a configurable benchmark framework, which can
deploy on different platforms and provide simple APIs to users. Hence, it becomes
a promising platform for developing novel federated learning algorithms. Cur-
rently, FLBench is open-sourced and in fast-evolution. We package it as an auto-
mated deployment tool. The benchmark suite is available from https://www.
benchcouncil.org/flbench.html.
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Abstract. In recent years, social media takes the advantages of fast
spreading speed, wide range and low cost to become the main channel
for people to obtain news, which also makes it to be a hotbed for the pro-
liferation of fake news, exposing users and society to huge risks. Due to
the fact that there is some true information in fake news, traditional text
feature detection algorithms are more difficult to detect the fake news.
Therefore, it is necessary to use knowledge as auxiliary information to
help detection. We propose a fake news detection framework using knowl-
edge vectors, which can adopt existing and reliable news as knowledge
sources and reduce the dependence on expert verification. The frame-
work consists of three parts: event triple extraction based on reliable
content, fusion knowledge vector and fake news detector. The experi-
mental results on the data set show that the framework can fuse part of
the knowledge information and optimize the detection performance.

Keywords: Knowledge representation · Vector fusion · Fake news
detection

1 Introduction

With the continuous development of social media in the Internet age, fake news
has covered all aspects of people’s daily lives at an unprecedented speed. Dur-
ing the 2016 U.S. presidential election, a small southern European small city
named Veles with a population of only 55,000 actually had at least 100 websites
supporting Trump, many of which were full of sensational fake news, making
money by attracting network traffic. The ultimate goal is to capture the adver-
tising fee [1]. For fake news producers, they have obtained huge profits at a low
cost by creating fake news, inducing users to click to read and earning network
traffic. The fake news produced by them inevitably has a negative impact on
society. Websites create fake news, while major well-known internet platforms
reproduce it without review. The research results of the literature [2] show that
half of the total network traffic of fake news websites comes from Facebook’s
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homepage recommendation, while Facebook has little effect on attracting web-
sites with good reputation, which only accounts for one-fifth of the total traffic.
On the one hand, the proliferation of false news originates from the non-selective
dissemination of news information by media platforms. On the other hand, it is
affected by the limitations of the crowd’s perception of news. Due to the limited
knowledge acquisition, people’s knowledge structure is not enough to fully real-
ize the identification of fake news. According to a survey conducted by YouGov,
a public opinion survey agency, nearly half of people (49%) think they can dis-
tinguish fake news, but the test results show that only 4% of people can identify
fake news by headline. Meanwhile, people will deliberately spread fake news for
personal purposes such as mocking others or gaining economic benefits.

Fake news attracts readers’ attention with curious headlines and fictitious
events, which not only affects individuals’ accurate perceptions of social events,
hinders people’s access to real news, but also has a negative impact on social
and economic stability. However, manual methods are often difficult to ensure the
quality and authenticity of mass news content, let alone screen and prevent the
spread of fake news. The method of manually identifying fake news also has prob-
lems such as low efficiency and time lag. Therefore, the introduction of artificial
intelligence technology helps to quickly and effectively reduce the spread of fake
news on Internet platforms, and also provides the possibility for the improvement
of the automatic detection technology of fake news on social media platforms.

2 Related Work

In this chapter, we briefly reviewed the content-based fake news detection model,
word embedding and knowledge representation learning.

Fake news content detection models can generally be divided into two cate-
gories: knowledge-based and style-based [3].

Based on knowledge verification, namely fact checking, Etzioni et al. [4] iden-
tify consistency by matching the content extracted from the network with the
statements of related documents, but this method is subject to challenges such as
the credibility and quality of network data. Maria [5] proposed that the rGALA
system obtains incremental knowledge from the Internet, which is simple and
effective but requires specific input for different fields. Rashkin et al. [6] analyze
the language of news media in the context of political fact checking and fake news
detection. They compare real news with irony, pranks, and propaganda, and prove
that fact checking is indeed challenging task. Jeff Z. Pan et al. [7] propose some
novel methods including the B-transE model, using knowledge graphs to detect
fake news content. Studies have shown that incomplete and inaccurate knowledge
graphs are helpful in detecting fake news. But to a large extent, it depends on
the comprehensiveness of the knowledge graph and the effectiveness of the corre-
sponding fusion transE model. These knowledge graphs also ignore some seman-
tic features of the word itself. The fake news detection framework proposed by
Marina et al. [8] uses a combination of source and fact verification and NLP anal-
ysis, but this automatic knowledge verification relies heavily on the establishment
of semantic similarity.
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On the one hand, the detection based on content style is to explore the
possible features of fake news from the content of the news itself, mainly includ-
ing language features, vocabulary features, psycholinguistic features, etc. This
includes the number of words in the sentence, syllables, part of speech, reference,
punctuation, topic, etc. For example, Castillo et al. [9] extract basic semantic
and emotional features from the content, and extract feature classification mod-
els of statistical features from users. Majed et al. [10] evaluated the reliability
of Twitter content by extracting the length, symbols and emotional word fea-
tures of the Twitter content text; Liuyang et al. [11] aggregated text features
and user features through multi-size windows, and proposed a novel deep neu-
ral network and early detection of fake news. On the other hand, it starts with
the objectivity-oriented extreme partisan style detection based on language fea-
tures or the detection of distinctive titles (such as pornography, violent, excessive
exaggeration, etc.), so misleading and deceptive clickbait titles can be used as a
good indicator to identify fake news [12–14].

For word embedding, Mikolov et al. [15,16] propose word2vec, which includes
skip-gram and cbow models and two approximate training methods: hierarchi-
cal softmax and negative sampling. Among them, the skip-gram model predicts
the words around it through the central word. The cbow model uses surrounding
words to predict the central word. Word2vec makes good use of contextual infor-
mation, but when detecting fake news, the lack of factual auxiliary information
often makes the model detection results less satisfactory.

Inspired by word2vec, TransE [17] is a distributed vector representation based
on entities and relationships. Each triple (head, relation, tail) is trained in a
simple and extensible way by treating the relation as a translation from head to
tail. Compared with the previous knowledge representation models, the model
is simpler and easier to be understood and works well. However, transE does
not perform well in one-to-many, many-to-many relations, so other transX series
algorithms that improve on this have appeared later, such as mapping different
entities to hyperplanes based on different relations for vector representation. The
transH [18] algorithm maps entities and relationships into different spaces, and
the entities in the entity space are transferred to the relational space through the
transition matrix for the vector representation of the transR [19] algorithm. The
entity type is considered in transD [20] algorithm of mapping matrix to project
different types of entities and relationships.

On the one side, the simple use of word vector representation without factual
auxiliary information tends to have a general model effect. On the other side,
the single usage of knowledge representation will make the semantic information
of the word itself missing. Therefore, in order to overcome the shortcomings, we
propose a fake news detection model based on the fusion of word2vec and transE.
The word2vec and transE models are chosen because they are the baseline models
in word vector representation learning and knowledge representation learning,
respectively, which have strong representation and scalability.



180 H. He et al.

3 Methodology

In this chapter, we will introduce our inspection process and model.

Fig. 1. The architecture of proposed framework.

3.1 Overview

The problem setting is as follows. Each sample contains the title of the news
article and its corresponding true or false news tags. Our goal is to predict the
tags of unlabeled news. The specific process is shown in Fig. 1. We use the method
of event triple extraction to extract the reliable content, and then perform fusion
training with word2vec to obtain a word vector with certain knowledge and
ability, and use the word vector to vectorize the news text. Finally, a classifier
is used to detect the correctness of the news.

3.2 Extract Event Triple

We obtain real news articles from reliable news organizations and websites that
specialize in fake news verification respectively. Based on these two kinds of
highly reliable news articles, we use event triple extraction dependency-based
syntax analysis [21] and semantic role annotation [22]. The specific process is
shown in Fig. 2.

Semantic role labeling mainly centers on the predicate of the sentence, ana-
lyzes the relationship between each component in the sentence and the predicate.
Then, it finds the corresponding agent and recipient based on the predicate, while
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Fig. 2. The architecture of event triples extracting.

analyzes the main components, namely “subject-predicate-object”, of the sen-
tence So far, the “agent-predicate-receive” event triple extracted by semantic
role has been realized.

In complex sentences, the predicate and the object are often not in a one-
to-one relationship, and there may be multiple predicates and multiple objects.
Therefore, based on the semantic role labeling, the dependence syntax analysis
can be used to analyze the dependence between the components in the language
unit relationship and reveal its syntactic structure. According to the depen-
dency syntax analysis, we can get the subject-verb relationship, verb-object rela-
tionship, complement relationship, preposition-object relationship, and attribute
relationship. Through these relations, we can extend the predicate, and then get
the event triple whose main component is “subject-predicate-object”.

Algorithm 1. Event triple extraction
Input: news article A
Output: event triple T
1: Get sentence collections from news articles by segmenting sentences, Si∈Ai,

{s1,s2,. . .,sn}∈Si, where n is the total number of sentences
2: Get the word set by cutting the sentence Si, WSi , {w1,w2,. . .,wn}∈WSi , where n

is the total number of words
3: Tag each word in the word set WSi), get the result set PWSi

4: According to WSi and PWSi
, perform semantic role labeling and dependency syn-

tax analysis respectively, get the result set RSi and ASi , and get the predicate set
Pn∈RSi

5: For simple sentences, look for the event structure of ’agent-predicate-receiver’
according to each predicate in Pn and form a triplet, (h, r, t)j∈N ∈ TR

6: For complex sentences, according to the relationship between each predicate in Pn

and {sv, vo, co, po, at} ∈ ASi, search the structure of the subject-predicate-object
for and constitutes a triplet, (h, r, t)k∈N ∈ TA

7: return Event triple T = TR ∪ TA

Algorithm 1 introduces the process algorithm of event triple extraction. First,
segment the news article by segmenting words, and then tag the cut-out words by
part of speech. Next, based on the words and corresponding parts of speech, we
can perform semantic role tagging and dependency syntax analysis. Finally, we
extract simple sentences based on the predicate as the center. And the complex
sentence is a triple subject with “subject, predicate and object” as the core.
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3.3 Fuse Word2vec and TransE

We use dependency-based syntax and semantic role labeling to extract triples,
and obtain triples information. For example, “There is no evidence that confirms
flies are spreading the COVID-19.”, and we can get the eventtriple like this (there
is no evidence, confirm, flies are spreading the COVID-19). In the process of
executing the word2vec model to train the word vector, these triples of auxiliary
information are added. In this way, the word vector contains certain triples of
fact information, that is, prior information. According to literature [15–17], we
know that the objective functions of word2vec’s Cbow model and transE model
based on negative sampling are formula (1) and formula (2)

L =
∑

w∈C

{log[σ(x�
wθw)] +

∑

u∈NEG(w)

log[σ(−x�
wθw)]} (1)

In the formula (1) C is the corpus, w is the predicted central word, NEG(w) is
the negative sample of word w, σ(x�

wθw) is the probability of predicting central
word w when the context is context(w). σ(x�

wθw) && u ∈ NEG(w) is the
probability of predicting the central word u when the context is context(w);

L =
∑

(h,r ,t)∈S

∑

(h′ ,r ,t′ )∈S
′
(h ,r ,t )

[γ + d(h + r, t) − d(h
′
+ r, t

′
)]+ (2)

In the formula (2), S is consist of triples (h, r, t), E is consist of two entities h
and t. [x]+ denotes the positive part of x. is a margin hyperparameter. d(x) is
the dissimilarity measure, which we take to be the norm �1 or �2 and S

′
(h,r ,t) =

{(h
′
, r, t)|h′ ∈ E} ∪ {(h, r, t

′
)|t′ ∈ E}.

Therefore, our idea is to add triple information to the Cbow model. We fuse
the above two objective functions. For the word w, the formula (3) is as follows:

L =
∑

w∈C

{log[σ(x�
wθw)] +

∑

u∈NEG(w )

log[σ(−x�
wθw)]}

+ α
∑

T

∑

T ′
[γ + d(Thead + Trelation + Ttail) − d(Thead′ + Trelation,Ttail′ )]+

(3)
Among them, is used to adjust the contribution of the triad of auxiliary infor-
mation, T = {(w, r, t)|w ∈ E} ∪ {(h, r,w|w ∈ E)}, T

′
= {(w

′
, r, t)|w′ ∈

E} ∪ {(h, r,w
′ |w′ ∈ E)}, T corresponds to the original triple, the word w can

be the head entity or the tail entity, T
′

is a triple of randomly replacing the
head entity or tail entity corresponding to T .
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Algorithm 2. Training word2vec with transE

Input: corpus C, embedding dimension k, triples T
Output: wordvector V
1: Initialize vocab size ← build dataset(C ∪ T )

V ← init vector(vocab size, k)
θ ← init vector(vocab size, k)

2: for all wi ∈ C do
3: e=0
4: Xw =

∑
u∈context(wi)

V (u)
5: for all u = {wi} ∪ NEG(wi) do
6: q ← σ(X�

wi
θu)

7: g ← η(Lwi(u) − q)
8: e ← e + gθu

9: θu ← θu + gXw

10: end for
11: for all u ∈ context(wi) do
12: V (u) ← V (u) + e
13: end for
14: Twi

← get triples h t(T ,wi) //get a triplet with wi as the head entity or
tail entity

15: T
′
wi

← sample(Twi
) //sample a corrupted triplet

16: (h, r, t) = Twi
∪ T

′
wi

17: for all u = {t} ∪ NEG(h, r) do
18: Xh+r ← h + r
19: q ← σ(X�

h+rθ
u)

20: g ← η(Lwi(u) − q)
21: e ← e + gθu

22: θu ← θu + gXh+r

23: end for
24: for all u = {h} ∪ {t} do
25: V (u) ← V (u) + e
26: end for
27: end for
28: return V

Algorithm 2 introduces the main optimization process of the fusion knowledge
word vector algorithm. Among them, for T

′
, the amount of data set is limited,

if w does not appear in the entity set, a separate structure of self-directed triple
information is used to meet the requirements of batch training.
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3.4 Detect Fake News

Here we choose TextCNN [23] and Bi-LSTM [24] as the classifiers for fake news
detection. We use news headlines as the input of the model, use the word vector
trained by our model to vectorize the text, and then use TextCNN or Bi-LSTM
to detect true and false news.

4 Experiment

4.1 Dateset

The sources of the data sets are mainly the news data of Tencent’s Fact Platform
and People’s Daily Online. As shown in Fig. 3 and Table 1, the data set mainly

Fig. 3. The title words count ranging from 5 to 30.

Table 1. Table about samples of dataset.

Title Content Label

Junior high school students
died suddenly because of
wearing a mask while running

According to the known information, there
may be a correlation between the student
wearing a mask and sudden death, but the
causal relationship is not clear. According
to media reports, he used...

Fake

Eat too much seafood, easy to
get hepatitis B

This is an unfounded fallacy. The
way of hepatitis B infection is blood
transmission, and only after
hepatitis B virus enters the blood
circulation can it reproduce and
replicate. Such as

Fake

· · · · · · · · ·
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contains 3 fields, news headlines (the headline length does not exceed 30 words),
and news tags (true or fake news) and news content (the news content on the
authentic platform is the content of the authentic check), totaling 15,825 pieces
of data. The news on Tencent’s Fact Platform has been labeled “true/false”,
while the news on People’s Daily Online is not labeled. However, considering the
official nature of its official media, we believe that the news on People’s Daily
Online is true. Therefore, we will compare the news on the authentic platform.
The authentic content of the inspection and the news of People’s Daily Online
are used as reliable content to extract triples.

4.2 Experimental Setup

The model is mainly built to test the effect of vectors incorporating knowledge
information on detection performance. Three sets of controlled experiments are
used. The first set is the case of using random initialization weights without using
any pre-training word vectors. We name the model corresponding to this case
rand. The second group is the case of using word2vec (Cbow) training method to
train the word vector, we name the corresponding model in this case word2vec.
The last group is the case of using the word vector of fusion knowledge, we name
the corresponding model in this case word2vec ke.

The evaluation method selects the 10-fold cross-validation of stratified sam-
pling, and the performance metrics select accuracy, precision, recall and F1-score.

Fig. 4. Performance comparison of different contribution rate parameters.
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Parameter
For the word2vec ke, the word vector dimension in the model is 128, the win-
dow size is 2, the learning rate is set to 0.01, the margin is set to 1.0, and the
adjustment model contribution rate is set to 0.7. The different values of contri-
bution rate have an effect on the model performance, which is shown in Fig. 4.
The model comprehensively considers the characteristics of convolutional neural
networks (CNN) and recurrent neural network (RNN), and adopts a structure
in which the features of single-layer convolution pooling and the final state fea-
tures of bidirectional lstm are connected in parallel (spliced) and then sent to
the fully connected layer for classification. In this model, the x-axis represents
the change range of from 0.1 to 0.9, where the change interval is 0.1. There are
three performance indicators, namely the accuracy, the f1 score of the true sam-
ple and the f1 score of the fake sample. Here we set the parameter to 0.7, when
the both the values of the f1 score of the true sample and the f1 score of the fake
sample are higher. The distance loss function of the head and tail entities and
the relationship adopts L1 regularization, while the number of iterations is set
to 150,000.

For the classifier model, all word vectors or randomly initialized word embed-
ding layer dimensions are 128. All vectors are fine-tuned during training. We set
the initial value of the learning rate to 0.001 and select Adam as the optimiza-
tion algorithm. The output dimension of the 3-layer convolutional layer of the
TextCNN model is set to 256, the size of the convolution kernel is set to [3,4,5].
In the flat layer, the dropout value is set to 0.5. Finally, the Bi-LSTM hidden
layer dimension is set to 256, while the dropout value is also set to 0.5.

Table 2. The result of TextCNN.

Acc True Fake

P R F1 P R F1

Rand 82.58 83.98 83.13 83.11 81.02 81.98 80.9

Word2vec 86.25 88.36 85.43 86.45 84.1 87.31 85.15

Word2vec ke 86.96 88.9 86.36 87.27 84.93 87.63 85.83

Table 3. The result of Bi-LSTM.

Acc True Fake

P R F1 P R F1

Rand 85.19 87.89 83.89 85.46 82.52 86.58 84.03

Word2vec 86.68 90.52 83.75 86.61 82.91 90.09 85.92

Word2vec ke 86.62 90.63 83.5 86.54 82.77 90.24 85.94
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Result Analysis
Table 2 and Table 3 respectively show the experimental results of using three
different word vectors for TextCNN and Bi-LSTM models. For each type of news,
calculations of accuracy, precision, recall, and F1-score are performed. We can
get several observations:

Word2vec ke achieves the best results in TextCNN, but does not perform
well in Bi-LSTM. Compared with word2vec, word2vec ke has added a part of
the knowledge information. The global timing characteristics of Bi-LSTM may
introduce noise to the word2vec ke model, resulting in the difference of the prior
knowledge part degrades the performance of the model.

In the experimental results of TextCNN, the results of rand and the other two
models are quite different. The reason is that the weights of random initialization
do not reflect the relationship between words. Therefore, for the model, such
random initialization weight features lack strong discrimination.

Compared with Bi-LSTM, the experimental results of TextCNN are better in
the case of rand. It can be seen that for random weights that do not contain any
pre-information, the convolution features of CNN are not as important as the
contextual information, which is easy to understand. For news, the contextual
information is often more critical, and the information captured by the TextCNN
feature is often limited because of the window.

For Bi-LSTM experimental results, the performance evaluation indicators of
rand, word2vec and word2vec ke are relatively close. The index of word2vec ke
in the fake tag is slightly better than word2vec. On the contrary, the index of
word2vec in the true tag is slightly better than word2vec ke.

In general, the result of rand is the worst, because it does not consider the
relationship between words at all, while word2vec and word2vec ke establish
the relationship between words through pre-training, where word2vec ke adds
triples. Knowledge is used as auxiliary information, so the performance index of
word2vec ke is better than word2vec.

5 Conclusion

In this article, we study the problem of detecting fake news by using reliable
information content to construct knowledge triples as auxiliary information. Due
to the authenticity, timeliness, and versatility of news, it is particularly difficult
to detect fake news. Therefore, our idea is to use some available and reliable con-
tent to construct simple triple knowledge information to help the model improve
detection performance. Our proposed model includes triple extraction, fusion
training of word vector with knowledge representation, and fake news detection.
The triad extraction constructs the corresponding triad information by extract-
ing events from reliable content. Then, these triads will be fusion trained through
the cbow model and the trans model to obtain word vectors with a certain knowl-
edge representation ability. Finally, the representation of word vectors is used to
detect fake news. Comparative experiments on fake news datasets show that our
method can use triple knowledge to improve detection performance to a certain
extent.
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Abstract. Extracting information as much and precise as possible
from nondestructive measurements remains a challenge, especially when
advanced test applications are emerging in electromagnetic encephalog-
raphy and high throughput physical property characterization of materi-
als genome chips. To solve the inversion problem, various soft algorithms
have been developed such as finite element method, machine learning and
artificial neural network, whose performance is limited by indirectly pro-
cessing of intermediate layers in digital computers. This paper proposes a
novel direct method of analog network entity with reconfigurable electrical
circuit auto-processing (RECAP), which mainly consists of voltage con-
trolled elements, measurement unit, and automatic feedback unit. During
each inversion process, after the test results are input, the circuit network
performs initialization, choosing topology, automatically tuning the prop-
erty for each network element, and finally approaching a convergent solu-
tion to user request after some cycles of self-adjustment. Principles and
advantages are introduced with several instances, showing high accuracy
and stable convergence ability, as well as helping judge whether the topol-
ogy is suitable for optimization. This method can not only invert purely
loss components, but also invert circuits containing reactive components.
Based on the verification from cases, it is also found that the inversion
efficiency of RECAP is linearly dependent on the number of elements N,
which is better than the usual mature inversion algorithms. Therefore, it
is then concluded as a promising tool for high performance inversion.

Keywords: Nondestructive testing · Topological electrical circuit ·
Electromagnetic inversion

1 Introduction

The inversion problem was described by Langer as determination of equation
coefficients followed by finding solution of the problem in 1930s [15]. Calderon
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clarified it as inverse boundary value problem [4]. Later, thanks to the introduc-
tion of regularization, complex practical inversion problems can also be simplified
and solved [10]. Global uniqueness of inversion results is also possible if bound-
ary has Lipshitz continuity for a 2D problem [19], 3D object [3] or system with
higher dimension [28]. Inverse processing has been widely used in various engi-
neering problems, especially electromagnetic related inversion, such as process
control [9], nondestructive detection or exploration [5,14,21,26], atomic resolu-
tion structural investigation [5,7,8], and biomedical characterization [12,22,31].
Many kinds of methods has been developed to solve electromagnetic inversion
problems, including direct inversion [27] or asymptotic treatment [1], principle
component analysis [29], statistical simulation [6], approximate finite elements
analysis [11], and machine learning [17] even deep learning [16] in recent years.
It is true that these inversion methods are pure digital algorithms where pre-
processing and post-processing of data is necessary in computer. Moreover, calcu-
lation complexity of these inversion methods is polynomial dependent on number
of basic blocks. Benner and Mach have proposed hierarchical process to reduce
the time and storage cost, where the inverse complexity has been optimized to
O(N*logN) [2]. In the case of large number of basic blocks, it is desirable to
further reduce the processing complexity, since computation resources are lim-
ited. This paper is going to describe a new method for electromagnetic inversion,
which can reduce the complexity further and hence possess high efficiency. The
new method is based on reconfiguable electric circuits with precision measure-
ment and automatic feedback. The concept of this reconfigurable electrical cir-
cuit auto-processing (RECAP) inversion process is merging test devices and the
circuit under test, so as to directly invert the original problem by self-adjusting
each component in the network. Equivalent electrical circuits are usually used in
simulation [13] and fitting software [24,32], or even for decryption [30]. Murai and
Kagawa demonstrated 2D electric circuit network for a finite element solver [18],
and Selleiri developed algorithms for topological optimization of circuit networks
[25]. However, as far as the current author can concern, reconfigurable electrical
circuits for automatical inversion have not been reported. Since quantum algo-
rithms are crucial for the next generation computation and still under developing
[20], the current paper is expected to provide a possible way for realizing the
electromagnetic inversion of quantum optimization [23].

2 Principle Design

It has been an interesting but challenging problem to invert all components
of a electrical network without breaking any connection. The difficulty is not
only from limited information on network topology, also from inevitable inter-
coupling, since single component can influence all impedance measurements and
every two-node impedance result comes from the whole circuit network. Corre-
spondingly, the proposed method compose of two levels of nested loops including
main part level in the internal loop and topology selection level in the outer loop.
The main inversion circuit contains measurement comparing part and auto feed-
back adjustment part, where reconfigurable electrical network is composed of
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voltage tunable electronic components. As shown in Fig. 1, the outer loop per-
forms topology selection, and the inner loop performs self-adjustment of com-
ponent parameters for the set topology. In each set of topological structures,
the parameters of the components can be adjusted by voltage, and the in-situ
electrical properties at both ends of these variable electronic components are
measured one by one. The measurement result is simultaneously compared with
the measurement result of the inverse object circuit. The feedback voltage of the
comparison result then controls the variable element to automatically adjust, and
finally makes the in-situ measured electrical properties at both ends of the vari-
able element is equal to that of the corresponding two end points of the inversion
object circuit. The inversion operation of other components is subsequentially
performed by the same procedures. When the comparison and feedback of all
components in the set topology are finished, a round of RECAP inversion iter-
ation is carried out. After that, it is judged whether to perform a new round
of RECAP inversion iteration according to the relative error between the in-
position measurement result and the inverse object, and the cycle repeats until
the inversion result meets the stop error or reaches the maximum allowable num-
ber of iterations. When making optimization among multiple topological struc-
tures, it is necessary to compare the final relative error of the inversion iteration
results of each structure, and select the topological structure with the lowest
relative error. Finally, when the topological structure and all circuit components
show acceptable consistent with the inversion object based on measurement of
circuit properties, the whole inversion operation is completed.

Fig. 1. Principle diagram of reconfigurable electrical circuit network for direct electro-
magnetic inversion.
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3 Method Demonstration

In order to make the RECAP inversion method easier to be understood and
applied, this section demonstrates the RECAP in a simple resistor network as
an example for analysis. As shown in Fig. 2, a six-node, seven-element circuit
network, each element is set with a resistance value Ri, and the resistance Ri’ is
directly measured in situ. The simulation results are shown in the table below
the figure, where the first two data lines indicate that the difference between Ri
and Ri’ is very large. However, through the RECAP method, the set resistance
value Ri of each element itself can be recovered after 3 iterations of inversion,
and the average relative error

∑N
i=1[(Ri′ − Ri)/Ri]/N is less than 1%, where

N is the total number of elements and i is each natural number between 1 and
N (N = 7 in the current demonstration). More cycles of inversion could be
performed later, so as to obtain a lower relative error. The RECAP starts with
initialization via selecting a measuring component. Under the constraint that
all components are set to the same resistance, that is, the control terminals of
all voltage variable resistors are connected to the same control terminal, and
the voltage is adjusted to change the resistance of all components so that the
apparent resistance of the two nodes of the measuring element is equal to the
resistance of the corresponding nodes of the inversion object. Here, as the starting
point, the resistance measured between nodes I and VI is 0.9 Ω. By simulation
tools such as LTSPICE one can find that when all resistances in the network are
adjusted to 1.227 Ω, the resistance measurement between nodes I and VI is 0.9 Ωs.
Then RECAP continue moving the measurement probes of the resistance meter
to the next element. After such initialization, the control ends of reconfigurable
circuit components for all subsequent iterations are separated independently,
that is, the RECAP component parameters are controlled and adjusted one by
one. For example, the second comparison feedback element is connected to the
nodes I and II, where the measured result of resistance between the nodes I
and II of the inversion object circuit is 1.6 Ω. To address the target resistance,
the RECAP component between the nodes I and II is varied while all other
resistances remain unchanged at 1.227 Ω. Circuit simulation results show that
the current iteration of the element is finished when the resistance increases to
about 3 Ω. Then the measurement probes is moved to nodes V and VI. As in the
RECAP inversion procedures for the previous component connected between
nodes I and II, the inversion result of the current iteration of the element is
4.75 Ω. Sequentially, after performing such parameter reconstruction operation
for all components of the target inversion circuit, the first round of inversion
iteration is completed. At this time, it is judged whether the average relative
error between the nodes of RECAP circuit and the corresponding nodes of the
inversion object is acceptable. When the average relative error is larger than the
set limit, such as 1% , the next round of inversion iteration is then proceeded. It
can be seen from the inversion result data of this example that after the third
round of inversion iteration, the average relative error of the inversion object
has dropped below 1%. If more precision convergence is required, more inversion
iterations will help to improve the inversion results.
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Fig. 2. A typical circuit for inverse demonstration, where each resistor component is
in situ measured, and the entire measurement result is input to the reconfigurable
circuit network. Under the RECAP inverse strategy, after 3 runs of auto adjustment,
the inverse circuit inverts the set parameters within 1% uncertainty, and more iteration
cycles afterwards can further improve the precision.

4 Evaluation and Discussion

4.1 Topological Determination

The determination of the topological structure is an interesting problem in
electromagnetic inversion. It is found through the simulation results of cross-
topology inversion that the RECAP method can not only select the best one
from multiple topological structures based on the average relative error infor-
mation, and it can also automatically detect whether the selected topology is
correct, through the parameter evolution in the iterative process of topological
structures with higher symmetry. This paper uses a four-node circuit network
example to analyze, where the three topological networks a, b, and c of the
four-node circuit shown in Fig. 3 have 4 components, 5 components, and 6 com-
ponents, respectively. In order to better analyze the topological structures, each
component parameter is set to equal resistance (here all resistances are 1 Ω). The
resistance between all two combination of the four nodes of the three topological
structures has been listed in the table at the bottom of Fig. 3. As a result, it
can be seen that the symmetry of the three topological structures with the same
component parameters gradually increases from a to b to c.

When we use three different topological structures for the pairwise combina-
tion between RECAP and the three target circuits to be inverted, we obtain a 3
× 3 matrix, as shown in Fig. 4. Except for the diagonal combination of the topo-
logical cross matrix, where the inversion result is completely consistent with the
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set circuit, it is found that if a topology with a lower symmetry is used to invert a
target circuit with a higher symmetry, systemic errors will obviously occur. The
error cannot be automatically judged without adding measurement information.
Conversely, if a topology with higher symmetry is used to invert a circuit with
lower symmetry, the results of the inverted components are all correct, and the
“excess” components will exhibit exponential divergence as the number of iter-
ations increases. It can be seen that when a topology with a higher symmetry is
used to invert a circuit with a lower symmetry, RECAP can automatically deter-
mine that it uses an over-high symmetry. Obviously, for the topology inversion
of RECAP, the recommended way is to start with high symmetry and reduce
the symmetry gradually through clue from divergent components, so that the
inversion results just do not appear divergent components.

Fig. 3. Four-node electrical circuit network with three topologies (a) a close loop with
four resistors, (b) co-edge double triangles with five resistors, (c) a tetrahedron with
six resistors, and the bottom table shows the raw resistance between nodes for three
configurations.

4.2 Convergence Performance

When the topological structure is fixed, the convergence behavior during the
electromagnetic inversion iteration process is a very interesting topic. It not
only shows the evolution of the inversion accuracy, but also reflects whether the
initialization process is reasonable. Through different set resistance parameters
of the same topology, especially the change of the ratio of the maximum resis-
tance to the minimum resistance, the simulation results are studied. As shown
in Fig. 5, ratios of the maximum to minimum resistance values of the inversion
object are set 1, 10, and 1000 in Fig. 5 a, b, and c, respectively. For the resistor
network with the same resistance, after the initialization operation of RECAP,
the inversion result can be obtained from the beginning, and as the maximum to
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minimum resistance ratio increases, that is, the asymmetry of the inversion com-
ponent parameters increases, and the circuit inversion iteration becomes slower.
By changing the position of the initialization, the RECAP result also found that
for the inversion object with low parameter symmetry, if the initial resistance is
exactly selected at element where the smallest resistance locates, the result may
not be converged. Nevertheless, when the initial position is selected at the high-
est resistance, as shown in Fig. 5 d and e, it is rather useful to obtain a stable
iteration result. It is easier to perform RECAP initialization at a larger resistance
to obtain a stable convergence result, mainly because the two-node resistance
in the low resistance network has an upper limit of measured resistance, and
it is impossible to obtain a higher resistance by adjusting the resistance of the
component connected to these two nodes.

Inversion result Set  topology A Set  topology B Set  topology C

Test  topology A All R=1
(OK) All R=5/6 All R=2/3

Test  topology B

RI-II=RII-III=
RIII-IV=1

RI-III increase 
exponentially

All R=1
(OK)

RI-II=RII-III=
RIII-IV=0.75
RI-III=1.5

Test  topology C

RI-II=RII-III=
RIII-IV=1

RI-III and RII-IV
increase exponentially

RI-II=RII-III=
RIII-IV=RI-III=1
RII-IV increase 
exponentially

All R=1
(OK)
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Fig. 4. Matrix show of inverse result for mixed topologies. When test topology matches
the set topology by coincidence, shown in the diagonal cell of the table, inversion
process can be performed normally, but error could happen as the test topology is
oversimplified. If test topology is more complicated than set topology, excess inverted
components go divergent, as show in (a) divergence of excess resistance between node I
and III of test topology B for set topology A, (b) divergence of excess resistance between
node I(II) and III(IV) of test topology C for set topology A, and (c) divergence of excess
resistance between node II and IV of test topology C for set topology B
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4.3 Inversion with Admittance

The potential application of RECAP is actually not only in pure loss networks,
so the current section discusses electromagnetic inversion with energy storage
elements. In order to focus on the inversion of reactive components, the number
of nodes used for the inversion of reactive components is set to three, and only
typical circuit units are discussed, that is, capacitors with resistors in parallel
and inductors with resistors in series as inversion units. As shown in Fig. 6, the
circuit to be inverted and the RECAP inversion circuit are shown in Fig. 6a
and Fig. 6b, respectively. The RECAP tool is composed of three nodes. The
variable unit between each two nodes is composed of four components, saying
variable capacitors with variable resistance in parallel, and variable inductance
with resistance in series. The RECAP inversion process and results are pre-
sented in the table in the lower left corner of Fig. 6. In order to highlight the
inversion of the reactive element, the inversion process of the resistance element
is not displayed. It can be noticed that there are a total of 12 components in
three nodes to be inverted. It seems that the amount of information available
for inversion is too small. However, there is no problem in principle by making
full use of frequency dependent complex impedance measurement in the inver-
sion process of reactance components. In order to focus on the feasibility of
the RECAP inversion of reactance, this article does not involve the problem
of mining as many circuit components in unit as possible from the complex
impedance spectrum, but only the lower frequency 100 Hz and the higher fre-
quency of 1 MHz is chosen for inversion tests. The complex impedance of the

Fig. 5. Convergence process dependence of resistance differences for the same topology,
where maximum to minimum ratio is equal to (a) 1 (b) 10 and (c) 1000. The conver-
gence of the (a) is obviously one-step convergence, while the convergence process of (b)
and (c) is shown in (d) and (e), respectively.
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dual frequency point is implemented here by LCR measurement. At each fre-
quency point one can invert two component parameters by complex impedance
measurement, so dual frequency measurement results of the three nodes can
achieve exactly 12 component parameters in total. It is not difficult to under-
stand that the inductance element has obvious contribution to impedance at
high frequencies but less contribution to impedance at low frequencies, which is
equivalent to being short-circuited. Capacitive elements have a greater contribu-
tion to impedance at low frequencies, but are similar to being short-circuited at
high frequencies. Therefore, this work uses in-parallel RC measurement 100 Hz
for the separate inversion of parallel resistance and parallel capacitance, and the
series RL measurement result at 1 MHz corresponds to the separate inversion of
series inductance and series resistance. Like the simulation example discussed in
the second section of this paper, the first row of data in the inversion process
table in Fig. 6 is the set component parameters, the second row of data is the
capacitance or inductance corresponding to the two-node measurement results,
and the third row is initialization result. Nodes pair with the largest impedance
modulus among the three-node combination was chosen for initialization of the
high and low frequency components. That means, initialization starts from the
parallel capacitors at the III-I node with the smallest capacitance 100 Hz (the
parallel resistance is not introduced when the parallel capacitor is initialized, and
all the series inductance and series resistance are short-circuited), and then the
parallel resistance is initialized similarly to the method. The series inductance is
initialized at the II-III node with the largest inductance at 1 MHz. Then similar
rules were used to initialize the series resistance. After initialization, the paral-
lel capacitance measured 100 Hz and the series inductance measured at 1 MHz
between each two nodes are 667 nF and 2.57 mH, respectively. After initializa-
tion, the first iteration of RECAP also follows the parallel capacitance of the I-II
node 100 Hz, the parallel resistance 100 Hz, the series inductance and the series
resistance at 1 MHz; then the II-III node and the III-I node. After each round
of inversion, whether the next round of RECAP inversion iteration is also deter-
mined by whether the average relative error is less than the set limit. This paper
found that the inversion of a three-node parallel RC plus series RL element can
be lower than the average relative error limit of 1.

When checking the frequency spectra of complex impedance between node
III and node I, one may find the stable convergence picture as shown in Fig. 7.
Because the initialization process begins from the low-frequency capacitance
between node III and I, initial parameters of the components between other
nodes deviate greatly from the set value. Therefore, initially only the complex
impedance spectrum at the low-frequency point is consistent with that of the set
parameters, while it completely deviates from the multiple turning characters in
the middle frequency range due to LC resonances. As the RECAP iterative pro-
cess progresses, from the first round, the second round to the fourth round, the
turning curves in the middle steadily approaches the complex impedance spec-
trum of set parameters. After the fourth round of inversion iteration, there is
no obvious difference between the RECAP result and the frequency spectrum of
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set parameters from the spectrum comparison. When we check the convergence
process of multiple iterations, as shown in Fig. 8, the two curves of solid cir-
cles and open squares respectively represent the average relative error between
the component parameter and the set parameter and the LCR testing result
of corresponding node pairs. The relative error of the component parameters is
obviously greater than the relative error of the AC properties of the correspond-
ing node pair, because the adjustment of the component parameter is based on
the measurement and comparison results of the AC performance between the
every node pair, and the primary measurement comparison error is amplified.
However, from the average relative error attenuation curve of the component
parameters. It can also be seen that at the fourth round of RECAP, the coarse
component self-adjustment is transformed into the fine adjustment of compo-
nents, thereby gradually approaching the set value. It is not difficult to see that
after the 12th cycles of iteration, the average relative error afterwards is close to
one thousandth.

4.4 Complexity Analysis

Inversion efficiency and process complexity are very important indicators for
application. From the instances demonstrated in previous sections, it is found
that the RECAP method directly compares the measurement results of the learn-
ing circuits with the inverted circuit, and the entire process is truly observable.
Moreover, it is easy to be understood in real physical scenes. That is not like

Fig. 6. A typical circuit including inductors and capacitors for inverse demonstration,
where capacitance with resistance in parallel and inductance with resistance in series
is measured 100 Hz and 1MHz, respectively, for node pair from I to II, from II to III
and from III to I. Then the entire measurement result is input to the reconfigurable
circuit network. Under the RECAP inverse strategy, after 4 runs of auto adjustment,
the inverse circuit inverts the set parameters within 1% uncertainty.
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normal numerical methods which convert the measured results in the real phys-
ical world into a digital mode, and at the end of the inversion, it is converted
back into observable and understandable data for the real physical world. The
intermediate processed data is difficult to be directly accessible by the real world.
In addition, from previous examples, it can be seen that RECAP’s dependence
on the time or space resources required for inversion increases linearly with the
increase of number of elements N, because the number of iterations is limited
(about 3–5 rounds based on examples in this article), a total of N operations
are performed on the variable elements one by one in each round. Furthermore,
if block or hierarchical designs are introduced in future, there is still potential
for improvement, which is more attractive than the usual inversion algorithm
with the super-linear dependence of N. Therefore, from the perspective of better
comprehensibility and resource consumption dependency, RECAP does provide
a new, simpler and more direct way for inversion.
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Fig. 7. Frequency spectrum of impedance modulus and phase between the node I
and III during the different cycles, with comparison to corresponding spectrum of set
components and initialized components before RECAP.
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5 Conclusion

This paper proposes a reconfigurable circuit auto-processing method for elec-
tromagnetic inversion. The method uses the measured properties of the inverted
circuit as a criterion, automatically adjusts the component parameters, and grad-
ually approximates the inverted circuit component parameters after several iter-
ations. Through several simulation demonstrations of typical circuit inversion,
this method shows high accuracy and stable convergence ability, and can help
judge and optimize whether the topology is suitable. This method can not only
invert purely loss components, but also invert circuits containing reactive com-
ponents. Based on the verification from cases, it is also found that the inversion
efficiency of RECAP is linearly dependent on the number of elements N, which is
better than the usual mature inversion algorithms. RECAP combines precision
measurement and circuit flexibility with switchable topology, avoiding the com-
plicated transformation between the real world and mathematical forms of pure
numerical or digital methods, and provides a new type of efficient and fast hard-
ware for solving simulation and inversion for real world problems. This method
is expected to be used to guide the design and verification of direct inversion
with integrated processing chips.
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Abstract. We exhibit a detailed implementation on the natural lan-
guage processing for natural language programming in python. We break
the natural language text into active verbs and plural nouns to realize
the sentence breaker and loop finder. Various examples of the implemen-
tation are presented. The realization of the natural language text into
a computer programming does benefit in understanding the structure of
the natural language processing and also the construction of the natural
language programming.
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1 Introduction

Challenges in natural language processing mostly involve speech recognition, nat-
ural language understanding, natural language generation, and human-computer
interaction. Pargman et al. (2019) [9] build a dialogue on the Future of Comput-
ing and Wisdom to encompass workshop participants’ preparatory work with
writing “fictional abstracts” (abstracts of yet-to-be-written research papers that
will be published in 2068) and to include the voices of the future researchers of
2068 who wrote the abstracts in question as well as the voices of the organisms,
individuals, intelligent agents and communities who are the subjects, victims,
beneficiaries and bystanders of (un)wise future computing systems. Mihalcea
et al. (2006) [8] try to understand the interaction through languages between
human and computer, and demonstrate that natural language can be mapped
onto program structures through steps and loops. In this paper, we realize the
aspect on turning the natural language text (process) into a natural language
programming by converting an English text into a computer program automat-
ically with various natural language identifications.

The idea of English or any natural language as a programming language was
initially proposed by Samment (1966) [11] to tie a program language with the
c© Springer Nature Singapore Pte Ltd. 2021
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natural language. At that time, the goal of natural language programming was
to produce complete computer programs that could be interpreted or compiled.
Dijkstra (1978) [3] first attacked the study of natural language programming and
derived much consolation: quoted “I suspect that machines to be programmed
in our native tongues – be it Dutch, English, American, French, German, or
Swahili – are as damned difficult to make as they would be to use”. Led to the
suspension of natural language programming research. Researchers start to take
a look at natural language programming differently and come up with some ideas
that might work. Price et al. (2000) [10] created NaturalJava, a prototype for
an intelligent, natural language based user interface that allows programmers
to create, modify, and examine Java programs. Liu and Wu (2019) [7] describe
three case–studies that demonstrate the functionalities of this program synthesis
framework and show how natural language alleviates challenges for novice pro-
grammers to conduct software development, scripting, and verification. Mihalcea
et al.(2006) [8] transformed the natural language text into a program framework
through the design of step finder, loop finder and annotation identification. We
follow their ideas to realize the natural language process through the python pro-
gramming language to implement sentence breaker, text preprocessing, sentence
decomposition, realization of loop finde and results displaying by C programming
language syntax rules.

Table 1. The result of part-of-speech tagging.

[[ (‘Write’ , ‘VB’) , (‘a’ , ‘DT’) , (‘program’ , ‘NN’) , (‘to’ , ‘TO’) , (‘read’ , ‘VB’) ,

(‘the’ , ‘DT’) , (‘text’ , ‘NN’),(‘10’ , ‘CD’) , (‘lines’ , ‘NNS’) , (‘of’ , ‘IN’) ,

(‘text’ , ‘NN’) , (‘and’ , ‘CC’) , (‘then’ , ‘RB’) , (‘write’ , ‘VBZ’) , (‘the’ , ‘DT’) ,

(‘number’ , ‘NN’) , (‘of’ , ‘IN’) , (‘words’ , ‘NNS’) , (‘contained’ , ‘VBN’) ,

(‘in’ ,‘IN’) ,(‘those’ , ‘DT’) , (‘lines’ , ‘NNS’) , (‘.’ , ‘.’) ]]

The purpose of the step finder is to identify the step performed by the pro-
gram and the function name corresponding to that step. Mihalcea et al. (2006)
[8] proposed to implement part-of-speech tagging with Brill mark. Then, using
active verbs as a boundary for this step, they use a shallow parser to find the
noun phrase that plays a role of a direct object and identify the head of this noun
phrase as the object of the corresponding action. Finally, Mihalcea et al. (2006)
[8] extract the active verb and its direct object to form the function name of this
step. From the implementing perspective, we take the verb under the active voice
as the beginning of the programming step, where the NLTK tool is used for tag-
ging part-of-speech. In generating function name to help people understand the
function in programming, it is difficult to extract the direct object of the verb.
It is key that the direct object is correctly determined or the direct object does
not matter with normal operation in the programming. If the function name is
designed to conform to the rules of the programming language, then the program
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can run normally. The structure of English sentences is VSO and VOS (subject
S, verb V, object O). The object of the action is after the verb. All nouns after
the verb are the objects of this action. Hence, we extract the verb and the first
noun after the verb to generate the function name. We realize sentence breaker
first through the step finder and text preprocessing, and carry the loop finder in
natural language programming.

Table 2. Part-of-speech annotation for NLTK.

Tab Part-of-speech Tab Part-of-speech

CC Coordinating conjunction PRP$ Possessive pronoun

CD Cardinal number RB Adverb

DT Determiner RBR Adverb comparative

EX Existential there RBS Adverb superlative

FW Foreign word RP Particle

IN Preposition or subordinating SYM Symbol

Conjunction

JJ Adjective TO to

JJR Adjective comparative UH Interjection

JJS Adjective superlative VB Verb base form

LS List item marker VBD Verb past tense

MD Modal VBG Verb gerund or present

NN Noun singular or mass VBN Verb past participle

NNS Noun plural VBP Verb non-3rd person singular

NNP Proper noun singular VBZ Verb 3rd person singular present

NNPS Proper noun plural WDT Wh-determiner

PDT Predeterminer WP Wh-pronoun

POS Possessive ending WP$ Possessive wh-pronoun

PRP Personal pronoun WRB Wh-adverb

In terms of loop finder, its function is to find out what needs to be repeated
after the natural language text is converted into a program. “Needs to be
repeated” is called a loop which Mihalcea et al. (2006) [8] proposed to use
plural nouns the basis for the existence of loops. The plural nouns must be
a head of the noun phrase with a number as an indicator of the number of
repetitions. Mihalcea et al. (2006) [8] challenges the assumption that the neces-
sity of a formal programming language for communicating with a computer is
always for granted, and tackle what are perceived hardest par on steps and loops,
and develop some techniques mapping linguistic constructs onto programmatic
semantics. We break the natural language text into the active verbs and plu-
ral nouns to express repetition and modification, and exclude plural nouns that
have the function of modification. The rest of plural nouns is used to determine
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if there is a loop. When a structure like “NN+ NN” and “the+NN+of+NN”
appears, there is a modifier noun (NN is for noun). For example, apple cider,
the number of integers. For our implementation, modified nouns are not able
to determine. This reduces the accuracy of loop identification, but ensures the
correctness of the final program.

2 Brief Natural Language Process

Language (spoken or written, human or computer) is essential to communi-
cate, and natural language processing (NLP) is crucial in communication among
human beings and machines for both past, current and future. NLP is the anal-
ysis of mathematical and computational modeling of various aspects of language
and the developments. Chomsky (1959) [2] initiated the formal grammars in
the mathematical and computational modeling of grammars, and introduced a
hierarchy of grammars (finite state grammars, context–free grammars, context–
sensitive grammars, and unrestricted rewriting systems) and studied their lin-
guistic adequacy.

Table 3. Programming implementation of sentence segmentation.

Since natural language text may not be a sentence, the outermost loop is added

to enhance the program’s robustness.

funlist=[]

for tag in tags:

i =0

while i < len(tag):

if tag[i][1] == “VB” or tag[i][1] == “VBZ”

or tag[i][1] == “VBG” or tag[i][1] == “VBP” :

a=[ ]

a.append(tag[i])

i=i+1

while i < len(tag) and tag[i][1] !=“VB” and tag[i][1] !=“VBZ”

and tag[i][1] != “VBG” and tag[i][1] != “VBP” :

a.append(tag[i])

i=i+1

funlist.append(a)

else:

i=i+1

Many NLP systems are based on context–free grammars (CFG). A CFG
consists of a finite set of nonterminals (S: sentence, NP noun phrase, VP verb
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phrase, V verb, ADV adverb), a finite set of terminals and a finite set of rewrite
rules of the form A → W with A nonterminal and W a string of zero or more
nonterminals and terminals. In CFG, the dependency between a verb and its two
arguments (subject (NP) and object (NP)) is specified by means of two rules
of the grammar. It is not possible to identify this dependency in a single rule
without giving up the VP (verb phrase) in the structure. We use a rule that
S → NPV NP (subject verb object) to specify the dependency. Joshi (1991) [5]
discussed grammars and parsing (an active theoretical area in NLP), statistical
approaches to NLP (entails the use of very large quantities of data in the devel-
opment of the theories) and multilingual processing (a rich domain for testing
current and new formalisms in all aspects of NLP). Hardeniya et al. (2016) [4]
present how to break natural language text down into its components for spelling
correction, feature extraction, and phrase transformation as well as NLP con-
cepts with simple and easy-to-follow programming into some research topics of
NLP.

Table 4. The result of part-of-speech tagging.

[(‘read’ , ‘VB’), (‘the’ , ‘DT’), (‘text’ , ‘NN’), (‘10’ , ‘CD’), (‘lines’ , ‘NNS’),

(‘of’ , ‘IN’), (‘text’ , ‘NN’), (‘and’ , ‘CC’), (‘then’ , ‘RB’)]

[(‘writes’,‘VBZ’), (‘the’,‘DT’), (‘number’,‘NN’), (‘of’,‘IN’), (‘words’,‘NNS’),

(‘contained’,‘VBN’), (‘in’,‘IN’), (‘those’,‘DT’), (‘lines’,‘NNS’), (‘.’,‘.’)]

Liddy (2001) [6] summarized natural language processing approaches into
four categories: symbolic, statistical, connectionist, and hybrid. Symbolic
approaches perform deep analysis of linguistic phenomena and are based on
explicit representation of facts about language through well-understood knowl-
edge representation schemes and associated algorithms. We would like to mention
a frequently used statistical model – the Hidden Markov Model (HMM) inherited
from the speech community. HMM is a finite state automaton that has a set of
states with transition probabilities attached between states. Connectionist mod-
els combine statistical learning with various theories of representation to allow
transformation, inference and manipulation of logic formulae. Each approach has
advantage or disadvantage depending on the task. Researchers develope hybrid
techniques that utilize the strengths of each approach in an attempt to address
NLP problems more effectively and in a more flexible manner.

3 Implementing Natural Language Programming

The implementation of Natural Language Programming is to carry a sequences
of computer action statements to operate various data structures. Mihalcea
et al. (2006) [8] propose an outline to execute steps and loops to verify those
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natural language programmings, and divide the procedure of natural language
programming into three steps: step finder, loop finder and comment recognition
components. We realize sentence breaker first through the step finder and text
preprocessing, and carry the loop finder in natural language programming in
this section.

Table 5. The code that determines the scope of the loop

z=[]

i =0

while i < len(a1):

z1=[]

z1.append(i)

for k in a1[i]:

j=i-1

while j >=0:

if k in a1[j]:

z1.append(j)

j=j-1

z1.sort()

z.append(z1)

i=i+1

3.1 Sentence Breaker

The function of sentence breakers is to decompose natural language text into
phrases and identify phrases that need to be translated into a programming
language. Each phrase corresponds to a function in the programming language,
“Sentence Breaker” needs to generate names of these functions (methods) in
natural language programming. In programming, functions (methods) consists
of names and actual tasks. The aim and purpose of the function task is realized
by the actual function body. If the natural language text contains only one noun,
then one can convert the noun into a programming statement as an instruction.
Therefore, there is no need to convert a programming language to a function
(method) for a phrase that only has one noun. To be more specific, we pre-process
the text by using NLTK’s tagger to tokenize and tag part-of-speech as described
in Brill (1995); Hardeniya et al. (2016) [1,4]. We identify verbs (active voice)
in each sentence and use these verbs to cut the sentence into phrases. Third,
we need to find phrases that can be translated into a programming language.
Meanwhile, we need to find verbs (active voice) in these phrases. We take the
first object after the direct verb, and generate a function name by using both
verbs and direct objects.
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This is first to input the natural language text with nouns and active verb
and then to break this text into a series of natural language statements that
correspond to computer programming statements such that each statement can
be turned into a program function with a function parameter associated with
direct objects.

Text Preprocessing. First, we use the sent tokenize tool in NLTK to clause
the language text. Second, the word tokenize tool in NLTK is used to sep-
arate words. Finally, we use the pos tag tool in NLTK to mark the words
in the sentence as part-of-speech. We illustrate an example in this article
to realize the steps and natural language programming. Let the natural lan-
guage text to be “write a program to read the text 10 lines of text, and
then write the number of words contained in those lines.” for our example.
For this language text, we use NLTK to tagging the part-of-speech annotation
(stored in the collection) are shown in Table 1. Table 1 breaks the sentence
into 22 words and 1 punctuation mark with tags. The tag associated to each
word is based on the NLTK given in Table 2. The interpretation of part-of-
speech tagging is shown in Table 2 (data from https://wenku.baidu.com/view/
c63bec3b366baf1ffc4ffe4733687e21af45ffab.html or see Hardeniya et al. (2016) [4]
for NLTK)

Table 6. Turn a plural noun into a singular noun

lemmatizer = ns.WordNetLemmatizer()

n lemma = lemmatizer.lemmatize(word, pos=‘n’)

Sentence Decomposition and Function Name (Method). We work with
the explicit implementation to realize the natural language programming. The
active of verb is used to syncopate with the original natural language text. We
only save phrases that have verbs (active voice). We look for the number of nouns
in each phrase. If the number of nouns in a sentence is greater than 1, then we
save them into the new list based on nouns. Finally, we extract the first word
(verb) and the first noun in the phrase to map into a function name. Using this
described method, we complete the decomposition of the sentence and associate
the function name for each component.

The implementing code is essential to the realization of the natural language
programming. Since the implementation of the first function is an important
step of this section, we describe our programming ideas and code in detail. Our
aim is to use verbs (active voice) to divide sentences into phrases. We define a
list called funlist to be used to store these phrases. First, we find verbs in active
voice (VB, VBZ, VBG, and VBP all represent verbs in the active voice), where

https://wenku.baidu.com/view/c63bec3b366baf1ffc4ffe4733687e21af45ffab.html
https://wenku.baidu.com/view/c63bec3b366baf1ffc4ffe4733687e21af45ffab.html
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the verb (active voice) is used as the beginning of a phrase. To do this, we need
to write a loop in our code. We define a list called A to store the verb (active
voice). Second, we need to look up where the phrase ends. If we come across
the next verb (active voice) or the end of a sentence, then we consider that the
phrase is over. In this process, we record each word in the list A (except for the
last word). Finally, we add the list A to the list funlist. Now we look at how the
program works.

Define an empty list as funlist. Go over the outer loop to screen through data
in Table 1. When the screening traverses a word with tagging “VB”, “VBZ”,
“VBG”, or “VBP”, we stop and perform the following:

1. Define a new empty list which is named A, add this word to list A and
increment the value of counters by plus one.

2. We continue to go over the data in Table 1 by using the counters (inner loop)
and add each word to the list A. As long as a word is reached with marks
“VB”, “VBZ”, “VBG”, or “VBP”, we stop.

3. Add A to the list named funlist. The specific code is shown in Table 3.

Table 3 illustrates the programming implementation for a natural language
text.

Fig. 1. “Write a program to read the text 10 lines of text, and then write the number
of words contained in those lines” for the Natural Language text to generated Natural
Language Programming.

3.2 Realization of Loop Finder

The purpose of this component is to determine if there is a loop after a natural
language text is converted into a natural language programming. If there is
indeed a loop, then we need to determine the loop’s scope in the natural language
text. We further determine the number of repetitions (loop).
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First, we use plural nouns (plural nouns are not modifiers) to determine if
there is a loop. Specifically, we need to determine if there are plural nouns in
the phrase. If there are plural nouns in the phrase, then we need to exclude
cases where the noun might be a modifier. We set a rule that the nouns in two
constructions “noun + noun” and “the + noun + of + noun” may be modifiers.
By doing so, we run the risk that phrases that should be repeated (loop) are not
repeated (loop). The reason we chose to do this is to ensure that the resulting
programming language is correct. It should be noted that we need to define a
list named A to store the sequence number of repeated steps.

Second, we need to settle the scope of the loop. If the steps have the same
noun, then the steps are in the same loop. The implementation of this feature is a
little bit complicated and we show the ideas of the natural language programming
and some codes. To start, all the nouns are extracted from steps which are
required to repeat. Next to this, we translate all nouns into the corresponding
singular form. To convert a plural noun to a singular noun, we need to use the
NLTK tool. How to use this tool is shown in Table 6. We make a list of nouns for
each step and collect them to a new list A1. Thirdly, we define a list called Z to
store the sequence number of each step that are required to repeat. We compare
each noun in the list A1 with the words in the list A1. If the same word exists,
then the sequence number of the step is added to the group. Our code in detail
is given in Table 5. Finally, we extract the first number between the beginning
of the phrase (step) and the plural noun as the number of repetitions.

3.3 Results Display

In Subsect. 3.1 and 3.2, we obtained the function name for each step, determined
whether there was a loop in the step, and the scope of the loop. But displaying
the information according to the syntax rules of the programming language (in
this case, the C programming language syntax rules) is still not an easy task.
The final result on displaying is shown in Fig. 1.

First, in a list z1, we determine the scope of the loop at each step. For
example, 0 and 1 are in the same loop, z1 is [[0, 1], [1, 0]]. The same loop is
shown twice and we must to solve this problem. We solved this problem by
sorting and then de-duplication.

Second, from the computer programming perspective, comments do not play
an executive role in a language programming. But they are important in the com-
puter program to add detailed information on programming statements. Since
functions and loops in the natural language programming are obtained from
Table 4, we can directly convert those statements from Table 4 into comments
of those functions.

Thirdly, we define a list named list number to be used to store the sequence
number of all steps.
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Fig. 2. “Write a program to generate 10000 random numbers between 0 and 99 inclu-
sive. You should count how many of times each number is generated and write these
counts out to the screen” for the Natural Language text to generated Natural Language
Programming.

Finally, we first print a step in list z1 to the screen and remove its sequence
number from the list list number. The list z1 contains that all steps are printed
out. Then prints the steps in the list list number.

3.4 Testing

In Mihalcea et al. (2006)’s [8] paper, they used a case to illustrate the effect of
their method. We use this example to verify and carry out our program. The
example is “Write a program to generate 10000 random numbers between 0 and
99 inclusive. You should count how many of times each number is generated
and write these counts out to the screen”. In order to compare our results with
Mihalcea et al. (2006)’s [8] results, we put Mihalcea et al. (2006)’s [8] results in
Fig. 3.

In the first place, we validated the function of “Sentence Breaker”. Sentence
breaker not only automatically divides sentences into phrases but also automati-
cally recognizes phrases that need to be translated into a programming language.
In this example the“Sentence Breaker” should tell us that there are only three
phrases needs to be translated into the programming language. They are “gen-
erate 10,000 random Numbers between 0 and 99”, “count the number of times
each number is generated” and “write these counts to the screen”. The sentence
breaker not only does this but also prints the function name corresponding to
the phrase. We show the end result of our program execution in Fig. 2.

Next, we test the function of the “loop finder” by entering these three phrases
into the loop finder. Loop finders can help us identify phrases that need to be
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Fig. 3. Mihalcea et al. (2006)’s sample output produced by the natural language
programming system

executed repeatedly. Reading these phrases, we can know that all phrases have
plural nouns and these plural nouns have no function of modifying. So that all
three phrases need to be looped (executed repeatedly). The first and second
phrases have the same object, so they should be in the same loop. Since the
object in the third phrase is different from the object in the other phrases, the
third phrase should be in a separate looper. Finally, these three phrases should
be repeated in two different loops. We only found the number of repetitions in

Fig. 4. “Write a program that reads a string of keyboard characters and writes the
characters in reverse order.” for the Natural Language text to generated Natural Lan-
guage Programming.
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the first phrase. So, only the first phrase exists in a loop that can be translated
into a programming language’s for loop. We show the end result of our program
execution in Fig. 2. Our results were similar to those of Mihalcea et al. (2006)
[8], but we wanted the program’s output to run in C instead of pseudocode. In
addition, we have also used other cases to test our program, with good results.
Such as “write a program that reads a string of keyboard characters and writes
the characters in reverse order.” We use the Fig. 4 to show the result.

4 Conclusion

The study of natural language processing for natural language programming and
vice versa is certainly an important step to connect the community of human
and the computer machine from the language perspectives. The interactive or
interpreted relation between natural language processing and natural language
programming would be beneficial for both fields. In this paper, we present how
to use the structure of natural language processing to implement a computer
language with results displayed by automatically generated natural language
program skeletons. The finer structure natural language text exhibits, the better
constructive natural language programming codes. Advances in one NLP help
the better performance or understanding in another NLP.
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Abstract. This paper proposes a dynamic and scalable blockchain system frame-
work for structuring a blockchain systems (BC). Traditionally a BC maintain
multiple nodes with a smart-contract engine (SC) running on nodes, possibly
with one or more Oracles Machines (OMs). However, many sophisticated appli-
cations require a much flexible yet still secure and scalable system architecture.
The new framework LSO (Ledgers, Smart contracts, Oracles) with an inter-unit
collaboration protocol that can be used for system registration, identification, com-
munication, privacy protocols, and scalability management. The LSO framework
is a dynamic and scalable framework because BCs, SCs, and OMs can be added
without affecting the overall structure and without performance degradation. This
framework support this by running a collection of cooperative Collaboration Lay-
ers (CLs) that acts like a DNS (Domain Name System) in Internet but this time
to interconnect various BCs, SCs, and OMs. This LSO framework is a part of
ChainNet initiative where BCs are used as building blocks in information and
communication systems.

Keywords: Blockchains · Smart contracts · Oracles · ChainNet · System
architecture · LSO Framework

1 Introduction

1.1 A Subsection Sample

This paper proposes a new framework for structuring a blockchain (BC) system. Tradi-
tionally a BC maintains multiple nodes with a smart-contract engine (SC) running on
some nodes, possibly with one or more oracles machines (OMs). This is used in cryp-
tocurrency systems such as Bitcoins and Ethereum, as well as stablecoins and CBDC
Central Bank Digital Currency) systems.

However, this architecture has been shown to be inadequate for many applications.
A BC stores and protects data once they are entered into the system, however, it does

not guarantee that the data are true or real. The data are as true as the data supplied to
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the BC, thus many propose to use OMs to address this problem and an OM can receive
data from external world, at the same time it can send data from the BC to the external
world.

A BC does not guarantee that any computation done are correct, e.g., those compu-
tations done by SCs running on top of the BC. Two ways to improve this situation are 1)
those SCs can use data from the BC only as the BC provides some assurance that data
have not been altered once they entered the system; 2) any computation done should be
done by multiple SCs, and the results need to go through the consensus process. These
two mechanisms are far from adequate in assuring that the computation done by SCs
are correct, but they provide minimum support.

Regulators such as central banks are concerned with lack of transaction visibility
and potential risk of money laundry and other financial risks. For example, in a report
published by Bank of Canada in 2017 suggested many BC systems including those
specifically designed for financial applications do not support regulators to supervise
transactions.

Institutions are concerned with the lack of scalability and performance needed for
modern financial applications. While many designs have been proposed to address this
issue, but few solutions are available. This problem is a challenging task because not
only the system needs to perform well with scalability, but also the system needs to
inform regulators in a timely manner to monitor these transactions.

Clients, both individuals and corporations, are concerned with the lack of privacy
for their identification and transaction data.

System scalability needs to addressed from the overall system architecture point of
view, rather than from individual component systems, whether the component system
is a BC, SC, or OM. For example, many have advocated a BC system should connect
to multiple SCs, and multiple OMs; while at the same time an SC should be able to
connect to multiple BCs; and an OM should be able to connect to multiple SCs and BCs.
These new requirements come from the fact that a data source (OM) may serve multiple
BCs, and a modern financial system require sophisticated SCs as suggested by CFTC
(Commodity Futures Trading Commission).

For these reasons, one needs a new system architecture framework with three major
components, OM for interfacing external systems or entities, SC for computation, and
BC for storing data. The new framework is called LSO model, as L represents a ledger
system (provide by BCs), S represents SC computation, and O for OMs.

This paper makes the following contributions: 1) Propose a new structuring frame-
work LSO to cover the whole spectrum of computation, data storage, and communica-
tion, and the framework is dynamic as it allows BCs, SCs, and OMs to join the ChainNet,
and it can scale to millions of systems by a hierarchical structure; 2) Propose an Event-
Driven Architecture (EDA) to support SC computation in an asynchronous manner; 3)
Propose a privacy mechanism to work within OMs so that privacy can be preserved in
the LSO framework; 4) Illustrate the framework with an application system, a regulation
compliance system with a bigdata platform interconnecting BCs.

This paper is organized in as follows: Sect. 2 presents related work; Sect. 3 presents
the LSO framework including overall architecture, protocols, event architecture; Sect. 4
presents the privacy mechanisms; Sect. 5 concludes this paper.
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2 Related Work

2.1 ChainNet

ChainNet is a project started in early 2020 where BCs and related technology are
used in information and communication systems. In other words, these systems will
be blockchainized. For example, OS (operating systems), databases, network protocols
will be modified to support BC operations directly. Currently, these computing and com-
munication infrastructures have been developed for conventional applications. They can
be used to support BC operations, but they are not efficient in supporting BC applica-
tions. For example, in high-speed trade clearing experiments done in 2017, the entire
operations can be done using 36 servers running as a 4-node system, 90% of system
computation and communication resources were used to support BC operations, i.e.,
encryption, decryption, and consensus protocols, leaving only 10% of resources for
application processes. This means that the current infrastructures are poorly suited to
support BC-related functions (Fig. 1).

Fig. 1. ChainNet restructuring current technology stack

The ChainNet Initiative updates current network protocols, operating systems,
databases, and application structures, so that BCs and related systems can be running effi-
ciently. We have proposed several new designs in OS, databases, and network protocols,
and application architecture in ChainNet [Tsai 2020].

2.2 ABC/TBC Architecture for Scalability and Privacy

This is a protocol designed for scalability and privacy protection for financial application.
This approach allows BCs to scale in two dimensions, one way is horizontal scaling by
adding resources into account BCs (ABCs), the other way is by adding new trading
BCs (TBCs). This approach is used because scaling an account system and a trading
system require two different scalability mechanisms. By providing two different scaling
mechanism, a BC system can be scaled. This protocol has been used to process trade
clearing in a commodity trading firm in 2017 with a BC system with bigdata capabilities
[4] (Fig. 2).
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Fig. 2. ABC/TBC architecture for scalability and privacy

As each financial institution maintains her own BC systems, thus privacy of their
clients can be ensured, while a regulatory agent can have nodes in each financial BCs,
thus they can have access to all the data. If a financial institution needs to make an
inter-institution trade, it will send a request to a TBC that will be responsible for trading,
and the results will be sent back to their respective ABCs. An intra-intuition can be
made locally without working with external TBCs. Many central banks including Bank
of Canada have expressed the need to access all the transaction data in all the BCs, and
this approach is a suitable one.

2.3 Blockchain Oracles

An OM can be a software, hardware, human, computation oracle, with or without con-
sensus mechanisms, provide inbound, outbound or both directions of information, and
related to specific contracts in an SC [1]. An OM can be a large system such as a banking
system or an insurance platform, or small devices in an IoT system.

An OM can provide timely and correct information, or it may provide incorrect
or even misleading or malicious information. Thus, the LSO system needs to have a
dynamic evaluation mechanism to track the reliability of participating OMs.

Also, several design patterns are associated with an OM: Immediate-Read, Publish-
Subscribe, and Request-Response. All these are all related to Observer design pattern,
event-driven architecture (EDA). Related patterns include Saga, Domain events, CQRS,
Event Sourcing, and Audit Logging.

2.4 Event-Driven Architecture

EDA has been practiced extensively before. For example, IBM’s EDA is an integration
model built around the publication, capture, processing, and storage (or persistence) of
events. Specifically, when an application or service performs an action or undergoes
a change that another application or service might want to know about, it publishes
an event—a record of that action or change—that another application or service can
consume and process to perform one or more actions in turn. In a simple example, a
banking service might transmit a ‘deposit’ event, which another service at the bank
would consume and respond to by writing a deposit to the customer’s statement. But
event-driven integrations can also trigger real-time responses based on complex analysis
of huge volumes of data, such as when the ‘event’ of a customer clicking a product on an
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e-commerce site generates instant product recommendations based on other customers’
purchases.

Similarly, many microservice systems also has Event Source model. This model
persists the state of a business entity such an Order or a Customer as a sequence of
state-changing events. Whenever the state of a business entity changes, a new event is
appended to the list of events. Since saving an event is a single operation, it is inherently
atomic. The application reconstructs an entity’s current state by replaying the events.
The event list in the event source is stored in a centralized database, and it can also be
stored in a distributed database (Fig. 3).

Fig. 3. ChainNet restructuring current technology stack

An important point in microservices is each service has its own database. Some busi-
ness transactions, however, spanmultiple service so you need amechanism to implement
transactions that span services. From this, they proposed a solution called Saga, which
Implements each business transaction that spans multiple services. A saga is a sequence
of local transactions. Each local transaction updates the database and publishes a mes-
sage or event to trigger the next local transaction in the saga. If a local transaction fails
because it violates a business rule then the saga executes a series of compensating trans-
actions that undo the changes that weremade by the preceding local transactions (Fig. 4).
There are two ways of coordination sagas that each local transaction publishes domain
events that trigger local transactions in other services, and an orchestrator (object) tells
the participants what local transactions to execute.

Fig. 4. Coordination sagas

These two models show the interaction between events and the database, the coor-
dination between events. We will design a protocol to realize the information exchange
between systems and design a model to complete the interaction between events and the
BC storage system that can support large-scale applications.
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3 LSO System Structuring Framework

Traditionally a BC has an associated SCs and connect to a collection of OMs. The BC
can receive data from the SC and OMs; the SC can receive data from the BC and OM,
and can send data to the BC and OMs; the OM can send data to the SC and the BC.
However, this structuring rule is not rigorously enough as the SC can receive data from
OMs directly for execution, but the data may be faulty or lost. First different data may
send to different nodes within the SC and this will surely lead to different computation
results, and stop the system from working correctly. Furthermore, data sent from OMs
have not been validated before applications.

One way to address this problem is enforcing the following rules:

• Input rule: All data from OMs must be sent to the BC before sending to the SCs for
execution.

• Consensus rule: All the computation results done by the SC must go through the BC
consensus protocol to be accepted by the BC.

• Output rule: All the computation results done by the SC must be stored in the BC
before sending the results to clients or OMs.

This is three SC principles and they address the problems mentioned earlier. This set of
principles work fine when there is only one BC and only one SC. When a system has
multiple BCs, SCs, and OMs, more sophisticated communication must be available.

3.1 LSO System Framework

The new BC framework also have BCs, SCs and OMs, but now BCs can work with
multiple SCs, and at the same time, one SC system can work with multiple BCs as
illustrated in Fig. 5 with three different configurations.

Ledger system (L): This is the conventional BC systemwhere a set of transaction data
with timestamps is grouped as a block, the hash of the block is used as a part of data in
the next block. In this way, blocks of data are chained together to make sure data cannot
be modified without being alerted. Furthermore, for a BC system, it has a collection of
minimally four nodes, each contains the same information, these nodes use a Byzantine
General consensus protocols or similar protocols to make sure that all the honest nodes
take in the same blocks of data. This definition allows for both permissioned BCs and
public BCs. But for modern digital financial applications, often only permissioned BCs
can be used as evidence by Facebook’s Libra 2.0 where the public BC route is abandoned
(Fig. 6).

A major distinction is that a BC can work with multiple SCs, each SC is responsible
for one set of related functions, e.g., one SC responsible for KYC, other set responsible
for AML as illustrated in Fig. 7.

One advantage of this structure is that one set of SCs can work with multiple BCs,
each take care of its own transactions. With this approach, the output from the SC
computation need to record 1) the data source information (OMs, BCs, timestamps); 2)
the associated SC information (set of rules used, timestamps); 3) the IDs of the BCs that
will store the results.
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Fig. 5. LSO system architecture

Fig. 6. 1-n, n-1, n-m relationship between BCs with SCs

Similarly, each SC canworkwithmultipleBCs, eachwill record all the data produced
to and from the SC. Like before, all the data from OMs are sent to the resident BC.

With the new framework, the working rules are updated:

• Input rule: Only OM, associated SCs, or authenticated clients can send data to a BC
system.

• Consensus rule: All the computation results done by the SC must go through the
consensus protocol of participating BC consensus protocol.

• Output rule: Only associated SCs and OMs, or authenticated clients can receive data
from the BC system.

SC system (S): This is like the traditional SC system except each SC system can
work with multiple BCs.

OM systems (O): This is the traditional oracle system, and it can send/receive data
from/to multiple BCs. Each OM must register with a BC before it can send or receive
data to or from the BC.

3.2 Collaboration Layer to Support Registration

The LSO framework allows multiple BCs, SCs, and OMs to collaborate with each other,
even their relationship can be dynamically created via a Collaboration Layer (CL), and
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Fig. 7. One BC with multiple SCs working together

the CL sits among The CL sits among multiple BCs, SCs and OMs. The CL becomes a
component of the framework infrastructure. Figure 8 illustrates the diagram.

Fig. 8. Schematic diagram of collaboration layer

The design of the CL assumes that there are N (N = 0, 2, …) BCs, M (M = 0, 2,
…) SCs, and W (W = 0, 1, …) OMs (M + N + W > 1), in particular, each BC may
have some SCs and OMs. Traditionally a BC has minimally four nodes, but an OM can
be any system such as a BC or an IoT system. For example, a BC network may connect
to multiple SCs and multiple OMs, but the same SCs and OMs may be connected to
another BC network. All BCs, SCs, and OMs that wish to collaborate need to register
at the CL.

The positioning and affiliation of nodes and systems of the CL can be determined
by the following three-dimensional coordinates:

The CL provides unique type identification for the three types of systems: BC, SC, and
OM systems;
The CL provides unique system identification for different systems. The CL provides a
unique identifier for each registered system; For example, two BCs cooperating, BC A
has A-1, A-2, A-3, A-4 nodes, and BC B has B-1 B-2, B-3, B-4 nodes.

For example, there are two BCs, two SCs, and two OMs. Each BC and SC contains 4
nodes, and theOMcontains 1 to 4 nodes. Each system and node first register with the CL,
and after registration, the CL returns the corresponding three-dimensional identification
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(Table 1). The three types of systems marked by the CL are BC, SC, and OM. There are
6 registered systems in the CL, which are BC1, BC2, SC1, SC2, OM1, and OM2.

Table 1. Three-dimensional identification of each node

System type Node identification

BC <BC, BC1, BC1-1> <BC, BC1, BC1-2>
<BC, BC1, BC1-3> <BC, BC1, BC1-4>

<BC, BC2, BC2-1> <BC, BC2, BC2-2> <BC, BC2, BC2-3> <BC, BC2,
BC2-4>

SC <SC, SC1, SC1-1> <SC, SC1, SC1-2> <SC, SC1, SC1-3> <SC, SC1,
SC1-4>

<SC, SC2, SC2-1> <SC, SC2, SC2-2> <SC, SC2, SC2-3> <SC, SC2,
SC2-4>

OM <OM, OM1, OM1-1> <OM, OM2, OM2-1>

The tasks recorded by the CL include account, transaction, accountValidation, trans-
fer, accountInfo, and credit. Each system has corresponding functions and stored data
(Table 2).

Table 2. Functions and tasks of each system

System type Function Task

BC1 Record account data {BC1:[account], BC2:[transaction]}

BC2 Record transaction data

SC1 Account verification {BC1:[account], BC2:[transaction],
SC1:[accountValidation],
SC2:[transfer]}

SC2 Transaction processing

OM1 Collect account personal information {BC1:[account], BC2:[transaction],
SC1:[accountValidation],
SC2:[transfer], OM1=[accountInfo],
OM2=[credit]}

OM2 Collect user credit information

Transaction data are processed by the CL in the following three steps:

1. The data collected by the oracle machine needs to be transmitted to the smart con-
tract for account verification. OM1 and OM2 respectively initiate a collaboration
request for the accountValidation task to the CL. The CL returns the node infor-
mation of the SC1 system and records the collaboration relationship: <OM1, SC1,
accountValidation>, <OM2, SC1, accountValidation>.
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2. When SC1 performs account verification, it needs to query account information
and initiate an account communication request to the CL. The CL returns the BC1
system and node information, and SC1 establishes communication with BC1. The
CL records the collaboration relationship <SC1, BC1, account>. After the SC1
S completes the account verification, it passes the result to the transaction chain,
initiates a transaction collaboration request to the CL, and the CL returns the BC2
information and records <SC1, BC2, transaction>.To process transaction data in
BC2, transfer processing needs to be performed through a S, and the processed
result is stored in BC2, so the collaboration <BC2, SC2, transfer>, <SC2, BC2,
transaction> is created.

3. TheCL provides the registration service so that BCs, SCs, andOMs towork together.
It provides standardized interfaces for collaborativemanagement, including node and
system registration, change or cancellation, system task registration or task assign-
ment change, query corresponding system and node information, and broadcast
changes.

The CL acts as an Interface, and it has its own BCs with SCs, and the BC keeps track
of requests, and SC acts to verify and validate requests, and collaboration information
to form an overall collaboration graph (Fig. 9).

BC1

BC2

SC1

OM1

OM2

SC2

Fig. 9. Sample collaboration graph

3.3 Multi-level CL Network

If the BC network is large, say hundreds of thousands to million participating BCs, SCs
and OMs, one CL will not be able to support all the operation. In this case, multiple CLs
can be created, and they form a CL network. Figure 10 shows a 2-level CL network,
where the BC network is divided into regions, each CL operates in one region, and they
communicate with each other on a regular basis. This 2-level network can be extended
to K level once the participating BCs, SCs, and OMs keep on increasing.

3.4 Dynamic Trust Evaluation

OMs are third-party services that provide smart contract with external information. They
serve as bridges between BCs and the outside world. Oracles are a tool that can provide
interoperability between different BCs and communicate with external data sources.
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Fig. 10. Two-layer collaboration architecture

This section proposes a scalable OM supporting privacy computing, that not only
can ensure that the data collection process is reasonable, but also can carry out privacy
computing and maintain the scalability of system services. In addition, we also design
a reputation evaluation strategy for each node to determine whether each node is a
malicious node.After each feed, the reputation value of each node is updated. In addition,
a OM uses a BC to preserve data to protect content providers. As a data feed service
of SCs, it can provide offline data faithfully so as to ensure the authenticity of data on
ledger and realize the interaction between SCs and the outside world.

3.5 Event-Driven Architecture (EDA)

CFTC has recommended that SC code should be standardized, and International Swaps
and Derivatives Association (ISDA) has proposed many SC standards. Furthermore,
CFTC recommends that each SC perform only limited functionality only, for example,
one of many steps necessary to complete a financial transaction.

The standardization process splits a transaction into multiple steps, and each step is
implemented by a fragmented and standard SC service. This will subvert the previous
SC development process, from the customization of the entire SC development to the
integration of standardized SCs, and realizes the preprocessing of transaction data. In
the event registration phase, EDA has three-step process as shown in Fig. 11.

1) Enable SC participants to register for events;
2) Standardize the events in the natural language contract and preprocess the contract;
3) Pack and store the data including event attributes and contract attributes separately.

Note that the EDA proposed here are different from traditional EDA systems. Tra-
ditional EDA system employ various design patterns such as Observers, Subcribe,
Request/Response, and Event Streaming. Even machine learning technology can be
used in EDA systems. They are also flexible and scalable, yet they do not use BCs
or SCs. The EDA system proposed in this paper employ BCs and SCs, and provide
CL-based registration services. CLs also use BCs and SCs as a part of technology base.

For contracts submitted by participants, EDA can extract relevant attributes through
machine learning technology. Analyze the text structure of standardized contracts, and
then extract features of different attribute types. Finally, the contract attributes and event
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attributes are packaged and stored separately through filtering, classification, and clus-
tering. The event model registers events by contract participants and standardize natural
language contracts as events, that is, under the internal processing logic of the contract
(expressed in the form of software code, roughly conditional statements), the contract
is preprocessed, which will include the data of event attributes and contract attributes
are packaged and stored separately, and judicial authorities are notified to intervene for
notarization. After the event starts, find the corresponding event data package and con-
tract data package according to the event ID and submit it to the smart contract system
for automated transaction processing. At the same time, information related to account
assets is submitted to the core ledger system for asset verification or asset certification
in advance, and the corresponding account’s the credit records is searched If it involves
asset fraud or the participant is on the list of untrustworthy parties, the contract participant
or regulatory agency can be notified to terminate the contract and initiate a termination
event (Fig. 12).

Fig. 11. Event registration process

Fig. 12. EDA model
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In the event of a default, the party whose fault or defect occurred between the parties
is called the “defaulting party” and the other party is called the “non-defaulting party”.
The event of a default needs to be defined in the SC in advance. Once a default event
occurs, the parties can choose to terminate the transaction. However, the termination
event is different from the event of the default. The termination event is intended to occur
when neither party is at fault. Therefore, the parties affected by the incident are called
“affected parties.” In the event that events prevent or hinder both parties from fulfilling
their respective obligations, both parties may become affected parties. Otherwise, in the
case of only one affected party, the other party is called the “unaffected party”. The
termination event may also affect only certain transactions. These are called “affected
transactions.” For example, in an embodiment, it may be illegal for a party to continue
to pay based on a certain type of transaction. In this case, the parties can determine that
only these types of transactions will be terminated, and other transactions will proceed
normally.

The EDA model should consider the overall financial transaction infrastructure,
interacting with many institutions, financial or non-financial institutions. On this infras-
tructure, for example, a new event occurs in a financial institution, and the event must be
transmitted to other units through this infrastructure, including the BCs and SCs running
at these institutions. Other institutions can be regulatory authorities, and the same event
represents the same information in these BCs or SCs and cannot be changed. Participat-
ing institutions of this model can be banks, insurance companies, exchanges, financial
institutions, notary offices, regulatory authority,CSD(Central SecuritiesDepositorySys-
tem), Bureau of Industry and Commerce, and National Taxation Bureau. These financial
institutions participate in the formulation of contract terms and involve different trading
activities in reality. When a financial institution makes the first event occur through the
event model, the contract execution is triggered. Due to the contract process, according
to different execution conditions, other related events may also occur. Related events
may also trigger other events, triggering the execution of multiple SCs until the end of
the process. Therefore, the occurrence of an event will trigger the occurrence of multiple
related events. At this time, the node needs to be notified again to start the related event.

As the initiation of an event in the EDAmodel may cause the domino effect triggered
by the event, and this results in triggering multiple SCs to be activated. Therefore, such
processing needs cannot bemet in traditional BCswith SCs running on theBCplatforms,
without any regulatory authorities involved. To handle a large number of transaction
requests efficiently and quickly, the relationship between the SC system (S) and the BC
system (or the ledger system L) can be considered in the following three ways:

• S and L can be processed in parallel, that is, the SC platform and the BC platform
process transactions at the same time, e.g., S does settlement and L does transaction;

• S is processed before L, that is, after the SC system is executed, it is handed over to
the BC system for processing, e.g., S processes customer information first to ensure
that the customer information is correct before trading in the L system;

• S is processed after L completes its tasks, e.g., transactions are carried out in the L
system, and after the transaction, the S system is cleared outside of the L system.
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After the event model receives the corresponding event start signal, it separates the
event attributes, contract attributes and other data and packs them for storage. The stor-
age method adopts the form of establishing a hash table, that is, establishing an event
attribute hash table and a contract attribute hash table. The event ID and contract ID are
directly mapped to the corresponding positions of the hash table. The contract partici-
pant initiates the event, and the event model maps the event data package according to
the event ID and classifies the event. Event attributes include event name, event ID, and
event participant information. The information of the event participants is divided into
personal name, age, certificate type, certificate number, phone number, social account
number, address, etc. (or company name, company location, legal representative, reg-
istered capital, business scope, business qualification, number of employees, company
URL, contact information, etc. Type of incident, content of incident, date of incident,
contract ID, arbitration tribunal). Contract attributes include contract ID, contract dura-
tion, contract asset types, asset quantities, asset certificates, contract content, contract
location, contract date, etc. As soon as the event occurs, the corresponding data packet
is retrieved from the database and submitted to the S system for processing (Fig. 13).

Fig. 13. Event-initiated automatic state machine

In the event model, next we can give an example of account A deposits in bank B.
First, Bank B enters the LSO system through registration events. A submits a deposit
request to bank B, and B initiates a corresponding deposit event.

Contract: Account A deposits a sum of money N in bank B for n days.
Event: A account exists
Event: Calculate interest rate
Event: Update account A balance
Event: Bank failure
Event: The contract has not expired
Event: Deposit transactions are insured
Event: Insurance company pays

The processing logic is expressed in the form of software code (pseudo-code), including
data standards or logic standards, and the event and contract data transmitted by the
event model in parentheses.
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3.6 Oracle Machine Operation

OMs collect off-chain data, and the collection process can be managed by their own
SCs.OMs, togetherwith their associatedSCs, PMs, andmultiple data-providingmodules
complete this job. The OM computingmodel as shown in Fig. 14. To ensure the accuracy
of data, the OM uses a dynamic credit value for each data provider to measure its
credibility. The OM’s credibility for the data provider is calculated by the accuracy of
the data provided by its history, The OM weights the data provided by multiple data
providers according to their trust degree and delays the calculation of reputation value.
If and only when the total trust value of data results reaches the trust threshold required
by the data request, the out of chain result data will be sent to the user’s SC through the
OM’s SC.

The BC node transmits the encrypted data on the chain to the off-chain PM node
through the OM. The blockchain node uses the off-chain PM call component pre-
deployed at the client to transfer the encrypted data to the off-chain privacy computing
node. The data on the chain is transmitted to the PM node under the chain. By creating
an off-chain TEE, off-chain privacy computing nodes can implement deployment oper-
ations on off-chain contracts and call execution operations after deployment and ensure
data security and privacy protection during the operation.

The OM provides accurate data for the OM’s SC, and the OM performs trust man-
agement on the data provider. Off-chain PM nodes can prove the authenticity of the data
they obtain on the chain based on verifiable computation technology. The OM uses a
dynamic credit value for each data provider tomeasure its credibility. TheOM’s credibil-
ity for the data provider is calculated and generated by the accuracy of the data provided
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by the oracle engine. The data provided by the data provider is weighted and postponed
according to its trust level, and only when the total trust value of the data result reaches
the trust threshold required by the data request, the out-of-chain result data will be passed
through the OM’s SC sent to the user’s smart contract.

Fig. 14. Oracle computing architecture

The OM is responsible for reasonably assigning the received private computing tasks
to the off-chain PM clusters to achieve load balancing of each node. The oracle engine
encrypts the data and transmits it to the off-chain private computing node, and the off-
chain trusted computing node deploys an off-chain trusted execution environment for
performing private computing on the on-chain data. Its trusted execution environment
is a trusted execution environment based on CPU hardware that is completely isolated
from the outside. The PM node performs calculations in an off-chain trusted execution
environment, and encrypts the calculation result and feeds it back to the oracle engine.
The OM gathers the calculation results of each private computing node and sends it to
the OM’s SC.

4 Applications

4.1 BDL System in LSO

A BDL (Blockchain Data Lake) shown in Fig. 16 is a bigdata platform interconnect-
ing with BCs for regulation compliance and monitoring. This section applies the LSO
framework model to a BDL system. This system uses big data technology for regulatory
analysis and supports the access of multiple BCs. The BCs realize data interconnection
through a CL, and supports complex query, data mining and data analysis functions.

The BDL is proposed to address these problems: 1) transaction data are stored in
BCs and they cannot be easily modified without being noticed; 2) regulation compliance
need to collect data from these BCs so to find potential frauds and money laundering,
and this requires centralized processing. However, current BC solutions tend to make
transaction data in isolation, but data stored in a centralized database can be altered.

The solution proposed is to have a centralized bigdata platform that interconnect
various BCs, but at the same time, data and their hashes collected and stored in the
platform are written back into originating BCs, these originating BCs can verify that
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data stored are correct. If the platform altered the data, the hash of these data will be
different, and the originating BC can identify this data alternation. This is the double
interlocking mechanism, i.e., BC data including original data and their hash values are
stored in the platform, and at the same time, the platform data and their hash values
are stored back into originating BCs. In this way, the platform cannot modify the data
without being noticed (Fig. 15).

Fig. 15. Oracle computing architecture

This BDL system can be supported by the LSO framework. First, BDL can identify
a BC registered at CLs, and its trust levels as well as other information, such as other
BCs, SCs, and OMs that work with the BC.

The system includes: (1) Mirror BC data module, including data acquisition and
transmission modules; (2) BC data pipeline that provides functions such as BC data
sending and receiving, BC data conversion and processing; (3) BDL core, including BC
database, data analysis component, data security and access component, and BDL BC.

The abstract BC data module collects data from different BCs and sends the data
to the BC data pipeline. The BC data pipeline formats and encrypts the original data
and sends to CL. After receiving the request, the CL queries the BDL system and node
information corresponding to the task and establishes a communication connection.
After receiving the data, the BDL core needs to verify the validity of the data source to
verify whether it has obtained the access authorization and whether it has the legal IP
address, so as to ensure the authenticity of the data, and store the data in the database
and conduct relevant data analysis.

Fig. 16. BDL system
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A component of BDL is the abstract BC data module. The node can be an actual node
or an agent node that is only responsible for contacting the BDL. This node includes the
following Module:

• New data collection module in BCs: get the data of the new block regularly;
• New data sending module in BCs: regularly send data to the BC data pipeline;
• Data on-chain module from BDL: When the BDL system sends information, it is
registered on the BC, so that the BC and BDL keep each other’s data.

Another component of BDL is the data pipeline of BCs, this is responsible for the
connection between BCs and the BDL, including data transmission and reception of BCs
and BDL, and data conversion and processing. The data pipeline includes the following
modules:

• BCnode andBDL link connectionmodule: This establishes a communication channel
between BCs and the BDL;

• BC data receiving and sending module: This is responsible for receiving data from
BCs and BDL;

• BC data conversion processing module: These formats and encrypts data sent from
the BC node;

• BCData Security Transmission Module: This transmits formatted and encrypted data
to the BDL;

The BDL core, including a BC database, data analysis component, data security and
access component, and BDL BC.

• BC database: This supports the storage and fast retrieval of massive BC data;
• Data analysis component: This supports a variety of data analysis tools, including but
not limited to SQL, Hive, Impala, Spark;

• Data security and access components: This is responsible for block link access
authorization and BDL access control;

• BDL BC: This is used to chain key BDL data and provide BDL own data verification
function;

• BDL data sending component: This is responsible for sending relevant BDL data back
to the relevant BC and maintaining the BDL-BC to maintain the same counterparty
data. As one BDL can interconnect to numerous BCs, related authority management
is important.

• BCnode andBDL link connectionmodule: This establishes a communication channel
between participating BCs and the BDL;

• BC data receiving and sending module: This is responsible for receiving data from
BC nodes and the BDL;

• BC data conversion processing module: This formats and encrypts data sent from BC
nodes;

• BCData Security Transmission Module: This transmits formatted and encrypted data
to BDL.
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The resulting BDL system can be visualized as in Fig. 16 where a centralized bigdata
platform is used by regulators to monitor transactions that is interconnected to many
BCs. The platform can be scaled by adding more servers and communication links. As
regulators can see all the transactions done in participating BCs, they can perform KYC,
AML and other analysis easily as all the data are gathered and stored at the platform.
The data stored in the BDL platform are also written back to participating BCs so that
these BCs can verify that the data stored have not been altered by regulators. In this
manner, regulators can monitor all the related transactions, and all participating BCs can
be assured that data reported are stored at the BDL without any modifications.

5 Conclusion

This paper proposes a new BC system structuring framework LSO where a collection
of BCs, SCs, and OMs work together via CLs. This framework is a dynamic framework
because BCs, SCs, and OMs can be added to it without affecting the overall structure.
This framework supports multiple BCs work with multiple SCs, as well as multiple
OMs. In this way, modern financial application can be performed.

The framework is scalable as it can handle arbitrary number of BCs, SCs, or OMs.
The LSO framework supports scalability via a collection of cooperative CLs that acts
like a DNS system to interconnect various BCs, SCs, and OMs.

This paper illustrates this LSO framework using a BDL system where a bigdata
platform work together with BCs, potentially hundreds to millions of BCs to support
transaction supervision and regulation compliance.

The LSO framework performs all these without changing the functionality and fea-
tures of traditional BCs such Merkel tree, Byzantine General Consensus protocols,
encryption, and digital signatures.
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Abstract. Although the advanced technology stack of blockchain leads to the
prosperity of its applications, the underlying mechanism of blockchain interoper-
ability remains stagnant. Targeting at the efficiency and verification problems of
existing cross-blockchain mechanisms, we design a Cross-Blockchain Informa-
tion Synchronization and Verification (CISV) mode. In CISV, Cross-chain Infor-
mation Synchronization (CIS) uses the design of touch block to provide high
synchronization rate within low network delay, while Cross-chain Information
Verification (CIV) applies ECC cryptography algorithm and Secure Multi-party
Computation (SMC) to guarantee the accuracy and privacy of cross-chain informa-
tion. Experiments executed on three mainstream blockchains (Ethereum, Hyper-
ledger Fabric, and EOS) show that CISV has a reliable performance in blockchain
interoperability with strong expansibility.

Keywords: Cross-blockchain · Blockchain interoperability · Synchronization ·
Secure multi-party computation

1 Introduction

The development of blockchain technology has formed a relatively complete technology
stack, which has been widely concerned and studied mainly because of its unique char-
acteristics: decentralization, anonymity, transparency and traceability [1]. On one hand,
from the perspective of data, blockchain is a distributed database that is almost impos-
sible to be changed. The concept of distribution is not only reflected in the distributed
storage of data, but also in the distributed record of data [2], which is jointly main-
tained by system participants. On the other hand, from the perspective of technology,
blockchain is not a single unit, but the result of the integration of multiple technolo-
gies. These technologies are combined with new structures to form a new way of data
recording, storage and expression.

Although the characteristics of blockchain trigger the prosperity of engineering-
oriented projects (DApps) [3], the blockchain’s underlying mechanism is somehow
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underestimated. At present, the research process of the underlying technology of
blockchain has come to a bottleneck period [4], while most blockchain practitioners
have great expectations for its popularization. Due to the variety of blockchain plat-
forms, the fundamental design of each blockchain platform has its own unique features.
However, if a multi-chain system wants to record several types of relevant information
to different chains at the same time, different consensus mechanisms and varied methods
of block generation will lead to weakness of synchronization [5], which will produce
many inevitable problems in the multi blockchain system [6]. Therefore, it is a serious
problem to keep relevant data synchronized between different blockchains [7].

The technical problems to be solved in this paper are to overcome several common
limitations of the existing blockchain interoperability technology such as low synchro-
nization rate, limited efficiency, lack of information verification, along with security
issues like data privacy and cyberattack threats. Many researchers have put their strength
unilaterally on limited aspects, causing the other factors to be more serious.

To tackle the shortcomings above, we design a Cross-blockchain Information Syn-
chronization and Verification (CISV) mode, including the synchronization mode and the
verification mode. The simplified process of the CISV mode is shown in the following
steps:

Step 1. The Cross-chain Information Synchronization (CIS) module obtains the data
information to be synchronized, then uses the consensus mechanism of the blockchain
system to package the data into a new block, where the blockchain system marks the
new block as a candidate block of touch block;
Step 2.After the candidate of touch block is generated, the signal sent by the Cross-chain
Information Verification (CIV) module outside the blockchain system is continuously
detected. When the end signal is detected, the nearest block in the current main chain is
obtained;
Step 3. Point the nearest block in the current main chain to the candidate of touch block,
then the candidate rises to the real touch block;
Step 4. Query synchronous signal in touch block and broadcast the information onto
each blockchain system to finish the synchronization and verification.

Our contribution can be included as follow:

(1) We design and implement a Cross-chain Information Synchronization (CIS) mode,
which provides high synchronization rate within an acceptable network delay.

(2) We effectively guarantee the privacy and accuracy of cross-chain information during
the synchronization by applying the Cross-chain Information Verification (CIV)
mode. Cryptography technology and secure multi-party computation method are
used in to ensure the security of interaction.

(3) We provide strong expansibility atop this mode. By making experiments on several
mainstream blockchains (Ethereum, Hyperledger Fabric, and EOS), we prove the
applicability and efficiency of CISV mode, which is well grounded to be expanded
among other blockchain systems.



CISV: A Cross-Blockchain Information Synchronization and Verification Mode 241

2 Related Work

2.1 Blockchain Underlying Storage Mechanism

Since the underlying mechanism fundamentally influences the performance of
blockchain storage and the effectiveness of cross-chain synchronization and verifi-
cation, we firstly study the researches on storage mechanisms of several mainstream
blockchains, including Ethereum, Hyperledger Fabric, and EOS.

A performance prediction method [8] is proposed targeting at offering a more accu-
rate estimation of prospective storage performance of Ethereum. By executing contract
atop transaction volume, the researchers calculate the effectiveness of its transmission
speed, which is not optimistic. Similarly, mLSM [9] points out that although Ethereum
guarantees authenticated storage, the communication efficiency tends to be unacceptable
in that every single read requires a returned value with a proof, resulting in high resource
consumption. Merkelized LSM (mLSM), therefore, is proposed to reduce the read and
write amplification as well as providing the client verification. From the perspective
of storage and data transmission, Ethereum is reliable on its accuracy and security,
while cannot avoid the weakness of low transmission efficiency, which may lead to a
comparatively negative impact on cross-blockchain information synchronization.

Compared with Ethereum, Hyperledger Fabric, a highly scalable authenticated plat-
form, has a better performance on data transmission efficiency. Fabric executes data
operations by key-value format, which applies several peers to manage the blockchain
instead of a certain administrator. Generalized Stochastic Petri Nets (GSPN) [10] is
adopted to evaluate the performance of a Fabric-based system to estimate the compu-
tational power of Hyperledger. Similarly, a hierarchical model approach [11] is applied
to analyze the performance of Fabric, which is advanced in focusing on the underesti-
mated transaction endorsement failure as well as ignored block timeout. We note that
the Fabric-based systems tend to perform better than the Ethereum-based systems [12],
which emphasizes that the blockchain’s basic storage efficiency should be considered
as a critical factor of cross-blockchain information synchronization and verification.
Also, the transaction endorsement failure should also be calculated to determine the
synchronization rate.

EOS blockchain overcomes the low throughput limitation of PoW-based systems
by adopting the Delegated Proof of Stake (DPoS) consensus mechanism. A large-scale
dataset of EOS [13] is gathered to characterize the activities upon this blockchain, point-
ing out that EOS has comparatively high throughput efficiency with several remained
vulnerabilities. Similarly, Xblock-EOS [14] is a well-processed EOSIO dataset, which is
analyzed from the perspective of internal and external transfer action. The analysis of data
transmission inXblock-EOS provides uswith awider horizon on cross-blockchain infor-
mation synchronization, while existing blockchain interoperability methods encounter
various problems, which are demonstrated in Section B.

2.2 Blockchain Interoperability

Originally, the basic way to obtain the interoperability among different blockchain sys-
tems is to trade data (json flow or tokens) on centralized storage mechanisms, which
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provides the real applications with functionalities. To deal with third-party trust cri-
sis, decentralized exchanges like 0x [15] take place. Furthermore, a Republic protocol
[16] including a decentralized dark pool data transmission mechanism, which increases
the security of cross-blockchain information exchange. However, the mentioned meth-
ods or protocols tend to face the problems of low transmission efficiency and low
synchronization rate.

Another unique mode to handle cross-blockchain synchronization is PolkaDot [17].
PolkaDot aims to provide a series of techniques to share information between different
blockchain systems and apply an inter-chain communication protocol (ICMP). PolkaDot
designs a set of separated blockchains named parachains and a single trusted blockchain
to meet the requirement of blockchain interoperability. However, the generation of the
self-designed blockchain increases the complicity of its application, while the trusted
single chain still meets the problem of trust crisis on centralized data transmission.

Furthermore,Metronome [18] andDextt [19] define the cross-blockchain tokens like
Metronome tokens (MET) and Deterministic Cross-Blockchain token (DeXT), which
provide the mechanism of cross-blockchain transmission. However, these methods rely-
ing on tokens still cannot resolve the limitation of cross-chain data size, which can be
considered as another format of low efficiency.

Take the researches above into consideration, it is not difficult to note that there are
several common limitations on the existing blockchain interoperability methods, includ-
ing low synchronization rate, limited efficiency, lack of information verification, along
with security issues like data privacy and smart contract vulnerability. The mentioned
limitations of the existing cross-blockchain motivate us to take a deeper investigation on
blockchain interoperability mode.

3 Cross-Blockchain Information Synchronization and Verification

To handle the limitations on blockchain interoperability, we design a Cross-Blockchain
Information Synchronization and Verification (CISV) mode, which can be divided
into two main parts: Cross-chain Information Synchronization (CIS) and Cross-chain
Information Verification (CIV).

Section 3.1 mainly introduces the definitions of several critical terms. Section 3.2
contains the implementation of CISmode, as well as the security and efficiency analysis.
Section 3.3 illustrates the CIV mode including its implementation and the algorithm
details.

3.1 Definitions

Earliest Block: The block that is generated the earliest and exists on the main chain
among all the blocks in the blockchain (the earliest generated blockmay not be connected
to the main chain).

Nearest Block: The block that is generated most recently and exists block on the main
chain among all the blocks in the blockchain (the most recently generated block may
not be connected to the main chain).
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Blocks to be Generated: Blocks that will point to the nearest block in all blocks of the
blockchain.

Touch Block: The block used to record cross-blockchain synchronous data information
in all blocks of the blockchain, which is usually pointed to by a certain block in the main
chain.

3.2 Cross-Chain Information Synchronization (CIS)

Fig. 1. Cross-chain information synchronization (CIS) mode

1) When the cross-chain information synchronization processing module is triggered, it
will get the information to be synchronized, and then the obtained data will be packaged
in a new block through the consensus mechanism of the blockchain system, which is
consistent with the way the main chain generates blocks. However, the block generated
by the module is not connected to the main chain as soon as it is generated. At this time,
it exists in the blockchain system as an isolated block, and the isolated block is specially
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marked to identify it as a candidate block of touch block. The generation of this block,
like the main chain block, requires miners and mining rewards. These contents are not
disclosed in the blockchain system at this time, but these information are temporarily
stored, which is called the delayed reward. The whole process of generating touch
block candidate does not affect the generation of blocks on the main chain, while the
information of main chain has been recorded in the block generated by mining. The
generated block of the main chain and the generated block by CIS module are isolated
and do not affect each other (Fig. 1).

2) After the candidate block of touch block is generated, the signal sent by the
Cross-chain Information Verification (CIV) module outside the blockchain system is
continuously detected. Once the prepared signal is detected, the nearest block in the
current main chain is obtained.

3) After obtaining the current nearest block, the module finds the previously gener-
ated candidate block of touch block, and makes the obtained current nearest block point
to the hash value of the touch block candidate. At this time, the candidate block of touch
block rises to real touch block.

4) After the touch block is born, the miners and mining rewards in the block are
queried from the “touch block”, and the delayed reward will be sent to the miners
immediately. At this time, the whole information synchronization process is finished.

The touch block is connected to the main chain as a small branch, which not only
ensures the security of the whole blockchain system, but also realizes the information
synchronization of the cross-chain systemwithin a certain and acceptable network delay.

It is proved that the CIS module has a higher security guarantee than the traditional
blockchain system. Technically, the traditional blockchain system only has a smooth
main chain, and the standard for determining the main chain is simply the length of
branch. By adding touch block, the whole blockchain system is more sophisticated, and
the number of touch blocks is also applied as the standard to determine the main chain.
Then, for attackers, more factors need to be considered, which leads to the increase of
attack difficulty, thus making the whole blockchain system more secure.

From the perspective of network delay in cross-chain information synchroniza-
tion, the consensus mechanism of multiple blockchain systems may lead to varied
amounts. Even if the same consensus mechanism is adopted, the mining speed of each
blockchain system is also different. By mining and preparing blocks in advance, when
each blockchain system has prepared such blocks, it is almost synchronized at the user
level by making the current nearest block point to the candidate block of touch block,
and the maximum time difference will not be greater than the network delay.

3.3 Cross-Chain Information Verification (CIV)

After the cross-chain information synchronization process starts, each blockchain system
will continuously send a signal to judge whether the other blockchain systems are ready
or not. Each blockchain system only needs to care whether every blockchain is ready
for the final signal, while does not need to analyze the signal sent by other blockchain
systems in the process. In order to achieve such effect, the CIV mode adopts a secure
multi-party computation method for signal processing. Secure multiparty computation
is that there is a group of participants who do not trust each other, but they hope to
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Fig. 2. Cross-chain information verification (CIV) mode

get the correct result when calculating a contract function while the output data of each
participant is confidential. Therefore, secure multi-party computation is suitable for the
verification module (Fig. 2).

Before sending the prepared signal, each blockchain system needs to encrypt and
sign the signal content with cryptography algorithm. The purpose is to ensure the privacy
of each blockchain system signal, and the verification module can verify whether the
received signal is sent by the corresponding blockchain system through digital signature.

The cryptography algorithm is elliptic curve algorithm (ECC). Elliptic curve cryp-
tography is a public key encryption algorithm based on elliptic curve mathematics. The
signal encryption process is as follows:

Before the blockchain system A sends the signal content, the verification module
selects an elliptic curve EP (a, b) in advance, and selects a point on the elliptic curve as
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the base point G; then, the system selects a private key, which is called a private key,
and generates a public key through the private key, that is,

publicKey = privateKey_G (1)

The verification module sends the elliptic curve EP (a, b), public key and base point
G to blockchain systemA; after receiving the information, blockchain systemA encodes
the signal content to be sent to a point M on EP (a, b), and generates a random integer r.
Blockchain system A calculates C1 and C2 through M and r. C1 and C2 are the points
on two rectangular coordinate systems calculated according to M and r, that is,

C1 = M + r ∗ publicKey (2)

C2 = r ∗ G (3)

Blockchain system A sends C1 and C2 to the verification module. The verification
module decrypts point M (the point can be obtained through C1 and C2) by receiving
C1, C2 and private key, and then the signal content sent by blockchain system A can be
obtained.

The process of ECDSA is as follows:
Blockchain system A generates a group of public and private key pairs, the base

point G = g (x, y) and selects a random number r. Then, through the message M, hash
value H and private key K, S= (H+Kx/R) is calculated. Finally, the messageM and the
signature {rG, S} are sent to the verification module. After receiving the information,
the verification module verifies the signature with the public key. If the verification is
successful, it proves that the sender is indeed blockchain system A.

In this module, the signal transmission of each blockchain system is continuous,
thus we apply multiple threads in the verification module process the encrypted and
signed signal content ciphertext sent by each blockchain system. After verifying the
digital signature of the ciphertext, the verification module decrypts the ciphertext. And
the signal content of each blockchain system is calculated, that is,

Signal 1 && Signal 2 && · · · && Signal N.

The result is encrypted by elliptic curve and digitally signature, then sent to each
blockchain system. The purpose of encryption and digital signature here is to prevent
the attacker from tampering with the information where the final signal received by each
blockchain system will be different, resulting in abnormal synchronous transmission of
data and information.

The CIV mode uses secure multi-party computation to ensure the privacy of each
blockchain system signal under the multi blockchain system, and uses elliptic curve
cryptography algorithm to encrypt and sign the signal content, so as to ensure the security
of the signal content in the transmission process.

The combination of the cross-chain information synchronization and the external
cross-chain verification mode of the blockchain can achieve the effect of multiple
blockchains information synchronization.What is more, under the guarantee of cryptog-
raphy technology, it can be applied to the cross-blockchain network system composed
of different blockchain systems.
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4 Experiments and Analysis

In order to determine the correctness and efficiency of the cross-blockchain information
synchronization and verificationmode, we carry on the experiments including four steps:
on-chain data processing, blockchain storage performance test, cross-chain information
synchronization, and cross-chain information verification. The experiments are exe-
cuted on three mainstream blockchains: Ethereum, Hyperledger Fabric, and EOS. These
blockchains apply different underlying consensus mechanism with varied throughput,
providing a reference value to calculate the expansibility.

4.1 On-Chain Data Processing

Before the information is transferred onto the blockchain, raw data should be pro-
processed to ensure the correctness of on-chain data format. ECC algorithm and Secure
Multi-party Computation (SMC) parameters are deployed to ensure the security of data
transmission. The process steps of the raw data can be concluded as follows:

1) Dynamically modify the data volume and calculate the origin JSON Size of the raw
data.

2) Add the secure multi-party computation parameters onto the raw data, which is
prepared for CIV mode.

3) Use ECC algorithm to encrypt the data, protecting the security of private data.
4) Convert ciphertext to Base64 format for more unified data transmission.
5) Add the secure multi-party computation parameters onto the raw data, which is

prepared for CIV mode.
6) Encapsulate the data into the final request body and calculate the size.

From Fig. 3, it is obvious that the size of the original JSON streams change greatly
after adding the SMC parameters. Specifically, if the SMC parameters are added to
10000 pieces of data, the volume will increase by about 288 kb. The reason is that after
adding the SMC parameters, the original business parameter JSON is taken as a sub
JSON field, which paraphrases the original JSON, thus a large number of data entries
will be added.

At the same time, it can be noted that the volume of the encrypted data is almost
unchanged. However, after converting the binary ciphertext into Base64 format, the
volume increases by 30%. Furthermore, With the increase of data volume, the percent
of increment tend to decrease. Finally, the increment stabilizes at about 50%.

4.2 Blockchain Storage Performance Test

After the data is processed, we transfer the processed information onto Ethereum, Fab-
ric and EOS to estimate the fundamental performance and response time of different
blockchain systems, which are critical factors as a reference of relative synchronization
efficiency. We make the test on Ubuntu 16.04 with Geth 1.8.27, Fabric 1.4.6 and EOS
1.0.9. The test process can be concluded as follows:
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Fig. 3. Data processing

1) Deploy these three blockchains.
2) Determine the transaction number to be 100, which is suitable to record the response

time.
3) Calculate the origin JSON Size of the raw data, make sure that every blockchain has

the same data volume.
4) Calculate the Request Body size, make sure that every blockchain has the same data

volume.
5) Execute the transactions, record the On-chain Time and Query time of each

blockchain.
6) Calculate the failure rate of every blockchain data storage as a reference.

As illustrated in Fig. 4, 100 transactions are delivered onto three blockchains, while
Ethereum is proven to have the lowest efficiency in data on-chain time and query time and
the highest correctness. Fabric and EOS perform better in data transmission efficiency
according to on-chain time and query time, which confirms the research results of their
storage mechanism. These factors of blockchains themselves are an important reference
on the synchronization response time and success rate.

4.3 Cross-Chain Information Synchronization

After testing the blockchain storage performance, we make the experiments on cross-
chain information synchronization. The CIS mode and CIV mode works together to
ensure the correctness of the whole operation process, the touch blocks are chosen
according to CIS standard to synchronize different blockchain platforms. We execute
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Fig. 4. Storage performance test

the synchronizations between Ethereum, Fabric and EOS, the synchronization process
can be concluded as follows:

1) Deploy the CIS and CIV mode onto three experimental blockchains.
2) Determine the transaction number to be 100, which is suitable to record the response

time.
3) Calculate the origin JSONSize of the raw data, make sure that every synchronization

process has the same data volume.
4) Calculate the Request Body size, make sure that every synchronization process has

the same data volume.
5) Execute the CIS and CIV modules to ensure the correctness of synchronization,

calculate the synchronization time by recording the total on-chain time and query
time.

6) Calculate the failure rate and synchronization rate of every synchronization process.

The results from Fig. 5 prove the hypothesis that the blockchains’ own storage
performance makes a difference on the synchronization efficiency. According to the
results of Ethereum synchronization, it is obvious that the data on-chain time and query
are mainly determined by the blockchain with low efficiency, as the experimental data
here is quite close to that in Table II (on-chain time and query time). Take Eth & Fabric
synchronization as an example, the on-chain time is only 2.15 s more than the one of
Ethereum, which also proves that the synchronization delay is at an acceptable level.
Furthermore, the synchronization rate are proven to be influence by blockchain’s own
transaction endorsement failure.
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Fig. 5. Synchronization performance

4.4 Cross-Chain Information Verification

TheCIVmodeworkswith theCISmode during synchronization to guarantee the security
and correctness of information synchronization, while it is also important to evaluate
the response performance of verification results. After the information is transferred
between different blockchains, several steps are taken to get the targeted information.
We estimate the response time of ECCDecryption, JSON Serialization Data Verification
and Deserialization to evaluate the verification performance, steps are listed as follows:

1) Extract the data from three blockchains during the period of synchronization.
2) Apply the ECC algorithm for decryption, and record the response time of different

data volumes.
3) Execute the JSON Serialization, and record the response time of different data

volumes.
4) Check the data verification operation flow, and record the response time of different

data volumes.
5) Execute the deserialization module, and record the response time of different data

volumes (Fig. 6).

As shown in Table IV , the response time of are limited at the level of microsecond
and millisecond, which proves the reliability of verification efficiency. The verification
time are mainly influenced by the data volume, which includes the data itself and the
signal for verification. Experiment results show that the performance of CIS and CIV
modes are comparatively optimistic.
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Fig. 6. Verification performance

5 Conclusion

In conclusion, we have presented CISV, a Cross-Blockchain Information Synchroniza-
tion and Verification mode. In CISV, Cross-chain Information Synchronization (CIS)
uses the design of touch block to provide high synchronization rate within low network
delay,whileCross-chain InformationVerification (CIV) applies ECCcryptography algo-
rithm and SecureMulti-party Computation (SMC) to guarantee the accuracy and privacy
of cross-chain information.

Our experiments on three mainstream blockchains (Ethereum, Hyperledger Fab-
ric, and EOS) show that the response time of synchronization mainly depend on the
blockchain with the lowest storage efficiency, where CIS provides a comparatively high
synchronization rate and low network delay. From the perspective of cross-blockchain
verification, experimental results show that CIV guarantees the security and correctness
of information transmission in a relatively effective way.

In future work, we will investigate the methods to further improve the synchroniza-
tion rate,while reduce the network latency.More encryption algorithmswill be compared
and then applied onto CISV so as to increase the execution efficiency and security index
of the whole system. Furthermore, more blockchain platforms will be chosen to expand
the scope of application. Finally, we will expand the concept of touch block to other
cross-blockchain issues.
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Abstract. With the rapid development of blockchain technology, the reliability
and security of blockchain smart contracts is one of the most emerging issues of
greatest interest for researchers. In this paper, the framework of formal symbolic
process virtual machine, called FSPVM-EOS, is presented to certify the reliability
and security of EOS-based smart contracts inCoqproof assistant. The fundamental
theoretical concepts of FSPVM-EOS are abstract formal symbolic process virtual
machine and execution-verification isomorphism. The current version of FSPVM-
EOS is constructed on a formal virtual memory model with multiple-level table
structure, a formal intermediate specification language, which is a large subset of
the C ++ programming language based on generalized algebraic datatypes, and
the corresponding formal definitional interpreter. This framework can automati-
cally execute the smart contract programs of EOS blockchain and simultaneously
symbolically verify their reliability and security properties using Hoare logic in
Coq.

Keywords: Formal verification; EOS · Smart contracts · Higher-order logic
theorem proving · Coq

1 Introduction

With the rapid development of blockchain technology [1], a number of smart contracts
have been deployed in many critical domains. The smart contract is a kind of script
program that represents digital contract where the code is the law. However, this charac-
teristic of smart contracts makes them susceptible to attack and result in economic loss.
Therefore, the reliability and security analysis of such programs is an urgent problem
should be resolved. The formal method is one of the most rigorous technologies for
verifying the reliability and security of programs to build trustworthy software systems.

Currently, most of researches about the reliability and security analysis of smart
contracts have focused on Ethereum platform. However, there is few work concentrate
on EOS [2] which is also a popular blockchain platform. In order to fill this gap, based
on our previous work [3], in this paper, we present a formal verification framework in

© Springer Nature Singapore Pte Ltd. 2021
W. Gao et al. (Eds.): FICC 2020, CCIS 1385, pp. 253–263, 2021.
https://doi.org/10.1007/978-981-16-1160-5_20

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-1160-5_20&domain=pdf
https://doi.org/10.1007/978-981-16-1160-5_20


254 Z. Yang and H. Lei

Coq [4] for the security and reliability of EOS-based smart contract, and we have made
following contributions.

First of all, we present a brief introduction of an application extension of Curry-
Howard isomorphism (CHI), denoted as execution-verification isomorphism (EVI) and
it is the basic theory for combining higher-order logic systems, supporting CHI, and
symbolic execution technology to construct a formal symbolic process virtual machine
for solving the problems of automation, consistency and reusability in higher-order
logic theorem proving. Second, we take EVI as the fundamental theoretical framework
to develop an FSPVM for EOS (FSPVM-EOS) including a g formal memory frame-
work with multiple-level table structure called MLTGM, a formal intermediate formal
specification language for C++ formalization based on generalized algebraic datatypes
denoted as Lolisa-EOS, and the corresponding formally verified interpreter of Lolisa-
EOSdenoted as FEos. The FSPVM-EOS is entirely developed inCoq. The FSPVM-EOS
is adopted to semi-automatically verify the security and reliability properties of EOS-
based smart contracts. Finally, to demonstrate the power of our purposed framework, we
have presented simple case studies to illustrate the application process of FSPVM-EOS.

The remainder of this paper is organized as follows. Section 2 introduces relatedwork
on security analysis for smart contracts. Section 3 briefly illustrates the basic concepts
of EVI. Section 4 describes the overall implementation of FSPVM-EOS. Section 5
demonstrates the power of the purposed framework using simple cases of its application.
Finally, Sect. 6 presents preliminary conclusions and directions for future work.

2 Related Work

In [1], the authors provide a framework using Isabelle/HOL proof assistant to verify the
bytecode of existing Ethereum smart contracts and create a sound program. EtherTrust
developed by Grishchenko [6] provides the static analyzer for EVM bytecode. KEVM
[7] is a formal semantics for the EVM based on the K-framework, like the formalization
conducted in Lem [8]. It is an executable framwork, so it can run the validation test suite
provided by the Ethereum foundation. Osiris [9] and Mythril [10] are dynamic analysis
tools.However, they have not yet been proven to be effective at increasing the security and
reliability of smart contracts. VeriSol (Verifier for Solidity) [11] is a formal certification
model based onmodel checking technology. It provides a formal verification and analysis
system for smart contracts developed using the Solidity programming language.

However, as introduced above, these works represent currently available program-
ming verification tools for Ethereum smart contracts, but they are not well suited to
other blockchain platforms, such as EOS. In this paper, based on our previous work, we
presented a formal verification framework for EOS-based smart contracts verification at
source code level.

3 Foundational Concepts

The theoretical framework of FSPVM-EOS is a FSPVM which consists of two core
components: 1) EVI, which is an application extension of CHI, proving the isomorphic
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relationship between symbolic execution and higher-order theorem proving; 2) the the-
oretical basis of constructing an FSPVM in a formal logic system that supports CHI.
The motivations of them are explained as follows.

For the first component, briefly, P. Wadler’s [12] summarizes that CHI proposes that
a deep correspondence exists between the worlds of logic and computation which is
listed as Property 1.

Property 1 (Isomorphism): This correspondence can be expressed according to three
general principles as follows.

(1) types correspond to propositions;
(2) proofs correspond toPrograms;
(3) proofs correspond to the evaluation of Programs;

These deep correspondences make CHI very useful for unifying formal proofs and
program computation. As a result, Programs implemented using functional specifica-
tion languages (FSLs) in proof assistants supporting CHI, such as Coq, can be directly
evaluated and defined as lemmas and theorems for property certifications in higher-order
theorem proving systems that support CHI. This is summarized below as property 1.

Property2 (Self-certification):AllProgram swith specifications defined in a higher-
order theorem proving context � that supports CHI can be proven directly. This self-
certification property is represented as �,F(Program)� V(Program).

However, CHI is limited in that most mainstreamL, such as C++ and Java, employed
in the real world are not designed based on higher-order typed lambda calculus, and
are therefore far different from FSLs. Moreover, nearly all FSLs of higher-order logic
theorem-proving assistants, such asGallina,which is implemented inCoq, do not directly
support complex values, such as arrays and mapping values, owing to the strict typing
system of the trusted core and the adoption of different paradigms. Hence, programrw

cannot be directly expressed by FSLs in proof systems, and CHI cannot be directly
applied to unify property verification and programrw execution.

Next, Dijkstra-styleWeakest Precondition Calculus (DSWPC) [13], which is widely
used in program verification based on symbolic execution technique. In general, if we
assume there is a symbolic execution engine EI developed by operational semantics, any
hypothesisHdefined as the formofHoare triple {Pre}Code{Post} canbe equivalently rep-
resented by the reachability chain , where
∅ is a pattern representing the empty program. In other words, a Hoare logic proof
derivation is equivalent to the evaluation of formal operational semantics under a logic
system, and thereby provides a mechanical translation fromHoare logic proofs to formal
operational semantics proofs [14]. This method can efficiently analyze and verify the
programs developed by L. Nevertheless, the correctness certification of EI is a very
difficult mission for most symbolic execution tools adopted DSWPC, because most EI
are developed by general-purpose programming languages that cannot be evaluated by
proof assistants directly.

Fortunately, we note that, according to the Turing-Church thesis [15], a L based on
Turing machine and a FSL based on higher-order typed lambda calculus have equivalent
computing ability. The L can be equivalently formalized as FL using the FSL. This
theory helps us to combine CHI and DSWPC to alleviate their limitations.
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To be specific, here we assume �HOL is the context of a higher-order logic proof
system which supports CHI and provides a formal specification language FSLHOL based
on the higher-order typed lambda calculus.

Definition (Abstract EVI model). An abstract EVI model contains three elements
〈FL,FM,FI〉 where.

1. FL : Stt is the formal version of L mechanized in �HOL using FSLHOL with typeStt;
2. FM : M is a formal memory model developed in �HOL using FSLHOL to store logic

state of variables with typeM;
3. FI : Stt → M → M is a formal symbolic execution engine developed in �HOL

using FSLHOL with function typeStt → M → M .

First of all, an FL that lies intermediate between real-world languages and the
formal language system must be defined to directly represent real-world values with an
equivalent syntax as that of the formal language system, and translate real-world values
into the native values of FSLHOL that can be evaluated in �HOL.

Secondly, theFI should be constructed by the Sexe ofFL based onFM. As defined
above, FI is developed in �HOL using FSLHOL, so it is also a special Program that
takes programformal written byFL and precondintion σinit based onFM as parameters.
According to Property 1Isomorphism, FI can be unified into verification hypotheses,
and the evaluation process corresponds to the proof construction process of verification.
Hence, a hypothesis inFSLHOL can be defined with the DSWPC reachability chain form.

In this manner, driven by the proof kernel,FI can apply Sexe to symbolically execute
a programformal written by FL with a precondintion σinit in �HOL, and generate σfinal
for the postcondition verification.

Thus, programrw execution and property verifications can be unified in a �HOL in
the form of programformal by evaluating FI, and this method alleviates the limitation of
CHI. This yields the following rules from Property 1.

(1) the evaluation of FI corresponds to the execution of program formal;
(2) execution of programformal corresponds to the verification of properties;
(3) proofs correspond to the evaluation of FI corresponds to the verification of

properties.

Moreover, because FI is a Program, according to Property 2 self-certification, we
can get the expression�HOL,F(FI)� V(FI) that the correctness ofFI can be verified
in �HOL directly. Therefore, this method also alleviates the limitation of DSWPC.

The Coq proof assistant is one of the proof assitants that support CHI and the devel-
opment of DSWPC. In this manner, FSPVM-EOS accurately simulates the execution
behavior of programrw in the real world.
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Fig. 1. Overall architecure of FSPVM-EOS.

4 Overview of FSPVM-EOS

4.1 Architecture

Taking EVI as the fundamental theoretical framework, all components of the FSPVM-
EOS framework are developed inCoq proof assistant. As shown in Fig. 1, the architecture
of FSPVM-EOS is constructed by three components. Specifically, the basic component
of FSPVM-EOS is a general formal memory model with multiple-level table struc-
ture, denoted as MLTGM. This memory model simulates physical memory hardware
structure, including a low-level formal memory space, and provides a set of application
programming interfaces to support different formal verification specifications. The sec-
ond part is a formal intermediate specification language, denoted as Lolisa-EOS, which
is a large subset of the C++ programming language mechanized in Coq. The semantics
of Lolisa-EOS are based onMLTGM framework. The third part is a formal verified inter-
preter for Lolisa-EOS, called FEos, which connect MLTGM, Lolisa-EOS and trusted
core of Coq (TCOC) together to automatically and symbolically execute and verify the
smart contracts of EOS.

4.2 Formal Memory Model with Multi-level Table Structure

The basic component of FSPVM-EOS is an extensible formal memory model devel-
oped in Coq, denoted as MLTGM. Specifically, to avoid virtual memory scalability and
execution efficiency problem in Coq, we define the abstract specifications of formal
memory model using multi-level table structure and corresponding memory operations
in Coq, through combing the polymorphic instantiation and iterative nesting of modules
technology.

Different from conventional formal memorymodels definedwith inductive datatype,
such as list and tree structure, MLTGM is a record datatype based formal memory
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Fig. 2. Architecture of MLTGM.

model. Because all fields of a record datatype in Coq are accessor functions with type
τrecord → τfield , which allows an instantiated record term r : τrecord to directly access
a specific field using the respective field identifier idfield with the form idfield r. In this
manner, the memory operations of MLTGM can modify a logic memory unit directly
through its unique field identifier instead of searching nodes one by one.

As shown in Fig. 2, the MLTGM framework includes two main components: a for-
malmetamemorymodel using polymorphic technology, and instantiated formalmemory
model based on iterated modular definitions. The first component is the generic template
of record type based meta memory space mmeta and corresponding meta memory oper-
ations opmeta using polymorphic definitions. The second component is the instantiated
memory table of different levels. This component is constructed by modular system
recursively. This model structure can avoid the naming conflict and ill-formed recursive
problems and simulate the recursive nestification of multiple level table structure defined
as rule 1 by iterative instantiation of polymorphism in different modules.

mleveln := mmeta(mmeta(. . . (mmeta(value)))) (1)

Particularly, although these assistant tools are implemented in the general domain
using general-purpose programming languages, according to EVI introduced in Section
III, the relationship between the assistant tools and the respective generated results
satisfies the non-aftereffect property [2]. As such, the verified results are not influenced
by the assistant tools implementation.
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The workflow of the MLTGM framework can be defined as follows. First, users set
initial memory size, and the assistant tools generate the respective specifications. Next,
according to Property 2, the generated specifications of MLTGM are certified according
to the correctness properties employed in Coq. If the formal memory model satisfies
all required properties, then a MLTGM framework with specific requirements has been
constructed successfully. The users can then formalize high-level formal specifications
based on the generated MLTGM formal memory model.

4.3 Formal Intermediate Specification Language

The formal intermediate specification language of the FSPVM-EOS framework is an
extended version of Lolisa [16], denoted as Lolisa-EOS. In our previous work, Lolisa is
the specification language of our previous work FSPVM-E [2]. Based on our previous
work, we have extended Lolisa as a subset of the C++ programming language, denoted
as Lolisa-EOS. It includes the most important characteristic components of C++, such
as pointer arithmetic, struct, field access, lambda definition, basic template and class
mechanism, but it also contains general-purpose programming language features. Similar
to Lolisa original version, explicit unit of EOS, and non-structured forms of switch such
as goto statement and Duff’s device [17] are omitted in Lolisa-EOS.

Particularly, one of the most important features of Lolisa-EOS is its formal syntax
is formalized with generalized algebraic datatypes (GADTs) [18] theory, which gives
imparts static type annotation to all the values, expressions and statements of Lolisa-
EOS. Taking the expression formalization as an example, formal syntax of expressions
are defined with GADTs which are annotated by two type signatures according to the
rule 2 below.

expr : τ0 → τ1 → Type (2)

Here, τ0 refers to the current expression type and τ1 refers to the final type of the
expression after evaluation. In this manner, the formal syntax of expressions becomes
more clear and abstract, and allows the type safety of Lolisa-EOS expressions to be
maintained strictly. Besides, combining the two static type limitation can facilitate the
formalization of a very large number of different types of expressions using identical
inductive constructors. As such, Lolisa-EOS has a stronger static typing judgements
mechanism compared with C++ for checking the construction of programs. And it is
impossible to construct ill-typed terms in Lolisa-EOS.

The formal semantics of Lolisa-EOS is formalized using small-step operational
semantics. Because Lolisa is employed as the equivalent intermediate language for C++,
it should be able to be parsed, executed and verified in Coq. Therefore, the semantics
of Lolisa-EOS are deterministic and based on the MLTGM memory model, and it has
completely mechanized into Coq.

4.4 Formal Executable Definitional Interpreter for EOS Verification

The final component of FSPVM-EOS is the respective formal verified interpreter of
Lolisa-EOS, denoted as FEos. It is the core component for constructing the FSPVM-
EOS, which is the updated version of FEther [19] built on the specifications of MLTGM
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Fig. 3. Architecture of the FEos framework.

memory model and Lolisa-EOS. This component is used to automatically verify and
symbolically execute EOS-based smart contracts.

To be specific, as the architecture of FEos shown in Fig. 3, the FEos is the bridge
that connects TCOC, MLTGM and Lolisa-EOS, and it is constructed by two parts. The
first part is the parser which analyzes the syntax of formal smart contracts written in
Lolisa-EOS, and extracts tokens to invoke corresponding executable semantics. The
second part is the in-built formal instruction set architecture constructed by executable
semantics ES of Lolisa-EOS. The workflow of FEos is defined as follows. First of all,
the parser will analyze and operate the formal abstract syntax of formal smart contract
models written in Lolisa-EOS and generate the tokens of the current invoking statement.
Second, the formal executable semantics ES using big-step operational semantics, which
is strictly equivalent with the inductive semantics S of Lolisa-EOS, will be invoked by
corresponding tokens. And the instruction set I\∫ of Lolisa-EOS is defined as rule 3. A
new intermediate memory state mstate will be generated by TCOC and returned to the
formal interpreter as a new initial memory state for the next execution iteration. And the
FEos will repeat these process until it is satisfied certain conditions, such as the programs
stopped normally or breaking off, and output the final optional memory state mfinal.

(3)

Similar to our previous work, FEos also combines the gas mechanism of EOS plat-
form and Bounded Model Checking (BMC). To be specific, first of all, the combination
of symbolic execution and higher-order theorem proving facilitates our use of BMC to
verify formal smart contracts. We employ BMC notion to set a limitation into the imple-
mentation of FEos that it only can execute K times for avoiding the infinite execution
situation defined in rule 4, where the context of the formal memory space is denoted
as M , σ represents the current memory state, the context of the execution environment
is represented as � and F represents the formal system of verification. In addition, the
initial environment env, which are initialized by the helper function initenv, and the initial
gas value of env is set by setgas. These rules represent two conditions of Lolisa-EOS pro-
grams P(stt) execution, denoted as⇓P(stt). Here, opars represents an optional arguments
list. The workload of the updating for FEos is about 3000 Coq lines.
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(4)

5 Case Study

To illustrate the power of our purposed framework, FSPVM-EOS is adopted to specify
and verify some simple EOS-based smart contracts written in C++ in the Coq proof
assistant. As shown in Fig. 6, it is code segment of EOS smart contracts written in
Lolisa-EOS which includes basic statements, such as lambda and function definitions.
As shown in Fig. 4 and 5, the properties of the code segment can be verified with Hoare
style and verified in Coq directly using FSPVM-EOS. Besides, as shown in Fig. 7,
the intermediate state during verification can be checked in the proof context. In short,
FSPVM-EOSmakes the verification process of EOS smart contracts becomemuchmore
efficiently. The current version of FSPVM-EOS has already supported basic EOS smart
contracts verification, and it is able to semi-automatically verify the EOS smart contracts
in Coq.

Fig. 4. Execution and verification of the properties written in Lolisa-EOS using FSPVM-EOS.

Fig. 5. The formal verification process of EOS-based smart contracts using FSPVM-EOS.
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Fig. 6. The formal version of the case study written in Lolisa-EOS.

Fig. 7. Formal intermediate memory states during the execution and verification process in Coq.

6 Conclusion

In this paper, we present a formal symbolic process virtual machine framework, denoted
as FSPVM-EOS, for semi-automatically the verifying security and reliability of EOS
smart contracts. To be specific, taking EVI and FSPVM as fundamental concepts, this
framework is developed in Coq proof assistant. Besides, FSPVM-EOS is constructed
by four components, and all components of FSPVM-EOS are constructed in Coq. The
formal memory frameworkMLTGMas the concrete formal memorymodel, Lolisa-EOS
as the source language and FEos as the virtual execution kernel to symbolically execute
formal version smart contracts in FSPVM-EOS. Current version of FSPVM-EOS has
already supported basic verification of EOS smart contracts, and it is part of our ongoing
project which aims at developing a general automatic formal verification framework for
multiple blockchain platforms.
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Abstract. Scientific data sharing faces some dilemmas in process of practice.
Blockchain technology has the characteristics of decentralization, openness, inde-
pendence, security and anonymity, it provided a new solution to solve the dilemmas
of scientific data sharing. So, exploring the application of blockchain technology
in scientific data sharing is of great significance to expand the applications of
blockchain and improve the effectiveness of scientific data sharing. This paper
introduced the basic concepts of blockchain, summarized the practical dilemmas
faced by scientific data sharing, analyzed the coupling between blockchain and
scientific data sharing. Finally, we proposed a scientific data sharing framework
which called AVEI based on blockchain, and analyzed the performance of AVEI
from three perspective. AVEI covers three processes, they are user identity role
authenticate process, data verify process and data exchange process, and we also
introduced incentive system to enhance the enthusiasm of participating nodes. In
theory,AVEI can solve practical dilemmas such as inconsistent standards, violation
of privacy and security, insufficient motivation, etc., and it has a good performance
in data quality, data security, and sharing effects.

Keywords: Blockchain · Scientific data · Data sharing · Privacy and security ·
Incentive system

1 Introduction

Scientific data is the record of relevant facts such as original and derived data used in
scientific research activities, which is considered to be the basis of facts, evidence, or
reasoning that confirm scientific discoveries or scientific opinions [1]. At present, scien-
tific data has become one of strategic resources for reshaping the world structure, once
master scientific data resource, you hadmastered the initiative in science and technology
development [2]. In March 2018, the State Council of China issued the “Measures for
Administration of Scientific Data” (M4ASD) [3]. Subsequently, the Ministry of Science
and Technology of China and the Ministry of Finance of China set up 20 national sci-
entific data centers in the fields of high-energy physics, genome, microbiology, space,
astronomy, and polar [4]. On April 9, 2020, the State Council of China issued the
“Opinions on Building a More Perfect System and Mechanism for the Market-based
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Allocation of Factors”, and this is data first appeared in Chinese government document
as a new type of production factor [5]. Big data, especially scientific big data, has quite
distinct synergistic attributes [6], so opening and sharing is an effective way to release
the value of scientific data. Although many countries have formed a variety of scientific
data sharing models in long-term practice, the comprehensive ecology of scientific data
sharing still needs to be improved [7].

In recent years, blockchain technology has solved problems of highly dependent on
central node, low efficiency of data sharing, insecure data storage and lack of super-
vision in centralized systems [8]. Because of these advantages, blockchain technology
provides a technical basis for constructing a multi-party trusted and transparent data
security sharing scheme [9]. Blockchain technology also provides a new solution to the
problems of scattered data distribution, inefficient data utilization, flood of data garbage,
and frequent data leakage [10]. On October 24, 2019, the Political Bureau of the Com-
munist Party of China Central Committee conducted a leadership meeting to discuss
blockchain technology, President Xi Jinping pointed out that “It is necessary to play the
role of blockchain technology in promoting data sharing, and to explore the data shar-
ing model using blockchain technology to realize the joint maintenance and utilization
of data across departments and regions” [11]. In the academic field, researchers have
also made some explorations, such as the application advantages of blockchain technol-
ogy in scientific data management [12], data quality transaction on different distributed
ledger technologies [13], blockchain-based data sharing system with Inter Planetary
File System (IPFS) and Ethereum [14], scientific data sharing hierarchical blockchain
architecture [15], medical imaging data sharing framework via blockchain consensus
[16], efficient privacy preserving scheme blockchain-based [17], credible big data shar-
ing model based on blockchain and smart contract [18]. Although these papers discuss
related issues of blockchain and scientific data sharing in some ways, but the topics
involved are relatively single or the framework lacks theoretical support. So, based on
the practical dilemmas faced by scientific data sharing, this paper builds a theoretical
framework for scientific data sharing, we want to expand the application scenarios of
blockchain and improve the effectiveness of scientific data sharing.

This paper focuses on how to applicate blockchain into scientific data sharing. The
remainder of this paper is organized as follows. Section 2 analysis the practical dilem-
mas, coupling between blockchain and scientific data sharing. Section 3 provides a
blockchain-based scientific data sharing framework. Section 4 analysis the framework’s
performance. Finally, Section 5 concludes the paper.

2 Blockchain and Scientific Data Sharing

2.1 Blockchain Technology Overview

In 2008, Satoshi Nakamoto in his article “Bitcoin: A Peer-to-Peer Electronic Cash Sys-
tem” proposed an electronic payment system that does not require credit intermediaries
to solve the problem of double payment [19]. Blockchain is exactly one of the underlying
support technologies of Bitcoin [20], and bitcoin has become one of the most successful
applications of blockchain. Currently, there are multiple definitions about the concept of
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blockchain. From the perspective of organizational structure view, blockchain is a decen-
tralized sharing system that blocks are combined into a specific structure in the form of
chains in chronological order, and cryptography ensures that data cannot be tampered
with or forged [21]. From an application point of view, blockchain is a decentralized
infrastructure and distributed computing paradigm, using distributed nodes consensus
mechanism to generate and update data, using encrypted chain block structure to verify
and store data, and using smart contract to edit and manipulate data [22].

As we can see from the overviews above, blockchain is not a completely innova-
tive emerging technology, but a complex of multiple existing mature technologies such
as cryptography, distributed storage, consensus mechanism, smart contract and so on.
Blockchain has created a low-cost computing paradigm and collaboration model in an
untrustworthy competitive environment [23]. Specifically, blockchain mainly contains
three basic elements: transaction, block and chain [24]. Transaction is the behavioral
operation of participate nodes, block is the record of all operations and statuses that
have occurred in a period of time, chain is a log record formed by blocks in series
according to sequence of operation.

2.2 Practical Dilemmas of Scientific Data Sharing

Inconsistent ScientificData Sharing Standard. In addition to the general “4V” charac-
teristics of big data, such as huge data volume, complex data types, rapid data process and
unlimited data value, scientific data also has much unique properties, such as repeatable
calculate verify, long-period storage and process, multi-source heterogeneous integrate,
and promote social development [25]. Faced with such complex data characteristics,
standardization is one of the guarantees to realize scientific data sharing, and sharing
standard is also a necessary condition for reflect the value of scientific data. At present,
the inconsistency of scientific data sharing standards is mainly reflected in the inconsis-
tent of data structure standard, data semantic standard, data transmit standard, and data
open standard. The inconsistent data sharing standards have led to various deviations
in understanding of data by various groups [26], and it also has a negative impact on
timeliness, accuracy, completeness, and consistency [27, 28]. Even data that has been
shared, it is difficult to be effectively reuse or it is even unusable, which affects the
release, cite and evaluate of scientific data.

Invasion of Privacy Security. In May 2018, “General Data Protection Regulation”
(GDPR) came into effect, which giving data subject the rights to know, to access, to
oppose, to carry and to be forgotten data [29]. In some sense, GDPR aroused people’s
attention to privacy and security issues, such as data transfer, data utilize, data storage
and so on. First of all, private data may be leaked intentionally or unintentionally during
data transferring and sharing, certain private data is often abused without the owner’s
knowledge [30]. Secondly, after small sample data aggregates into big data, even though
the private data is treated anonymously and fuzzily, the data owner’s private information
and behavior can still be obtained through data mining. Finally, scientific data center
or repository also faces straits such as system attack, system down, software copyright,
software upgrade, hardware restriction, and network transfer restriction, lawbreaker can
achieve his malicious goals by stealing or abusing scientific data in server [31].
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InsufficientMotivation for Scientific Data Sharing. First of all, when data has become
an asset [32], the confusion of its ownership makes allot of data interests difficult, and
scientific data sharing is in trouble [33]. Secondly, there are interest entanglements
in heart of the scientific data sharing participates. On one hand, scientific data owner
believes that data sharing will lead to loss of his own data rights. On the other hand,
some scientific data is regarded as core competitiveness by institutions, and data owner
is unwilling to share or only share low-quality data. In addition, the intrinsic value of
data is difficult to evaluate [34], which is not only manifested that unstructured data is
difficult to evaluate in multiple dimensions, but mean that data set and dynamic data is
also difficult to evaluate in real time. Finally, supporting incentivemechanism ismissing,
scientific data owner will consider the returns of labor, time and capital when sharing
data [35], and lack of incentive mechanism will reduce data owner’s enthusiasm.

Through the above analysis, the practical dilemmas of scientific data sharing faced
can be summed up as unwilling to share, inability to share, and afraid to share. In
order to solve this strait, there must develop unified scientific data standards to regulate
data format so that the data content is completed with less noise data and lower data
usage barriers. Data storage and transfer devices must have strong anti-risk capabilities,
privacy sensitive data cannot be collected and disseminated wantonly. There must be a
clear boundary to divide the rights and responsibilities of each interest community, to
protect data owners’ legitimate rights and interest, and to punish the illegal acts of data
infringers.

2.3 Coupling Between Blockchain and Scientific Data Sharing

Subject Coupling. The essence of blockchain system is a distributed database, which
contains general node, compute node, record node, verify nodes. All those nodes are con-
nected to each other in a topology flat to share data, each node stores complete historical
data for mutual backup. The update and maintain of entire data chain require coordi-
nation of most nodes to complete. There are no central node or hierarchical structure
with absolute power, that is blockchain’s most notable feature [36]. Scientific data shar-
ing is a diversified, multi-level and multi-functional data sharing ecosystem [37], which
involving many stakeholders, such as data producer, data user, data processor, data man-
ager, etc., the functional positioning of different stakeholders in different sharing steps
is different (as shown in Table 1). Hidden into blockchain, scientific data stakeholders
can act as various nodes in blockchain, each participate node performs operations such
as data exchange, data transfer, and data storage on an equal basis [38]. Thus, it can be
seen that there is a subject coupling relationship between blockchain and scientific data
sharing [39].

ObjectCoupling.At present, the application scenarios of blockchain aremainly concen-
trated in the fields of digital certificate generate, supply chain management, traceability
of agriculture product, intellectual property protect, cross-border e-commerce and so on
[40]. According to the differences between implement methods and apply purposes, the
above application scenarios can be divided into three types: value transfer, data storage
and authorize management. Value transfer refers to the transfer of digital assets between
different accounts, data storage refers to record of data to blockchain, and authorize
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Table 1. Stakeholders involved and their responsibilities in each process of scientific data sharing.

Sharing process Stakeholder Stakeholder’s branch Stakeholder’
responsibilities

Step 1:
Propose sharing
requirement

Data consumer Metadata user, primary
data product user, full
data product user

Propose sharing
requirement and use data

Step 2:
Evaluate sharing
requirement

Data owner Raw data producer, data
processor, funding
supporter

Evaluate data
requirement

Step 3:
Review data
content

Data supervisor Administrative
department, industry
alliance, data owner unit

Review data sharing
process

Step 4:
Open data resource

Data saver Domain/industry data
center,
institution/project
repository, personal
computers/hard drive

Save data and perform
data sharing operation

Step 5:
Use data resource

Data consumer Metadata user, primary
data product user, full
data product user

Propose sharing
requirement and use data

management refers to use contract mechanism to control the access and use of data [41].
These scenarios have data-driven features. For scientific data sharing, the shared object
is generally including basic data, materials, system-processed data products and related
information [42]. It can be seen that the application scenarios of blockchain and the
objects of scientific data sharing are all kinds of scientific data resources, and they are
coupled in terms of object.

FunctionCoupling.Thebiggest contribution of blockchain is to solve the byzantine gen-
eral problem through decentralized idea, block chain structure, smart contract, encrypt
algorithm, and other technologies to achieve distributed nodes without relying on trusted
third-party participant [43]. Consensus’ trust is built on technical endorsement, and the
contribution of participate nodes is measured through a consensus mechanism to encour-
age nodes to actively participate. The trustmechanismof blockchain is based on technical
endorsement, and the contribution of participate nodes is measured through consensus
mechanism to encourage nodes to actively participate. At present, the scientific data
sharing models are mainly divided into large scientific device model, monitoring net-
work model, open platform model, federal service model, data publishing model and so
on [44]. Different sharing models mean different driving mechanisms, different respon-
sibility relationship, different management methods and quality performance. Generally
speaking, it is necessary to maintain the trust foundation of each participants through
technical means, drive various stakeholders through corresponding incentivemechanism
and supervision. Through combining and applying the blockchain’s core technologies,
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the practical dilemmas faced by scientific data sharing can be solved (Fig. 1). Therefore,
there is a function coupling relationship between blockchain and scientific data sharing.

Practical Dilemma

Inconsistent 
Standard

Insufficient 
Motivation

Invasion of 
Privacy Security

Core Technogies

Decentralized

Block  Chain 
Structure

Consensus
Mechanism

Smart Contract

Encrypt 
Algorithm

Fig. 1. Scientific data sharing problems that blockchain technology can solve.

Scenario Coupling. According to whether authorization is required to join or not,
blockchain can be divided into two categories [45]: license chain and non-license chain
(public chain). The join and leave of license chain need to be authorized by the privilege
advantage nodes, while the non-license chain is free to enter and retreat. According to
the concentration degree of authority control, license chain can be divided into alliance
chain and private chain, alliance chain’s control group is more disperser than private
chain. Different type of blockchains have their own characteristic and scope of appli-
cation. Articles 4, 20, 25 of the M4ASD provide detailed provisions on confidentiality
level, confidentiality period, opening condition, opening object, examinate and verify
procedures of scientific data [46]. Therefore, according to the requirements of different
sharing scenarios for sharing system control authority and operating information disclo-
sure, different blockchain types can be selected to limit the type of participate nodes and
to clarify the sharing range, sharing degree, sharing level and so on. It can be seen that
both blockchain and scientific data sharing need to limit use conditions according to use
object, there is a scenario coupling relationship between blockchain and scientific data
sharing.

3 Construction of Scientific Data Sharing Framework Based
on Blockchain

3.1 Overall Framework Construct

According to the practical dilemmas, requirements of scientific data sharing, and com-
bined with the characteristics of blockchain technology, this paper constructs a theoret-
ical framework for scientific data sharing, we can call this framework AVEI for short.
The specific details of AVEI are shown in Fig. 2, which includes user identity authen-
ticate process, data verify process, data exchange process and incentive mechanism.
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AVEI’s body consists of four components: user node component, core technology com-
ponent, data process component, and blockchain component. User node component is
composed of data user, data owner, data saver, data supervisor, this component is the
main participant of AVEI. Core technology component includes consensus mechanism,
encrypt algorithm, smart contract, distributed storage, block chain structure and so on,
this component provides technical support for AVEI. Data process component is mainly
composed of related data upload, data download, data verify, data record, data exchange,
and incentive mechanism, this component is the core of whole framework. Blockchain
component is connect to each other in the order of generation. Block data (every opera-
tion that occurs on chain) and state data (the current state of account or smart contract)
are stored on chain.

Support Support
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Data Process Processes

Input Input

RecordEarn
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Upload/Download
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Data Center
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DataData Coin
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Block  Chain Structure

Fig. 2. The specific structure of AVEI.

Although decentralization means that all nodes to join or retreat freely in principle,
but complete freedom is not the best option for scientific data sharing. Therefore, this
paper recommends using alliance chain to restrict the scope of data sharing [47]. Nodes
with certain conditions are allowed to join alliance chain after verify, data is fully open
to all nodes in chain and conditionally share to nodes outside the chain.

3.2 User Identity Role Authenticate Process

Due to trust and authority issues between nodes, it takes a lot of costs on data verify
and data confirm in a centralized data sharing system [48]. In order to better manage the
identities of various participate nodes, this paper designed auser identity role authenticate
process, as shown in Fig. 3, which mainly realizes the identity authentication and role
authority assignment of multiple participate nodes.

The user identity role authentic process mainly includes steps such as user register,
identity create, permission grant, supervise and management. The specific process is as
follows:
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Fig. 3. User identity authenticate process.

Step 1. User register. A new user submits a register application to chain, and smart
contract automatically verifies whether the application information already exist in chain
or not. If application information has existed in chain, there will return message “Regis-
tered, Please Login” to user. If there is no user information in chain, the compliance of
submitted information will be checked. After information audit passed, register opera-
tion will be performed and user will be notified of “Successfully Registered”. The user
who has successfully registered becomes registered node in chain by default.

Step 2. Identity creates. Establish a virtual identity mapping relationship, that is,
assign a unique public key address to a virtual identity corresponding to a real identity.
Virtual identity is obtained from the attribute information of the node through hash
operation. A complete node information includes user ID, public key address, data coin
balance and so on.

Step 3.Permission grant. Some registered node can become record node after consen-
sus authenticate ofmost node in chain, and some record node can become supervise node
after consensus authenticate. Different type of node has different operate permissions,
registered node has the lowest permission, supervise node has the highest permission,
node’s permission matches the role position of each stakeholder.

Step 4. Supervise and manage. In addition to has the authority that recording node
has, supervise node has the highest authority, includes monitoring whether the behavior
of other nodes conforms to the rules in chain and give immediate feedback to all nodes.

3.3 Data Verify Process

In order to ensure data quality effectively, this paper designed a data verify process, as
shown in Fig. 4. This process mainly realizes the verification of newly uploaded data
and forms a data standard library. The data verify process is of great significance to data
sharing: on one hand, it controls data quality from the source, and prevents the inflow
of low-quality data; on the other hand, the legal rights of other nodes are protected.

The data verify process mainly includes the steps of standard library construct, data
verify, and standard library update. The specific process is as follows:

Step 1. Standard library construct. Data user, data saver, and data supervisor propose
to all nodes in chain on data structure standard, semantic standard, transfer standard,
open standard, etc., and propose to form a scientific data standard library in chain after
all nodes vote on consensus.
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Fig. 4. Data verify process.

Step 2. Data verify. When data producer uploads new data to chain, record node and
supervise node call smart contract to verify the data’s volume, format, content, evaluate
the data quality and feedback the verify result to the upload node. The specific verify
results can be divided into several cases as shown in Table 2.

Table 2. Types of data verify results.

Verify dimension Situation classification Situation content

Data volume Oversize The memory occupied by uploaded data
exceeds the maximum limit of system

Small The memory occupied by uploaded data
exceeds the minimum limit of system

Suitable size The memory occupied by uploaded data is
within the range of system

Data format Wrong format The uploaded data format is outside the system
limit

Correct format The uploaded data format meets the system
limit

Data content Repeated Completely consistent data already exists in
data standard library

Analogous Similar data already exists in data standard
library

Content defect The data semantics is incomplete, and the data
elements are missing

Invalid content Data is outdated or mixed with a lot of useless
information, almost meaningless

Content compliant Data is not duplicated, non-similar,
semantically complete, and useful

Step 3. Standard library update. Non-compliance data is not allowed to be entered
into alliance chain for time being. The verify node will feedback the verify results to
upload node and give suggestions for modify, the modified data can be re-uploaded and



AVEI: A Scientific Data Sharing Framework Based on Blockchain 273

accepted for verify. Compliance data can be added into chain, and data standard library
will collect and update the compliance data immediately.

3.4 Data Exchange Process

On one hand, the process of scientific data sharing is complicated, and on the other hand,
it involves many stakeholders. In order to solve the trust problems between different
stakeholders, a data exchange process is designed, as shown in Fig. 5.
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Fig. 5. Data exchange process.

Data exchange process mainly includes data send, data receive, data verify, operation
record. The specific process is as follows:

Step 1. Data send. Data owner performs hash calculate, data encrypt, and digital
signature he owns, then delivers the data ciphertext and digital signature to data receiver.

Step 2. Data receive. Data user decrypt digital signature to obtain data digest A,
decrypt data ciphertext to obtain original data, and then hash calculate the original data
to obtain data digest B.

Step 3. Data verify. Data supervisor calls smart contract to compare and verify data
digest A and data digest B. If the comparison result is consistent, it means that the
original data is complete and has not been tampered with. If the comparison result is
inconsistent, it means that the original data has been modified.

Step 4.Operation record. The operation that does not pass comparison will be reject,
and returns to Step 1 to re-execute. After the operation that pass comparison and agreed
by all nodes, smart contract will automatically send confirm information to on-duty
record node, then record confirm information in newly generated block and embed the
block in chain.

3.5 Incentive System

In order to quantify users’ behaviors, a behavior-based incentive system is designed, that
is, a specific amount of data coin is issued in chain to motivate nodes. The total issuance
of data coin can be set according to actual scenarios. Assuming that a private chain is
built based on a certain scientific research project (such asCASEarth), the number of data
coins in chain can be equal to the project funding. All nodes form a unified consensus on
the increase and decrease rules of data coin, and specific increase or decrease operations
are automatically executed by smart contract. If a node makes positive contribution, it
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Table 3. Data coin vary rule corresponding to different user behaviors.

Classification of user
behaviors

User behaviors Data coins change rule

Register and
authenticate

Identity register is successfully Registered node is rewarded
with data coin

Identity register is unsuccessfully Registered node is not rewarded
with data coin

Identify authenticate passed Reward user with data coin

Identity authenticate failed User is not rewarded with data
coin

Upload and download Upload compliant data Uploader is rewarded with data
coin

Upload non-compliant data Uploader is deducted data coin

Retrieve and browse data User’s data coin has not changed

Download and reference data Data coin is deducted for user,
and data coin is rewarded for
uploader

Supervise and verify Verification between supervise
node and register node is correct

Both supervise node and
registered node are rewarded
with data coin

There is a difference in
verification between supervise
node and register node

Based on the verify result of
most nodes, correct result node
will be rewarded with data coin,
wrong node will be deducted
with data coin

The block signed by record node
is accurate

Record node is rewarded with
data coin

There is an error in block that
recorded by record node

Data coin is deducted for register
node, and reward data coin for
supervise node

Continuously
participate

Node continue to participate
actively

Node is continuously rewarded
with data coin

Node continue to participate
passively

Node is continuously deducted
with data coin

Node phased actively participate Node is periodically rewarded
with data coin

Node phased passively participate Node is periodically deducted
with data coin

Node behavior is irregular If the contribution is positive,
data coin will be rewarded. If the
contribution is negative, data
coin will be deducted
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will be rewarded with data coin, and if a node has bad behaviors, it will be deducted
data coin. We believe that the ideal situation is that all nodes perform good behaviors
and continuously participate. Integrating the specific participate behaviors of nodes and
consider the degree of persistence, the rule of data coin increase or decrease for different
node participate behaviors is designed, as shown in Table 3.

Table 3 only shows the rule for increase or decrease of data coin, and the specific
increase or decrease will depend on application scenario. For example, according to
data quality, the data uploaded by node can be divided into different levels such as
excellent, good, qualified, and unqualified. On one hand, the verify results of different
levels determine whether these data can be entered into chain, and on the other hand,
they are also related to the number of data coin rewards that upload node can earn.

4 Performance Analysis of AVEI

4.1 Data Quality Performance Analysis

Nowadays, the consensus algorithm supported by blockchain include Proof of Work
(PoW) [49], Proof of Stake (PoS) [50], Delegated Proof of Stake (DPoS) [51] and Prac-
tical Byzantine Fault Tolerance (PBFT) [52], etc. In some cases, different algorithms can
be used in combination [53]. On one hand, these consensus algorithmsmake information
stored by all nodes completely consistent, and on the other hand, they can also ensure
the information published by a single node can be recorded into block by other nodes
[54]. The formation of data standard library and smart contract require the consensus of
all nodes. After smart contract signed, it can be embedded in any tangible or intangible
assets to form a software-defined asset. Since smart contract is a set of programmed
logic defined in digital form [55], once contract meets the trigger condition, it will be
automatically executed until the end, and no single node can change it, which realizes
the goal of “code is law” [56]. Therefore, AVEI supports the verify of data format, data
volume, data content, and can automatically record and process verify results, it can also
automatically assign node permission, automatically complete the increase or decrease
of data coin. All operations eliminate human interference, maintain fairness and justice,
and ensure the quality of scientific data sharing.

4.2 Data Security Performance Analysis

Data block is the basic unit of blockchain [57]. A block contains two parts: block header
and block body. Block header encapsulates current block version number, merkel tree
root value, timestamp, difficulty value, random number, leading block signature value
and other information [58]. Block body encapsulates all operation information in current
block. Current block points to both the signature value of forward block and next block,
all blocks form an orderly connected data structure chain in chronological order, all
behaviors information is stored in the formofmerkel tree.Once the operation information
changes, the root value of merkel tree will be different from the original value. As long as
the version number of last block is saved, it can be verified whether the merkel tree root
value is correct and whether the data has beenmodified [59], and the modified data block
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can be quickly locked according to timestamp. Therefore, AVEI can not only identify
whether data has been tampered with and realize the traceability of data, but also encrypt
and decrypt data with the aid of encrypt algorithms, thus ensuring the security of data
transfer and sharing.

4.3 Sharing Effect Performance Analysis

The most important feature of blockchain is decentralization. Each peer node can com-
plete system maintenance and self-governance through cooperation without relying on
third-party trusted node [60], which embodies the technical characteristic of “equality
and freedom” [61]. Based on consensus algorithms such as PoW, PoS, DPoS and PBFT
to screen specific nodes to exercise account power, record node is responsible for packing
the data into block and broadcasting to all nodes, and supervise node verify the received
data. In addition, consensus mechanism is also an important criterion for measuring
the degree of contribution of different nodes to alliance chain. Incentive system set up
for different degrees of contribution can call smart contract to automatically implement
rewards and punishments. Therefore, AVEI not only gives more nodes the opportunity
to participate in data sharing process, but also realizes the openness and transparency of
event participants, and safeguards the legitimate rights and interests of participate nodes.
It also mobilizes the enthusiasm of participate node and ensures the efficiency of data
sharing.

5 Discussion and Conclusion

5.1 Data Quality Performance Analysis

Because of its technical characteristics such as decentralization, non-tampering, trace-
ability, security and controllability, blockchain can matches the quality demand, security
demand and responsibility benefit demand of scientific data sharing. Blockchain and
scientific data sharing have some certain degree of coupling relationship in terms of
participant subject, sharing object, function and application scenario. We can rely on
the technical characteristics of blockchain to solve the problems of data island, tech-
nological island and right island faced by scientific data sharing. This paper sorts out
the practical dilemmas faced by scientific data sharing, and analysis the coupling rela-
tionship between blockchain and scientific data sharing. Integrate the core elements of
blockchain, such as block chain structure, encrypt algorithm, smart contract and consen-
sus mechanism, a theoretical framework for scientific data sharing based on blockchain
is designed. The framework cover the processes of user identity authenticate, data quality
verify, data upload and download, data exchange, data sharing, and introduces incentive
system according to the behavioral characteristic of node. The framework can meet the
requirements of scientific data sharing for quality performance, safety performance and
effect performance, which provide solution for solving the current difficulty faced by
scientific data sharing.
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Compared with other research results, there are two main innovations in this article:
one is to theoretically analyze the applicability of blockchain technology in scientific data
sharing, and the other is that designed a theoretical framework, which not only include
several important processes but also introduce incentive mechanisms. The deficiency
of this paper is that it only constructs a macro-framework for whole science subject
from theoretical perspective, but has not been realized by practical application scenario
verify. The FAIR principle advocates that in process of opening and sharing of scientific
data, efforts should be made to realize data Findable, Accessible, Interoperable and
Reusable [62]. Follow-up research can be guided by FAIR principle, deeply analyze the
technical characteristics of different types of blockchain, combine specific application
scenarios to study and design a sharing framework system cover the whole life cycle of
scientific data. In user authenticate, data verify, data record and other process, artificial
intelligence technology can be used to achieve more automatically operation. In terms of
user incentive mechanism, we can refer to economic theory and game theory to design
detailed and specific rule for data coin vary. Future scientific data sharing activity will
not be limited to “sharing” data, but will form an integrated, intelligent and FAIRness
scientific data sharing ecosystem around the whole life cycle of scientific data [63]. This
ecosystem integrates multiple functions such as aggregated data acquire, data storage,
data distribute, data compute, data analysis, and data service applications.
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Abstract. In the traditional supply chain traceability model, a central-
ized management method is prevalent in supply chain traceability sys-
tem. Problems such as falsification of production data, difficulty in infor-
mation sharing, and opaque data have become more and more prominent.
Blockchain technology has the characteristics of decentralization, non-
tampering, openness, transparency and traceability, and can overcome
many shortcomings of centralized traceability systems. Building supply
chain traceability system based on blockchain technology provides an
effective way solving the problems arousing in the supply chain safety
domain. We propose SCT-CC, a supply chain traceability system based
on cross-chain technology of blockchain. First, we use cross-chain technol-
ogy to design a multi-chain architecture. Then, we design smart contracts
for different agencies in the supply chain. Finally, we use Hyperledger fab-
ric as a development framework and built an experimental environment
using Docker technology. We also test the query interface and the write
interface. Through the analysis of the test results, the system can meet
the needs of actual applications.

Keywords: Supply chain · Blockchain · Cross-chain · Hyperledger
fabric

1 Introduction

Supply chain traceability refers to the tracing of information at the stages of pro-
cessing, production, transportation, and sales of commodities [1]. Over the years,
the global supply chain has become more and more complex, the competition
between countries for control of the supply chain has become increasingly fierce,
the continuous adjustment of the supply chain system and the accumulation of
risks in the global supply chain have become the main cause of trade frictions
among countries. The problem of counterfeit and shoddy products has always
been a pain point to be solved urgently in all walks of life. The emergence of these
c© Springer Nature Singapore Pte Ltd. 2021
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counterfeit and shoddy products is closely related to the product supply chain
management of the transformation of primary raw materials into end products.
Therefore, managing product quality from the source is the most important link
in the later product quality assurance. At present, the supply chain traceability
system is a centralized system, and all data is stored in a central database, which
makes the traceability information may be tampered with.

The emergence of blockchain technology provides a solution to the problem
of supply chain traceability. Blockchain technology has the characteristics of
decentralization, non-tampering, openness and transparency, and traceability
[2]. However, the blockchain technology also has bottlenecks, and the biggest
constraint comes from its poor scalability [3]. This paper proposes a supply
chain traceability system based on blockchain cross-chain technology. The system
adopts a multi-chain architecture design. The system architecture consists of a
main chain and multiple parallel side chains. The system is developed on the basis
of the Hyperledger Fabric framework, and the system performance is tested [4].

2 Related Work

2.1 Blockchain Technology

In 2008, Satoshi Nakamoto published the article “Bitcoin: A Peer-to-Peer Elec-
tronic Cash System”, thus proposing the concept of blockchain [5]. The core
advantage of blockchain technology is decentralization, which can realize decen-
tralized transactions in distributed systems through the use of data encryption,
time stamping, distributed consensus, and economic incentives. Figure 1 repre-
sents the structure of the block in the chain. In the blockchain, each data block
contains two parts: a block header and a block body. The block header encapsu-
lates information such as the previous block hash, nonce, timestamp, and merkle
root.The block body records the transaction data, each transaction in the set is
converted into a hash value and the hash values are further combined to obtain
the merkle root [6,7].

Fig. 1. Structure of blockchain.
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2.2 Blockchain in Supply Chain

In recent years, supply chain traceability issues have received increasing public
attention because more and more products have quality and safety issues. The
emergence of blockchain technology provides new ideas for supply chain research
[8]. At present, there have been some researches on supply chain traceability based
on blockchain technology. For example, Tian F. [9] proposed an agri-food supply
chain traceability system Based on RFID & Blockchain Technology. This system
realizes the monitoring, tracing and traceability management for the quality and
safety of the agri-food “from farm to fork”. Chaodong et al. [10] designed and
implemented the supply chain traceability system based on sidechain technology.
The system realizes cargo management, information sharing and product trace-
ability in the supply chain through the Ethereum smart contract. Jamil et al. [11]
propose a novel drug supply chain management using Hyperledger Fabric based
on blockchain technology to handle secure drug supply chain records.

2.3 Cross-chain Technology

The cross-chain technology is an important technical means of blockchain, which
has the characteristics of interoperability and scalability. Buterin V. [12] sum-
marized three cross-chain technologies: notary schemes, side chains/relays, and
hash-locking. In recent years, with the continuous enrichment of blockchain appli-
cation scenarios, more and more blockchain projects have proposed cross-chain
requirements and solutions, and cross-chain technology has gradually developed.
For example, Ethereum designed BTCRelay [13], realized the cross-chain access of
Ethereum to the Bitcoin blockchain. Kwon proposed a network architecture that
supports multiple block linking and interoperability Cosmos [14]. Its goal is to cre-
ate a blockchain Internet that allows a large number of blockchains to extend and
interact with each other. Spoke et al. [15] propose a design plan for Aion network,
the Aion Network is designed to support custom blockchain architectures, while
providing a trustless mechanism for cross-chain interoperability.

To the best of our knowledge, many cross-chain projects developed by
blockchain companies are mainly used in the financial industry, and cross-chain
technology is rarely used in supply chain traceability projects. Therefore, we
design a supply chain traceability system based on cross-chain technology of
blockchain. This system has the following innovations:

(1) Use blockchain technology to solve the problems of information fraud and
data falsification in traditional supply chain traceability systems.

(2) Design corresponding smart contracts according to different participants,
which not only ensures the openness and transparency of information, but
also greatly reduces the workload of corresponding departments.

(3) Design a blockchain network with a multi-chain architecture. The product
information in the supply chain is stored in parallel side chains, and the hash
value generated by the product information is synchronized to the main chain
to reduce the storage pressure of the main chain.
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3 Design and Implementation of SCT-CC

3.1 System Architecture

The system architecture of SCT-CC is shown in Fig. 2. The system consists of
five layers: Acquisition Layer, Application Layer, Contract Layer, Network Layer
and Data Layer.

Fig. 2. System architecture.

– Acquisition Layer: The supply chain consists of supplier, manufacturer, trans-
porter and retailer that collect information about the raw materials, produc-
tion, distribution and sales of goods through IoT devices, and then upload
the information about the products.

– Application layer: The application layer provides the interface for query and
upload. The query interface is used to query the traceability information
of product and display the product information to users through website,
app and other forms. The upload interface is responsible for uploading the
information collected by the collection layer to the blockchain.

– Contract layer: Smart contracts are deployed on blockchain nodes. That pro-
vide rules for institutions in the supply chain that can access the blockchain
through smart contracts.

– Network layer: The blockchain nodes communicate with each other through
P2P network protocol, and use the communication mechanism and verifica-
tion mechanism to spread and verify the block data.

– Data layer: In order to reduce the storage pressure of SCT-CC, multi-chain
architecture is used to build the data layer, which consists of a main chain
and multiple side chains.

As shown in Fig. 3, the network architecture of SCT-CC includes main chain
network, side chain network and external network.

– Main Chain Network: It is the heart of the system and is run by regulators
in the supply chain. Each side chain network needs to be connected to the
main chain network.
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Fig. 3. Network topology diagram.

– Side Chain Network: SCT-CC has multiple side chain networks, and each
side chain network is jointly operated by suppliers, manufacturers, logistics
companies, and retailers. These companies upload the collected product infor-
mation to the side chain network.

– External Node: It is an open network, and any organization or individual can
access the external network according to certain rules. However, the external
network only has access rights, and visitors can query product information of
the supply chain through smart phones, computers and other tools.

3.2 Smart Contract

Smart contract is a program that runs in blockchain node and can be automati-
cally executed according to preset conditions [16,17]. SCT-CC has four types of
participants, including suppliers, manufacturers, transporters, retailers and ordi-
nary users. The smart contract algorithm is mainly divided into the following
five parts:

Raw Material Input Smart Contract: Suppliers can log in to SCT-CC
by SID, if there is no identity information of this supplier in the blockchain
network, it is not allowed to enter the system. After the login is successful,
the supplier can create, update and query the raw material information. The
automatically execution of supplier in smart contracts is shown in Algorithm 1.
The abbreviations used in the algorithm are shown in Table 1.

Product Processing Smart Contract: The manufacturer processes the raw
materials provided by the supplier and then produces the product. During the
production process, production data will be generated, and relevant personnel
need to upload the production data of the product to the chain. The smart
contract algorithm is shown in Algorithm 2.
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Table 1. Abbreviations.

Abbreviation Full name

SHL Supplier hyperledger

MHL Manufacturer hyperledger

THL Transporter hyperledger

RHL Retailer hyperledger

BN Blockchain network

SID Supplier ID

MID Manufacturer ID

TID Transporter ID

RID Retailer ID

Rinfo Raw material information

Pdata Production data

Tinfo Transporter information

PID Product ID

Algorithm 1. Algorithm on Supplier Working.
Input: Raw Material Info(Rinfo)
Output: Get access to SHL transactions
1: if SID ∈ BN then
2: if RID ∈ SID then
3: Update(SID,RID,Rinfo)
4: Query(SID,RID,Rinfo)
5: else
6: Create(SID,RID,Rinfo)
7: end if
8: else
9: NotExist(SID)

10: end if

Algorithm 2. Algorithm on manufacturer Working.
Input: Production Data(Pdata)
Output: Get access to SHL transactions
1: if MID ∈ BN then
2: if Exist(Pdata) then
3: RID ← Query(MID)
4: Update(MID,RID,Pdata)
5: else
6: RID ← Query(MID)
7: Create(MID,RID,Pdata)
8: end if
9: else

10: NotExist(MID)
11: end if
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Product Transportation Smart Contract: The transporter records the
logistics information of the product. When the product is shipped, transport
personnel will upload logistics information. As shown in Algorithm3.

Algorithm 3. Algorithm on transporter Working.
Input: Transport information(Tinfo)
Output: Get access to SHL transactions
1: if TID ∈ BN then
2: if Exist(Tinfo) then
3: UpdateTransportInfo(TID,Tinfo)
4: else
5: CreateTransportInfo(TID,RID,Tinfo)
6: end if
7: else
8:
9: end if

Product Sales Smart Contract: The retailer is responsible for product sales
and upload product sales information to the blockchain. Since the entry of
product sales information is similar to the entry of transportation information,
retailer’s smart contract algorithm reference Algorithm 3.

Product Query Smart Contract: Ordinary users can query product informa-
tion without identity authentication, but ordinary users only have the authority
to query. The smart contract algorithm is shown in Algorithm 4.

Algorithm 4. Algorithm on ordinary user Working.
Input: Product ID(PID)
Output: Get access to product information
1: if Exist(PID) then
2: Query(PID)
3: else
4: NotExist(PID)
5: end if

3.3 Cross-chain Mechanism

SCT-CC has multiple side chain networks. After suppliers, manufacturers, trans-
porters, and retailers upload product information to the side chain, the side
chain needs to synchronize the product information to the main chain. In order
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to reduce the storage pressure of the main chain, the product raw material infor-
mation, production data, transportation information, retail information, etc. are
used as the leaf nodes of the merkle tree, and the hash value (merkle root) is
calculated, and then the merkle root, product ID and side chain address informa-
tion will be synchronized to the main chain. When users need to query product
information, SCT-CC verifies the merkle root of the main chain and the prod-
uct information of the side chain. After the verification is passed, the product
information in the main chain and the side chain are consistent and have not
been tampered with. In order to ensure the consistency and non-tampering of
product information, we have designed a cross-chain mechanism. In our proposed
mechanism, we adopted two stages: data synchronization and data verification.
The process of mechanism is described briefly below:

Data Synchronization: After the user initiates a write request, the product
information is processed on the side chain, and then the side chain initiates a
synchronization request. The steps to synchronize product information from the
side chain to the main chain are described as follows:

Fig. 4. Data synchronization mechanism.

(1) The side chain receives the Write request, and then gets into prepare stage,
and will use the merkle algorithm [18] to hash the product information,and
finally obtains the hash value of the merkle root.

(2) The hash value of merkle root (Mroot), the address number of the side chain
(ASC), and the product ID (PID) will be packaged into Twrite by the side
chain, and then Twrite will be sent to the main chain.

(3) After receiving the Twrite ,the main chain will unpack Twrite into ASC , PID

and Mroot, verify that the transaction is reasonable. However, the product
information will not be written into block before the result is confirmed by
side chain. Then the main chain send the verification result to the side chain.
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(4) After the side chain receives the verification result, the product information
will agree to be written into the block. Finally, the side chain sends the
confirmation result to the main chain.

(5) After the confirmation result of the side chain received by the main chain,
ASC , PID and Mroot are written into the block, and finally completes the
synchronization of product information to the main chain.

Data Verification: After the user initiates a query request, the side chain
obtains product information from the main chain, and then verifies the product
information. The steps to verify product information are described as follows:

Fig. 5. Data verification mechanism.

(1) The side chain receives the query request, and then gets into prepare stage.
ASC and PID will be packaged into Tquery by the side chain, and then the
Tquery will be sent to the main chain.

(2) After receiving Tquery, the main chain will parse Tquery into ASC and PID,
and query the corresponding product information. The main chain returns
the product information Pinfo to the side chain.

(3) After receiving the Pinfo, the side chain needs to compare and verify the
Pinfo with the local product information. After the verification is passed,
the product information is displayed to the user.

4 Experiment Analysis

4.1 Experimental Environment

In the experiment, Hyperledger Fabric [19] is used as the underlying framework
for the SCT-CC. At the same time, We set up the side chain network and the
main chain network, and put all the nodes installing the smart contract into the
Docker container to run. The experimental environment configuration is shown
in Table 2.
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Table 2. Experimental environment configure.

Environment Configuration

CPU Intel(R) Xeon(R) Gold 6128 CPU @ 3.40 GHz

Memory 16G

System CentOS 7

Test tool JMeter

4.2 Performance Analysis

Throughput is an important basis for evaluating system performance. In this
paper, we will use Apache JMeter to test system throughput. Apache JMeter
is a java-based stress test tool developed by Apache [20]. We use JMeter to
open multiple threads, and each thread will send a request within a specified
time, thereby simulating multiple users initiating transaction requests to the
blockchain. In the test, we set different number of threads for query test and wirte
test, and recorded the median response time and throughput under different
number of threads.

A.Query Test
We use JMeter to open 10 to 200 threads to test the query operation. Figure 6
shows the result of the query test. The graph shows the relationship between
the throughput of query operations and the median response time. When the
number of threads is between 0 and 120, the response time increases slowly,
and the TPS gradually increases. When the number of threads reaches 120,
TPS gradually stabilizes and fluctuates around 110, while the response time
increases rapidly, indicating that the system throughput has reached its peak
at this time. Through the analysis of the experimental results, we get that the
system throughput of query operation is 110, which can basically meet the needs
of practical applications.

Fig. 6. SCT-CC query test.
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B. Write Test
Write operation is much more complicated than query operation. Write operation
needs to generate blocks. The block generation process is affected by parameters
such as Consensus Protocol, Logging Level, Message Count, Block Size, etc.
Therefore, before testing, we configure the experimental parameters, as shown
in the Table 3.

Table 3. Experimental parameter configuration.

Consensus protocol Logging level Message count Block size(KB)

Solo INFO 10 512

To test the write operation, we use Jmeter to start 10 to 200 threads to
store data in the blockchain. Figure 7 shows the test results of write. We can
see the change in throughput and median response time under different number
of threads. When the number of threads is between 0 and 100, the response
time increases slowly and the throughput gradually increases. When the number
of threads is between 100 and 200, the response time increases rapidly and
the throughput increases slowly. When the number of threads reaches 120, the
throughput gradually stabilizes and fluctuates around 102. Through the analysis
of the write test results, we get that the system throughput of the write interface
is 102TPS, which can basically meet the needs of practical applications.

Fig. 7. SCT-CC write test.

5 Conclusion

In this paper, we propose a supply chain traceability system based on blockchain
cross-chain technology called SCT-CC. The system can provide services for gov-
ernments, enterprises, and consumers. We design smart contracts for suppliers,
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manufacturers, transporters, retailers and ordinary users in the supply chain.
Institutions and users in the SCT-CC access the blockchain through smart con-
tracts, thus ensuring the security and stability of the system. On this basis, we
build a multi-chain architecture and design a cross-chain mechanism, which not
only ensures the consistency and immutability of product information, but also
reduces the storage pressure on the main chain. Finally, through experimental
test and analysis, the feasibility of the scheme is verified, and the scheme can
meet the needs of practical applications.
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Abstract. As an important blockchain application, CBDC (Central
Bank Digital Currency) has received significant worldwide attention as
it can restructure financial market, affect national currency policies, and
introduce new regulation policies and mechanisms. It is widely predicted
that CBDC will introduce numerous digital currency competitions in
various aspects of the global financial market, and winners will lead the
next wave of digital currency market. This paper applies the game the-
ory to study the competitions between different countries, in particular
to analyze whether they should adopt the CBDC program. We propose
two game-theoretic models for CBDC adoption, both analyzing whether
to adopt the CBDC program via the Nash equilibrium. Both game-
theoretic models draw the same conclusion that each country should
adopt the CBDC program regardless of the choices of other counties.
In other words, current currency leaders should adopt CBDC because
it may lose the premier status, and other countries should adopt CBDC
otherwise they risk of getting even further behind in the digital economy.
According to our game-theoretic models, the current market leader who
has 90% of market shares may lose about 19.2% shares if it is not the
first mover.
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1 Introduction

CBDC (Central Bank Digital Currency) has received significant attention
recently, and it is an important blockchain application [4,9,17–19]. Many cen-
tral banks including US Federal Reserve, ECB (European Central Bank), PBOC
(People’s Bank of China), Bank of England have all announced their CBDC
projects. Numerous financial institutions such as World Bank, IMF (Interna-
tional Monetary Fund), BIS (Bank for International Settlements) have initiated
their own CBDC projects. In 2017, IMF recommended that each country develop
her own CBDC program to compete with the cryptocurrencies.

Bank of England (BoE) is the first central bank to propose her own CBDC
program, and since 2014 has published numerous research reports such as RTGS
(Real-Time Gross Settlement) blueprints and conducted many experiments. One
of earliest conclusions of their studies is that there may be a competition between
commercial banks and central banks for deposits because now central banks offer
CBDC, and customers may prefer to save their money as CBDC as it is without
any credit risks, while money in commercial banks still carries risks. This is one
of many competitions that may happen when CBDC is introduced.

Since 2015, BoE has suggested that CBDC will have a profound impact to
the financial world, affect national currency policies, and change the way finan-
cial transactions are made. Indeed, the importance of CBDC cannot be underes-
timated. In 2017, Bordo and Levin predicted that if a country does not develop
its own CBDC program, the country will incur financial risks in future [5]1.

In November 2019, Rogoff of Harvard University said currently there is a new
currency war, but this is not a conventional currency war, but a digital version
[15]. He also mentioned that the new war involves of both regulated financial
market and underground market, where cryptocurrencies such as Bitcoins are
often used. He also mentioned that technology is the key driver for these changes.

In addition to the central bank-commercial bank competition for deposits,
IMF have suggested stablecoins issued in the private sector can have a profound
impact to the financial world. Stablecoins are those digital currencies backed by
fiat currencies or other assets such as bonds, but they have stable price, and can
be used do cross-border transactions. The IMF July 2019 report [1] claims if a
stablecoin is supported by a central bank, it behaves like a CBDC. This new
digital currency is called synthetic CBDC (short as sCBDC hereafter), rather
than CBDC, but like CBDC the reserve money is stored in a central bank so
that sCBDC does not have any credit risks. But in this manner, the IMF report
says that there will be competitions between those sCBDC with fiat currency as
people may prefer using those stablecoins rather than their fiat currency. This

1 “Given the rapid pace of payment technology innovation and the proliferation of vir-
tual currencies such as bitcoin and Ethereum, it may not be wise for the central bank
to adopt a negative attitude in dealing with CBDC. If the central bank does not pro-
duce any form of digital currency, there is a risk of losing monetary control, and the
possibility of a serious economic recession is greater. Because of this, central banks
act quickly when considering adopting CBDC.”.
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will also create another competition between commercial banks and stablecoin
entities, both seeking for deposits.

In August 2019, former BoE governor Mark Carney said that a synthetic
hegemony digital currency may replace US dollar as the world’s reserve currency.
This is another competition where an sCBDC may compete with US dollars or
any other fiat currency to be the world’s reserve currency.

In June 2020, US Federal Reserve published a research paper [7] supporting
the claim of deposit competition between central banks and commercial banks.
If this is the case, the financial market will indeed be fundamentally changed
due to introduction of CBDC or sCBDC.

Furthermore, stablecoins or sCBDC may compete with each other in the
market place, for example, a large stablecoin will have strong competitive edge
over other stablecoins. For example, in May 2020, ECB issued a report predicting
that Facebook’s Libra may have over 3 trillion Euros in deposit and it may
become the largest fund in Europe. The ECB made this prediction based on
the fact that Facebook is widely used in the world, many Facebook users will
become Libra users.

Thus, many competitions are created due to CBDC or sCBDC:

– Between central banks and commercial banks for deposits;
– Between stablecoin entities and commercial banks for deposits;
– Between stablecoins and fiat currencies;
– Between stablecoins and stalecoins; and
– Between different CBDCs or sCBDCs.

This paper is our first attempt in a series to theoretically study various com-
petitions introduced by CBDC or sCBDC from the viewpoint of game theory
[8]. As done in the game-theoretic analysis on software crowdsourcing [10,11,13],
this paper applies the game theory to investigate whether a specific country will
attempt to develop its own CBDC program. Developing a CBDC program is a
challenge task because this will affect national monetary policies, regulator poli-
cies, technology solutions, security issues as well as consumer protection issues.
Some countries may not have the technology know-how to develop her own tech-
nologies, and for this reason Facebook Libra 2.0 offers to assist any country to
establish her own CBDC programs.

This paper makes the following contributions: game-theoretic models are
applied to analyze whether a country should adopt the CBDC program with
respect to beneifts and cost; and according to these models, each country will
eventually commit to her own CBDC program regardless, confirming the IMF
recommendation made in 2017. In particular, the detailed game-theoretic model
provides explicitly, for a simplified market of two countries of 90% and 10%
market shares respectively, the changes of market shares for all the four possible
cases of whether they adopt CBDC or not (see Table 3 for the details). It is
interesting to see that in such settings, if the current market leader does not
adopt CBDC, it risks 19.2% of the economic market share. This confirms the
conjecture made by Bordo and Levin in 2017 that the CBDC has a serious
impact on national economy system and global market leadership.
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This paper is organized as follows: Sect. 2 reviews the existing work related
to CBDC; Sect. 3 and Sect. 4 present our simple and detailed game-theoretic
models for CBDC adoption respectively; Sect. 5 reports our implementation and
preliminary experimental results with the detailed game-theoretic model; Sect. 6
concludes this paper with remarks and future work.

2 Related Work

IMF Report
IMF issued a report “The Rise of Digital Money” in July 2019 [1], and one of
the main theses is that people will choose different forms of money due to conve-
nience. The report proposes two key concepts: 1) sCBDC where reserve money
will be placed in central banks so that stablecoins will be risk free; 2) proposes
three stages of financial market restructuring: coexistence, complementarity, and
substitution. The June 2020 Federal Reserve Report [7] further confirms that the
3rd stage, i.e., substitution, is a likely event as central banks will have monopoly
of deposits. In this case, financial market structure is fundamentally changed.

Digital Currency Areas
Brunnermeier, James and Landau of Princeton University proposed this Digital
Currency Areas (DCA) theory in 2019 [6]. Some of their key findings include:
1) Platforms become the center of financial market: traditionally the centers are
banks, but once Internet-based platforms become the financial center, financial
markets are significantly restructured. Furthermore, those who manage those
platforms will have significant economic advantages; 2) Digital dollarization,
i.e., digital currencies will compete with fiat currencies; 3) Digital fragmenta-
tion: different parts of the world will run different digital currencies due to stiff
competitions among different digital currencies; 4) Role of digital money: digital
currencies and fiat currencies have overlapping but different emphasis as digital
currencies are mainly used in transactions including cross-border transactions.
This theory has received significant attention as BoE, ECB, and Federal Reserve
have quoted and discussed this theory publicly.

Federal Reserve Report
In June 2020, the Philadelphia Federal Reserve released a research report “Cen-
tral Bank Digital Currency: Central Banking for all?” [7]. This report uses a
game theory model, confirming the theory by BoE that there will be competi-
tion between central banks and commercial banks for deposits. It also points out
that the current two-tiered system with a central bank and commercial banks
came after the World War II, before, central banks can play the role of lend-
ing (currently done by commercial banks). Thus, it is not inconceivable that
commercial banks provide different services. In other words, the current banking
structure can be changed if necessary due to CBDC.

The models used include consumers, banks and central banks according to
various scenarios. Yet, over time, people will choose to deposit their money into
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their central bank as the money will be risk free as money in commercial banks
carries some risks. In this case, central banks have monopoly of deposit, and
commercial banks need to provide different services.

Libra Stablecoin
On June 18th 2019, Libra Association released the whitepaper [2], and created a
great of discussions in the world, especially among central banks and commercial
banks. On April 16th, 2020, the Association released Libra 2.0 whitepaper [3]
(hereinafter referred to as “Libra 2.0”). According to the whitepaper of Libra
2.0, if a country or region is worried that its own fiat currency can be replaced by
Libra, Libra will cooperate with the central bank to establish the CBDC for the
country. Libra 2.0 will no longer pursue public blockchain route, instead it will
follow FATF regulations, such as Travel Rules. Libra 2.0 will also incorporate
embedded supervision mechanisms to monitor transactions in real.

3 Simple Game-Theoretic Model

For a specific country, it has two choices to adopt CBDC, or not. To start it
simple, we assume there are only two countries–C1 and C2, and they compete
in the financial market.

Suppose that E1 is the benefit country C1 gained for a successful domestic
CBDC project, and H1 is the damage to country C2 incurred of a successful foreign
CBDC project in country C1. They are of the similar meanings for E2 and H2.

The benefits gained for a successful domestic CBDC project include improv-
ing its international financial position, gaining the reserve currency status, pro-
viding the same services and sharing platform to countries that cannot develop
their own CBDC as well as managing the digital currency platform. According
to the DCA theory, the entity or the country that owns the platform will have
significant advantage over others who do not. There are other benefits as well.

The damage incurred of a successful foreign CBDC project include deteri-
oration of international monetary position, and possibility of a major financial
crisis, lose of ability to manage national currency policies.

In digital economy, the first mover will have significant advantages over fol-
lowers according to the Davidow law. This law says that the first product of a
class to reach a market automatically gets a 50% market share. If CBDC eco-
nomic model follows the Davidow law, this means those entities that move first
will dominate the market, and this will apply to CBDC issued by central banks,
or CBDC by private parties. In this case, if country (or entity) C1 develops her
CBDC program, while country (or entity) C2 does not, C1 will gain significant
advantages over C2 by owing more than 50% of market share. According the
DCA theory, C1 will have significant economic benefit over C2.

Assume that αi is the success rate for country Ci to develop CBDC program
for i = 1, 2. For example, if C1 has superior technology, then α1 will be close to
1. The game model between these two countries are expressed in the following
Table 1.
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Table 1. Simple game-theoretic model for CBDC adoption of two countries C1 and
C2

C1 C2

Develop CBDC Do not develop CBDC

Develop CBDC (E1α1 − H2α2, E2α2 − H1α1) (E1α1,−H1α1)

Do not develop CBDC (−H2α2, E2α1) (0, 0)

In the case that country C2 decides to develop CBDC program: if C1 decides
to develop, it will get the payoff of E1α1 − H2α2; if C1 decides not, it will get
−H2α2. Obviously E1α1 − H2α2 is larger than −H2α2, and thus C1 should
develop her own CBDC program.

If C2 decides not to develop her CBDC program, then C1 should still choose
to develop CBDC, because the benefit of choosing is E1α1, while the benefit of
not developing CBDC is 0, obviously E1α1 is larger. Thus, no matter how C2

chooses, C1 should develop her own CBDC program.
Similarly, regardless whatever C1 chooses, ultimately country C2 needs to

develop her own CBDC program. In this way both countries will develop CBDC
programs as a Nash equilibrium for this model.

However, C1 and C2 will have different benefit E1, E2 and damage H2, H1.
If C1 is powerful economically, but does not develop her CBDC program, the
damage that may be incurred will be significant because potentially it loses her
premier status. However, if C1 develops CBDC, but country C2 does not, C2

will be lagging further behind.
The success probability αi is a function of time and increases with time as

more research results will be available over time, and each country eventually
will be able to develop her own CBDC program. An advanced country may reach
1 before other countries, and achieve Davidow advantages. But eventually, both
α1 and α2 will be close to 1, and this means that every country will be able to
develop her own CBDC program. Yet the first mover will own market shares.

4 Detailed Game-Theoretic Model

Next we aim at establishing a detailed game-theoretic model to analyze the
benefits or losses of a country or an entity in the choice of adopting CBDC. The
benefits or losses are represented merely by the change of the market shares,
and this is because the cost for the economy’s transformation to the existence
of CBDC is negligible compared with the change of market shares.

4.1 Game-Theoretic Settings of the Model

As in Sect. 3, let us focus on the simplest game of 2 players C1 and C2 with
current market shares of M1 and M2, where M1+M2 = 1. Let S1 = S2 = {Y,N}
be the set of pure strategies for C1 and C2, where Y and N stand for adopting
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and not adopting CBDC respectively. Then for i = 1 and 2, the payoff function
pi for Ci is a mapping from S1 × S2 to [−1, 1], and pi(s) represents Ci’s payoff
given a profile s = (s1, s2) of pure strategies s1 ∈ S1 and s2 ∈ S2.

For i = 1 and 2, a mixed strategy σi of Ci is a probability distribution over
the pure strategies in Si, where σi(s) is the probability for Ci to choose a pure
strategy s ∈ Si. Denote the space of mixed strategies of Ci by Σi. We can define
the payoff p̃i(σ) of Ci for a mixed strategy profile σ = (σ1, σ2) ∈ Σ1 × Σ2 as

p̃i(σ) =
∑

(s1,s2)∈S1×S2

σ1(s1)σ2(s2)pi(s1, s2),

which is essentially the expected payoff of Ci for the probability distribution σ.
A mixed strategy profile σ∗ = (σ∗

1 , σ
∗
2) ∈ Σ1×Σ2 is called a Nash equilibrium

of the game if p̃1(σ∗
1 , σ

∗
2) ≥ p̃1(s1, σ∗

2) and p̃2(σ∗
1 , σ

∗
2) ≥ p̃2(σ∗

1 , s2) for any pure
strategy s1 ∈ S1 and s2 ∈ S2. A Nash equilibrium is a state such that each
player in the game maximizes his expected payoff under the condition that the
mixed strategies of the other players are fixed, and thus anyone attempting to
change his mixed strategy from the Nash equilibrium will face a reduced payoff.
For a finite non-cooperative game, at least one Nash equilibrium exists [14].

In this model we will compute the Nash equilibrium of the game to reveal
the probability of a certain player to adopt CBDC. To do this, we need explicit
expressions for the payoff functions.

4.2 Construction of Payoff Functions

We consider a dynamic game in the time t. The players of the game C1 and
C2, together with their pure strategies {Y,N}, keep unchanged regardless of the
time t. But their payoff functions p1 and p2 indeed change with t, as explained as
follows. To simplify our model, the time is discretized to take only non-negative
integers. It may help to assume a unit interval [t0, t0 + 1] of time to be 3 months
in the real world.

For each player Ci in our game, there is a probability of success Probi(t) if
he chooses to adopt CBDC. This probability has an initial value Probi(0) = Pi

and it increases with time (to mimic the increasing storage of underlying related
knowledge and technologies to adopt CBDC). We assume that the increase rate is
a constant c in time for both C1 and C2, and thus we know that the probability
of success for Ci is Probi(t) = min{ct + Pi, 1} for i = 1, 2. Once a player Ci

chooses to adopt CBDC at a certain time t, there is a preparatory duration of
d units of time, and this means that Ci will succeed at the time t + d with a
probability of Probi(t).

Next we discuss the payoff of each player with respect to the four possible
combinations of pure strategies. Basically the payoff of C1 in this game is to gain
the market share of C2 if C1 chooses to adopt CBDC and succeeds while C2 fails
or chooses not to adopt it, and vice versa. Suppose that at a certain time t, C1

finishes its preparatory duration and succeeds in adopting CBDC, then C1 will
take a percentage of C2’s market share at t in the next time interval (t, t + 1).
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Denote by M1(t) and M2(t) the market shares of C1 and C2 with respect to t,
and let r (0 < r < 1) be the percentage of gaining (or losing) the market share
in one unit time interval. Then in the above scenario,

M1(t + 1) = M1(t) + rM2(t), M2(t + 1) = (1 − r)M2(t).

And the payoff of C1 in the interval (t, t + 1) is rM2(t), while that for C2 is
−rM2(t).

Combination I, (N,N) at t: in this case the payoffs are p1(N,N)(t) =
p2(N,N)(t) = 0.

Combination II, (Y, Y ) at t: in this case both C1 and C2 choose to adopt
CBDC, and then their payoffs depend on which succeeds first. Since the function
of success probability is Probi(t) = min{ct+Pi, 1} which linearly grows to 1, we
know that the maximum possible length of time in which there exists one and
only one player who succeeds in adopting CBDC is [t + d, T ], where

T := t + d + max
{

�1 − Prob1(t)
c

�, �1 − Prob2(t)
c

�
}

.

For each integer t ∈ [t+d, T ], we can explicitly compute the probability ˜Probi(t)
for Ci to succeed in adopting CBDC at t for the first time (which implies that
Ci fails in the interval [t + d, t − 1]). See Table 2 for an illustrative example of
the computed success probabilities.

With ˜Prob1(t) and ˜Prob2(t) for t ∈ [t + d, T ], we can enumerate each pos-
sible combination of the two first success time T1, T2 ∈ [t + d, T ] of C1 and C2

respectively, together with the possibility PT1,T2 for this combination to happen.
In this way, we can compute the expected payoff of C1, for example (that for C2

is just the opposite):

p1(Y, Y )(t) =
∑

T1,T2∈[t+d,T ]

PT1,T2 ·
(

M2(t)r ·
∑

j∈[0,T2−T1]
(1− r)j when T2 > T1

−M1(t)r ·
∑

j∈[0,T1−T2]
(1− r)j otherwise.

)
.

Combination III, (Y,N) at t: in this case we assume that C2 does not realize
the importance of adopting CBDC until he has lost a considerable percentage
m (0 < m < 1) of his market share. In other words, C2 starts to adopt CBDC
only after he loses m of his market share. Let T1 (t+d ≤ T1 ≤ t+d+� 1−Prob1(t)

c �)
be the time when C1 succeeds in adopting CBDC and T2 = T1 + min{t ∈ Z≥0 :
(1− r)t < 1−m} be the time when C2 first loses at least m of his market share.
Then the earliest time for C2 to succeed in adopting CBDC falls in the range[
T2 + d, T2 + d + � 1−Prob2(t)

c �
]
. For each t ∈

[
T2 + d, T2 + d + � 1−Prob2(t)

c �
]
,

similarly to the case above we can compute the probability and ˜Prob2(t) for
C2 to succeed in adopting CBDC at t for the first time. Then the payoff of C1 is

p1(Y,N)(t) =
∑

t∈
[
T2+d,T2+d+� 1−Prob2(t)

c �
]
˜Prob2(t) · M2(t)r ·

∑

j∈[0,t−T1]

(1 − r)j .
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Combination IV, (N,Y ): the dual case as III above.

With the payoff functions of C1 and C2 known, we can compute the Nash
equilibrium of the game. Let σ∗ = (σ∗

1 , σ
∗
2) ∈ Σ1×Σ2 be the Nash equilibrium of

the game, then σ∗
1(Y ) (a probability) is the tendency for C1 to choose to adopt

CBDC, and σ∗
2(Y ) is that for C2.

5 Implementation and Experiments

In this section, we first fix the values for our parameters listed in the above
section to have an illustrative model, with the interval [t, t + 1] representing
3 months in the real world in mind.

– Market shares M1 = 0.9, M2 = 0.1: country C1 takes the overwhelmingly
dominant part of the market.

– Preparation duration d = 6: one country needs 18 months to prepare the
adoption of CBDC.

– Initial success probabilities Prob1(0) = 0.5 and Prob2(0) = 0.3, and the
increase rate r of the success rate is set to 0.05.

– The loss rate of market share (in 3 months) r = 0.1: this means that one
country loses 10% of its market share in 3 months if the other player succeeds
but it does not.

– Loss of market shares for awareness m = 0.3.

With the above setup, let us work out the payoff of C1 in combination II
in Sect. 4.2. In this case, both C1 and C2 choose to adopt CBDC at t = 0.
Then at t = 6 (after 18 months, the preparation duration), the probability for
C1 to succeed is 0.5 while that for C2 is 0.3. Furthermore, let us calculate the
probability ˜Probi(t) for Ci to first succeed at time t, as in the following table.

Table 2. An example illustrating the probabilities of first success of two countries at
different time

t ˜Prob1(t) ˜Prob2(t)

6 0.5 0.3

7 0.55 × 0.5 0.35 × 0.7

i (8 ≤ i ≤ 15) (0.5 + 0.05(i − 6)) × ∏
j=0..i−7(0.5 − 0.05j) (0.3 + 0.05(i − 6)) × ∏

j=0..i−7(0.7 − 0.05j)

i (16 ≤ i ≤ 20)
∏

j=0..9(0.5 − 0.05j) Same as above

≥ 21 Same as above
∏

j=0..13(0.7 − 0.05j)

For example, from this table, we will be able to read that the probability
for C1 to succeed at t = 6 AND C2 to succeed at t = 7 for the first time is
0.5×0.245 = 0.1225. In such combination the whole payoff of C1 is (7−6)×3 = 3
months of eating C2’s market share, that is r × M2 = 0.01. Similarly, the payoff
of C2 is −0.01. Traversing all the possible combinations in the above table, we



Game-Theoretic Analysis on CBDC Adoption 303

will be able to compute the expected payoffs of C1 and C2 for the pure strategy
profile (Y, Y ).

We have implemented an algorithm to compute the explicit payoffs for C1 and
C2 with respect to all the 4 combinations of pure strategies. For the parameter
values listed above, the computed payoffs are as shown in Table 3.

Table 3. Payoffs of C1 and C2 for the listed parameter values above

C1 C2

Develop CBDC Do not develop CBDC

Develop CBDC (−0.020990, 0.020990) (0.031578,−0.031578)

Do not develop CBDC (−0.192320, 0.192320) (0, 0)

It is interesting that Table 3 shows, if country C1 with the current dominant
market shares (90%) does not adopt the CBDC program while the other country
C2 with 10% market shares adopts it, then C1 will lose around 19.2% of the
total market shares, which are too significant to lose for C1. This result indeed
partially confirms that the CBDC economic model follows the Davidow law, that
is the first country adopting the CBCD program will take a large amount of the
market shares from those who do not adopt.

Next we input the payoff functions in Table 3 into the software Gambit [12]
for computing the Nash equilibria, and the Nash equilibria is (1, 0) for C1 and
(1, 0) for C2, which means that both C1 and C2 will choose to adopt CBDC with
probability 1. This accords with the analytical result we derive in Sect. 3.

6 Concluding Remarks and Future Work

CBDC and sCBDC have received significant attention by major central banks as
well as bigTech such as Facebook have embraced this new technology. These will
not only provide technology breakthrough but also restructure financial markets
and change national currency policies. This paper has analyzed whether a given
country will commit to developing her own CBDC program given the benefits for
developing the CBDC and potential damages due to inactivity for not developing
the program. The main conclusion is that regardless if current technology status
of the country, eventually the country will commit to developing the CBDC due
to competitions with other countries.

The detailed game-theoretic model indicates that, in a simplified market of
two countries of 90% and 10% market shares respectively, if the current market
leader does not adopt CBDC, it risks 19.2% of the economic market share. This
confirms the conjecture made by Bordo and Levin in 2017 that the CBDC has
a serious impact on national economy system and global market leadership.
Furthermore, if one country is not the current market leader, then it has all
the incentives to become the first mover of CBDC as it can gain 19.2% market
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shares from the current leader. According to the New Lanchester Strategy [20],
if an entity achieves 41% of the market shares, it may become the new market
leader.

This paper assumes that benefits associated with CBDC is real, and dam-
ages is also real, and success rates improve over time. The first two assumptions
are realistic as evidenced by the impact of Facebook’s Libra on central banks
and commercial banks in 2019. Furthermore, blockchain or related technolo-
gies have improved significantly during the last twelve months with new theo-
ries, new architecture, new frameworks, and new regulation technologies having
emerged. For example, even Libra has improved her regulation mechanism to
include embedded supervision. Thus, these three assumptions are indeed realis-
tic.

As we mentioned in the introduction, this paper is our first attempt to the-
oretically study various competitions introduced by CBDC from the viewpoint
of game theory. The impact of different values of the parameters in our detailed
game-theoretic model on the expected payoffs of the players based on our fur-
ther experiments will be reported in a forthcoming paper. These further exper-
imental results will tell, for example, how the initial success rates influence the
payoffs of the players in the game, which essentially reflects the importance of
the underlying technological competence of the countries with respect to CBDC
adoption. The simple game-theoretic model of two players can also be extended
to a multiple-player game for more sophisticated analysis, which is part of our
future work. We would like to mention that some computational difficulties in
such extension to a multiple-player game lie in the rapidly growing numbers of
possible combinations of first success time and the increasing hardness of com-
puting Nash equilibria when the number of players is large [16].
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Abstract. Stability control system (SCS) plays a very important role in the oper-
ation of power systems, so it is correspondingly essential to ensure the reliability
of the SCS during its experimental and verification process. However, there are
numerous problems in the management of the paper form based experiment mode
of SCS today, such as long circulation cycle caused by low work efficiency, inse-
cure and diseconomy on storage. More importantly, it is difficult to query and
review historical records quickly, and it may even lead to the loss of records for
various reasons. In this paper, taking advantage of blockchain technology, all the
information of each experimental stage of SCS, including the approval informa-
tion, experimental environment information, experimental equipment information
of eachmanufacturer, experimental test reports and conclusions, are packaged and
distributedmanaged.And then, a blockchain based experimentalmanagement sys-
tem framework with the unified data form and module interface is proposed, in
which the whole process of process record can be traced and cannot be tampered
with. The experimental management system can be applied in the whole process
of the SCS, including the experiment scheme making, experiment environment
constructing, experiment processing, result evaluating, and results storage, etc.
The blockchain based mechanism and system framework is expect to take many
advantage to experiment management of SCS.

Keywords: Stability control system(SCS) · Blockchain · Experiment and
verification ·Management system design

1 Introduction

1.1 A Subsection Sample

Security and stability control system (referred to as “stability control system” or “SCS”)
plays an extremely important role in power system security and stability in china [1].
An incorrect action of SCS under serious failure of power system may directly cause an
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instability event or even a blackout accident of power system [2]. In order to ensure the
security and stability of power system, and to prevent the occurrence of blackout accident,
the SCS has become fundamental configuration of major power transmission and power
supply construction engineering. Within the rapid development of China’s power grid,
especially the development of UHV AC and DC transmission construction, the security
and stability characteristics of power system are becoming more and more complicated,
and the risk of losing systemic stability under large disturbances of power grid is really
high [3–5]. In order to adapt the evolution of stability problems like involving larger area
or more stability issues, the architecture and control strategy of the SCS are getting more
and more complicated, which may bring potential hidden dangers to the SCS itself [6–
10]. Therefore, it is necessary to carry out experimental verification of SCSmeticulously
to ensure the reliability.

At present, there are some relevant standards to guide themanagement of SCS exper-
iment [11]. However, the current management methods are still dominated by manual
and administrative commands, which are relatively extensive, not automated enough,
and there are problems such as low safety and reliability, poor traceability. In view of
the defects in the current management of SCS verification, it is necessary to propose a
new advanced and applicable technology of experimental verification management of
SCS by integrating the advanced information technology. So, blockchain technology is
applied to the experimental verification management of SCS in this paper to improve
the reliability and automation level of SCS experiment. On the basis of necessity and
feasibility analysis, an experimental management system is designed, by which all infor-
mation needs to be stored in a secure and tamper-resistant manner and the history data
and operations can be traced conveniently.

2 Necessity and Feasibility of Blockchain Technology Application
on SCS Experiment Management

2.1 Brief Introduction of Blockchain Technology

The concept of blockchain comes from the article “Bitcoin: A Peer-to-Peer Electronic
Cash System” published by a self-proclaimed Satoshi Nakamoto in 2008 [12], which
was originally invented as the underlying technology and infrastructure of Bitcoin. The
blockchain is a distributed ledger, and collectively maintains a reliable database through
decentralization and trust [13–16],without relying on a third party, the information is ver-
ified and uploaded to distributed nodes through an encryption algorithm to form a chain
structure storage [17]. Blockchain technology combines multidisciplinary achievements
such as cryptography principles, probability theory, and computers [18, 19], which has
the advantages like, data cannot be tampered, no trust is required, and it has a mecha-
nism of decentralization [13, 14], which has been applied in the fields of finance, entities,
industry services, etc. [20].

2.2 Necessity Analysis

The experimental verification management of SCS mainly includes four stages,
namely, experimental system construction, experimental scheme, experimental results
evaluation. The major element of each stage are as follows.
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1) In the stage of determination of experimental boundary conditions, the SCS, the
power grid the SCS defensing for, the content to be verified and analyzed, and the
requirements for the construction of the experimental environment according to the
experimental needs, are determined. All of these information is the prerequisite and
basis for experimental scheme and experimental system construction.

2) In the stage of experimental scheme formulation, the equivalent scheme of SCS, the
power grid, and verification scenarios are formulated according to the experimental
boundary conditions.

3) In the stage of experimental environment construction, a software and hardware
environment including the primary power grid model and functionally equivalent
SCS is built, which passed the joint debugging and structural integrity assessment.

4) In the stage of experimental results evaluation, the content and result of all tests are
confirmed, recorded and preserved in some form.

Since the experimental verification of SCS involves many physical originations, like
dispatch management departments, dispatch departments (users of SCS), equipment
manufacturers, third-party verification organization, the current mode of experimental
management of SCS is extremely difficult.

1) Trust issues. For example, equipment manufacturers are reluctant to disclose the
actual parameters and internal test details of their own equipment under unnecessary
circumstances to prevent competitors from imitation or infringement.

2) Efficiency issues. Under the paper documents relied mode, the management of var-
ious work needs to be carried out through the way of approval layer by layer. The
workload of each link is large, the efficiency is low, and the circulation period is
extremely long for the reasons of human or material resources.

3) Security and cost issues. The storage of paper application forms is unsafe and takes
up a lot of storage and management costs. It is also difficult to meet the needs of
quick query and retrieval of historical records, and the recordsmay lost due to various
reasons [21, 22].

It can be seen that above issues are directly related to the effectiveness and efficiency
of the experimental verification of SCS, and it is urgent to change the currentmanagement
model and improve the management technology significantly.

2.3 Feasibility Analysis

The experiment process involves many interested or responsible institution or depart-
ments. The data security, operational standardization, and reliability of the experimental
results in the whole process of experimental verification are the focus of attention of
every institution or departments.

For example, when the test system environment is constructed, the device model
or software program version of SCS directly affects the test verification results of its
function or performance. Due to inadequate management or lack of effective means,
some equipment manufacturers may tamper with samples or data during the experiment
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process for the purpose of speeding up the project progress or enhancing product rep-
utation, and even there is a situation where the test sample system is inconsistent with
site operation system, which seriously violates the conventions for fairness that many
relevant institutions or departments need to comply with. For another example, whether
the experimental boundary conditions are clear and the experimental operation is stan-
dardized are all required to be transparently visible and arrived at a consensus by the
regulatory agency, SCS users, and equipment manufacturers.

It can be seen that the experiment of SCS requires multiple efforts and due diligence
to achieve fairness and justice, and the significance and role of the experiment can be
fully exerted. In view of the characteristics of the blockchain’s own structure, support
for data encryption, and the trust and sharing mechanism [23–25], it is an effective way
to solve many of the focus issues mentioned above.

3 Design of Stability Control Experiment Management System
Based on Blockchain

Based on the above analysis, a management system for SCS experiment management
is designed based on blockchain technology in this section, including the definition of
related concepts, system architecture and specific business processes.

3.1 Definition of Related Concepts

(1) Alliance members

The management system for SCS experiment management will be designed based
on the alliance chain technology application, which mainly involves the members of the
alliance chain such as the dispatch management department, equipment manufacturers,
dispatch department, and third-party verification institution. The responsibilities of each
member are as follows.

1) The dispatch management department is the approval and supervision agency in the
alliance chain of the experimental verification process, responsible for the approval
and supervision of the block information entered into the chain in the four stages
of the experimental process.

2) The dispatching department is the initiator in the alliance chain of the experi-
ment verification process, approving the experiment plan and experiment result
evaluation, and supervising the blockchain information in other stages.

3) The third-party verification institution is the program formulation unit in the alliance
chain of the experimental verification process, responsible for the construction of
experimental test environment and experimental testing and forming experimental
results, supervising the experimental boundary conditions and software version of
the SCS.

4) The equipment manufacturers are participating units in the alliance chain of the sta-
bility verification system experimental verification process, providing the software
version of the SCS, confirming and supervising the experimental scheme system
and experimental result information in the alliance chain.
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(2) Consensus mechanism

Different from the consensus of the decentralized longest chain mechanism achieved
by the original Bitcoin blockchain through “mining” calculation [12, 26], the reliability
of the nodes involved in the SCS experimental management system is relatively high,
and the main precautions are to avoid situations like carrying out the experiment without
confirming the experimental boundary, modifying the experimental scheme without per-
mission after being determined, starting the experiment before the experimental version
and test environment being well established, etc. So the consensus mechanism designed
mainly includes the following aspects.

1) After receiving the experimental boundary application from the dispatching oper-
ation department, including the data of power grid and the SCS, the content need
to be verified and analyzed, and the requirements of experimental environment
construction, the dispatch management department is responsible for checking if
the applicant is reasonable and the data is intact, and whether the applicant have
the application authority according to the pre-authorization setting. If all informa-
tion is correct, the dispatch management department then verify and approve the
role signature from the applicant, and send confirmation information to the equip-
ment manufacturer, dispatch operation department, and third-party verification
department.

2) The equipment manufacturer is responsible for checking if any problems are found
after receiving any request or data from other members. If not, send a confirmation
message, otherwise broadcast an alarm. The request or data from other members
maybe the experimental boundary condition information from the dispatching oper-
ation department, the experimental plan approved by the dispatch management
department and the dispatching operation department, and the test environment
evaluation result sent by the third-party verification department.

3) The dispatching and operating departmentwill send the experimental boundary con-
dition information to the dispatching andmanagement department for approval, and
at the same time receives the dispatching andmanagement department’s experimen-
tal boundary condition approval information, as well as the experimental plan and
test environment assessment results sent by the third-party verification department.

4) The third-party verification department will receive the experimental boundary con-
dition information, formulate the experimental scheme, the equipment manufac-
turer’s SCS software version, and send the experimental plan to the dispatching and
operating department, the test environment construction information to other mem-
bers. The third-party verification department will send the experimental results to
othermembers, after confirmation form to the dispatchmanagement department and
dispatch operation department, the newblockwill be issued on the chain notification
and new blocks will be added.

(3) Smart contract

Smart contracts record the rights and obligations of participants in the form of con-
tracts defined by digital logic. In the process of the experimental verificationmanagement
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of SCS, the smart contract is constructed by the consensus algorithm of the blockchain
and written into the blockchain in a digital form.

(4) Data block structure

Thedata block structure contains the content involved in the experimental verification
process of SCS, as shown in Fig. 1.

Block head Version No Hash value of 
Parent block Time stamp Hash value of 

this block

Dispatching 
management 
department 

identification

Experimental 
boundary 
condition 

information

Identification 
of equipment 
manufacturer

Dispatching 
operation 

unit 
identification

Identification 
of third party 
verification 

unit

Information 
of each 

approval 
conclusion

Experimental 
scheme 

information

Experimental 
software 
version 

information

Test 
environment 
information

Software 
version 

information

Conclusion 
of 

experimental 
environment 
assessment

Feedback 
information 
of each unit

Experimental 
results 

information

Evaluation 
conclusion of 
experimental 

results

...

Area
block
body

Fig. 1. Block data structure

3.2 System Architecture Design

The basic architecture of the experimental management system is built based on the
blockchain technology, as shown in Fig. 2, which is composed of the infrastructure layer,
the data network service layer, the consensus layer, and the application layer connected
in sequence from the bottom up. The data network service layer is the foundation of
the experimental process data management system. Each blockchain node connects
the infrastructure layer, consensus layer and application layer. Blockchain technology
is applied to encapsulate the information involved in the experimental management
process, therefore, the data management of experimental verification process could be
distributed stored and managed safely and reliably.

Specifically, mature blockchain solutions can be learned in the actual construction
of SCS experimental management system, avoiding the development of the underlying
blockchain technology from zero. Currently, BaaS (Blockchain as a Service) is a feasible
and mature new cloud service [27–29], which can quickly build the development envi-
ronment required by the system construction described in this article, while providing
block-based Chain search, query, analysis and other series of operation services.
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Fig. 2. The basic architecture of the experimental management system based on blockchain
technology

(1) Infrastructure layer

The infrastructure layer is the bottom layer of the entire architecture, including
storage facilities, network facilities, operating systems, etc., as well as a decentralized
network. Each node of the network is used to store the data resources in the experimental
management. Through a series of distributed storage algorithms and logic, combined
with the upper layer data network service layer, consensus layer, and application layer,
the reliability, consistency, and integrity of the data in the infrastructure layer are realized.

(2) Data network service layer

The data network service layer provides blockchain-related services. The core pur-
pose is to convert the experiment management data into the corresponding block and
recorded data structure, and to achieve the digital signature function of the blockchain.

Specifically, it mainly provides blockchain ledger maintenance and network trans-
mission functions. The experimental management information is stored in the infrastruc-
ture layer, and the key information is also chained through the Merkle tree, in the way
of which the unique identification of the experimental management information cannot
be tampered, and any attempt behavior to tamper with the experimental management
information will be detected.

(3) Consensus layer

The consensus layer implements the responsibilities of each member. Under the
premise of decentralization, each node can reach consensus on the validity of the block
data. The consensus mechanism is explained in 2.3 above.
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(4) Application layer

The application layer includes the actual application scenarios of experimental man-
agement, in which smart contracts ensure the normal performance of all members’
responsibilities.

3.3 Analysis of System Operation Process

The overall operation process of SCS experiment management based on blockchain is
shown in Fig. 3 below.
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4 Analysis of System Operation Flow Based on Actual Application

The following is an example for illustrating the application process of the proposed
management system for actual SCS experiment management. The alliance members
include the power dispatching center of SGCC(PDC of SGCC) as the dispatch man-
agement department, equipment manufacturers (A and B), East China Power Grid
Corporation(ECPG) as the dispatch department, and System Protection Laboratory of
SGCC(SPL of SGCC) as a third-party verification department. Blockchain nodes are
built for each member to form an alliance chain. And business cooperation relationships
are established between all members, and customized services can be carried out on
the developed management system. Information that needs to be uploaded to the chain
includes software codes, experimental equipment, and experimental process records, etc.
At the same time, the digital fingerprint (MD5 or HASH) is linked with other optional
information, such as the manufacturer’s information, to the chain. It was seen that the
information on a single chain is not too much.

It should be pointed out that the blockchain cannot fundamentally guarantee the
credibility of off-chain data. In practice, it is necessary to solve the problem of “trusted
on-chain and off-chain cross-validation” to reduce information collection [30], so that the
cost of information collection and verification can be reduced. By combing the on-chain
and off-chain information organically, the flexibility, controllability and completeness
can be realized for experimental management of SCS.

The specific process application scenarios by using the experimental management
system of SCS based on blockchain technology is as follows.

1) At the stage of experimental boundary conditions determination, ECPG proposes
the experimental boundary conditions according to the experimental requirements,
and sends the experimental boundary conditions information to PDC of SGCC for
approval. After the smart contract is approved, the experimental boundary conditions
and the approval results are recorded in the block on the chain account book, and
afterwards being broadcasted to SPL of SGCC, equipment manufacturer A and B.

2) At the experimental schememaking stage, after obtaining the experimental boundary
conditions, SPL of SGCC makes the experimental scheme, which will be sent to
PDCof SGCC and ECPG for approval. After approval, the experimental schemewill
be provided to equipment manufacturer A and B. for confirming and implementing.
After the execution of the smart contract, the approved experimental scheme and
approval conclusion will be recorded on the blockchain ledger.

3) At the experimental environment construction stage, equipment manufacturer A and
B send their software versions of SCS to SPL of SGCC respectively. The software
version and confirmation information are also recorded in the blockchain ledger,
which will be broadcasted for supervision to all stakeholders. On this basis, SPL of
SGCC builds a test system environment, encapsulates and sends the results of the
rationality assessment of the environment construction to PDC of SGCC and ECPG
for confirmation, and the process information will be recorded in the blockchain
ledger after approval and confirmation.

4) At the stage of the experimental results evaluation, SPL of SGCC sends the experi-
mental results to PDC of SGCC and ECPG, which will be recorded in the blockchain
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ledger. Eventually, all the relevant information mentioned above is added to the new
blockchain and goes on-chain.

The whole process of experiment management is shown in Fig. 4.

Fig. 4. Flow chart of system operation based on actual application

5 Conclusion

In order to make up the deficiencies on the current SCS experimental and verification
management, the blockchain technology is applied on the design of experimental and
verification management system of SCS to create a new model management for SCS.
The distributed storage, asymmetric encryption, consensus mechanism, smart contract
and other characteristics of the blockchain technologymay effectively resolve the related
problemsof low security trust, lowwork efficiency, poor automation, etc.By constructing
an experimental and verification management system with unified basic data, unified
system interface, traceable whole process recording process and non-tampering, the
whole cycle management of the experimental management of SCS is realized.

The proposed design method of the experimental system of SCS based on the
blockchain technology also has a universal reference significance for the experimen-
tal management of other similar large-scale control systems and equipment. The current
application of blockchain technology in the experimental management is still in the
exploratory stage, and there are few lessons to be learned. It is necessary to continuously
innovate or improve its architecture and function design based on the application effect.
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Abstract. With the development of economic globalization, a product
usually involves different organizations from the origin to retail. These
organizations form a supply chain to collaborate to provide products to
end-users. The arrival of the digital age offers excellent convenience for
the supply chain management. However, it is difficult for existing supply
chain management systems to share credit, which leads to end-users’ con-
cerns about the quality of products. The blockchain technology, charac-
terized by tamper-proof, traceability, and distributed sharing, is expected
to solve the it. Also, supply chain management also increasingly depends
on the use of the Internet of things. However, the throughput limitation
of current blockchain systems significantly constrains their applications
to IoT data storage and management. In this paper, we propose a cross-
chain solution based on IOTA and Fabric for supply chain data man-
agement. We design and implement a supply chain data management
system based on a cross-chain gateway of blockchain. The system has
three layers, including blockchain layer, business layer, and application
layer, which provide essential logistics functions in supply chain man-
agement. Finally, we conduct experiments to validate the effectiveness of
the implemented system.

Keywords: Blockchain · Tangle · Cross-chain gateway · Supply chain
data management

1 Introduction

1.1 Background and Significance

With the emergence of global economic integration, inter-organizational cooper-
ation is becoming more and more common. The production and manufacturing
of a product may involve multiple enterprises that form a complex supply chain
around the world [1]. Supply chain management systems record how the product
is transported from the places of factories to the final recipients. Most current
supply chain management systems have a centralized architecture character-
ized by monopoly, asymmetry, and opacity. This often causes trust issues as the
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administrator can tamper with the data at no cost. Besides, a centralized system
is prone to a single point of failure and vulnerable to intra-attacks.

Recently, blockchain technology provides a new paradigm for the design of
the supply chain management system. A blockchain is composed of a series of
blocks that are orderly linked from far to near [2]. In this way, the change of
the transaction content of one block will result in the invalidation of all conse-
quential blocks. In addition, blockchain uses standard communication protocols
to form a distributed multi-node network, with each network node maintaining
a blockchain ledger. The blockchain ledger has the characteristics of distributed
sharing, non-tampering, and data traceability, which can solve the problems of
trustiness and single point of failure in centralized supply chain management
systems. A blockchain-based supply chain management system can record the
products flow from the origin to end users seamlessly, eliminating the need to
export data from one organization’s database to another. End users can track
products through the records in the blockchain ledger.

The current centralized access control system is designed to satisfy the tra-
ditional man-machine oriented IoT scenarios, and the devices are located in the
same trust domain. However, IoT devices in a supply chain are more dynamic
than traditional ones. IoT devices are continually moving with products and
belong to different management communities in their life cycle. In addition, IoT
devices can be managed by multiple parts at the same time [3]. Decentralized
access control systems based on blockchain connect geographically dispersed
sensor networks while eliminating single point control failures. In conclusion, in
supply chain management, the use of blockchain and IoT technology ensures
the credibility of the two dimensions on and off the supply chain data chain,
further amplifies the data trust in supply chain management and makes product
traceability easier.

1.2 Research Contents

However, blockchain development is still in its initial stage, and the mainstream
blockchain platforms such as Bitcoin [4] and Ethereum [5] suffer low through-
put limitation. To improve the performance of blockchain, a variety of extended
blockchain platforms have been designed and implemented. Plasma [6] is built on
a typical main-and-side chain architecture. Hyperledger Fabric [7] uses a typical
sub-parent chain scheme. Although these blockchain platforms have improved
the performance, the consensus algorithms used by these platforms cannot sup-
port large-scale deployment of blockchain nodes. Simultaneously, another dis-
tributed ledger technology based on the DAG (Directed Acyclic Graph) struc-
ture is designed and implemented. A typical implementation is the IOTA Tangle
network, and the network performance increases with the number of partici-
pated nodes [8]. However, the IOTA Tangle network cannot obtain the global
state of the ledger. Therefore, it does not support smart contracts and cannot
build sophisticated applications.

Considering the low transaction volume of blockchain and the complexity of
building a system on the DAG structure’s distributed ledger, a feasible solution
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is to improve the scalability of the system through the cooperation of multi-
ple blockchain networks. However, each blockchain platform is constituted by a
closed network, and there is no interoperability between various blockchains. To
enable the interaction between different blockchain networks, cross-chain tech-
nology has become a research hotspot in blockchain. However, most of existing
cross-chain schemes are designed for the financial area. These schemes transfer
the certificates from one chain to another. In the supply chain scenario, partici-
pants or devices in the supply chain can be deployed to different blockchain plat-
forms. Moreover, the interaction between various chain networks is more about
data transfer. Unfortunately, existing cross-chain solutions cannot be applied to
this scenario directly.

Based on the above analysis, this paper proposes a supply chain data manage-
ment model based on a cross-chain gateway of IOTA and Fabric. Firstly, IOTA
is employed to collect and store IoT data, which solves the current blockchain
system’s performance problem. Second, the Hyperledger Fabric is used to build
different applications, aiming to solve the problems caused by the centralized IoT
access control system. Third, a cross-chain gateway is designed and implemented
to connect the two different blockchain platforms. Enabling the applications in
the Fabric network could access the data in the IOTA network under specific
policies.

The organization of this paper is as follows: Sect. 2 presents the related work.
Section 3 describes our solution of the cross-chain gateway. Section 4 shows the
experiments to validate our method. We conclude the work in Sect. 5.

2 Related Work

While blockchain is still in its early stages of development, researchers see the
great potential of blockchain in improving supply chain management. Some lit-
erature focuses on the possibility of blockchain in the supply chain, and others
analyzing the specific problems in the supply chain, such as product traceability
and visibility, and provide solutions for the supply chain management system.

From the perspective of implementation, the underlying platforms contain
two kinds of architectures, including single-chain and cross-chain. When design-
ing a single-chain based supply chain system, the underlying blockchain plat-
form is mainly Ethereum or Fabric. Helo et al. [9] proposed an Etherea-based
architecture, which clearly separates the blockchain and application layer. The
client connects to a web server responsible for caching transactions, executing
queries, and maintaining the latest blockchain status. The server connects to the
local Ethereum node, which acts as a bridge between the application layer and
the blockchain. Toyoda et al. [10] proposed a product ownership supply chain
management system based on the RFID technology for anti-fraud. The authors
implemented the system based on Ethereum smart contracts. Salah et al. [11]
constructed the soybean traceability system using the Ethereum blockchain and
the distributed file storage system IPFS [12]. The Ethereum smart contracts
were used to manage the business IPFS file storage system to store the crops’
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growth details. Lin et al. [13] used Ethereum smart contracts to build a food
safety traceability system to detect and avoid food safety problems and track
accountability effectively. Fabric is another blockchain platform with the most
attention. In the industrial IOT system, the product data directly stored on the
blockchain will cause the problem of efficiency and privacy of data management.
To solve this problem, Qi et al. [14] proposed a blockchain based CDPs archi-
tecture and implemented the CDPs prototype on Fabric. CDPs realizes efficient
private data sharing through point transaction and data transaction supporting
data access on-chain or out-chain, tree-based data compression mechanism and
hybrid access control mechanism. In order to solve the problem of price dis-
crimination in ride-hailing service, Lu et al. [15] propose a smart price auditing
system named Spas. The system uses smart contract technology to automatically
audit and compensates the order price and a built-in accountability system. A
trustworthy and transparent distributed price audit system is implemented on
Fabric. Malik et al. [16] established a reputation and trust model of the supply
chain based on the Fabric platform. Gao et al. [17] proposed a food trade and
traceability system based on Fabric. This system gathers all suppliers, including
grain storage enterprises, food processing enterprises, and food retailers, to form
a complete food supply chain and provide reliable food tracking. To ensure drug
safety and prevent fake drugs, Jamil et al. [18] developed a drug supply chain
management system based on the Fabric platform. Wal-mart has built a food
supply chain based on Fabric, enabling pork from China to upload certificates
to the blockchain, which improves the transparency and traceability of food [19].
Biswas et al. [20] constructed a wine supply chain traceability system using a
private blockchain to solve the problems of counterfeiting, fraud, and excessive
use of chemicals and preservatives in wine supply [21].

However, sometimes the single-chain blockchain architecture fails to meet
business requirements. Hence, some literature have proposed a hybrid cross-
chain system architecture to improve scalability and enhance privacy protection.
Wu et al. [22,23] proposed a blockchain model consisting of a group of private
chains, a central public chain, and a central server, which provides directory ser-
vices for the interaction between the private chain and central open chain nodes.
This model technically aims to solve the interoperability of blockchains. In this
cross-chain architecture, the directory server faces a centralization problem. In
this paper, the cross-chain connected by cross-chain gateway consensus group
to solve the problem. To build the product traceability system, Ding et al. [24]
proposed a two-layer blockchain architecture based on licensed blockchains to
solve the performance problem. The leading blockchain used an alliance chain,
while the sub-blockchains use private chains. Leng et al. [25] designed a double-
chain model for the agricultural supply chain management system to solve the
privacy protection problem. The double-chain model is composed of user infor-
mation chain and business chain. Malik et al. [26] proposed an extensible product
blockchain framework to solve the traceability problem of the supply chain. The
model realized the cross-chain mode of the main side chain using sharding tech-
nology. Although the above cross-chain scheme considers the business require-
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ments of the supply chain, it does not focus on the acquisition of data under
the chain. In this paper, we design and implement a cross-chain scheme based
on IOTA and Fabric. The IOTA network is a distributed ledger technology for
IoT. IoT devices use iota distributed ledger to carry out large-scale deployment
and data storage. Fabric network can obtain and perform access control on IoT
data. Finally, the data is traceable throughout the supply chain, thus ensuring
its authenticity and correctness.

With the development of cloud platform technology at home and abroad,
companies such as Microsoft, IBM, Tencent, and Huawei have built blockchain
cloud platforms. These cloud platforms offer multiple blockchain technologies.
For example, the Microsoft Azure cloud platform provides Hyperledger Fab-
ric, Ethereum, Corda, and other blockchains. Therefore, developers only need
to focus on the specific logic of the supply chain. Figorilli et al. [27] designed
an electronic tracking system for a wood chain based on the blockchain using
Microsoft azure cloud platform. This system, based on RFID sensors and
open source technology, simulated the entire forest wood supply chain and
the process from stumps to final products. Supported by IBM cloud and IBM
blockchain, TradeLens is a blockchain-based platform for tracking shipping con-
tainers and related documents [28]. Although the cloud-based blockchain plat-
form improves blockchain usability, it is not adapted to the requirements of
multi-scene blockchain.

3 Our Solution

3.1 The Cross-chain Framework of IOTA and Fabric

This paper presents a cross-chain supply chain data management solution based
on IOTA and Fabric. Figure 1 shows the architecture diagram of the cross-chain
scheme. The model includes five layers, including perception layer, data layer,
extension layer, control layer, and application layer.

Fig. 1. The cross-chain solution diagram of IOTA and Fabric
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The Perception Layer The perception layer consists of IoT devices and IoT
proxy servers. IoT devices are connected to IoT proxy
servers. IoT devices monitor the temperature, location
and other data of the products in the supply chain. The
data is uploaded to the data layer by IoT proxy servers.

The Data Layer The data layer uses IOTA Tangle network to store IoT
data (i.e., product information is collected by the per-
ception layer). The Tangle network provides a MAM
channel tool to encrypt and store data in the Tangle
network, which provides the privacy protection of IoT
data.

The Extension Layer The extension layer is a cross-chain gateway middleware,
which is responsible for connecting different blockchain
platforms and reliably forwarding cross-chain transac-
tions between different blockchains. That is, the exten-
sion layer not only can route the requests from Fabric
network to the Tangle network, but also can route the
requests in the Tangle network to the Fabric network.
Thus, the IOTA Tangle network and Fabric network are
connected.

The Control Layer The control layer uses the Fabric network, which pro-
vides services for the application layer, and performs
access control and intelligent computing through smart
contracts. For data query requests, product delivery and
receipt request and logistics information from the data
layer will be sent to end users through the cross-chain
gateway. Other requests will interact directly on the
Fabric blockchain network, and the calculation results
will finally be returned to the application layer. There-
fore, our model has the characteristics of privacy pro-
tection, permission control, smart contract and so on,
which meets the needs of enterprise business.

The Application Layer The application layer is composed of the application
ecology of cross-chain architecture, which can be used
to realize different business requirements, such as intel-
ligent health, smart home, supply chain and so on.

Figure 2 shows the physical architecture diagram of our cross-chain scheme.
The Tangle network and the Fabric network are connected through the cross-
chain gateway. A cross-chain gateway connects a whole-node of both the Tangle
network and the Fabric network, which ensures that the cross-chain gateway
node has two ledger states at the same time. When the Fabric network ledge
status changes affect the IOTA network ledger status, the cross-chain gateway
can make the corresponding route. After changing the ledger status on the tangle
end, the gateway routes the result back to the Fabric end. The nodes in the
Fabric network are divided into three types of nodes, including submission nodes,
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endorsement nodes, and sorting nodes. The sorting nodes sort the transactions;
the submission nodes accept the transaction blocks generated by the sorting
nodes. Only the endorsement nodes have the right to write the account book.
In the process, the cross-chain gateway needs to have write permission for two
ledgers. Therefore, the Fabric nodes connected by the cross-chain portal are
endorsement nodes and the whole-nodes connected to the Tangle network.

Fig. 2. Physical architecture diagram of the cross-chain scheme

3.2 The Cross-chain Gateway

The Cross-chain Gateway Transaction Process. The cross-chain gateway
is the core for connecting different blockchains. The cross-chain gateway’s design
improves system performance and provides a feasible scheme for the future sys-
tem to connect more blockchains and increase the ecosystem. As shown in Fig. 3,
the cross-chain process includes the following steps:

Step S1: the source chain submits a cross-chain transaction and sets the
target chain for routing in the transaction. After the transaction is finished, the
blockchain platform will generate cross-chain events with a cross-chain identity
and routing direction.
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Step S2: in the extended layer, the cross-chain gateway nodes listen to the
cross-chain event thrown by the source chain. When they receive a cross-chain
event, they put the event in the subscription message queue.

Step S3: in the extension layer, the cross-chain gateway nodes analyze the
cross-chain event. They obtain the transaction ID that generates the cross-chain
event and use the ID for consensus.

Step S4: The system randomly selects a cross-chain gateway node to fetch
the cross-chain transaction content from the source chain. Then it analyzes the
cross-chain transaction content and converts it into the transaction format of
the target chain. Finally, it identifies the converted transaction as cross-chain
operations, sets the target chain for routing, and submits it to the target chain.

After the target chain confirms the transaction, a cross-chain transaction
event is generated, triggering the cross-chain process from the target chain to
the source chain. The cross-chain process is executed in the sequence of steps
S1, S2, S3, and S4. A complete cross-chain transaction is generated when the
cross-chain transaction flow from the target chain to the source chain is com-
pleted. In addition, the target chain and source chain are abstractions to express
convenience. The above source chain and the target chain are regarded as the
Hyperledger Fabric network of the control layer and the Tangle network of the
data layer.

Fig. 3. Cross-chain gateway transaction flow
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The Cross-chain Gateway Implementation. The realization of Cross-chain
gateway mainly includes three components: adapter, message queue and concur-
rent lock mechanism.

Adapter In this paper, the Cross-chain is oriented towards IOTA and
Fabric blockchain platform. The adapter’s implementation is
first to encapsulate the IOTA and Fabric clients and then to
implement the two clients as a unified interface for the adapter.
For the Fabric client, interaction with the smart contract is the
core of the client. The Fabric chain code calls the ChaincodeIn-
voke function to create the chain code to invoke the entity. The
entity provides functionality for the Fabric client. For the IOTA
client, interaction with the channel is the client’s core, so this
paper gives the logic of adding data and querying data in the
channel. Through the MAMTransmit function adds MAM data
in the channel, through the Fetch function queries MAM data
in the channel. For the adapter’s creation, the factory function
is built to create the adapter and save it.

Message queue For a distributed system, the message queue can be used
as the middleware of communication between nodes. Gener-
ally, a message queue contains two roles: producer and con-
sumer. This paper uses NATS message middleware to imple-
ment these two roles. The following describes the production
function and subscription function of NATS based message
queue. The subscription function is used to consume messages
in the queue. Through the connect2Nats function connects to
the Nats server. Subscribe to messages in the message queue
according to the topic. The producer function adds a message
to the message queue. Again, connect to the NATS server via
the function connect2Nats, and then send message data to the
message queue via the Publish function.

Concurrent lock In a distributed system, system nodes usually need to share
some data. The synchronous access of shared data by the sys-
tem’s nodes should be mutually exclusive. That is, one node
obtains the access rights of the data, and other data needs to
wait for the data to release the access rights. In this paper, etcd
middleware is used to implement lock, unlock, and data update
functions. In the locking function, the system first gets the
mutex through the NewMutex function, then gets the channel
credential iotaPayload based on the IOTA address, and then
changes the locked value to true. The Update function adds
channel credential data to the etcd based on the IOTA address.
When the prompt for a cross-chain transaction is successful, the
Unlock function through the mutex. Unlock function releases
the lock.
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3.3 The Cross-chain Data Management Scheme

This section describes how to build supply chain data management based on
the cross-chain scheme. We mainly focus on the multi-party logistics scenario
in supply chain management. The supply chain abstracts business roles, such
as dealers, retailers, logistics, and end-users, as sellers, logistics, and buyers,
respectively. We use the Hyperledger Fabric blockchain platform to form the
license type of supply chain network. Tangle network provides the MAM channel
tool. The data obtained by temperature sensors is encrypted and stored in the
Tangle network through the MAM channel. When MAM channel is created, it
is necessary to provide secret encryption key and generate a channel address.
When accessing the MAM channel, the user needs to give the secret key and the
channel address. When the MAM channel is operated, the channel credentials
are stored in the Fabric network. The system uses smart contracts to control the
operations on the channel credentials in the Fabric network. The multi-party
logistics scenario includes the following steps:

Step S1: in the supply chain management application, sellers need to trans-
port a product to the buyer. Fabric smart contracts at the control layer provide
an interface; the sellers use the interface to generate a logistics order. Meanwhile,
the status of the logistics order is changed to requested. The logistics company
is entrusted with transporting the product.

Step S2: the logistics company needs to pack the product after receiving
the seller’s authorization. In transit, the logistics company needs to ensure the
product quality and allows the buyers and sellers to monitor the status of the
products in real-time. The logistics company installs temperature sensors in the
boxes. To upload the data to the blockchain, Fabric smart contracts at the
control layer provide an interface. The logistics company uses the interface to
set the logistics order status for ready-transit. Meanwhile, a cross-chain gateway
of the extension layer is triggered to send a cross-chain transaction to the data
layer to create a MAM channel.

Step S3: after the data layer completes the cross-chain transaction, it triggers
the cross-chain gateway to send the cross-chain transaction storing the secret key
and address of the MAM channel to the control layer. Meanwhile, the logistics
company sets the logistics order status for in-transit. In the sensing layer, the
temperature sensors periodically monitor the surrounding environment temper-
ature. The system uses the MAM channel to encrypt data and store it in the
data layer.

Step S4: when the product is transported to the buyer place, the buyer needs
to sign it. The buyer sets some conditions for the product, such as refusing to
sign for the product if the temperature is above a preset threshold. The system
obtains the IoT data in the MAM channel through the cross-chain. The logistics
company sets the status of the logistics order for waiting-sign. To obtain MAM
channel data, the system triggers the cross-chain gateway of the extended layer
to send the cross-chain transaction to the data layer.

Step S5: after the data layer completes the cross-chain transaction, it triggers
the cross-chain gateway of the extended layer to send the cross-chain transaction
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of IoT data to the control layer. After the smart contract completes the calcu-
lation of the IoT data, if the buyer’s conditions are satisfied, the logistics order
status is updated to sign. Otherwise it is rejected. The result is finally returned
to the application layer.

4 Scheme Validation

In this paper, the proposed IOTA and Fabric cross-chain schemes for supply
chain management are verified from the aspects of performance test and analysis.

4.1 Performance Testing and Analysis

The blockchain nodes and other subsystems in this paper run in the docker
containers, and all docker containers run on one Linux server. Table 1 shows the
system test environment where the container is located.

Table 1. System test server configuration.

Soft hardware Model

Mainboard Superfine X10DRi

CPU 2 Intel(R) Xeon(R) CPU e5-2650 v4

Memory 125GB

Operating system Ubuntu 16.04 LTS

Docker 18.09.0

In this paper, an IOTA and Fabric cross-chain collaboration blockchain net-
work is preliminarily built to test the IOTA and Fabric cross-chain solution’s
connectivity. The blockchain network consists of a Fabric blockchain network,
an IOTA private Tangle, a cross-chain gateway node, and a NATS message
queue node. The Fabric blockchain network consists of four Peer nodes, four
chain code nodes, and one orderer node. The IOTA private Tangle consists of
three IRI nodes and one compass coordinator node. The cross-chain gateway
node is connected to the four Peer nodes of Fabric and the three IRI nodes
of IOTA for forwarding cross-chain transactions. The test includes creating a
MAM data channel in the IOTA network for the Fabric end and saving the data
channel’s relevant information to the Fabric blockchain network. In addition, the
test also includes the capability test of the cross-chain gateway. In the test, a
Fabric blockchain client sends 200 transactions to the Fabric network at a rate
of 40 TPS (number of transactions per second), while monitoring the number
of cross-chain transaction confirmation events from IOTA. We measure trans-
action throughput, transaction confirmation latency, memory footprint, CPU
usage, and network load.
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The throughput of MAM data channel cross-chain creation is 5.7 TPS, with
an average transaction confirmation delay of 22.1 s, a maximum transaction con-
firmation delay of 30 s, and a minimum transaction confirmation delay of 1.7 s.
The usage of memory, CPU, and network traffic are shown in Fig. 4. The usage
of memory and CPU includes the maximum and average values, and the network
load provides upload and download. The experimental results show that the Peer
node memory and CPU usage of Fabric network are relatively small, and the
chain code takes up less memory. Compared with the Fabric network, the mem-
ory and CPU usage of the IRI node and the compass coordinator node is high, so
the devices with limited resources like IoT cannot directly deploy IRI nodes, high
performance of the IoT gateway to deploy the IRI all nodes to provide access
for IoT devices maintenance IOTA network security. The poor performance of
the IoT gateway and IoT devices should choose the IOTA network node, or via
the Internet protocols, have IRI node is connected to the Internet gateway. The
cross-chain gateway occupies most of the CPU resources provided by the sys-
tem in forwarding transactions, so the configuration of its computing resources
should be considered when the cross-chain gateway is deployed. The blockchain
network requires a large amount of communication traffic. It can be seen that
the traffic of the Fabric network is relatively large, and the bandwidth resources
should be considered when deploying Fabric nodes.

(a) Memory (b) CPU

(c) Network

Fig. 4. Memory, CPU, and network traffic usage
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4.2 System Implementation

Non-logistics ordinary users upload their product information to the blockchain
for digital management and trade with other users. They can add products and
view their own products through the product management interface. Logistics
users provide logistics services to other users. To improve logistics services, logis-
tics users use the IoT to monitor the environment of products in real-time and
upload the environmental data to the blockchain. Logistics users can add con-
tainers, query container details, and query all container operations through the
container management interface. Logistics users add and query data according
to the MAM channel information.

Logistics users can view all the logistics information, including the track-
ing number, product id, product type, seller id, seller address, buyer id, buyer
address, logistics carrier id, logistics carrier address, delivery time, receiving
time, and status the products. The interface for viewing all logistics information
is shown in Fig. 5.

Fig. 5. Logistics management

Non-logistics ordinary users can view all product information, including the
product ID, product type, product description, release time, commodity status,
and commodity seller.

Non-logistics ordinary users need to transport the product to the buyer after
the transaction. Non-logistics ordinary user forms the logistics order through the
request logistics in the product management interface. All ordinary users can
use the logistics management interface for logistics management. Non-logistics
users can query the logistics details through the logistics management interface
and query the status of the product according to the MAM channel information.
Logistics users manage the delivery and receipt of goods entrusted by other users
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through logistics management and inquire about the status of the products.
Logistics users need to choose an empty networked container to package the
product and enable the monitoring function of the sensors when delivering the
goods. The IoT gateway is then used to query all the containers in operation and
subscribe to the data generated by the containers according to the container ID.
The IoT gateway wraps the data into the right format required by the interface
on the MAM channel and uses the interface to perform on-chain operations on
the transformed data as the product arrives at the end-user, the logistics user
signs and receives the product. When there is no product quality loss in the
transportation process, the logistics agent signs and gets it on behalf of the
end-user. Otherwise, the logistics agent refuses to sign into compensate for the
product. The logistics users can see all the containers’ information, including
container key, logistics key, timestamp, position, the status of use.

5 Conclusions

As supply chain management has the characteristics of involving many enter-
prises and dispersing industries, there are some problems in supply chain man-
agement, such as the difficulty of coordination, credit, and sharing. The system
implemented in this paper solves the problems and makes the product flow trace-
ability, tamper-proof, and distributed sharing. We first introduce the IOTA and
Fabric cross-chain schemes for supply chain data management. Each organiza-
tional entity in the supply chain interacts with the Fabric Alliance’s blockchain,
while IoT devices interact with the IOTA private Tangle network. The cross-
chain gateway is responsible for forwarding cross-platform interactive content.
We test the IOTA and Fabric collaboration scheme to verify its connectivity. We
evaluate the performance of the implemented system by assessing the through-
put, transaction validation delay, usage of CPU, memory, and network load.
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Abstract. In essay marking, manual grading will waste a lot of man-
power and material resources, and the subjective judgment of marking
teachers is easy to cause unfair phenomenon. Therefore, this paper pro-
poses an automatic essay grading model combining multi-channel con-
volution and LSTM. The model adds a dense layer after the embedding
layer, obtains the weight assignment of text through softmax function,
then uses the multi-channel convolutional neural network to extract the
text feature information of different granularities, and the extracted fea-
ture information is fused into the LSTM to model the text. The model
is experimented on the ASAP composition data set. The experimental
results show that the model proposed in this paper is 6% higher than
the strong baseline model, and the automatic scoring effect is improved
to a certain extent.

Keywords: Automatic essay scoring · Multichannel convolution ·
Long Short-Term Memory

1 Introduction

In language teaching, students’ writing level is often tested, such as Chinese
writing, English writing and so on. The level of writing can reflect students’
mastery of grammar, rhetoric and other aspects. At present, the main way of
scoring is through the teachers’ manual scoring, but there are inevitably some
drawbacks in manual scoring. The subjectivity of manual scoring will lead to a
large error in scoring, and the scoring results are easily affected by the personal
preferences, and mentality of the raters, resulting in the occurrence of unfair
phenomena. Therefore, the requirements for the professional quality of the rater
are very high. Moreover, a large examination needs to organize a large number
of marking teachers, which will consume a lot of manpower, material resources
and time cost. With the development of natural language processing technology,
there has been a breakthrough in the syntactic analysis and semantic analysis of
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text, and it is also used in the field of automatic essay scoring. Automatic compo-
sition scoring is a process in which computer software can grade students’ essays
without human intervention. It can overcome the above shortcomings of manual
scoring and provide accurate and unified scoring standards. The score results
will not be affected by subjective factors and will be more fair and objective.

Page implemented PEG (Project Essay Grader) [1] automatic essay scor-
ing system, which extracted shallow features by manually made rules and used
linear regression model for scoring. With the development of natural language
technology, Pearson Knowledge Analysis developed the IEA (Intelligent Essay
Assessor) [2] based on LSA (Latent Semantic Analysis) [3]. The E-RATER [4]
system was developed by the American Educational Testing Research Center,
which scores essays through the three aspects: syntactic analysis module, discus-
sion module and topic module. Rudner and Liang of the University of Maryland
developed the Besty [5] system, which integrated the shallow linguistic features
of PEG, LSA features and e-Rater features, and used Naive Bayesian model
for training, and achieved an accuracy rate of 80% on the test set of the sys-
tem. Chen et al. [6] extracted simple features such as article length and complex
features such as syntactic features for automatic scoring. For automatic essay
grading studies, many studies take EASE [7] as the baseline model, which uses
SVR (Support Vector Regression) and BLR (Bayesian Linear Regression) to
train the model. The disadvantages of the above researches are that they only
analyze the lexical level of the essay and neglect the semantic level.

With the development of neural network technology, the neural network
model based on word embedding [8,9] is applied more and more. Some
researchers use neural network models to obtain the semantics of essays. Chen
et al. [10] proposed an automatic essay scoring model based on CNN (Convo-
lutional Neural Networks) and Ordinal Regression (OR) [11,12], which has an
improved effect than EASE on a single prompt.Attention mechanism [13,14] has
made new breakthroughs in many tasks related to natural language processing.
Jin et al. [15] proposed a two-stage automatic essay scoring algorithm called
TDNN. Firstly, this automatic essay scoring model is trained by feature, and a
pseudo score is given to the target topic essay by using this model. Then, the
positive and negative samples of the pseudo fraction extreme are selected and
a deep neural network model is trained on this basis. Liu et al. [16] calculated
semantic score, coherence score and cue correlation score based on Long Short-
Term Memory (LSTM), and integrated feature engineering model, and achieved
good results on ASAP dataset.

The contribution of this paper is as follows: On the ASAP dataset, the model
proposed in this paper exceeded the baseline in all eight prompters, with the
MQWK 6% higher than the baseline. Compared with other models, the best
results are obtained on four prompters and the MQWK is the best. It shows the
effectiveness of automatic essay scoring model based on multi-channel convolu-
tion and LSTM.
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2 MCNN-LSTM Model

In order to extract more effective text information, this paper proposes an auto-
matic essay scoring model that merges multi-channel convolution with LSTM.
The model first uses GloVe pre-training word vectors to map the text into low-
dimensional vector representation as the input of the model. The model assigns
a weight to the input text through a dense layer and Softmax function after the
Embedding layer. After that the multi-channel convolutional neural network is
used to extract the feature information of different granularity of the text, and
the feature sequences generated by multi-channel convolution are spliced to form
the fusion features as the input of LSTM layer. The LSTM layer can effectively
acquire the relationships within and between sentences and model the text. The
structure of the model is shown in the Fig. 1.

Fig. 1. The structure of MCNN-LSTM model.

2.1 Embedding-Dense Layer

A dense layer and Softmax function are added to the model. Multiplying the
input of Embedding layer by the output of Softmax function is equivalent to
assigning weight to the network input and capturing important semantic features
of context information. As shown in formula (1) and formula (2).

αt =
exp(et)

∑T
k=1 exp(ek)

(1)

s =
T∑

t=1

αtet (2)
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Among them, et is the output of t-time Embedding layer, and αt is weighted
by Softmax function. Weighted the multiplication of αt and the original vector
et of all nodes in a sequence layer to obtain the final text vector S.

2.2 MCNN Layer

CNN mainly learns local features through convolutional layer and pooling layer,
which is mainly composed of input layer, convolutional layer, pooling layer and
full connection layer. For convolution operation, choosing different sizes of con-
volution kernel can extract context information with different breadth, that is,
sequence feature information with different granularity [17]. In the pooling layer,
the feature vectors obtained by convolution are further down sampled to extract
effective feature information. Suppose the feature cij extracted by the convolu-
tion operation of the ith channel can be expressed as the formula (3).

cij = f(W · Xi:i+h−1 + b) (3)

Where h is the window width of the filter, B is the bias term, and f(·) is
the convolution kernel function. Xi:i+h−1 represents the local filtering window
consisting of h words. As the filtering window slides to the end, the characteristic
sequence obtained by the corresponding ith channel is as formula (4).

ci = [ci,1, ci,2, . . . , ci,n−h+1] (4)

The convoluted feature sequences of different channels are connected to form
feature sequence c. Assuming that the number of channels is k, the following
formula (5) is shown.

c = [c1, c2, . . . , ck] (5)

2.3 LSTM

The feature sequences extracted after multi-channel convolution operation are
merged as the LSTM input. RNN can easily lead to gradient disappearance or
gradient explosion, so it can only deal with short-term dependence problem. The
LSTM is able to deal with both short-term and long-term dependencies. Three
gating units are added to the LSTM, namely, the input gate, the output gate and
the forgetting gate, among which the input gate and forgetting gate are the keys
for the LSTM to remember long-term dependence. The input gate selectively
saves the current network state information, while the forgetting gate selectively
decides to discard the past information, and finally the output gate decides to
output the internal state.

In LSTM, the hidden state ht and memory cell ct are functions of the hidden
state ht−1 and memory cell ct−1 and the input vector xt of the previous cell.
The specific calculation is shown in formula (6)–formula (11).

ft = σ(Wf · [ht−1, xt] + bf ) (6)
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it = σ(Wi · [ht−1, xt] + bi) (7)

C̃t = tanh(Wc · [ht−1, xt] + bc) (8)

Ct = ft � Ct−1 + it � C̃t (9)

Ot = σ(Wo[ht−1, xt] + bo) (10)

ht = Ot � tanh(Ct) (11)

Where, xt is the input vector of the model in step t, namely the semantic
representation of the tth word in the sentence. ft, it, Ot, ht, Wf , Wi, Wo, bf , bi,
bc represent forgetting and updating operations and parameters of hidden state
and output state respectively. C̃t for step t generate candidate vector, Ct−1 for
the first t original vector, ht−1 save the timing information of former t − 1 step,
is vector dot product operation. The LSTM hidden layer output matrix can be
obtained as shown in the following formula (12).

H = {h1, h2, . . . , hn} ∈ Rn×d (12)

Where, n is the length of the sentence and d is the number of LSTM hidden
units.

2.4 Objective and Training

The essay scoring task is often viewed as a machine learning regression task. The
objective of the model is to optimize the MSE (Mean Square Error) function,
which is often used as the loss function in regression tasks. For N essays ei, MSE
is used to measure the mean square error between the standard score r and the
prediction score r̂. MSE is shown in formula (13).

1
N

N∑

i=1

(rei − r̂ei)
2 (13)

Adam [18] is used as the optimizer to minimize the loss of training data.

3 Experiment and Analysis

3.1 Dataset

The dataset used in this article is Automated Student Assessment Prize (ASAP)
organized by Kaggle. The dataset contains about 17,000 essays for American
middle school students, divided into 8 prompts. Different essays numbers cor-
respond to different topics, different student grades, different essay lengths and
grading standards, all of which are manually graded. More details about ASAP
dataset are summarized in Table 1.
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Table 1. Details about ASAP dataset.

Prompt Essays Avg length Score range

1 1783 350 2–12

2 1800 350 1–6

3 1726 150 0–3

4 1772 150 0–3

5 1805 150 0–4

6 1800 150 0–4

7 1569 250 0–30

8 723 650 0–60

3.2 Evaluation Metrics

In this paper, QWK (Quadratic Weight Kappa) value is used to measure the
scoring effect of model. The index range is 0–1, 0 means completely inconsis-
tent, 1 means completely consistent. After obtaining the value of QWK for each
subset, the MQWK (Mean Quadratic Weight Kappa) value is calculated as the
final evaluation index of the model.

Quadratic Weight Kappa. Assume that the essay scoring standard is 1 to N ,
the expert scoring result is score1, and the model scoring result is score2. For
essay e, the manual scoring and model scoring results are set (escore1, escore2).
An N by N weight matrix is calculated, in which each element Wij in the matrix
is calculated as formula (14).

Wij =
(i − j)2

(N − 1)2
(14)

The value of Quadratic Weight Kappa for the dataset is then computed as
formula (15).

QWK = 1 −
∑

ij WijOij
∑

ij WijEij
(15)

Where the Oi,j stands for the number of essays with the manual score of i, the
number of essays with the model score of j, and Ei,j stands for the product of the
probability of manual score of i and the probability of the model score of j. Oi,j

and Ei,j are normalized respectively, and the result of matrix addition is 1.

Mean Quadratic Weight Kappa. After obtaining the QWK value of each
subset, the MQWK value is calculated as the final model evaluation index. Fisher
transformation is applied to the QWK value to fix the Kappa value at 0–0.999,
the conversion formula is as (16).

ž =
1
2

ln
1 + k

1 − k
(16)



Automatic Essay Scoring Model Based on Multi-channel CNN and LSTM 343

Due to the different scoring ranges of different prompts, it is necessary to
normalize the influence of corresponding essay on the final average kappa value.
The formula is as (17).

MQWK =
e2ž − 1
e2ž + 1

(17)

3.3 Parameter Settings

In order to obtain rich feature information, the model adopts three-channel con-
volution kernel. Detailed hyperparameter settings are shown in the Table 2 below.

Table 2. Super parameter.

Super parameter Value

Vector dimension 300

Convolution kernel width (2, 3, 4)

LSTM hidden size 128

Batch size 64

Learning rate 0.006

Dropout rate 0.7

3.4 Experimental Results and Discussion

Strong Baselines. EASE is trained by extracting artificial features such as
lexical features and grammatical features into the regression model, rank third
in the ASAP competition. In this paper, EASE (SVR) [7], EASE (BLRR) [7]
are selected as the baseline models.

Results. In order to evaluate the performance and effectiveness of the proposed
MCNN-LSTM model, a comparative experiment is designed. The ASAP data
set consists of eight prompts, in order to better evaluate the effect of the model,
the experimental results in this paper give the QWK and the final MQWK
for each prompt. The MCNN-LSTM model is compared with EASE(SVR),
EASE(BLRR), CNN, LSTM and TDNN [15]. The comparison results are shown
in the Table 3.

As you can see from the table, The MCNN-LSTM model proposed in this
paper has better QWK than other models in 4 of the 8 prompts, and MQWK
reached best, which is improved compared with the LSTM and CNN model
alone, indicating that the model combining multi-channel convolution and LSTM
improved this task. The results of each model in the 8th prompt and the 3th

prompt datasets are relatively poor, possibly due to the imbalance in the number
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Table 3. Experimental results.

Models Prompts Avg

1 2 3 4 5 6 7 8

EASE(SVR) 0.781 0.621 0.63 0.749 0.782 0.771 0.727 0.534 0.699

EASE(BLRR) 0.761 0.606 0.621 0.742 0.784 0.775 0.73 0.617 0.705

CNN 0.797 0.634 0.646 0.767 0.746 0.757 0.746 0.687 0.722

LSTM 0.775 0.687 0.683 0.795 0.816 0.813 0.805 0.594 0.746

TDNN 0.768 0.685 0.628 0.757 0.736 0.675 0.658 0.574 0.686

MCNN-LSTM 0.818 0.683 0.703 0.805 0.809 0.820 0.784 0.652 0.763

of positive and negative essays in these prompt datasets. The method based on
neural network is generally superior to the baseline method in every prompt. For
the neural network method, LSTM is generally superior to CNN, which may be
because the text of the data set is generally longer, and the use of LSTM can
solve the long distance dependence problem.

It can be seen from Fig. 2 that, except prompt8, the QWK of the other
composition subsets rapidly climbed to more than 0.6 in the first 10 epoches.
With the increase of the epoch, the QWK of each composition subset fluctuated
and tended to be stable. Among them, the three subsets of prompt2, prompt3,
and prompt8 had large oscillations, which tended to be stable and accompanied
by small shocks after more than 100 epochs. In the experiment, it was found
that after 300 epochs, the MQWK on the test set was higher than that of 100
and 200 epochs, so 300 epochs were selected for training.

Fig. 2. The QWK change graph of each composition subset on the validation set.
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4 Conclusion

In this paper, an automatic essay scoring model based on multi-channel con-
volution and LSTM is proposed, which is independent of feature engineering.
The model first adds a dense layer to the embedding layer, obtains the weight
assignment of text through softmax function, then feature information of dif-
ferent granularity is extracted by multi-channel convolution, and then the fused
feature information is input into LSTM to code and model the text. The exper-
imental results show that the model proposed in this paper is better than other
models in some prompts of ASAP dataset, and the MQWK value is the best.
The experiment also reflects some problems, such as the neural network model
is difficult to make use of some spelling errors in the composition, so the follow-
up work will integrate some artificial feature extraction, such as spelling errors,
sentence length, etc., to improve the effect and stability of the model.
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Abstract. Rapid advent of the era of big data, deep integration of
education and technology, and multidisciplinary nature of educational
research are driving the application of knowledge graphs in educational
research. We use CSSCI and CSCD journal articles as data sources and
analyze the Knowledge Graph of education using the graph database
Neo4j in this article. Result shows that the number of literatures in
the research area show a clear upward trend and go from the stages of
brewing. Highly cited literatures’ research topics, subject categories, and
authors are widely distributed. From the perspective of core institutions
and authors, multiple normal universities have strong competitiveness.
Citespace, SPSS and Bicomb are the most commonly used data process-
ing tools for scholars. In further study of the area of knowledge graph, we
should fully combine with the cutting-edge computer technology, based
on big data and artificial intelligence to improve the level and quality of
education research.

Keywords: Educational research · Knowledge graph · Network
analysis · Bibliometric · Neo4j

1 Introduction

Knowledge Graph is a technical method that uses graph models to describe
the association between knowledge. The characteristic is to build network rela-
tionships with the help of “graph structure” in order to achieve efficient and
accurate queries. The “Notice of the State Council on printing and distributing
the development plan for the new generation of artificial intelligence” proposes
to “Establish a new generation of key common technology system of artificial
intelligence, develop knowledge computing engine and knowledge service technol-
ogy, and form a multi-source, multi-disciplinary and multi-data type cross-media
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knowledge graph” [2]. For educational research, the traditional method of data
collection is usually to manually read books, journals and other papers, and pro-
cess them in combination with their own skill and experience. This process often
produces omissions or repetitions, and is easily affected by personal subjective
experience [5]. Z. Li [8] used traditional research methods to study the appli-
cation of Japanese education and found that it has comprehensive applications
in education assistance, information system development, commerce and other
aspects.

With the improvement of computing power and the growth of data volume, it
is easy to find and infer the complex relationship between data from massive and
changeable literature. The calculation model is constructed by using structured
and unstructured data to generate intuitive visual charts to display data, enhance
understanding of data, and assist in exploring data [9], which has become the
research focus of education discipline the “Sharp weapon”.

With the continuous deepening of the integration of education and technol-
ogy, the application of knowledge graphs in the field of education presents a trend
of expanding and enriching research scope and research topics is more popular.
To trace, review, summarize and reflect on the application of knowledge graphs
in the field of education can not only grasp the overall context and development
logic of education discipline research, but also help to further realize the deep
integration of education and technology, and promote the informatization of edu-
cation and scientific research to a new level. Therefore, this study analyzes the
annual development trends, journal distribution, highly cited literature, publish-
ing organizations, core author groups and their cooperation, etc. and describes
the data sources, research tools, and research topics of relevant literature, and
outlines the development overview and change prospect of China’s educational
knowledge map.

2 Data Source and Processing

2.1 Data Source

In order to ensure the comprehensiveness, scientific and accuracy of the data,
we used CSSCI and CSCD journal papers in CNKI database as statistical data
sources which is the most China academic authority, the language is limited
to “Chinese”, the “Knowledge Graph” and “education” are set as the retrieval
subjects, and the journal papers related to the research topics are selected for
analysis. The retrieval time is till to October 1, 2019, excluding meeting minutes,
book reviews, and other non-academic literature such as journal catalogue and
policy news, there are 384 literatures left as samples.

2.2 Data Processing

Python is used to clean data and organize structured data, and Tableau and
Neo4j are used for data processing and knowledge graph visualization analysis.
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Fig. 1. Educational knowledge graph network (Color figure online)

Data processing process is divided into the following four steps: First, export
the RefWorks format file according to the retrieval conditions, load each field
by Python and convert it into a CSV file. Secondly, the author with the same
name will bring some deviation to the data analysis, so the author ID in CNKI
database is crawled to bind with the author entity to realize “disambiguation”.
Some missing data are filled manually according to the author’s unit. Then, use
the data preprocessing software Tableau Prep to merge and associate different
CSVs, and use the visualization software Tableau to cluster and merge keywords.
Finally, in view of the fact that most graph databases are not compatible with the
whole import of structured data, so the solution of data conversion by python
script is used to solve the data transformation. The data is decomposed into
attribute graph model supported by graph database, and then the subsequent
operation is carried out.

2.3 Graph Construction

“Graph” was first mentioned by Leonhard Euler, a Swiss mathematician, in
1736 when he solved the Seven Bridges of Königsberg [13]. It was originally used
to represent the relationship between objects and solve it with mathematical
algorithms. This kind of research gradually developed into “Graph Theory”. In
order to manage, store and retrieve the network relationship of graph more reli-
ably, efficiently and correctly, “graph database” emerges as the times require.
As a non-relational database, it optimizes tasks based on the traditional rela-
tional databases, especially in the face of complex connection query and path
query. There are common used graph database solutions like Neo4j, FlockDB,
AllegroGrap, GraphDB, etc. Neo4j has the characteristics of flexible structure,
rich open source community resources, high performance, and meets the weight
mechanism, mutual exclusion mechanism, and dynamic mechanism in the draw-
ing process [1]. Therefore, this study uses Neo4j to construct the atlas. It is
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Fig. 2. Educational knowledge graph entity, attribute and relationship model

important to note that all relationships in Neo4j must be constructed oriented,
but directionality can be ignored in query evaluation.

Figure 1 is a visual thumbnail of the knowledge graph of this study, and Fig. 2
is a model example of graph database entities, attributes and relationships of
in Neo4j database. A large number of models shown in Fig. 2 are instantiated
and constructed into the network of Fig. 1 based on associations, for example
the blue node in Fig. 1 represents author entity, the orange node represents
time, and the connected solid line represents relationship that exists between
them. The author entity has two attributes: name and CNKI ID. The name is in
string format. CNKI ID is composed of an array. In the graph, the same author
may contain multiple CNKI ID attributes and multiple institutional entities’
relationship connection due to the change of school or work unit. As an important
analysis content in this study, “time” is extracted from the paper entity as a
separate entity.

3 Research Results and Analysis

3.1 Annual Trends of Literature

Figure 3 outlines the changing trend of the application of knowledge graphs in
educational research over time. The data shows that the earliest data analysis
with the help of knowledge graph in the field of education began in 2008, and
then showed an obvious upward trend. Generally speaking, it can be roughly
divided into three stages:

(1) During the brewing period from 2008–2010, the number of literatures is
relatively small. It mainly uses scientific measurement methods to draw
a hot map of the literature of a certain journal or a certain field with a
single or small number of journals as the sample source. For example, Some
scholars [16] used CiteSpace software to draw the research hotspots and
knowledge graphs of papers published in “Journal of Higher Education”
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Fig. 3. Annual change trend chart of educational knowledge atlas

from 1998 to 2007, and use the graph to intuitively find that the research
hotspots in this field mainly focus on “education reform”, “teaching reform”
and “colleges and universities”.

(2) 2011–2015 is the development period, the number of annual publications has
increased rapidly from 14 to 32. During this period, the research objects
expanded rapidly, mainly focusing on higher education (29.17%), educa-
tional technology (25.83%), physical education (5.83%), teacher develop-
ment (5.00%).

(3) Since 2016 has been the prime period, the number of research literature
on the atlas of educational knowledge graphs has increased dramatically.
Compared with 2015, the number of literature in 2016 has increased by
28, with an increase rate of 87.5%. After that, the number of papers has
basically stabilized at more than 60 each year (the data in 2019 is only up to
October 1st, and all the papers in the whole year have not been counted).
The data sources at this stage are not limited to domestic academic journal
papers, master and doctor’s degree papers and SSCI journal papers, even
extend to policy and regulatory texts, proposal content, school charter,
President’s speech, project approval and other aspects, which show that
the knowledge graph has been widely concerned by education researchers,
and the integration of educational research and technology applications has
been continuously improved.

3.2 Distribution of Journals

The statistical results show that 384 articles related to the educational knowledge
graph are published in 120 CSSCI and CSCD journals. Table 1 shows the top 10
journals with the highest number of published articles. A total of 107 related lit-
eratures were published in these journals, accounting for 23.13% of all the papers
on the atlas of educational knowledge graph Among them, “Research on audio
visual education” has the largest number of articles, up to 16, accounting for
4.17% of the total number of papers published, ranking the first. The second is
“Audio Visual Education in China”, with 15 articles on related topics, account-
ing for 3.91%. Both “China Distance Education” and “Modern Education Man-
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agement” published 13 papers, accounting for 3.39%, ranking third. In addi-
tion, the number of literatures in “China’s Higher Education Research”, “Higher
Education Exploration”, “Modern Education Technology”, “Heilongjiang Higher
Education Research”, “Journal of Distance Education” and “Teacher Education
Research” are distributed in 9–11 articles, ranking 5–10 respectively.

It is worth noting that 5 of these 10 journals belong to educational technol-
ogy journals, which are “e-Education Research”, “China Educational Technol-
ogy”, “Distance Education in China”, “Modern Educational Technology” and
“Journal of Distance Education”. There are three journals of higher education,
namely “China Higher Education Research”, “Higher Education Exploration”
and “Heilongjiang Researches on Higher Education”. This shows that there are
obvious differences in the integration of different pedagogy secondary disciplines
and knowledge graphs. Educational technology and higher education pay more
attention to the advantages and status of knowledge graphs in academic research,
while other disciplines are relatively lack.

Table 1. Top 10 journals in educational knowledge graph research

No Journal Count Ratio No Journal Count Ratio

1 e-Education Research 16 4.17% 6 Higher Education Exploration 10 2.60%

2 China Educational Technology 15 3.91% 7 Modern Educational Technol-

ogy

10 2.60%

3 Distance Education in China 13 3.39% 8 Heilongjiang Researches on

Higher Education

10 2.60 %

4 Modern Education Manage-

ment

13 3.39% 9 Journal of Distance Education 10 2.60%

5 China Higher Education

Research

11 2.86% 10 Teacher Education Research 9 2.34%

3.3 Highly Cited Literature

This study counts the ten papers with the highest citations in the field of edu-
cational knowledge graph research. First of all, the paper “The Research and
Application of Big Data in the Field of Online Education” comes from CSCD
journals, and the remaining 9 papers are from CSSCI journals. Secondly, from the
perspective of the research scope, these 10 articles not only analyze the overall
research situation and hot topics of education discipline (No. 1), but also discuss
specific topics in secondary disciplines such as higher education (No. 2), physical
education (No. 4 and 8), special education (No. 5 and 6), and educational infor-
mation technology (No. 3, 7, 9 and 10), which show the extensive application of
knowledge graphs in pedagogical research; Thirdly, from the perspective of cita-
tions, there is one paper cited more than 150 times, namely “ Hotspot Domains
and Frontier Topics of Educational Research in the Past 10 Years—–Based on
the Knowledge Mapping of Key Words of Eight CSSCI Educational Journals
Published in 2000–2009”. The paper was published earlier (2011), which has a
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driving and leading role in the later application of knowledge graphs in the field
of education. The number of other highly cited literatures ranged from 68 to 104.
Finally, from the author’s point of view, among the top 10 highly cited papers,
only Guo Wenbin has two related literatures, and other scholars have one. The
above data show that the research in this field shows a trend of blooming in
terms of research theme, subject categories, and author distribution, which is
conducive to the development of the discipline in the future.

3.4 Main Research Institutions and Cooperation

Distribution of Research Institutions. In order to intuitively describe the
status of papers published by different research institutions, this study sets the
“List of National Colleges and Universities in 2019” released by the Ministry of
Education of the People’s Republic of China as a high-weight keyword dictionary,
and uses the conditional random field (CRF) algorithm to segment the entities
of the authors institutions, and manually checks and corrects a small amount of
errors, so as to ensure the accuracy of the obtained institutions. For example,
the Department of Education of East China Normal University, the Institute of
Curriculum & Instruction of East China Normal University, and the National
Institutes of Education Policy Research of East China Normal University are
unified and merged into “East China Normal University”. On the basis of data
cleaning, we use Tableau Prep to associate and match the list of institutions after
formatting, and select the research institutions with a large number of original
papers.

According to Price’s Law [10], when the number of papers published is more
than or equal to 4, it can be used as the core research institutions in this field.
There are 28 institutions that meet the requirements of this study. According
to the data, there are 11 institutions that have published 10 or more papers.
Among them, Shaanxi Normal University has published 24 papers, ranking first.
The school has five core authors, including Guo Wenbin, Yuan Liping, and Qi
Zhanyong. To a certain extent, it shows that the research in the field of education
knowledge graphs is relatively in-depth. Beijing Normal University, East China
Normal University and Nanjing Normal University ranked 2–4 respectively, with
17–21 papers published; Henan University, Central China Normal University,
Northeast Normal University, Wenzhou University, Nanjing University, Dalian
University of Technology, and Wuhan University also have a relatively high num-
ber of relevant literature, all of which are at least 10.

Institutional Cooperation. Using Neo4j query language Cypher to generate
the cooperation network of institutions based on Fig. 1’s Network is shown in
Fig. 4. It can be clearly found that there are three large connected areas. The
largest cooperation network is composed of 41 institutions, and the other two
larger cooperation networks are composed of 26 and 14 institutions respectively.
In the Fig. 4, they are marked as A, B and C. Centrality is a tool to measure
the importance of network nodes in the network. This paper analyzes the degree



354 Z. Chen et al.

Fig. 4. The map of educational knowledge and institutional cooperation in the field of
knowledge graph

centrality with weights and betweenness centrality. On the one hand, the degree
centrality of the network nodes is calculated. The larger the value is, the more
connections the node has with other nodes, and the more central the node is,
the higher the reputation of the node is [11]; On the other hand, betweenness
can identify the key nodes of the network. The higher the value is, the more
structural holes the node occupies [14]. The node occupying this position can
become a “bridge” across different networks. According to centrality calcula-
tions, Beijing Normal University, Nanjing Normal University, and East China
Normal University have the highest degree centrality, while East China Normal
University, Nanjing University and Nanjing Normal University have the high-
est betweenness centrality. These universities are at the core of the institutions
cooperation in the field of educational knowledge graphs, which can promote the
research and application of knowledge graphs in the field of education.

3.5 Analysis of Core Authors and Their Cooperation

Core Authors Analysis. According to Price’s law, core authors refer to
authors who have published more than N (N = 0.749

√
MAX) papers, where

MAX is the number of papers published by the most authors. In this study,
more than 3 articles (including 3 articles) belong to the core authors, a total of
29 people, accounting for 4.06% of all the authors.

On the one hand, in terms of the number of papers published by core authors,
Lan Guoshuai has the largest number of papers on the application of knowledge
graphs in the field of education research, and the number of related papers is as
high as 9. His articles on the educational knowledge graph mainly focus on educa-
tional technology and international education. Cai Jiandong of Henan University
has published 7 articles, ranking second. His main research fields are educational
technology and ubiquitous learning. The number of articles published by Guo
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Wenbin, Yu Shengquan, Yuan Liping is 5–6. The main fields of his papers on
the application of knowledge graph are special education, education with big
data, and the current hot issues of education which are generally concerned by
the society. On the other hand, from the perspective of the institutions where
the core authors work, seven of the nine core authors have worked or studied
in normal universities, which fully demonstrates the “fresh force” role played by
normal universities in the application of educational knowledge graph.

Of course, what cannot be ignored is that some scholars have tried to apply
knowledge graphs to educational research since 2010, and selected appropriate
research methods or data processing tools to assist academic research according
to their own research expertise. However, there are also some scholars applied
their own proficient research methods and tools to multiple research topics, form-
ing the situation of “research topics drift from time to time”, “research tools are
always single”, and “posting articles for the purpose of publishing”. Although it
is helpful to summarize and review the relevant research in different fields, it is
not conducive to the development of scholars’ academic career.

Co Authors. Network density [4] is often used to describe the density of inter-
connected edges between nodes in a network. For a network with N nodes and
L relations as edges, the density formula is:

d(G) = 2L/N(N − 1) (1)

For the research of educational knowledge graphs, the nodes N = 714, edges
L = 697, network density D (g) = 0.00274 are sparse, which indicates that there
is no stable cooperative author group, in this field, and the mutual cooperation
between authors needs to be further strengthened. According to calculations,
there are 222 groups of connected regions in this field. The largest section con-
sists of 13 authors. The first author’s units are all Beijing Normal University,
6 papers in total, namely: “The Study on Architecture and Application Model
about Regional Education Big Data”,“Educating People Intelligent Assistant:
Key Technology and Implementation”, “An Artificial Intelligence Assistant Sys-
tem for Educating People: The Structure and Function of ‘AI Educator’ ”,
“Design and Framework of Visualization Construction and Evolution System
of Ontology”, etc.

Due to the possibility of multiple collaborations between authors, this study
adopts a weighted degree centrality algorithm. It is found that degree centrality
is greatly affected by the number of authors in a single article. There are as
many as eight authors cooperating in multiple articles, and the authors with
high degree centrality generally cooperate with multiple scholars. Among them,
Yu Shengquan of Beijing Normal University has the highest network centrality
of 9.0, while Li Shuyu of Beijing University of Aeronautics and Astronautics and
other 17 people have a network centrality of 7.0. In addition, from the perspective
of betweenness centrality, Yu Shengquan (50.5), Lan Guoshuai (30.0), and Ma
Ning (27.0) have high betweenness centrality, which shows that they play a bridge
role in the collaboration of authors. According to the content of the papers



356 Z. Chen et al.

published by the authors, these authors generally have a profound academic
research background on educational technology and knowledge graphs. As a
practical discipline to promote and improve the quality of education, educational
technology plays an important role in solving practical educational problems by
using systematic methods and tools.

3.6 Distribution of Data Sources

Knowledge graphs is widely used in educational research. The commonly used
databases include CNKI and Web of Science(WOS). In terms of CNKI database,
as shown in Table 2, the number of studies with CSSCI journal papers as a sam-
ple is the largest, up to 115, accounting for 29.95% of the total data sources, 56
core journals, accounting for 14.58%. These two kinds of sample selection meth-
ods mainly consider the contribution of sample quality to the research topic, so
the relevant literatures in general journals are excluded. However, there are still
85 articles based on all relevant CNKI journals. This choice is not only to list all
the relevant academic literature, but also to increase the sample size. However,
to a certain extent, it will be disturbed by relatively low quality research. The
interference of literature affects the reliability and scientific of research conclu-
sions. The WOS database also has the same characteristics. There are 65 articles
taking SSCI, SCI and A&HCI journal as samples, accounting for 16.93%, but
there are still 14 literatures taking all WOS papers as sample sources.

Usually when querying in the database, researchers will limit the citation
database, time interval, subject keywords and other elements, export them into
formatted data, and clean out the content irrelevant to the research. For exam-
ple, when Wang Youmei [15] explored the research status and development trend
in the field of e-schoolbag in China, he limited the topic to “e-schoolbag” on
CNKI, and the data source were the general network database of Chinese aca-
demic journals and excellent master and doctoral dissertations, and the time
interval was 10 years before the author published the paper. Zheng Yafeng’s [17]
in the research on the topic structure of international flipped classroom, the
data comes from the WOS core database, which includes seven sub databases:
SSCI, SCI-EXPANDED, CPCI-S, CPCI-SSH, A&HCI, CCR-EXPANDED, and
IC. The time interval is the first 15 years from 2000. The topic is limited to
different English names in the development of flipped classroom, and 216 valid
data records are obtained.

In addition, scholars have made extensive explorations on the definition of
subject headings and the scientific nature, among which there are some novel
researches, such as the atlas analysis of the proposal of the Teacher’s Congress
through natural language processing, so as to provide an objective basis for
improving the internal governance of universities [6]; By using the method of
word frequency statistics and knowledge graphs, this paper analyzes the inheri-
tance and difference between Confucius and Yan Zhitui’s educational thoughts in
the text of “The Analects” and “Yan Family Instructions” [3]; By using MOOC
platform course video subtitles and forum data to establish a knowledge graph of
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specific courses, and discuss the teaching reflections and model transformation
in the “post-MOOC era” [12].

Table 2. CNKI educational literature knowledge graph author’s data sources

Source Count Ratio

CSSCI 115 40.21%

CNKI Journals 85 29.72%

Chinese Core Journals 56 19.58%

Master and PhD thesis 30 10.49%

3.7 Distribution of Data Processing Tools

Knowledge graph is mainly through the form of vivid and intuitive pictures to
dig out a large number of potential information hidden in educational resources.
The commonly used graph tools include Citespace, Ucinet, NetDraw, VOSviewer
and so on. In this study, the data processing tools used in the relevant research
were statistically analyzed. According to the results in Table 3, there are 248
literatures using Citespace software, accounting for 70.45%, which fully shows
the unique characteristics of Citespace. With the development and extension of
knowledge graph research, the research methods are complex. Researchers grad-
ually use multivariate statistical analysis, citation analysis, co-citation analysis,
word frequency analysis, author cooperation analysis, social network analysis
and other methods to interpret the knowledge map. Among them, SPSS (79
articles), Bicomb (62 articles), Excel (29 articles) and other software are mostly
used for co-word analysis. Co-word analysis can quantify the correlation strength
of keywords in the research area, so as to reveal the Knowledge structure and
trend in this field. However, the authors lack a systematic analysis of other
methods and tools in relevant research, which leads to the nonstandard, lax,
and unsystematic use. Some scholars make subjective and artificial clustering
through empirical judgments, which brings one-sided and bias to the research;

Table 3. Distribution table of Data Processing Tools for related research (part)

No Tools Count No Tools Count

1 Citespace 248 7 SATI 15

2 SPSS 79 8 Bibexcel 13

3 Bicomb 62 9 VOSviewer 8

4 Ucinet 40 10 ROSTCM 5

5 NetDraw 31 11 HistCite 5

6 Excle 29



358 Z. Chen et al.

some scholars directly import data by using co-word software, and do not prop-
erly merge and clean up the approximate topics, resulting in data sparse after
clustering.

4 Conclusion and Thinking

This study reviews and summarizes the application of knowledge graphs in edu-
cational research in China, which can not only objectively present the current
research status in this field, but also accumulate experience and strength, which
will lay an empirical foundation for follow-up research. Based on the above anal-
ysis, the following four considerations are proposed for future research and prac-
tice.

1. Focusing on hot topics, using the “one matter, one discussion” template inter-
pretation is more. It is common for some important problems in the field of
education, even ancient themes. The research field is relatively concentrated,
and there is no lack of repeated research at a lower level. At the same time,
scholars lack of systematic construction of research methods, the systemati-
zation and inheritance of research results are poor, and the standardization of
research needs to be enhanced. According to this data set, some researchers
used the same research structure to repeat the low-quality papers in the field
of subtle changes. Researchers should be guided by scientific and systematic
methods and real problems, and explore the level and quality of educational
research from the perspective of knowledge graphs.

2. CiteSpace has been paid close attention to by researchers in Bibliometrics, but
it is not suitable for all academic researches in the field of educational. Chen
Chaomei, the software designer, points out that CiteSpace is more suitable for
studying the evolution of a certain topic, and it needs targeted topic retrieval.
Ke Wentao [7] suggested that researchers should check whether the research
field can be divided into two or three research fields before using the software,
and query with keywords with high identification, fine-grained and subject
matching.

3. The author’s cooperation network and the organization cooperation network
are relatively sparse. On the one hand, because some authors have completed
the research alone, there is no connection between the author entities, which
indicates that there is still a lack of interactive cooperation in this field; on the
other hand, there is a large number of interdisciplinary cooperation within
the research institutions, and there is a lack of Cross University cooperation,
which indicates that the efforts of multi-party participation and integration
in academic achievements need to be strengthened.

4. The cluster analysis of the authors of the same name needs further study. The
author’s identity setting will change the unit due to reasons such as further
education and employment. At present, there is no better research scheme
to integrate the same author. This paper crawls the link from the CNKI
bibliography page to the author’s personal homepage information. First, the
author with the same CNKI ID is taken as an entity, and then the author
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entity with the same name is merged according to the author’s name, unit,
historical co-author, research field and other comprehensive information on
the Internet.

5. At present, there are many researches on the theoretical level of educational
knowledge graphs, but the practice needs to be deepened. The research focus
of education knowledge graph has gradually changed from literature metrol-
ogy in the visual field to artificial intelligence using big data to help improve
the quality of education. Under the support of knowledge graph and data
driven to assist education: there is a better way for students to find and
fill the gaps of subject knowledge points, clear learning path, and a better
way of interdisciplinary knowledge modeling and fusion. The development of
intelligent teaching question answering system based on knowledge map and
accurate knowledge search engine can also provide great help for teachers
and students. It is worth noting that at present, this field basically stays in
theoretical research, and how to play its role in combination with practice
needs further exploration.
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Abstract. Python has become a hot spot for people to learn, but beginners who
lack the relevant expertise can’t find the right course among the numerous learning
resources of python. Therefore, based on python courses on MOOC of Chinese
universities, the paper uses AHP and data mining to evaluate courses from the
curriculum, student activity, students comment on several aspects and filters out
python courses for beginners.

Keywords: Online learning · Python courses · AHP · Course evaluation

1 Introduction

As a product of Internet and higher education, online learning platform has become
an important tool for students’ daily learning, it provides rich learning resources for
students. During the outbreak in 2020, the Chinese Ministry of Education organized 22
online platform to provide free online course more than 24000, countries also use online
learning platform to provide services for the students to learn at home. Online learning
platform played an incomparable advantages compared with offline classroom. Online
learning is convenient, selectable and not subject to the site, it become an important way
for the learners’ learning. And more and more people will focus on the study of online
learning platform.

Programming languages have always been a hot topic. Whether dealing with related
applications or doing some research, programming languages are indispensable tools
for us. It can help us save a lot of time and make us finish the task more efficiently. With
the development of artificial intelligence techniques, python has become a hot topic for
people to learn with its concise and powerful artificial intelligence algorithm library
[1]. Because of the advantages of online learning, such as convenient, selectable and
so on, many students choose to take Python courses on online platforms. However,
because of the abundant and numerous characteristics of online learning resources,
learners cannot locate the appropriate learning resources accurately, it has caused a
certain amount of trouble to learners’ learning efficiency. In particular, beginners may
not be able to understand and absorb the course content well due to the lack of relevant
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professional knowledge. They may not be able to find suitable courses from a large
number of “zero-basis” courses directly.

At present, China’s online learning platforms mainly include Chinese university
MOOC, super star learning link, rain classroom, Tencent classroom, youdao quality
course, etc. Among them, Chinese University MOOC has many courses and is well-
known. Therefore, this paper takes python courses on MOOC of Chinese universities[2]
as an example and uses data mining, word cloud analysis and AHP methods to evaluate
courses from course opening, student activity, student comments, etc. And the python
courses suitable for beginners are screened out.

2 Related Work

At present, many researches define curriculum evaluation as evaluating the performance
of students. Liu Zhijun [3], Zeng Xiaoping [4] and others have done some researches
on developmental evaluation in curriculum. There are also researchers who evaluate the
course itself, and the course evaluation in this paper belongs to this type.

In [5], ZhuLingyun et al. analyzed and summarized the evaluation standards of online
courses, and they summarized the research status of online course evaluation. And many
scholars designed evaluation indexes of online courses based on AHP method. Wang
Lizhen et al. evaluated the online course “Information Technology and Curriculum Inte-
gration” from the perspective of teaching practice based on AHP [6], and Xing Hongyu
designed the online course evaluation index system by combining AHPmethod and Del-
phi method [7]. Some scholars also use fuzzy mathematics to evaluate online courses,
such as [8]. Zhang Jiajian et al. believed that AHP and fuzzy evaluation were not easy
to operate in course evaluation, so they proposed to use network metrology method to
quantitatively evaluate online courses from the perspective of learning performance [9].

These researches mostly evaluated courses based on the content design and quality
of the course, they fail to classify and analyze the learner’s knowledge background, and
they are not helpful for beginners to find suitable courses. Therefore, this paper considers
the feature that beginners’ knowledge reserve is not deep, uses data mining technology
to crawl course information and comments, and combine AHPmethod to evaluate online
courses from the curriculum, students comment on several aspects.

3 Evaluation Method and Process

The purpose of this paper is to crawl and analyze the python course information and
course comments from MOOC of Chinese universities, and evaluate the python course
to choose one suitable for beginners. This experiment mainly includes five steps of data
query, data retrieval, data cleaning, data analysis and course recommended, as shown in
Fig. 1.
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Data Query Data Retrieval Data Cleaning

AHPTabbed

Course information Comments

Course
ecommended

Fig. 1. Process

3.1 Data Acquisition

MOOC of Chinese universities platform applies Ajax (Asynchronous Javascript and
XML), so there is a time difference between the target data transmission and other
data transmission in the web page. We use the selenium which can simulate user in the
browser to access web to simulate the User-Agent camouflage crawler to visit MOOC of
Chinese universities. We take breadth-first strategy. We crawl the links for each course
from the start page and put them in the link pool. Then programwalks through each link,
crawls the course information data and course evaluation and cleans the data. Specific
steps are as follows:

(1) Access the starting page and use the page-turning technique.
(2) Put the links of each course into the classified link pool.
(3) Traverse each link to visit the course details page.
(4) Crawl the target data, including the teacher of the corresponding course, time,

whether it is a quality course, etc.
(5) Crawl user comments, user comments adopt AJXS architecture to turn pages in the

same URL.
(6) If there are still unvisited classification links in the classification link pool, repeat

step 5 until all the classification links is visited.
(7) Eliminate redundant information and clean data.

3.2 Course Evaluation

3.2.1 Index Selection

The quality of the evaluation index is the key to the evaluation effect. Whether the
evaluation index is scientific and reliable will affect the accuracy of evaluation, so it
is necessary to follow certain principles. The evaluation index follows the following
principles:

(1) The objective(scientific) principle

The selection of indicators should be based on scientific theories. We should be
carefully analyzed and combined with the characteristics of online courses to select
indicators.
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(2) Systematic principle

We should stick to the viewpoint of system theory and look at problems comprehen-
sively and deeply. We should not only distinguish the differences between indicators,
but also explore their connections and combine them to look at problems.

(3) Simplicity principle

The indicators in the evaluation model should be simple and clear, so as to avoid the
difficulties caused by toomanyor repeated indicators.Andwe shouldmake the indicators
of the evaluation system easy to obtain and the operation process of evaluation more
concise.

(4) Principle of representativeness

The evaluation indicators should be representative and suitable for accurate eval-
uation of online course results, so that the evaluation results conform to the objective
reality.

Through existing literature about course evaluation and combining with the avail-
ability of data, this paper chose the number of classes, number of participants, number
of comments, and course grade four indicators to carries on the preliminary evaluation
about the quality of the course.

The number of courses opened can measure the frequency and activity of course
updates, and it reflects whether the course will be updated and improved. The number
of participants is a direct reflection of the popularity of the course. The number of
comments can also reflect the popularity of the course, but it is more likely to evaluate
whether students have a tendency to communicate after participating in the course. To
some extent, it can reflect the quality of the course content. Course grade can represent
students’ experience of the course and it is a direct indicator of the relationship between
the course and students.

The correlation between the four indicators is less than 0.8, the correlation is not
strong, so we can choose these four indexes.

3.2.2 Normalization

Due to the large data gap between the course data (the zigzag line in Fig. 2), it is necessary
to normalize the data. Normalization is the scaling of data to a specific interval between
the given minimum and maximum values or the conversion of the maximum absolute
value of each feature to a unit size. This method is a linear transformation of the original
data. The data is normalized to the middle of [0, 1]. The normalized results are shown
in the flatter line in Fig. 2.
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Fig. 2. Normalized results

3.2.3 Determine the Index Weight By AHP

AHP [10] analyzes the correlation between each index. It compares each element at
each level in pairs and obtains the comparative scale of relative importance according
to a certain scale theory. Then it establishes the judgment matrix to calculate the weight
vector. The main steps are as follows:

(1) Construct comparison matrix according to scale theory
(2) Normalize the judgment matrix
(3) Find the maximum eigenvalue and its eigenvector
(4) Consistency test

The weight of each influencing factor is determined by establishing the hierarchical
structure model, constructing the judgment matrix, obtaining the weight and conducting
the consistency test (Table 1).

Table 1. Judgment matrix

Number of classes Number of
participants

Number of
comments

Course grade

Number of
classes

1 3 3 1/2

Number of
participants

1/3 1 1/2 1/4

Number of
comments

1/3 2 1 1/3

Course grade 2 4 3 1

Through consistency test, the final index weight obtained from the judgment matrix
is shown in Table 2.
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Table 2. Index weight

Index Weight

Number of classes 0.30

Number of participants 0.09

Number of Comments 0.16

Course grade 0.45

3.2.4 Result

According to the weight of each index and index data, the weighted average algorithm
is used to obtain the course evaluation score. We sort course according to the course
evaluation score. The sorting result is shown in Fig. 3.

Fig. 3. Result

3.3 Comment Analysis and Results

Then we did a textual analysis of the course evaluation data (comment content, number
of comment thumb up). The example of word cloud analysis results was shown in Fig. 4.
Then we use TF-IDF to label the course, and the tagging example was shown in Fig. 5.

According to the results of tagging and the course evaluation score in 3.2, the python
language programming course of Beijing Institute of Technology, which has a high score
of 3.2 and an entry level tag, is selected as the recommended course for python beginners.
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Fig. 4. Cloud analysis results

Fig. 5. Tagging example

4 Conclusion

Using online platform to learn python is a hot choice for many language learners. Using
technology of datamining analysis processing to solve the problem is the current research
trends. So this paper evaluates python courses on MOOC of Chinese universities com-
bined with big data mining, analysis technology and AHP method. It provides an idea
for online platform to evaluate the course. And according to the problem that begin-
ners’ knowledge background is not deep enough to judge the suitability of the course
intuitively and quickly, this paper uses students comments for text analysis and selects
python courses suitable for beginners according to labels and course quality evaluation.
It solves the problem that beginners could not locate the appropriate online learning
course accurately.

This paper only uses existing data of the online course (contents, introduction, com-
ments, etc.) to evaluate the online course. To a certain extent, the result can reflect the
relevant information of online course. But it is not accurate enough. In the later study, we
can combine the specific behavioral data of learners to evaluate courses more detailed.
It is also possible to use clustering and other methods to classify learners’ behavioral
preferences more specifically, so as to achieve a more complete evaluation of the course
and thus achieve personalized recommendation.
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Abstract. The burgeon of online education platforms and online training plat-
forms represented byMOOC has brought new development opportunities for edu-
cational innovation. In so many educational and training scenarios, there is a large
amount of distributed users’ learning data, which leads to the non-standardization
of learning data collection and the non-uniformity of storage. In this paper, we
design a process-oriented model for evaluating learning indicators. Then, we take
KFCoding, which is an online training platform, as a case study to gather data
for the learning process. Finally, we model the collected data and analyze the
relationship between learning process data and learning outcomes.

Keywords: Online learning platform · Process-oriented · Learning behavior ·
Data collection

1 Introduction

E-Learning learning system is a learning platform that integrates online learning
resources and intelligent recommendation technology. The basic idea is to obtain stu-
dents’ learning behaviors through the online learning platform, use information retrieval
technology to recommend learning resources that meet students’ scenarios, and provide
students with large-scale learning services [1]. Massive Open Online Course (MOOC),
which is a typical example of an E-Learning learning system, has increasingly played
an irreplaceable role. It breaks the boundaries of traditional education area and time,
and realizes the relative fairness of educational resources [2]. MOOC platforms such
as Coursera, Udacity, edX, and Learning Classes Online have attracted a huge number
of schools, teachers, courses and students [3, 4]. The emergence and large-scale use
of MOOC has changed the way content is organized while changing the way teachers
and students interact. However, MOOC is still far from being able to replace traditional
teaching methods. It is difficult for teachers to understand the details of the learning pro-
cess of their students, which leads to trouble tracking the teaching process, evaluating
the effectiveness of teaching at a consistent granular level, and personalizing teaching.

At present, these learning platforms are distributed with hundreds of millions of
learners from all over the world. The learning data of their courses records the learning
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W. Gao et al. (Eds.): FICC 2020, CCIS 1385, pp. 369–380, 2021.
https://doi.org/10.1007/978-981-16-1160-5_29

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-1160-5_29&domain=pdf
https://doi.org/10.1007/978-981-16-1160-5_29


370 J. Fan et al.

trajectories and learning preferences of everyone. If these records can be obtained, the
analysis of these data can greatly improve the efficiency of learning, and can help the
learners to understand their own learning conditionsmore clearly. It is possible to develop
a set of their own learning courses, so as to achieve diversity and personalization of
education, to achieve the purpose of teaching according to their aptitude [5]. Therefore,
the following problems exist: 1. Inability to measure learning against online learning
data. 2. The data collection is not standardized, which is reflected in the differences in
the collection methods of various platforms. 3. The data storage is not uniform, which
is reflected in the large differences in storage methods of various platforms. 4. Poor
reliability in data analysis, reflected in the single source of data analysis.

The main contributions of our work:

1. A quantitative learning indicator model for the online learning process is proposed
to evaluate students’ learning.

2. We implement a system that supports a custom approach to collecting various learn-
ing trajectories for the online learning platform, which supports uniform data for-
mat definition, standardized data storage, and multiple data source collection. It
also supports real-time import of learning data and real-time monitoring of learning
status.

3. We model the collected user data and analyze the relationship between learning
process data and learning outcomes.

2 Related Work

Lee et al. [6] studied learning strategies that corresponded to learners’ personality traits
during online learning in different online environments; Yang and Tsai used question-
naires to collect information and explore learners’ learning environment preferences and
learning beliefs during online learning; Baker [7] used Web data mining techniques to
model learning quality assessment in response to the fact that learning quality is poor
in current online learning systems. Shuang Li [8] et al. constructed a framework for
the analysis of online learning behavioral input based on the learner’s behavioral input,
and based on the results of the research analysis, they concluded that online learning
behavioral input measurement has a greater impact on course performance. Zhuoxuan
Jiang et al. [9] classified and explored online learning behaviors with respect to the
characteristics of learners in the MOOC learning platform, and studied the strong rela-
tionship between online learners’ learning behaviors and learning outcomes. Qiang Jiang
and Wei Zhao [10] et al. comprehensively analyzed the relationship between learners’
behavior and outcomes based on big data analysis in 4 dimensions: data and context
(What), beneficiaries (Who), methods (How) and goals (Why). Chao-Kai He [11] used
Logistic regression to predict performance by analyzing the learning behaviors that exist
in large- scale online classrooms, identifying the potential learning behavioral character-
istics of learners, uncovering representative learning behavioral characteristics, and thus
achieving the effect of improving the quality of education and teaching. Shaodong Peng
[12] identified three kinds of mining objects: server logs, platform course databases, and
forum post collections, based on the intersection level perspective, and used big data



Process-Oriented Definition of Evaluation Indicators, Learning Behavior Collection 371

analysis techniques to excavate the general framework of three kinds of learning behav-
ior characteristics: operational behavior patterns, activity behavior patterns, and speech
behavior characteristics. Yang Zong et al. [13] applied the logistic regression method to
discover the relationship between learning behavior and learning outcomes and obtained
key indicators to predict learning outcomes. Zhi Liu et al. [14] used discourse analysis
to study forum interaction data, interaction topics, interaction emotions, etc.

3 System of Learning Evaluation Indicators

3.1 Overall Definition

Learning assessment is an important prerequisite for pedagogical decision- making,
and effective learning evaluation depends on a comprehensive and reliable assessment
base. Traditional teaching and learning evaluations have problems such as single subject,
insufficient basis, one-sided content and subjective approach. Big Data focuses on deep
mining and scientific analysis of multidimensional, large amounts of data to find the
implicit relationships and values behind the data, helping tomove educational evaluation
from speculation based on small sample data or fragmented information to evidence-
based decision making based on comprehensive, holistic data.

Traditional assessment methods, which focus on assessing students’ mastery of
knowledge, ignore behavior and performance in learning activities and are not conducive
to diagnosis and timely intervention in learning situations.

In the design of the evaluation indicator system, it is necessary to consider not only
the final effect of learning, but also the evaluation of the learning process. Therefore, on
the basis of the educational goal classification theory of educators such as Bloom and
Simpson, we propose to build an evaluation indicator system for the learning process
from the three dimensions of learning style, learning participation and learning effect, in
which learning style measures the non-intellectual factors of learners, including learn-
ing interest, learning attitude, learning methods and learning habits and other factors;
learning participation measures the degree of participation of learners; learning effect
measures the degree of learners’ ability to contribute to the completion of learning, we
proposed evaluation indicators from learners’ knowledge application ability, practical
ability, thinking ability, collaboration ability, self- learning ability and other aspects. The
dimensions involved in the evaluation indicator system are shown in Fig. 1.

3.2 Detailed Definition

In this paper, Our research on learning inputs in e-learning mainly involves descriptive
analysis of learning inputs in e-learning, analysis of influencing factors, and analysis
of the association between learning inputs and the quality of learning. We divide the
learning inputs into four dimensions of participate, focus, regularity, and interaction,
each of which contains several second-level dimensions underneath. Since there are
many indicators of learner engagement in learning, representative dimensions are chosen
for illustration. As shown in Table 1.
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Fig. 1. System of process-oriented learning assessment indicators

Table 1. Metrics for learning input models

Learning input dimension Learning input indicators Measure of learning input

Focus Landing average time Average time during each learning

Quality of coursework Quality of coursework submitted by
learners

Participate Login learning space Number of login

Browse courses Number of browse

Participate activities Number of participate

Regularity Learn on time Whether to attend on time

Average interval Mean of landing time interval

Landing interval Interval between logins

Interaction Post Number of posts

Upload resources Number of resources uploaded

4 Preliminary Knowledge

We use the KFCoding online training platform as a case study to implement the detailed
metrics defined in Sect. 3. We adopt LRS and Experience API technologies as our
implementation approach to collect theLearning data for students oriented to the learning
process.

4.1 KFCoding

KFCoding [15] is an online training platform developed by the X-lab laboratory based
on the specific landing application representative of MOOBench. The system archi-
tecture is shown in Fig. 2, and the vision is to provide one-stop training service and
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interactive learning experience. The platform is currently divided into six major sec-
tions: open source university, content creation, fast experience, school teaching, prac-
tical training and children’s programming. In the school teaching section, the online
training platform is introduced into the curriculum teaching. In terms of course content,
dozens of courses including current popular deep learning, cloud computing, and big
data processing systems have been produced for students to learn.

Fig. 2. The overall architecture of KFCoding: The system is divided into presentation layer,
service layer and infrastructure layer.

The infrastructure layer mainly provides hardware resources and network control
management for upper-level services and applications. Infrastructure services, including
data storage and distribution at the data layer, various applications at the application layer,
and cloud services and delivery ofmessages at the support layer.At the presentation level,
it provides teachers and studentswith course production and course learning environment
respectively.

4.2 LRS

LearningRecord Store (LRS) is a learning database that can store activity types including
mobile applications, games, simulators, and online courses. LRS is the main component
of the experienceAPI ecosystem. It is used to receive, store, and return data about learning
experiences. These data can also be shared with other systems, and data analysis can be
adaptively learned in the form of reports. When running an LRS system, the collected
data can be simply analyzed and sorted, and the learning status of the learners can be
evaluated in the form of charts to facilitate the timely development of solutions [16].
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Through the unified deployment of LRS, the learning data of the MOOC platform
and the training platform are injected into the LRS, which can solve the problem of
non-uniform data storage.

Table 2. Statement property

Property Description

ID System automatically allocates

Actor Differentiate different learners to ensure the accuracy of the entire system

Verb Describe the learner’s action state

Object Describe the learning goals

Result Representing test results

Context Provide specific context for declarations and refine data analysis

TimeStamp Record when learning took place

4.3 Experience API

Experience API (xAPI) [17] is the next generation of SCORM, a technical specification
for recording learning records, with simple and flexible features [18]. It can track the
recorded fields not only learning in the mobile, simulation, virtual world, and game
fields, but also events in the real world, scene applications under experiential learning,
learning data in the social field, offline learning and collaborative scene learning [19].

When users learn courses in the learning system, the learning events can occur
anywhere, and these events can be represented by different sentence components. All
these data can be recorded through xAPI. These services carry a JSON load. When users
learn courses, they will generate corresponding activity records. The specific scenario
description is shown in Table 2.

5 Implementation of Indicators

The LRS system is deployed as a storage repository, which can handle the standardized
data structure formats. Generally speaking, the most basic structure that needs to satisfy
the actor-verb-object, such as “Jerry is cleaning the room” is the most basic syntax
structure defined. This definition of structure can be useful for understanding every event
that happens. Knowing who did what at what time is the simplest way to record data for a
learning process. There- fore, it is particularly important to define accurate descriptions
of actions and events, which can guarantee that you will get an authentic record of
the learning process. In addition, a standard set of built-in action event definitions is
also available, which is also very convenient for users to call. The description of each
statement is the most basic record of an event, and the records are stored uniformly in
JSON format. For actors, there is an “mbox” attribute, which is a unique value describing
the identity of the user; for verb, it has an”ID” attribute, which describes the specific
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content of the action; for object, it also has an”ID” attribute, which describes the specific
content of the object. When a basic statement is defined, it can be sent to the deployed
LRS system through ADL’s sendStatement.

On our online training platform, we use xAPI to collect data for website users’
learning data. The main structure is shown in Fig. 3. First, the LRS system is deployed
on the server to store the collected data, which can solve the problem of unified storage of
data. Then, pre-configured scripts for collecting data are ported to KFCoding website. In
the website, extensive types of learning data are easily observable, including educational
videos, course knowledge, practical sessions, and case studies, etc.When a user conducts
an operation on the page, an event is triggered. Once the back-end authority control
module confirms that the information can be collected, the collected information will be
returned to the LRS for standardized storage through the HTTP service. For the records
that have been stored in the LRS, we can use common chart analysis tools for visual
analysis to understand the state of student learning. Further, we can model and analyze
the stored data in a machine learning way.

Fig. 3. xAPI adapts KFCoding

Table 3. Verb form of KFCoding LMS platform

ID Verb Describe

1 Select-school Record which school the user clicked

2 Select-course Record which course the user clicked

3 Select-units Record which units the user clicked

4 Select-unit Record which unit the user clicked

5 Learn-unit Record how long have the user learned

It is notable that the collection of student learning events is specific to a particu-
lar scenario. In order to collect learning data across the network to comprehensively
reflecting students’ learning behavior, we define functions to collect data right where we
initialize the course master template, which can guarantee that any courses added to the
website in the future will be automatically added to the data collection system.
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In order to better meet KFCoding’s data collection needs, we use custom actions and
event types. The action’s definitions are shown in Table 3, which defines three actions
including selecting a school, selecting a course, and selecting a unit. The definition of
event types is shown in Table 4. There are 4 types of schools, courses, units, and chapters.
In the school, there are 18 schools including open source universities and East China
Normal University. The curriculum includes dozens of KFCoding platform productions.

Table 4. KFCoding learning behavior Activity table

ID Activity Describe

1 School Include many universities

2 Course Include a series of courses

3 Unit Each course contains multiple units

4 Chapter Belongs to the next level of the unit

5 Duration How long the learner stayed on a page

6 Display and Analysis of Learning Behavior Data

At present, the learning records of more than 2,500 users on the platform have been
recorded, with a total of more than 100,000 pieces of data. And it’s still being generated
by the thousands of records every day.

Fig. 4. Basic charts Fig. 5. Highly customizable chart

Figure 4 shows the visualization functionality based on the X-lab organization.
At present, the system interface provides about 10 kinds of charts that can be used,
which basically includes all common types. This also implies that you can essentially
demonstrate your students’ behavioral data in any kind of graphical format.

It is worth mentioning that all the charts are highly configurable. As shown in Fig. 5,
we can not only customize the basic information such as the horizontal and vertical
coordinates and title of the chart, but also set the information and display designation
in any period. More advanced, it can completely achieve more complex requirements
by building custom query. In addition, what is more attractive is that all these charts are
interactive in real-time, which means that the chart will refresh automatically when any
of the parameters has changed.
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Fig. 6. Data field details

As shown in Fig. 6, It is a complete record of all learning behavior events, with the
raw data stored and presented in a JSON format. It mainly includes 5 fields, in which
the actor filed represents the learner information, the timestamp field illustrates the time
recorded, the result field has a duration attribute that represents the time spent on a page,
the verb field exhibits what action did user choose, the objective field describes what did
users do.

Fig. 7. (a) shows that the average learning time of the user on one page. You can see that the
median is about 400 s. (b) shows that who are the most active people. (c) describes how traffic has
changed over the past 24 h. (d) describes the relationship between visits and clicks in each hour
over the past 30 days.

As shown in Fig. 7, due to space constraints, we extract a portion of the student’s
behavior data to display. (a) illustrates the percentage of time students devote to learning.
As can be seen from the figure, about 2% of students spend an average of about 200 s
per learning record, approximately there are 25–50% of people who spend about 400 s
per study, and about 50–75% of people who spend the time is around 900 s. The last
remaining quarter of the population often spent more than 1,000 s per study. Therefore,
it is possible to know exactly how much time each student has spent on studying at any
given time in the past. Based on this, students who usually spend little time on learning
can be promptly reminded and intervened. In this way, the inappropriate learning process
can be achieved in the timely detection and correction.
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(b) exhibits the distribution of the number of students’ click events. The horizontal
coordinates represent the total number of records of students studying on the website in
a week, and the vertical coordinates indicate the students’ number information for all
students. Only the last four digits of the student number are kept for the user’s privacy
and security. It is obvious that the last four digits of the student number 2126 has the
highest number of learning events in a week, nearly 160. This would also mean that the
total number of all the student’s learning records would be recorded and updated in real
time. As teachers, they’ll be able to keep track of and judge how well students are doing
for the week based on the amount of learning they’ve recorded.

(c) responds to the change in learning events over the past 24 h. The horizontal
coordinates indicate the moments of the day, and the vertical coordinates denote how
many learning records the students had at each moment of the day. From the data in
the figure, we can see how much the students’ learning records have changed over the
past 24 h. Furthermore, this allows us to understand each student’s learning patterns and
to find out what time of day is appropriate for learning, so that we can personalize the
learning process for each student.

(d) describes the relationship between visits and clicks in each hour over the past
30 days. The horizontal coordinate shows the number of people who have had a learning
record, and the vertical coordinate indicates the number of learning records. From the
figure, we can see how the relationship is be- tween the number of learning records and
the number of records and how the overall trend is changing. Based on this, we can
speculate on future trends and rationalize subsequent teaching efforts.

Table 5 shows the coincidence rate of the student performance interval and the
corresponding clicks. The score is divided into 3 sections from the minimum to the
maximum, which are 68–76, 77–85, and 86–94. For each section, it is divided into
low, middle, and high sections. Then the data of student clicks was equally divided
into 3 intervals according to the same method, which were 30–87, 88–145, and 146–205
respectively. For each interval, the corresponding intervals are low,middle, and high. For
three sections of grades and three sections of clicks, count the number of students who
overlap in the same section, and calculate the proportion of the total number of people
who overlap in the section. From the table, it can be found that the proportion in the
low and high sections is 40%, and the highest in the middle section is 54%. In addition,
among the 17 people who overlaps, they account for 50% of the total 34. Therefore,
we can draw a rough conclusion: students’ behavior patterns and achievements on the
platform should show a positive correlation. As platform data becomes more abundant,
this relationship will become more apparent.

Table 5. KFCoding LMS

Grade Clicks Coincidence rate

68–76 30–87 40%

77–85 88–145 54%

86–94 146–205 40%



Process-Oriented Definition of Evaluation Indicators, Learning Behavior Collection 379

Fig. 8. Relationship between grades and clicks.

Figure 8 resonates the relationship between the students’ academic performance and
the number of learning records. We randomly select 35 students for the experiment,
and the horizontal coordinates indicate the student’s academic number and the vertical
coordinates indicate the number of learning records of the Quantity and performance. As
can be seen from the figure, the number of student records and academic performance
show a rough consistency, that is, the greater the number the more likely they are to get
good results.

7 Summary and Future Work

Firstly, we define a global perspective on the learning process-oriented evaluation indi-
cators that include learning style, learning result, and learning engagement indicators.
Secondly, we detail the design of evaluation indicators oriented to the learning process
in four dimensions: focus, participation, regularity and interaction. Then, we conduct a
case study on KFCoding, which is an online training platform developed by our labo-
ratory. Based on xAPI technology, we realize the collection and unified storage of all
learning data of students on the training platform. The standardized interface provided
by xAPI is used to interface with the KFCoding training platform interface framework,
to achieve standardized definition and collection of data. Finally, we model the col-
lected data and analyze the relationship between data on students’ learning processes
and learning results.
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Abstract. In the era ofBigData, all countries put innovation at the core of national
development. The Higher Education Department of the Ministry of Education of
the People’s Republic of China calls for the comprehensive promotion of the
construction of new liberal arts, with the aim of introducing the latest information
technology into the traditional liberal arts teaching. As a normal university, East
China Normal University is an important cradle to promote the “CS for ALL”
talents. Therefore, in the computer reform of Shanghai colleges and universities,
it takes the lead in the reform of computer basic teaching of New Liberal Arts.
The fundamental goal of this reform is to cultivate students’ Data Thinking and
improve their Data Literacy. Good results are achieved in the aspects of target
achievement degree and result satisfaction degree.

Keywords: New Liberal Arts · New Infrastructure · Data Literacy · Computer
Foundation Course · CS for All · Course reform

1 Introduction

The development of new generation information technology, such as Big Data, Artificial
Intelligence, Cloud Computing, Internet of Things and Blockchain, has had a profound
impact on the world economic and social situation. China places innovation at the core of
national development, attaches great importance to the development of Artificial Intelli-
gence and promotes the implementation of the national Big Data strategy. Colleges and
universities are an important base for training strategic reserve talents for the country. In
the stage of general education, the level of basic computer education is closely related to
the field of BigData and artificial intelligence. It is not only related to the improvement of
students’ personal ability, but also an important event affecting the national development
strategy and security.

The concept of New liberal arts was first proposed by Hiram College of the United
States in 2017. However, China’s “New liberal arts” is different from the “New liberal
arts” of other countries [1], emphasizing the promotion of new technologies and the
country’s demand for talents. In August 2018, the Department of Higher Education of

© Springer Nature Singapore Pte Ltd. 2021
W. Gao et al. (Eds.): FICC 2020, CCIS 1385, pp. 381–395, 2021.
https://doi.org/10.1007/978-981-16-1160-5_30

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-1160-5_30&domain=pdf
http://orcid.org/0000-0002-2134-3059
http://orcid.org/0000-0002-3491-3217
http://orcid.org/0000-0003-2952-1195
https://doi.org/10.1007/978-981-16-1160-5_30


382 Y. Bai et al.

theMinistry of Education of China proposed that it is imperative to innovate and develop
higher education, and comprehensively promote the New liberal arts [2], so as to provide
strong support for the realization of China’s education modernization in 2035.

In December 2018, China Central EconomicWork Conference defined 5G, Artificial
Intelligence, Industrial Internet and Internet of Things as “New Infrastructure Construc-
tion”. Themost important feature of theNew Infrastructure is Data-Based and Intelligent
[3]. It is the use of new technologies to empower the traditional infrastructure and pro-
vide a new growth point and breakthrough for the special economic situation in the
post-epidemic era. Similarly, in the process of the construction of New liberal arts in
colleges and universities, on one hand, it is necessary from the extension to make full use
of intelligent technology to transform the teaching environment and teaching mode; on
the other hand, it is necessary from the connotation to break through the barriers of tra-
ditional disciplines, and carry out “New Infrastructure”, so as to empower the traditional
disciplines by popularizing the new generation of information technology such as Big
Data and Artificial Intelligence in the basic computer courses. By improving students’
Data Literacy, as well as their ability to analyze, judge and make decisions on data, it
paves the way for traditional humanities and social majors such as literature, history,
philosophy, law and education, and helps traditional liberal arts majors to absorb new
technologies. In the future application scenarios, students can integrate their meticulous
work in the professional field with the latest development in the field of science and
technology, and produce new breakthroughs and insights that cannot be obtained only
by traditional research methods.

East China Normal University is a comprehensive and research-oriented university,
which belongs to the first-class universities in China. Each year, more than 3000 under-
graduate students are enrolled, and liberal arts students account for about one-third of
the total number of students. To cultivate liberal arts students with Data Literacy is to
cultivate “propaganda team”and “seeder” of “CS for ALL” (Computer Science for all
people) [4].

2 Preparation for Teaching Reform

“What’s past is prologue”. With the rapid development of Information Technology,
computer basic courses with Information Technology as the main teaching content are
required tomake corresponding tracking and adjustment, and the teaching contentmakes
a “disruptive change” almost every 3–5 years. Before this round of computer teaching
reform,EastChinaNormalUniversity has successfully completedmanycomputer course
reforms.

The last teaching reformwas started in September 2014. Themainwork is to establish
the basic computer teaching course system of liberal arts with Data Processing and
Management as the core. This course system aims to guide the liberal arts students
to master the basic literacy of effectively collecting, storing, processing, applying and
retrieving data and information by using computer hardware and software technology
through learning and practice, so as to lay a solid technical foundation for future work
such as information management, E-commerce, E-government, website construction,
decision support, enterprise resource planning, etc. The curriculum reform has been
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implemented for five years. The teaching and practice effect is good, and the expected
goal has been achieved. It has trained teachers and laid the foundation for the new round
of reform. However, the contents of Data Processing and Management series courses
can no longer meet the requirements of liberal arts students in the Era of Big Data, so it
is imperative to popularize the basic knowledge of Big Data and Artificial Intelligence.

In December 2018, according to the questionnaire of computer basic curriculum
reform carried out by 47 colleges and universities in Shanghai, 68.29% of the colleges
intend to choose “Data Analysis and Visualization” as an elective module on the basis of
the traditional and information technology based compulsory modules. In April 2019,
Shanghai Municipal Commission of education formulated The Reference Plan for the
Teaching Reform of Computer Courses in Universities and Colleges in Shanghai, which
proposed to “Actively respond to the newdemand for talent training in the new era and the
rapid development of the information society,with the goal of significantly improving the
information literacy of college students, strengthening the Computational Thinking of
college students and cultivating their ability to solve disciplinary problems by applying
information technology; to promote the teaching reform of university computer course”.

Under the above background, East China Normal University has become the van-
guard of the computer basic teaching reform in Shanghai. Since February 2019, ECNU
has started the construction and reform of new liberal arts computer basic courses aiming
at improving Data Literacy.

3 Objectives of Teaching Reform

The fundamental goal of this round of teaching reform is to cultivate students’ Data
Thinking and improve their Data Literacy. The definitions of Data Thinking [5] and
Data Literacy [6] are not completely unified in domestic and foreign related research,
and there are different emphases in different subject area. Generally speaking, Data
Thinking refers to a way of thinking in which data is used to describe, understand, and
construct the world, and to explore solutions to transform the world by data; while Data
Literacy refers to having data awareness and data sensitivity, being able to effectively
and appropriately acquire, analyze, process, utilize and display data [7], and have the
ability of critical thinking and prediction of data,and is the extension and expansion of
Design Literacy and Information Literacy.

3.1 Improve Data Literacy

The core productivity ofArtificial Intelligence era is data. All walks of life need to benefit
from data collection, analysis, reasoning, prediction and insight. IDC, an international
data company, once predicted that the amount of data generated by the world in 2020will
be 50 times as much as that in 2011, and the number of information sources generated
will be 75 times that of 2011, and the amount of human Big Data will reach 163 ZB in
2025. These data contain great development opportunities to promote human progress.
To turn the opportunity into reality, we need to train a large number of talents with Data
Thinking ability and Data Literacy through basic computer education.
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Jim Gray, winner of Turing Prize and founder of relational database, proposed that
Big Data is not only a tool and technology, but also the fourth paradigm of scientific
research and a newmethodology for scientific research. LearningBigData is the exercise
and edification of an advanced way of thinking, a “liberal arts” education in the Era of
Big Data, and an advanced scheme to examine and answer traditional questions from
the perspective of Data Thinking and Data. Therefore, learning Big Data is also learning
from Big Data, of the Data, by the Data and for the Data.

3.2 Enhance Social Competitiveness

Individual competitiveness is the cornerstone of national competitiveness. Daniel H.
Pink, the author of A Whole New Mind, puts forward that “Three Senses and Three
forces” [8] are the most important six factors for winning the future of individual com-
petitiveness. The “three senses and three forces” refer to the sense of design, entertain-
ment, sense of meaning, storytelling, synergy and empathy, which are the objects of
attention and cultivation of traditional humanities. In the future, under the background
of Big Data Era, it is necessary to integrate the perceptual cognition and rational Data
Thinking ability, and to improve Data Insight through computer basic course training,
and obtain more knowledge creation and moral cultivation, so as to enhance students’
appeal, communication and persuasion in their respective professional fields.

3.3 Improve Comprehensive Creativity

During the construction of New Liberal Arts, we must think about the great influence
of scientific and technological revolution and industrial revolution on people’s mode
of production and life style, how to improve the quality of human life and living state,
enhance people’s spiritual realm, and reveal the common ground of human beings and
even the meaning of life [9]. To achieve these goals corresponding to the needs of the
times, we need talents with comprehensive creativity, that is, talents with both leadership
and creativity. Professor JasonWingard of Columbia University, leadership expert, once
pointed out that leadership is a kind of ability to integrate multi-disciplinary knowl-
edge [10], while Scott page, a political science professor at the University of Michigan,
believes in his book The Diversity Bonus that creativity is “the connection of different
ideas” [11] in order to obtain the driving force of innovation in professional fields, more
domain knowledge is needed, so as to have high decision-making power. The basic com-
puter education in Colleges and universities can just “tailor-made” and at the right time
to build a ladder of comprehensive creativity for liberal arts professionals in the Era of
Big Data.

4 Problems in Teaching Reform

4.1 The Course is Difficult and the Students’ Foundation is Weak

It is imperative to introduce Big Data into basic computer teaching in Colleges and
universities, but the troika of Big Data technology is Artificial Intelligence, Statistics
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and Data Visualization. These three basic technologies of Big Data all have technical
barriers for liberal arts students. Even students majoring in Artificial Intelligence and
Big Data can basically master the above three technologies only when they are senior
students or graduate students.

At the end of 2017, the Ministry of education of China officially released the Infor-
mation Technology Curriculum Standards for General Senior High Schools (2017 Edi-
tion), which aims to comprehensively improve the Information Literacy of all senior high
school students. However, the fact is that the time that middle school students under the
pressure of college entrance examination can spend on learning information technology
in high school is very limited. Comparedwith the threshold of learning BigData, the vast
majority of students enrolled are still “Zero basis”. Therefore, on the basis of respecting
the scientific law of education itself, we must design teaching content appropriately,
complete teaching material construction and arrange practice link.

4.2 High Hardware Requirements and Difficult to Achieve the Goal

Big Data refers to large and complex data sets, including massive, time-varying, het-
erogeneous, distributed, etc. These characteristics make the acquisition, storage and use
of big data very difficult. As a general course, the reform of basic computer teaching
in Colleges and universities requires that under the condition of the original hardware
equipment, every student can improve the soft power related to Big Data, and can actu-
ally operate and use big data. Therefore, it is necessary to find a new lightweight and fast
tool, new approach and new form that is easy to master, can understand and complete
a series of requirements such as big data storage, processing, analysis, prediction and
display, etc., and design new teaching content and practice content for this purpose.

5 Principles of Teaching Reform

In order to achieve the goal of reform on the basis of overcoming the above problems,
we set the following reform principles:

Find the Right Position. Limited by the foundation and class hours, the goal of com-
puter general education course can not be ambitious. Distinguished from the training
goal of professionals engaged in Data science and technology work [12], it should not
pursue purely technical difficulties. In the selection of teaching and practicing content,
more attention should be paid to the integrity of knowledge structure and the universality
of basic principles.

Steady and Scientific Collocation. On the premise that the teaching content has been
“revolutionary” changed, we should not pursue the large-scale demolition and construc-
tion of the teaching mode, but pay more attention to the reorganization and optimization
of the traditional teaching mode when arranging the teaching schedule and teaching
mode. On the one hand, we actively tries new teaching modes such as mixed teaching
mode, SPOC teaching mode and online teaching mode. On the other hand, we adheres to
the advantages of traditional classroom teaching, and follows the scientific and effective
ways that have been proved to have universal significance [13]. According to the Theory
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of Desirable Difficulty [14] and H. Ebbinghaus Forgetting Curve [15], the time interval
between the theoretical teaching and experimental teaching is arranged scientifically in
order to achieve the best knowledge internalization and sufficient “deliberate practice”
results [16], preview before class and review after class is achieved.

Quality and Efficiency First. In each class, we should scientifically grasp the intro-
duction of new knowledge and the horizontal connection with the old knowledge.
Researchers from the University of Arizona and Brown University have found that, as
shown in Fig. 1, the error rate of 15.87% can produce the fastest learning efficiency and
the most pleasant learning experience [17]. In other words, when reading and learning,
when about 85% of the knowledge is already mastered by the learners, and about 15% of
the knowledge is unknown, the effect is the best. This provides an important reference
for us to arrange the weekly curriculum objectives, classroom teaching, after-school
exercises and practical exercises.

Fig. 1. Error rate and trial number

Tamp theFoundation andAccumulate Steadily. With the rapid development of Infor-
mation Technology, the teaching reform must “revolutionary” adjust the teaching con-
tent and introduce the necessary new knowledge to cultivate Data Thinking. However,
the contents such as Computational Thinking, computer architecture, data representa-
tion, Internet foundation and so on are still classic. In the content design of teaching
reform, these underlying logic and foundation of information technology development
are concerned, and still arranged enough class hours, elaborate and practice.

Industry-University Cooperation byOpenness and Inclusiveness. Data analysis and
visualization emphasize application and practice, and can’t be done behind closed doors.
Therefore, from the research stage of the reform, we have carried out close cooperation
with Tableau, the world’s leading enterprise in the field of Data Analysis and Visualiza-
tion. It includes inviting senior engineers of Tableau company to participate in writing
practical chapters of teaching materials, and conducting lectures on data analysis for
teachers and students for many times. In addition, the president of Tableau Greater
China led academic exchanges with schools with experience in Data Analysis and Visu-
alization teaching, such as Nanyang Technological University in Singapore. When the
time is right, we will cooperate with leading companies in the field of Data Analysis and
Visualization based on accumulated experience, or explore more teaching and practice
of open-source Data Analysis and Visualization software.
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6 Specific Contents of the Reform

6.1 New Liberal Arts Curriculum System

In early 2019, East China Normal University designed and implemented the overall
framework of the New Liberal Arts computer teaching reform, according to the guid-
ance of Shanghai Municipal Education Commission on “Building a multi-level, multi-
module, self-construction course teaching system” based on the main line of “Improving
Information Literacy, strengthening Computational Thinking, and deepening integrated
application”, as shown in Fig. 2.

Fig. 2. New Liberal Arts computer course system

In view of the liberal arts major and some management majors in the University, it
is divided into four degrees of difficulties and promoted step by step. Among them, IT
practice course is an elective course for zero foundation students; College Information
Technology-Data Analysis and Visualization and Data Analysis and Big Data Practice
should be completed in the first year of University; while Computer Comprehensive
Practice-Integration with majors course should be completed in any semester of sopho-
more or junior year. The course of University Information-Technology Data Analysis

Fig. 3. Course content framework
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and Visualization and the course of Data Analysis and Big Data Practice are given in
two semesters, with 2 + 2 plus class hours per week per semester, including 2 online
or offline theoretical teaching and 2 offline experimental teaching; at the same time,
students are encouraged to conduct independent extracurricular learning with the help
of mobile teaching platforms such as ELearning. The teaching content framework is
shown in Fig. 3.

The first semester. Mainly includes four teaching modules: Information Technology
foundation, Data and data file management, computer network foundation and appli-
cation, and Data Analysis and Visualization basis. The teaching objectives are: to sig-
nificantly improve students’ Computational Thinking Ability and Information Literacy;
to enable students to understand the operation principles of computer, communication
and network systems; to enhance information awareness and cultivate good informa-
tion ethics; to promote students to integrate Data Thinking with various disciplines, and
initially have the ability to solve discipline problems and life problems by using Data
Analysis methods and Data Visualization technology. The details are shown in Table 1.

Table 1. Curriculum system of the first semester

Main knowledge modules Knowledge points Class Hour

Theoretical Experimental

Information Technology Overview of Information
Technology

8 2

Computer system

Development of Information
Technology

Information security and
Information Literacy

Computer network Application Foundation of data
communication technology

8 4

Fundamentals of computer
network

Internet foundation and
Application

Foundation and application of
Internet of things

Security technology in the
Information Age

File Management & Data
Processing

Data file management 6 12

Fundamentals of data processing

Foundation of Data Analysis and
Visualization

Fundamentals of data analysis 8 12

Database application foundation

Data visualization

Data analysis practice
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The second semester. Mainly including Big Data and Information Theory overview,
data acquisition, data processing, data analysis, data visualization, data security and
data release. Teaching objectives: on the basis of the first semester course, continue to
deepen and improve students’ Data Literacy, systematically learn the complete process
of solving Big Data problems, and strengthen the ability of using Data Analysis and Data
Visualization technology to solve discipline problems and life problems. The details are
shown in Table 2.

Table 2. Curriculum system of the second semester

Main knowledge modules Knowledge points Class hour

Theoretical Experimental

Overview of Big Data and
information theory

Basic concepts of Big Data 2 0

Big Data support technology
Introduction

Basic knowledge of information
theory

Data acquisition Data sources 4 2

Basic methods of data acquisition

Information crawling

Data processing Data cleaning 6 8

Data conversion

Data desensitization

Data Integration

Data reduction

Data analysis Data type 12 14

Function application

Prediction and analysis of time
series

Regression analysis

Cluster analysis

Data visualization Foundation of Data Visualization 4 4

Data Visualization tool

Data security and data release Big data security concept 2 2

Visual data sharing

6.2 Content and Form Innovation

Multiple Teaching Mode. The course of the first semester is carried out in the Mixed
Form of offline and online: teachers teach the key points of theory and practice offline,
and students complete the experiment in the computer room; online students use the
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ELearning platform to complete the preview before class, review after class, submit
homework and answer questions after class online. Due to the epidemic situation, the
course in the second semester has been changed to online completely. 11 teachers in the
team prepare lessons collectively, work together, share lesson recording and question
bank, and answer questions in cloud, providing a de facto MOOC environment for
more than 1000 students in the school. Preview and pre-class test are arranged one
week before class, and teachers can understand students’ learning situation through
background statistical function of ELearning. Instant messaging softwares are used in
class to support the teacher-student interaction, and the intensive teaching is strengthened
around the difficulties of the course. After class, homework is graded and comments are
fed back through the ELearning platform to analyze the learning situation.

In the pure online teaching, teachers have paid more time and energy to answer
questions, but on the whole, the efficiency of lesson preparation and teaching has been
improved, and the effect of Flipped Classroom has been realized by using pure online
method. What’s more, comprehensive online produces comprehensive Data. Through
the analysis of ELearning background data, we can get more granular user portraits of
students, so as to design more accurate and personalized teaching content.

Innovation of Teaching Content. According to the principle of reform, the contents
closely related to Big Data but rarely appeared in basic computer teaching in the past
are introduced. For example, an introduction to Information Theory was arranged in the
second semester. Information Theory is originally a professional course for senior under-
graduates and postgraduates of majors such as Electronics, Communication, Computer
and Automation. Systematic narration requires students to have sufficient Advanced
Mathematics, Probability Theory and Mathematical Statistics foundation, which are not
possessed by liberal arts students of zero basis of grade one. For this kind of “high-level”
content, we try to avoid complex mathematical formulas, introduce a large number of
practical cases, explain the key knowledge, help students inspire thinking and broaden
their horizons.

7 Achievements of Reform Practice

In 2020, the global outbreak of the COVID-19 situation has unexpectedly promoted
the Data Analysis and Big Data Practice course in the teaching reform from offline to
online. All the teachers of the research group led the students to overcome the difficulties
togetherwith the people of thewhole country and successfully completed the exploration
and practice of the first round of the reform. According to the National Standard for
Teaching Quality of UndergraduateMajors in Ordinary Colleges and Universities issued
by the Ministry of Education in 2018, the reform performed very well in many aspects,
such as goal achievement, social adaptability, condition guarantee, quality assurance
effectiveness and result satisfaction, and initially achieved the goal of the reform.

7.1 Textbook Achievements

Teaching materials are important support of teaching. Up to now, four supporting text-
books have been completed and published in this reform, as shown in Fig. 4. They
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are University Information Technology, Data Analysis and Visualization Practice, Data
Analysis And Big Data Practice and Experimental Guidance for Data Analysis and Big
Data Practice. The training of Computational Thinking and Data Thinking of liberal arts
students is sorted out, introduced and summarized from the outline and objectives. At
the same time, a large number of practical cases closely related to the actual situation
are provided.

Fig. 4. Published textbooks

7.2 Resource Outcomes

The course has established a set of teaching resources. The completed parts are shown
in Table 3. The concept question bank is still expanding.

Table 3. Resource outcomes

Types Quantity

Presentation College Information Technology, Data Analysis and Visualization
Practice, Data Analysis and Big Data ( 1 set for each)

Video Data Analysis and Visualization Practice, 80 segments, 270 min
Data Analysis and Big Data,101 segments, 1122.5 min

Question bank College Information Technology, Data Analysis and Visualization
Practice, 110 questions
Data Analysis and Big Data,150 questions

Resource platform https://www.jsjjc.sh.edu.cn
https://elearning.ecnu.edu.cn/

7.3 Student Evaluation

National Standard for Teaching Quality of Undergraduate Majors in Ordinary Colleges
and Universities requires that undergraduate teaching should be changed from “teaching
well” to “learning well”, and “learning well” is the most important thing for students’
feelings and judgment. Every year after the end of the course, we will carry out a

https://www.jsjjc.sh.edu.cn
https://elearning.ecnu.edu.cn/
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course questionnaire survey among students, and the questionnaire data in June this
year gives the answer to the question: when answering the two key questions of “How
much do you think this course will affect your future” and “Howmuch have you learned
from this course”, compared with before the reform, students answered “significant”
and “influential”, and answered “great gains” and “rather great gains” proportion has
increased significantly. The number of data with “great gain” has nearly doubled, while
that of “small gain” has dropped to less than 1/3 of that before the reform, as shown in
Fig. 5.

Fig. 5. The Course Impact and Gains

Considering that the course is the first time to carry out, and also comes across the
COVID-19 situation, our teaching experience and teaching security system still have a lot
of room for improvement. We will continue to organically combine normal monitoring
with regular assessment to continuously improve.

7.4 Students’ Works

In the final examination ofDataAnalysis andBigData, we replaced the traditional closed
book computer examination with the final course project. The final course project is
completed by students’ self-selected theme, teamproduction of 3–5 people and collective
defense.

In the project works of the final course, the liberal arts students have mastered the
technical means and analytical methods, and “tell story by data”. In the form of intuitive,
vivid, multi-dimensional and interactive, the collected data with high credibility, time-
liness and large amount of information are analyzed reasonably and logically. Some of
the topics are related to professional research, others are related to interests and hobbies.
They focus on current affairs and analyze the international situation. For example, Fig. 6
is a screenshot of the works analyzing the situation of China’ new COVID-19 situation
and the global epidemic situation changing over time; Fig. 7 is the work of analyzing the
situation of movies in various countries; Fig. 8 is the screenshot of the work of analyzing
the current situation of Chinese women’ development; and Fig. 9 is the screenshot from
aninteractive dynamic picture showing the bumpy career and broad-minded life of Su
Shi, a great Chinese writer. The project was done by a student majoring in Chinese.
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Fig. 6. Works analyzing the situation of China’
new COVID-19 situation and the global epidemic
situation changing over time.

Fig. 7. The work of analyzing the situation
of movies in various countries.

Fig. 8. The work of analyzing the current situation of Chinese women’ development.

Fig. 9. An interactive dynamic picture showing the bumpy career and broad-minded life of Su
Shi
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No surprise, the most topics related to the epidemic situation were found in this
course project, and the survey population was mainly college students. This can be
clearly reflected by the word cloud chart of the theme of the works shown in Fig. 10,
which just shows that the students have achieved the design goal of the curriculum reform
and achieved the application of Data Thinking.

Fig. 10. The word cloud chart of the theme of students’ project

8 Conclusion

In the future, we will use Artificial Intelligence and Data Science to analyze the teaching
data obtained from offline, online and mixed modes, continuously accumulate teaching
experience, gradually iterate the course content, design and implementmorepersonalized
and adaptive teaching plans.Wewill explore and practice the interdisciplinary education
between Computer Science and Humanities from all aspects and more angles.

Apple Computer founder Steve Jobs once said “Computer science is a liberal art”
[18]. In any era, “with both the humanity and scientific quality” is not only the actual
needs of social, scientific and cultural development, but also the internal spiritual needs
of the wise [19], especially in the era of Big Data. It is not only the call of the times for
the new technological revolution and industrial transformation, but also the mission of
the reform of basic computer courses to cultivate outstanding talents who can understand
liberal arts and science. The teaching reform of basic computer science in liberal arts is
always on the way.
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Abstract. Automatic identification of coreference and the establishment of cor-
responding model is an essential part in course syllabus construction especially
for the comprehensive Universities. In this type of tasks, the primary objective
is to reveal as much information as possible about the course entities according
to their names. However, it remains a difficulty to most of the latest algorithms
since the references to courses are commonly in line with the specifications of
each University. Thus, it is important to link the course entities with similar iden-
tities to the same entity name due to the contextual information. To resolve this
issue, we put forward a graph neural network (GNN)-based pipeline which was
designed for the characteristics of syllabus. It could provide both the similarity
between each pair of course names and the structure of an entire syllabus. In order
to measure the performance of presented approach, the comparative experiments
were conducted between the most advanced techniques and the presented algo-
rithm. Experimental results demonstrate that the suggested approach can achieve
superior performance over other techniques and could be a potentially useful tool
for the exact identification of the entities in the educational scenarios.

Keywords: Knowledge point · Convolutional neural network · Coreference
resolution

1 Introduction

Coreference resolution has become one of the most popular research fields for detecting
the same entities in various practical scenes [1, 2]. And a large amount of algorithms
have been provided to address the task of coreference resolution in natural language
processing (NLP). However, none of them has been specifically designed for the entity
discovery for the syllabus inUniversity. For instance, in thework of [3] a learningmethod
was presented to coreference resolution of noun phrases in unlimited text. One small and
annotated corpus was leveraged as the dataset to produce a certain type of noun phrases
like pronouns. Within this study, the entity types are not confined to specific categories.
Kottur et al. [4] focus on the visual coreference resolution issue, which consists of
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determining one noun phrase and pronouns whether refer to the same entity in a picture.
A neural module network is employed for addressing this problem through using two
elements: Refer and Exclude that could execute the coreference resolution in a detailed
word level.

Since most of them focus on the association between each pair of entities rather than
their contextual environment, it is also difficult for the previously proposed techniques
to be adapted to the educational background. However, the rapid development of modern
society proposes the higher requirements of students, the corresponding resources related
to syllabus have grown greatly especially in the Universities. Therefore, the recognition
of the same entities with similar or dissimilar names become much more complicated
than ever before.

Meanwhile, the deep learning-based techniques have shown their performance in var-
ious NLP-oriented applications. For instance, Attardi et al. [5] propose an architecture
of deep learning pipeline for NLP. A group of tools are built for creating distributional
vector representations and addressing the NLP tasks in this work. In total, three tech-
niques were introduced for embedding creation and two algorithms were exploited for
the network training. And the convolutional network plays a vital role in this approach.
In [6], a joint multiple-task model is introduced as well as a strategy for adapting its
depth to the complexity of the tasks. Each layer contains the shortcut connection to both
the word embedding and low-level predictions. One regularization with simple structure
is used to implement the optimization of the objective function.

Recently, the graph neural network (GNN) could be a valuable deep learning model
for implementing the coreference resolution tasks. Originally, GNN was used to deal
with the non-Euclidean data. For instance, in the work of [7], a scalable approach based
on a variant of convolutional neural network for semi-supervised classification within
the graph structure data. Different from the traditional convolutional neural network,
GNN is supposed to address the issues directly on graphs rather than the Euclidean
data such as pixel images. And the original convolution operation is modified into the
spectral graph convolution with the localized firstorder approximation. Both the local
graph structure and the features of each node in the graph could be extracted with GNN.
For clinical applications, a supervised GNN-based learning approach for predicting the
products from organic reactions given the reactants, reagents, and solvents [8].

Base on the above analysis, we put forward a GNN-based pipeline trained by 1,312
pairs of entities for coreference resolution task. To note that all of the entities are extracted
from the syllabus of the Universities in Shandong Province, China. The proposed GNN
model adopts the spectral convolution operator as its primary computation unit. And
each manually collected course entity is independently fed into the proposed GNN as
one node of thewhole graph of syllabus.Meanwhile, the similarity of each pair of entities
and the corresponding adjacent relationship are taken as the characteristics of the nodes
in the graph. In the trainings performed on the dataset, the parameters including the
convolution and pooling layers’ operators as well as the characteristics of the nodes
could be optimized iteratively. With the labeled entities pairs, the trained GNN could be
used to resolve the coreference in the given a new pair of course entities.
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To measure the performance of the presented method, the comparison experiments
were carried out on the samples of data collected manually between latest techniques
and the presented approach. The corresponding results demonstrate that the presented
GNN-based pipeline outperforms other techniques.

In general, this work has at least the following significance as:

• A GNN model is introduced to implement the coreference resolution task in course
syllabus of Chinese University.

• The association between each pair of nodes in the presented graph structure could be
used to represent the association between each pair of entities in the syllabus.

• Experiments on the real samples could demonstrate that the presented method is one
potentially invaluable technique for coreference resolution.

The rest of this paper is as follows. In Sect. 2, we provide the concrete details of
the presented approach. The results of the experiment are described in Sect. 3 and the
conclusion is depicted in Sect. 4.

2 Methodology

2.1 Input of the Proposed GNN

According to Fig. 1, the proposed deep learning model adopts the similarity of each
pair of entities and the corresponding adjacent relationship as its input. Each node in the
input denotes one entity within the course syllabus and the link between each pair of
nodes represents both the connection of the corresponding entities and their similarity.
To note that the length of the link does not equal to the similarity of a pair of nodes.

2.2 Graph Convolutional Neural Network

1) Definition
It is assumed there are n entities (i.e. the course names) in general, Ci = [C1,C2, ...,Cn].
Each syllabus could be denoted by amatrix Ci ∈ Rm×n, wherem is the number of course
in each syllabus, n is the dimensionality for the feature vector extracted from the original
course samples and ni ∈ {0, 1}. The dataset from the syllabus could be represented with
one weighted graph with a data structure of tuple G = (V ,E,W ), where V denotes the
m nodes in the graph, E represents the whole group of edges in the same graph, and
W ∈ Rm×ni is the corresponding adjacency matrix. Meanwhile, is the weight assigned
to the edge, which links Vi ∈ V to Vj ∈ V. To note that the value of the association (the
edge) denotes the similarity of the connected entities. Therefore, it has been set as one
hyperparameter in the following experiments.

The convolutional operator illustrated in Fig. 1 approximately equals to the multipli-
cation operation in the spectral domain and relates to the common convolution operator
in the time domain. The whole process could be mathematically formulated as follows:

L = Im − D− 1
2WD− 1

2 (1)
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where D denotes the matrix degree and Im is the an identity matrix.
Asmentioned byDefferrard et al. [9], the Laplacianmatrix then could be represented

by using Chebyshev polynomials:

Tk(L) = 2LTk−1(L) − T(k−2) (2)

where T0(L) = 1 and T1(L) = L.
To note that a polynomial ordered by K can generate K filters without bias. And, the

filtering of a signal with K filters could be implemented with:

o = gθ (L) ∗ c =
∑

k
= OkθkTk(L)c (3)

where c denotes a course from the syllabus dataset for, L = 2
λmax

− Id and λmaxλmax

is the highest eigenvalue of the normalized L. Therefore, the output of the lth layer for
each sample in a GNN can be formulated as:

Ol
c =

Fin∑

i=1

gθli
(L)cls, i (4)

Where Fout is the outcome filter and Fin represents the inputfilter that would yield
Fout × Fout vectors, θ li ∈ Rk are the Chebyshev coefficients, and θ ls,i is the input feature
map for sample c at layer l.

2) Network architecture
The structure of the proposed GNN is provided in Table. 1. Totally, it is composed of
5 convolutional layers. No pooling operation is used in the network architecture for
conserving the completeness the extracted features. The dropout rates for 2nd, 3rd, 4th,
and 5th convolutional layers are 0.4.

Table 1. Network architecture of the proposed GCNN.

Table
head

Layer

Conv Conv Conv Conv Conv Conv Classifier

Channels 32 32 64 64 128 128 2

K-order 9 9 9 9 9 90 N/A

Stride 1 1 1 1 1 1 N/A

The initial training rate of the proposed GNN is 0.001. The training is conducted
with a fixed 600 steps. The learning rate would decrease by a factor of 0.5 once the
validation accuracy drops in two consecutive rounds.
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Fig. 1. The method of the presented GNN

3 Results and Discussion

The comparison experiments on themanually collated samples between latest techniques
and the presented one to measure the performance of the presented GNN-based pipeline.
And the results of the experiment as well as the analysis are provided in the following
section.

3.1 Dataset

TheproposedGNN is trained solely on samples data collectedmanually of course entities
according to the syllabus inUniversities of ShandongProvince, China. In total, 1,312 pair
of entities (600 of them are coreference) weremanually collected from the rawmaterials.
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Two educational experts were asked to perform the labeling tasks. Furthermore, none
of the data augmentation techniques has been adopted to increase the diversity of the
data samples due to the similarity of the course entities (only the course names). The
adjacent matrix of the entities and the similarity of each pair of entities were both taken
as the input the proposed GNN pipeline.

3.2 The Setting of the Hyperparamete

To determine the optimal setting of the hyperparameter as mentioned in Sect. 2.2, the
classification experiments with different values of this hyperparameter from 0 to 1 with
step of 0.1 were carried out and the corresponding accuracy is illustrated as Fig. 2.

Since the highest accuracy is achieved when we set λ at 0.5, the value of 0.5 is
adopted in the following experiments. Accordingly, the value 0.5 is used during process
of training, testing, and evaluation.

In total, 70% of the samples are taken as the training set, 20% as the evaluation
set, and the remaining are used as the testing set. The presented GNN has been fine-
tuned by back propagationmechanism.Graphics ProcessingUnit (GPU), which has high
performance, is employed in the presented GNN, and the learning rate of the Tensorflow
deep learning platform is set as 0.01.

Fig. 2. Performance of the proposed GNN with different λ

3.3 Experiments

To measure the performance of the presented GNN-based pipeline, the comparison
experiments between latest [10–13] and the proposed techniques were carried out on the
data samples collected manually.

As illustrated in Table 2, our technique outperforms other coreference resolution
techniques in accuracy significantly.
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Table 2. Performance comparison between latest and the presented GNN-based approach.

Methods Accuracy (%)

Lee et al. [10] 83.25

Meng et al. [11] 87.03

Pandian et al. [12] 86.47

Agarwal et al. [13] 90.13

Our method 98.56

3.4 Analysis

According to performance comparison between the latest and ours on the data samples
collected manually, we could observe that effectiveness of the proposed GNN-based
approach. Through transferring the coreference resolution tasks into the neighboring
relationship between each pair of nodes in the non-Euclidean graph, the introducedGNN
could reveal both the association between each pair of entities and the corresponding
similarities. Meanwhile, the accuracy obtained could satisfy the practical requirement
for course syllabus.

The proposed GNN could significantly enhance the classification of coreference.
Sincewe set differentλ to carry out the performance comparison experiments inSect. 2.2,
which is used to represent the similarity between the unknown similarity between one
pair of entities.

4 Conclusion

The accurate identification of the coreference of a pair of course names is a poten-
tially valuable tool for the automatic construction of course syllabus in Universities in
China. A large amount of researches have paid attention to this area and have shown the
effectiveness and efficiency of these works. However, most of the them did not aim at
addressing the specific requirement of course syllabus. To bridge the gap, we propose a
GNN-based network with transferring the coreference resolution issue into determining
the node similarity in the graph. It offers an algorithm in an automatic manner.

This study offers at least the following contributions. First of all, a GNN designed for
course syllabus scenarios is presented to implement the classification of coreference and
non-coreference entities. Secondly, the original coreference resolution issue is trans-
ferred into a similarity measurement problem under the graph. Finally, the presented
GNN outperforms other methods.

Next, we will go on study the extension of GNN and apply them in various fields,
such as natural image processing [14], medical image processing [15] and [16].
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Abstract. In the digital era, general education in programming faces the chal-
lenge of cultivating more graduates who have superior digital competence. To
achieve this goal, the educational environment should carry out digital transfor-
mation. In this paper, we explore an ecosystem of general education in program-
ming, in which teachers provide guidance and undergraduates are stimulated to
learn. With the support of various information technologies, it integrates various
teaching elements and provides an interactive learning environment with effective
feedback. The deep teaching based on the ecosystem can spur the deep learn-
ing of students and cultivate students’ digital thinking, programming thinking,
data thinking and design thinking. In the teaching experiments, the ecosystem has
achieved a satisfying effect, which is based on Shuishan online system.

Keywords: Ecosystem · General education in programming · Deep teaching ·
Smart learning techniques · Shuishan online system

1 Introduction

In the AI era, education information has entered the 2.0 version. With the support of
various information technologies and abundant online learning resources, teaching and
learning in the new era can improve information literacy of teachers and students, and
transform the fusion development of education and information technology to the cre-
ative development [1, 2]. Smart education, which is guided by the growth of human
wisdom, uses AI technology to promote the transformation of the learning environment,
teaching methods, and education management [3].

In the digital era, the goal of computer general education for undergraduates is to
train students who can explore, transform and innovate in the digital world. For this
purpose, the educational environment should carry out digital transformation. Students
could build a conceptualmapof the digitalworld, cultivate digital thinking, programming
thinking, data thinking and design thinking and promote digital competence in the digital
environment. Programming is the most import part of computer general education for
undergraduates.

In this paper, we build an ecosystem of general education in programming in which
teachers provide guidance and undergraduates are stimulated to learn. With the support
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of various information technologies, it integrates various teaching elements, and pro-
vides an interactive learning environment with effective feedback. We have expanded
the connotation of programming teaching by the ecosystem. After completing the intro-
duction to programming basics, we continue to teach computer architecture, operating
system, multimedia, data science.

At present, the theoretical research on university education reform is developing
rapidly, but front-line teachers are still confused about how to implement thenew teaching
concept. The significance of this paper is to provide a practical experience on how to
reform the general course of programming in terms of content, methods, environment,
and evaluation.

Fig. 1. Student category

The remainder of this paper is organized as follows. Section 2 analyzes the back-
ground and challenges of theoretical research on university education reform. Section 3
describes the five-level structure of the ecosystem of general education in program-
ming. Section 4 illustrates three crucial factors for deep teaching: teaching content, deep
teaching model and evaluation system. Section 5 summarizes the exploration and future
work.

2 Background

2.1 Challenges

After higher education came into the stage of popularization, the scale of class is
extended, which complicates the student group structure [4]. As for the general education
curriculum of programming, the difference of computer skills between students is more
prominent. The Chinese Ministry of Education has published Criteria for Information
Technology Courses in High School (2017 Edition), which has significantly increased
the information literacy requirement for high school students. Information technology
courses of high school with data and information as the core imparts high school students
the latest developments in information technology. However, high schools implement the
criteria differently. This means that freshmen probably have better information literacy
and larger individual differences.
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Table 1. A survey of freshmen information technology foundations

Foundation (optional) Percentage Count

Software and hardware 20.58 186

Operating system 13.05 118

Office software 51.99 470

Internet application 20.91 189

Programming 18.03 173

Multimedia 19.36 175

No or little 42.04 380

We took a survey of 904 students who have taken the general course in program-
ming and investigated the categories and information technology foundations of them.
As shown in Fig. 1, 73% of them were science students when they were high school
students, and 10% were liberal arts students. As shown in Fig. 2, 18% of them had
a certain programming foundation. We investigated students’ information technology
foundations, as shown in Table 1. More than 42% of students have never learned infor-
mation technology. Among students with information technology foundations, most of
themhad office software foundation. Actually teachers have to face a class that has nearly
a hundred students with different knowledge levels, and the polarization is expanding
year by year.

Fig. 2. Programming foundation of students

2.2 Related Work

In higher education, goals move beyond simple knowledge acquisition to promote stu-
dents’ engagement and high-level cognitive functions such as problem-solving and crit-
ical thinking, which are the characteristics of deep learning. Flipped Classed Model
(FCM) based on online resources is considered one of the excellent ways for higher edu-
cation, which can promote the development of high-level thinking. Based on the FCM,
students can repeatedly watch online learning resources before class to preview the
knowledge and discuss with teachers and classmates in the classroom to solve complex
problems.
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Ning et al. performed a meta-analysis on the 70 related research articles at home
and abroad [6]. It was found that the FCM had positive effects on the three aspects
of academic performance, cognitive skill, and emotional attitude, compared with the
traditional teaching model.

However, there are some defects in the FCM. Zhu pointed out the ceiling of effect
and the ceiling of cognition of the FCM, then proposed the concept of Smart Class-
room and Smart Learning Space [7]. Through carrying out the teaching practice of the
FCM in the college computer course, Ma et al. found there were still many challenges
in the applicability of curriculum content and the adaptability of students during the
implementation of the FCM [8].

AI
Person-
alized
instruc-
tion

Learning supporting platform

Students Teachers

Elements of learning ecosystem

Teaching
content

Teaching
media

Integrated 
innovation

Rules &&
paradigms

Fig. 3. A learning system based on education informatization 2.0

Based on the new requirements of the Education Informatization 2.0, Ma et al.
designed a basic framework of the learning ecosystem as shown in Fig. 3, which com-
bines rules, paradigms, teaching elements, and various information technologies [9].
To implement the framework above in real education, it is necessary to redesign the
framework and refine the elements in the framework.

3 The Ecosystem of General Education in Programming

As a practical course, general education in programming is designed to cultivate stu-
dents’ cognitive ability, cooperative ability, and creative ability. Anderson et al. defined
educational goals as knowledge, comprehension, application, analysis, evaluation, and
creation [10]. Specially, the content of deep learning is focusing on analysis, evaluation,
and creation. Deep learning and deep teaching are interdependent. Teachers implement
deep teaching based on the learning ecosystem to stimulate the deep learning of students.

The purpose of this paper is to design a practical ecosystem of general education in
programming. The ecosystem takes students as the main body, maximizes students’ cre-
ativity and initiative, and encourages students to innovate and integrate knowledge. As
the leader of teaching activities, teachers implement deep teaching and use information
technology to provide students with personalized guidance. In the ecosystem, teachers
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and students use resources to learn, reconstruct, or create teaching content together.
Figure 4 illustrates the structure of the ecosystem of general education in program-
ming. The hierarchical ecosystem consists of five panes: learning support technologies,
learning resources, instructional design, learning methods, and subjects.

3.1 Learning Support Technologies

Based on big data, AI, and other information technologies, learning support technolo-
gies can participate in all aspects of daily teaching and learning: acquisition of course
resources, presentation of learning content, automatic evaluation of online question bank,
interactive feedback of learning process, attendance management, etc.

The ecosystem is based on Shuishan online system developed by School of Data
Science and Engineering of East China Normal University. The system is an integrated
online education system including MOOC, KFCoding, OJ, Git, Vlab, Xboard, etc.

a) MOOC: MOOC is a platform in which teachers could organize online teaching and
obtain students’ learning data.

b) KFCoding: KFCoding is a training platform which provides a variety of pro-
gramming practical environment, such as Linux terminal, Jupyter Notebook, VS
code.

c) OJ: OJ is an online judge which can judge the programs submitted by students
automatically and provide timely feedback.

d) Git: Git is a code collaboration platform that could support project collaboration and
code hosting for students.

e) VLab: VLab is a virtual simulation that could provide a immersive storytelling
architecture that helps students understand difficult concepts.

f) Xboard: Xboard is a visual tool that teachers could use the data generated by
these platforms to track students’ learning behavior and students could acquire their
learning portraits.

Fig. 4. Ecosystem of general education in programming
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3.2 Learning Resources

Learning resources should not be limited to teaching notes provided by teachers. The
Learning resources in the ecosystem consist of online resources, question bank, and
practice projects.

a) Internet Resources: Internet resources include the resources provided by teachers
and the online discussion log. Internet resources can be provided in the form of
MOOC (Massive Open Online Course), GitHub, wiki, Netease Cloud Class, etc.
Electronic documents and short videos provided by teachers are the main learning
resource for students. Besides, the questions and answers in discussion area, Wiki
and social group also help students a lot.

b) Question Bank: The quality of the question bank directly determines the effect of
deep teaching. According to the learning stage, as shown in Fig. 5, the question bank
can be divided into four independent sub question banks: pretest bank in the preview
stage, exercise bank in the primary stage, program design bank in the improvement
stage, and exam bank in the evaluation stage. Question types vary according to test
objectives. At the preview stage, we focus on choice questions to check understand-
ing of knowledge. At the primary stage, the main tasks are error correction and
program completion. At the improvement stage, we focus on program design ques-
tions to evaluate students’ algorithm design ability. At evaluation stage, we combine
a variety of questions to evaluation students’ comprehensive ability. The quality of
the question bank directly determines the effect of students’ autonomic learning.

c) Practice Projects: After students have a certain programming ability, the teaching
goal changes from primary cognitive knowledge to advanced cognitive ability. Prac-
tice projects are teaching activities to achieve this transformation. In a practice
project, teachers put forward the basic requirements, and students determine the
topic and implement it. During the project, students can acquire thinking and skills
training, form the ability of independent learning and exploratory problem-solving,
and eventually develop innovative thinking.

Exam
bank

Pretest
bank

Exercise
bank

Program
design
bank

Question
Bank

Fig. 5. Contents of question bank
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3.3 Instructional Design

With the support of resources and technologies, teachers need to build a deep teaching
model based on specific teaching objects to promote students’ deep learning. The instruc-
tional design includes preview, teaching strategies, homework, classroom activities,
evaluation and feedback.

3.4 Learning Methods

Learning methods in the ecosystem include differentiated instruction, group-based col-
laborative research, individual self-directed learning, and group interactive learning.
The goal of differentiated instruction is to allow students to master essential knowledge
and core skills, which is the most fundamental teaching goal. Group-based collabora-
tive research mainly cultivates students’ comprehensive application ability. In individual
self-directed learning, learners can choose learning resources independently according
to their personal preferences and needs. Group interactive learning refers to the realiza-
tion of the recycling of knowledge in the ecosystem through various forms of interaction
in the ecosystem.

3.5 Subjects

Throughout the ecosystem, students are the mainstay and teachers are the leaders. The
purpose of the ecosystem is to stimulate students to take an active part in the teaching
process and make the ecosystem as a place for all teachers and students to develop. In
the programming teaching, the most crucial difficulty is to provide effective feedback
and timely help during the learning process. For this purpose, the teaching assistant is set
up to help teachers tutor students. The teaching assistant can be a teacher, an excellent
student in the class, or an AI robot.

4 Building the Ecosystem

In 2019, we started building the ecosystem of general education in programming from
the preparation of teaching content, the implementation of deep teaching, and the
comprehensive evaluation system, etc.

4.1 Teaching Content

We chose Python as the programming language for non-computer majors. As shown
in Fig. 6, We designed five modules of the teaching content based on “data”: simple
data, composite data, multimedia data, class and object, network data. After completing
the teaching of modules, we implement AI practices that students could learn machine
learning and deep learning. Teaching were completed in two semesters, laying a solid
foundation for developing students’ AI capabilities.
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4.2 Question Back Construction

The design of the question bank is the core content of the ecosystem.When designing the
question bank, we must respect the cognitive rules of knowledge. In the preview stage,
the exercises are mainly simple choice questions to check the students’ general grasp of
knowledge. In the primary stage, the exercises are mainly program completion questions
and program correction questions to test students’ grasp of the algorithm modes and the
difficult points in classroom teaching. In the improvement stage, the exercises are mainly
program design questions to assess students’ programming skills.

Simple Data

Composite Data

Multimedia Data

Class and Object

Network Data

AI

simple Python program
Python IDE
simple control structures

linear array
string
structured data
modularization design method

sound and image representation
sound and image processing
third-party modules and libraries

object-oriented programming
GUI

network data access
analysis of network data
network data visualization

data sets
machine learning
deep learning

Fig. 6. Teaching content

4.3 Deep Teaching

Eric et al. put forward the Deep Learning Cycle, dividing deep learning into five pro-
cesses: preparation, knowledge construction, application of knowledge, evaluation and
reflection [11]. Deep learning is a concentrating immersive learning which is interde-
pendent with deep teaching. The deep teaching process we designed includes two parts:
out-of-class learning and in-class learning. As shown in Fig. 7, the deep learning process
spirals. The preparation and knowledge construction are completed from step 1 to step
4, and application of knowledge, evaluation and reflection are completed from step 5 to
step 10.
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Each student has a different level of cognition, especially in the face of college
computer courses. The preview can help students with poor foundation to close the gap.
Teachers can learn about students’ cognitive level through pretest. The content of the
pretest generally includes objective questions and simple programs. These questions
can be automatically judged online, and the real-time feedback can be provided to help
students evaluate the effect of the preview. Therefore, in the classroom, teachers only
need to focus on the error-prone and the confusing content. This teaching method makes
the core of teaching transfer from necessary knowledge to advance thinking ability.

Fig. 7. Deep teaching process

As for the programming teaching, the difficulty is how to help students cultivate
algorithmic thinking ability. In order of data type, we organize teaching content. Each
data object has its own different algorithm mode, which is the core content of teaching.
Beginners can start learning programs by applying simple algorithmic mode. After stu-
dents have the certain practical ability, teachers could assign some classic AI projects
in machine learning and deep learning to students. In the projects, students form group
and collaborate to develop. In the classroom, teachers organize discussions about topic,
technical difficulties, etc. to promote the implementation of the projects.

4.4 Evaluation System

Deep learning requires the continuity of evaluation process, the diversity of evalua-
tion methods, and the diversity of evaluation subjects. Zhang et al. proposed that deep
learning needs to monitor students’ entire learning process. They addressed to apply a
combination of diagnostic evaluation, formative evaluation and summative evaluation
to check the completion of learning goals. So that teachers, students and partners could
participate in the comprehensive evaluation [12]. The evaluation systemof the ecosystem
includes:

1) Pretest results
2) Assignment evaluation
3) Stage test results
4) Discussion Board Records
5) Extra points for community Q & A
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6) Evaluation of group projects
7) Practical ability test
8) Final assessment

Timely evaluation and feedback are the keys to the success of practical teaching.
The ecosystem can integrate information technology, teaching resources, and human
attention to give each student timely help. Firstly, students can obtain the assessment
results in real time from the online assessment system. Secondly, teachers could find
students who do not actively participate in the ecosystem from evaluation, and provide
them targeted counseling. Thirdly, evaluation could stimulate students’ reflection and
help them develop critical thinking.

5 Experiment

We have started the construction of the ecosystem of general education in programming
since March 2019. We tried to use the online testing platform in some classes of March
2019, and fully launched the deep teaching based on the ecosystem in September 2019.
In the second semester, we have to implement online teaching because of the 2019-
nCoV. The ecosystem shows its strong support for online education. It has effectively
improved the teaching quality of general education in programming and achieved the
expected effect.
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Fig. 8. Performance comparison of four classes in two years

5.1 Classroom Teaching

According to the deep teaching model, teachers do not need to spend classroom time
on simple programming grammar teaching. The entire teaching progress is accelerated.
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Students quickly complete the preliminary stage of programming learning, and can
program some practical applications, such as image processing, text analysis, network
data acquisition, etc. In this way, the basic knowledge of information technology is
integrated into practical teaching. On the one hand, it greatly improves the learning
interest of students, and on the other hand, it successfully realizes the expansion of
teaching content.

5.2 Programming Practices

Intelligent evaluation platform supports real-time feedback for each practice session,
which stimulates students’ enthusiasm for programming. Before using intelligent eval-
uation platform, students spent less than one hour per week studying on average, and
finished 1–2 programming questions per week on average. However, after using intelli-
gent evaluation platform, students spent more than 3 h per week studying on the platform
on average, and finished no less than 5 programming questions per week on average. In
the online practice evaluation, the number of students with full marks increased, and the
excellent rate improved significantly. With the help of learning resources in the ecosys-
tem, students were able to successfully implement the practical projects. During the
project display, a large number of outstanding works emerged. It showed that students
had strong autonomous learning ability and innovative ability.

5.3 Teaching Results

We chose four classes (a total of 217 students) to analyze the teaching results. The
assessment form is online programming assessment in the first semester. Figure 8 shows
the performance comparison of four classes. Compared with the traditional teaching
in 2018, the deep teaching based on the ecosystem helped students make significant
progress. The failure rate has decreased strikingly and the excellent rate has increased
notably. This shows that the deep teaching based on the ecosystem is helpful for solving
the grade division within the class.

In the second semester,we carried out teaching reforms.The teaching content has new
changes, including GUI, data crawling, data analysis, visualization, and machine learn-
ing. The assessment is to complete a GUI program for data analysis. The functionality
and complexity of the works submitted by the students far exceeded expectations.

5.4 Lessons Learned

We conducted a questionnaire survey of the students in the above four classes. The
survey result is shown in Table 2.More than 95% of students were satisfiedwith teaching
content. The vast majority of students thought that the deep teaching in programming
based on the ecosystem was helpful. However, compared with the students who enjoyed
deep teaching, 13% of students preferred to follow teachers in the classroom, hoping that
teachers would teach personally in more detail. Tracking these students, we found that
their information technology foundationwas almost zero in high school. Therefore, these
students had some difficulties in accepting deep learning. In the future, we will adjust
the teaching methods to focus more on the students with weak information technology
foundation.
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Table 2. Questionnaire survey

Questions Percentage

The course content is interesting 95.6%

The ecosystem is useful for your future professional studies 97.0%

Intelligent evaluation platform is helpful to improve your program practice ability 100.0%

Using the learning resources provided by the ecosystem every week 100.0%

Extracurricular learning resources are helpful 90.0%

Deep learning is useful for your learning 87.0%

6 Conclusions

In the ecosystem of general education in programming, immersive learning could help
students with different knowledge levels. And students could improve their cognitive,
cooperative, critical, and creative abilities. Therefore, deep teaching based on the ecosys-
tem is effective for practical teaching of programming education. It can also be popular-
ized in more general education curriculums with large scale and diversified foundation
of students.

In the future, with the accumulation of platform data, more AI applications can be
integrated in the ecosystem to further improve the efficiency of teaching and learning,
such as AI coach, adaptive learning and AI assistant.
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Abstract. Constructivism and Connectivism are two important schools of learn-
ing theory. The development of these two theories reflects the characteristics of
the educational information era. This paper reviews the origin, development back-
ground andmain viewpoints of constructivism and connectivism, and summarizes
the characteristics of the two theories. In response to the changes in learning in the
education information 2.0 era, on the basis of the original two learning theories,
a new theory that is more suitable for learning in the Internet era is proposed:
connected constructivism, and discusses the main points of the new theory.

Keywords: Constructivism · Connectivism · Connected constructivism

1 Introduction

The development of artificial intelligence affects human life and the world. The current
internet, big data and other new theories and new technologies, as well as the overall
advancement of the development of new generation artificial intelligence technological
innovation, are triggering chain breakthroughs. Promoting the accelerated leap from
digitization and networking to intelligence in all areas of the economy and society.

These also deeply affect the demand for talents and educational forms, including not
only the methods of teaching and learning, but also the concept, culture and ecology
of education, which in turn drives education informatization from the 1.0 era to the
2.0 era. The specific changes are as follows: knowledge fragmentation, uneven content;
learning a specific technology or skill is difficult to survive in the future society; learning
is networked and machined; artificial intelligence can provide data to master student
learning behavior, etc. The knowledge that students need to master has changed from
the original single subject knowledge to interdisciplinary knowledge, from solving a
single problem to learning to solve complex problems. Students must learn to work with
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machines and the network to complete it. Teachers also have the original responsibility
of imparting knowledge to training Students’ lifelong learning ability, innovation ability,
and use artificial intelligence to provide students with personalized teaching programs.

In this context, can existing learning theories guide education and learning practice?
What changes should be made to adapt to the times? This is the question to be discussed
next in this article.

Constructivism learning theory is a kind of learning theory that iswidely used and has
a mature system. The constant updating of artificial intelligence and information tech-
nology, a new view of learning theory appeared in 2005: Connectivism. Both theories
have obvious characteristics of the times. Nowadays, in the era of education informati-
zation 2.0, we need to reexamine and evaluate these two theories, and how to develop
them to better guide educational practice. Especially in the outbreak of Corona Virus
Disease 2019 at the beginning of 2020, in such a sudden situation of a global epidemic
outbreak, schools are closed and cannot be taught offline, schools are closed without
suspension, what changes should be made to our original learning theory to guide the
current situation education and learning?

In view of the above thinking, this article innovatively puts forward the “connected
constructivism” learning theory. The core of the theory is still constructivism, which
integrates the concepts of networking, dynamics, connection, and circulation of connec-
tivism in several aspects such as knowledge, learning, students, teachers, and teaching
to reconstruct constructivism. That is to use the concept of connectivism to perfect
constructivism. The model is as follows: Construct → Connect → Construct.

2 Constructivism

2.1 The Background of Constructivism

Constructivism learning theory is the core content of constructivism in education, and it is
the further expand in learning theory frombehaviorism to cognitivism. It is a theory about
knowledge and learning and emphasizes learner initiative. And it believes that learning
is completed in the social and cultural interaction, and learning is the process of learners
generating meaning and constructing understanding based on original knowledge and
experience. It believes that learning is a process of active construction.

Constructivism learning theory received widespread attention and universal accep-
tance in the 1990s. At that time,marked by theUnited States’ plan to build an information
superhighway, the United States and the world opened the era of modern information
technology represented by the Internet. Under the background of this era, the society’s
demand for creative and individualized talents is increasingly strong. The view of knowl-
edge, learning, teaching, student and teacher in constructivism conforms to the spirit of
the times.

This theory occupies the dominant position of our teaching theory today. It reflects
the modern humanistic view of people-oriented in the contemporary society, and also
conforms to the requirements of the society for the cultivation of innovative talents.
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2.2 The Main Points of Constructivism

Constructivism View of Knowledge
Constructivism emphasizes the dynamic nature of knowledge, and challenges the objec-
tivity and certainty of knowledge to some extent. It is embodied in the following
aspects:

(1) Knowledge only an interpretation, a hypothesis, not a completely certain represen-
tation of reality. It is not the final answer. And new explanations and hypotheses of
it will appear with the progress of mankind.

(2) Knowledge cannot generalize the world rules. In specific problems, it cannot be
used easily, but needs to be analyzed on a case-by-case basis.

(3) Knowledge cannot exist outside the specific individual as a entity. Although we
use language symbols to give a certain external form for knowledge, learners will
still understand and construct their own knowledge based on their own experience
background.

Constructivism View of Learning
Constructivism learning view emphasizes the three aspects of active construction, social
interaction.

(1) Active constructiveness of learning: learning is students construct their own knowl-
edge, rather than a process of teachers transfer knowledge to students; learners are
active information constructers, not passive information absorbers.

(2) Social interaction of learning: neither learner nor learning exists in isolation. Learn-
ing is the process of internalizing relevant knowledge and skills and mastering
relevant tools through participation in a certain social culture.

Constructivism View of Teaching
Teaching is not to transfer things, but to build a certain surroundings and support to
facilitate learners to spontaneously construct knowledge.

Scaffolding teaching: provides a conceptual framework. It can help learners to under-
stand knowledge. Teachers can continuously raise students’ intelligence from one level
to another new higher level through the framework’s supporting role. This teachingmode
has five teaching links: building scaffolding (guiding exploration) - entering situation -
independent exploration - collaborative learning - evaluation of learning effect.

(1) Anchored teaching: contextual teaching refers to the teaching based on contagious
real events or problems. Knowledge and learning are associated with contextual
activities. There are five teaching links in this teaching mode: creating situation
- determining problems - autonomous learning - collaborative Learning - effect
evaluation.
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(2) Random access teaching: It means that learners can enter the same teaching content
through different channels and different ways at will. This teaching mode has five
teaching links: presenting the basic situation - entering learning randomly - thinking
development training - group collaborative learning - learning effect evaluation.

(3) Cognitive apprenticeship: through this teachingmode, learners’ higher-order think-
ing ability can be cultivated, that is, the ability of thinking, problem solving and
complex tasks required for expert practice. Cognitive apprenticeship has six teach-
ing links: modeling - contextual design - providing scaffolding - clear expression -
reflection - removing scaffolding.

(4) Inquiry learning: refers to constructing knowledge based on problem-solving activ-
ities. In the teaching, it should be through meaningful problem situations that allow
students to continuously discover and solve problems to learn knowledge related to
the problem being explored, forming problem-solving skills and the ability to learn
independently.

(5) Cooperative learning: it refers to that through discussion, exchange, point of view
debate, they complement andmodify each other, share the collective thinking results
and complete the process of constructing the meaning of the learned knowledge.

Constructivism View of Students
The main points are as follows:

(1) Constructivism emphasizes the richness of students’ experience world, emphasizes
the great potential of students, and points out that students do not enter the classroom
with their heads empty.

(2) Emphasizes the differences in the world of student experience. Everyone has their
own interests and cognitive styles.

Constructivism View of Teachers
Constructivism regards teachers as helpers and collaborators of student learning.

(1) In teaching activities, through helping and supporting, teachers direct students to
grow new knowledge and experience based on their original knowledge and experi-
ence, provide a ladder for students’ understanding, and enable students to gradually
deeper understanding of knowledge.

(2) To help students form the thinking and analysis of problems, inspire them to
reflect on their own learning, gradually let students to their own learning to
self-management, self-responsibility.

(3) Create a good, contextual, challenging, real, complex and diverse learning situa-
tion, encourage and assist students in learning through experiments, independent
exploration, discussion, and cooperation.

(4) Organize students to conduct extensive exchanges with experts or practical workers
in different fields, and provide strong social support for students’ exploration.
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2.3 Evaluation

Constructivism Lacks the Concept of Connection
Zhu Ronghua [10] and others analyzed the background of the generation of construc-
tivism in “Analysis of the Background of the Generation and Rise of Constructivism
Teaching Theory”. Since the 90s of the 20th century, the world’s science and technol-
ogy have developed rapidly, the knowledge economy has emerged, and the information
society has come to light.

Wang Zhuli [6] thought individual initiative play a key role in constructing cognitive
structure, and theymade a serious exploration on how to exert the initiative of the individ-
ual in cognitive process. He Kekang [12] emphasized in the “Constructivism Teaching
Mode Teaching Method and Teaching Design” that in the constructivist teaching model,
students are the active builders of the meaning of knowledge.

In summary, the background of constructivism view of knowledge and learning is
the Internet era, and computer and network communication techniques are cognitive
tools of this theory.

With the increasing popularity of cloud computing and the increasing maturity of
artificial intelligence technology, it has promoted the transformation of information tech-
nology to the Internet of Things era. Especially under the integration of IoT+AI, every-
thing has the ability to perceive. The way of learning has changed dramatically. How
an individual explores the essence of things in massive amounts of information, dis-
tinguishes important information from non-important information, and how to perform
distributed learning on the Internet is an area that the previous constructivism learning
theory did not involve.

Constructivism Does Not Mention that Learning Can Also Take Place Outside
the Learners
Chen Ping [9] believes that: different tendencies of constructivism pay attention to differ-
ent aspects of knowledge construction. They either care about the knowledge construc-
tion realized by individuals in the process of dealing with their physical environment,
or care about the interaction between individuals and social environment, but they all
regard learning as a construction process, and explain the mechanism of knowledge
construction by the interaction of old and new knowledge and experience.

Xue Guofeng [11] wrote in “Research on the Teaching Theory of Contemporary
Western Constructivism” that social constructivists believe that knowledge is not only
constructed by individuals in the physical and psychological environment, but also in the
social environment. Therefore, learning is not only a process of individual construction
and understanding, but also a process of social construction.

Jean [7] pointed out that the central point of social constructivism is that the individual
constructed, unique, subjective meaning and theory can be developed only when they
adapt to the social and physical world, because the main medium of development is
social negotiation of meaning through interaction.In the age of Internet of things, the
social structure has changed and everything is interconnected. Learning has become the
formation of a network. Learning is no longer a process of learners’ Internalization, but
a process of external association at the same time.
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3 Connectivism

3.1 The Background of Connectivism Theory

The current development of network technology has already broken the traditional ideo-
logical fetters that learning can only happen on campus. The form of learning is no longer
single, and gradually presents an increasingly diverse development trend, and changes
toward the direction of maximizing personal development benefits. Formal learning
is being continuously supplemented by informal learning. People’s pursuit of lifelong
learning will inevitably further weaken the monopoly of formal learning in personal
development, the nature of learning has changed.

In 2005, Canadian scholar George Simmons [1] put forward connectivism theory
based on the results of his research on e-learning for many years. He made a compre-
hensive analysis of the learning behavior and its related mechanism when people are
exposed to the network environment. He thinks that although the learning theories of
behaviorism, cognitivism and constructivism still have their own unique and desirable
points in explaining people’s learning under specific circumstances. But even the most
modern constructivism learning theory cannot effectively reveal the learningmechanism
in the network era. So he expressed his view of knowledge and learning ecology with
eight principles.

3.2 The Main Points of Connectivism

Connectivism learning theory has eight basic principles: (1) Learning and knowledge are
based on the integration of various viewpoints; (2) Learning is the process of connecting
nodes or information sources of different content; (3) Learning can be done by tools and
equipment complete; (4) Compared with the mastery of current knowledge, maintaining
the ability to learn is more important; (5) The maintenance of learning is based on
cultivating and maintaining various connections; (6) In different fields, the ability to
connect concepts or ideas is important; (7) The purpose of relevance learning is to make
knowledge flow; (8) Decision making itself can be regarded as a learning process. The
core idea includes several aspects:

View of Knowledge
Simmons believes that knowledge goes through a transformation process from classifi-
cation and hierarchy to network and ecology, and knowledge can be described but not
defined. Knowledge is an organization, not a structure. Today, knowledge organization
mainly adopts dynamic network and ecology. In the Internet age, knowledge is created,
spread, challenged, modified, perfected, updated and discarded by many people. There-
fore, Simmons introduced the concept of knowledge flow, he thinks that knowledge
circulates through the network like oil in a pipeline.

View of Learning
Connectivism holds that learning is the process of knowledge network formation, and it
is consecutive. Nodes are external entities that can be used to build a network. The node
may be a person, organization, library, website, book, magazine, database or any other



The New Theory of Learning in the Era of Educational Information 2.0 423

information source [2]. Creating external network nodes is one of the acts of learning, we
connect and build information and knowledge sources in it. In the learning network, not
all nodes will keep the connection continuously [3]. As an intelligent network, our mind
will continually reshape and adjust to reflect the new environment and new information,
and the nodes that are no longer valuable will be weakened gradually.

3.3 Evaluation

The Theoretical Model of Connectivism Is Not Perfect Enough
The theoretical basis of connectivism comes from the field of philosophy. It has not fully
expanded from the field of philosophy to the field of education application research, and
there is no perfect theoretical model. Therefore, it cannot illustrate and answer well to
the current learning practice development.

Connectivism Emphasizes the “Pipeline” Is More Important
Wang Zhuli [4] questioned the proposition that “the pipeline is far more important than
the knowledge in the pipeline”. He thinks that content is also very significant. “Learning
is essentially a personal matter. In the final analysis, the production, dissemination,
application and innovation of knowledge still depend on people, not on machines and
network technology alone” [6].

Therefore, critics consider that instead of giving up the active meaning construction
of knowledge, learners should pay more attention to the construction work. As for
connection, this can be done by the network and the machine. The author believes that
paying attention to the pipeline and ignoring the “knowledge in the pipeline” does have
the meaning of abandoning everything. After all, the knowledge construction is not only
an approach for humans to understand theworld, but also away for humans to understand
themselves.

In contrast, as the network becomes intelligent, the network is fully capable of taking
on the job of building the connection better. For example, isn’t the friend recommen-
dation or song recommendation we encounter in social networks a manifestation of the
intelligent network helping us establish connections with other nodes? Therefore, there
is nothing wrong with the importance of pipeline advocated by connectivism. However,
it takes the establishment and connection of pipelines as the main task of learners, which
is worthy of further study.

4 New View-Connected Constructivism

Through the analysis of constructivism and connectivism above, it is found that some
views of constructivism and connectivism are not suitable for the development of the
current education informationization 2.0 era [13]. Constructivism has a perfect theo-
retical system, but lacks the view of all things connected. Therefore, the author thinks
it is necessary to use the concept of connectivism to improve constructivism, and put
forward the new theory of “connected constructiv-ism”, the core is still constructivism,
which integrates the network, dynamic, connection, circulation and other concepts of
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connectivism theory in the view of knowledge, learning, students, teachers and teach-
ing to reconstruct constructivism. The model is as follows: Construct → Connect →
Construct, the main points will be discussed:

4.1 Connected Constructivism View of Knowledge

In the age of internet of things, people, machines and things can be interconnected, and
knowledge can be spread through this big network [14]. This is the network relation
of knowledge, based on this characteristic, the “Construct → Connect → Construct”
model is adopted to reconstruct the constructivism knowledge view.

(1) Knowledge is dynamic and networked. First of all, knowledge has gradually devel-
oped from static and independent disciplines to dynamic multi-disciplinary integra-
tion, and knowledge itself forms a network; Secondly, everything is interconnected,
people and people, people and things, things and things will form a network. All
the concepts and wisdom generated in this process can be quickly and dynamically
transferred in this hyper linked network, constantly changing various forms, and
finally becoming knowledge.

(2) The half-life of knowledge becomes shorter. Because of the interconnection of
everything, the hyper-linking of the network, and the rapid spread of knowledge,
the production and dissemination of knowledge may be in the same process, and
subsequent revisions, improvements, updates, and abandonment are also fast.

(3) Fragmentation of knowledge. Since the knowledge stated in the first point may
be generated at any nodes of the network, people may acquire knowledge from
any node in the network, such as people, organizations, libraries, websites, books,
magazines, databases or any other information sources. The knowledge is scattered,
disordered and even repetitive, which makes it more difficult for learners to acquire
complete and systematic knowledge.

(4) Overload of knowledge. In the background of artificial intelligence era, the whole
world is in a huge network, any node in the network will produce information
or knowledge, knowledge is in the state of explosion, it causes problems such as
mass information, poor quality and low value of information, and also leads to
information overload phenomenon.

4.2 Connected Constructivism View of Learning

The view of knowledge has changed, and the view of learning must change accord-
ingly. Knowledge becomes dynamic, and knowledge is quickly spread and shared in the
network, and connection becomes an important learning method.

(1) Learning is a process of active and systematic construction. The original construc-
tivism view of knowledge only proposes that learning is actively constructive. The
author puts forward a new view of knowledge: modern knowledge and informa-
tion are overloaded and fragmented, learning tools are diversified, and learning is
fragmented. If learners want to acquire systematic knowledge in a certain field,
they must actively participate in the construction and actively carry out systematic
learning.
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(2) Learning is an connected process. It is the process of forming knowledge system or
knowledge network. In the last point of view of knowledge, the author puts forward:
in the era of artificial intelligence, knowledge is dynamic and networked; knowl-
edge is fragmented, scattered in the form of fragments in each node of knowledge
network. Then learning is to find the network connection point and the relevance
between these things, connect, build new information and knowledge sources, and
form a knowledge network.

(3) Learning is a lifelong undertaking. At present, the speed of data and knowledge
generation and iteration is getting faster and faster, and the effect of knowledge
creating value and wealth is becoming more and more obvious, so from now on,
learning is life-long.

(4) Learning is a process of social interaction. In the Internet age, learning is not
only the interaction between students and students, students and teachers, but also
the interaction of information, which is accomplished through the interaction and
cooperation betweenpeople andpeople, betweenpeople andmachines, andbetween
people and the network.

4.3 Connected Constructivism View of Teaching

Connected constructivism teaching view is a theory that is integrated on the basis of con-
structivism and relevance theory. Teaching is a series of activities composed of teachers,
students, information technology, and learning resources [8]. First of all, teaching is
based on the integration of various viewpoints and the construction of infectious real
events or real problems. It is necessary to create a certain environment and support
through information technology, connect nodes or information sources of different con-
tents, establish online and offline interactive space, and promote learners to actively
construct knowledge and maintain the significance of learning ability.

(1) With the continuous penetration and influence of emerging technologies such as
artificial intelligence in education, big data for education, and “block chain +”
education, teaching is not only limited to schools and classrooms, but also online
and offline. Formal learning and informal learning, the rise of informal status,
construct-connect-construct.

(2) “Internet +” classroom. Let smart phones and Internet enter the classroom instead
of keeping them out of the classroom. Teaching practice shows that mobile phones
have a very broad application prospects in schools and classrooms.

(3) Innovative education enters the classroom. In order to cultivate innovative talents,
we must help learners to establish a unique and personalized knowledge system.

4.4 Connected Constructivism View of Students

At present, the daily data generation rate is 40 times faster than the growth rate of human
beings, and it is still accelerating [5]. When a person establishes an organic connection
with valuable information sources and constantly shares information, it is an important
learning. Knowledge is as important as the Internet.
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(1) According to the new view of learning, learning is mainly a process of forming
knowledge network. As the main body of learning, students have subjective initia-
tive and can actively construct their own learning objectives, directions, interests
and hobbies, career planning. Through the Internet, learners can connect these,
find the resources they need, and then integrate and construct their own knowledge
network to serve learning goals, directions, hobbies.

(2) Learners are engaged in lifelong learning. Before the knowledge involved is rel-
atively small, everyone only master a certain field of knowledge, the knowledge
involved is relatively narrow, so we should constantly contact with multiple aspects
of knowledge.

(3) The relationship between the learner and the technology becomes an equal rela-
tionship between the subjects.In the Internet era, learning is not just about students
interacting with students and students interacting with teachers, but more about
the interaction of information, which is accomplished through the interaction and
cooperation between people, between people and machines, and between people
and the network. Learners and intelligent machines form learning partners to learn
from each other and complete knowledge production tasks together.

(4) The proportion of informal learning is increasing. As the development of Inter-
net technology, many community learning, informal learning and nonacademic
education are springing up.

4.5 Connected Constructivism View of Teachers

In the 21st century, the progress of science and technology has triggered educational
reform, and the change of teachers’ role is inevitable. This transformation is the
embodiment of the deep integration and comprehensive correlation between artificial
intelligence and education, thus forming new education ecology.

(1) The knowledge-based teaching role of teachers will change to educating people,
from the education of students’ knowledge to the comprehensive education of stu-
dents. Artificial intelligence can collect various data of students and make statistics
and analysis on students’ learning problems, emotional problems and psychologi-
cal changes, saving a lot of time for teachers. Teachers can put a lot of energy on
education, care of the soul, spirit and welfare of students, spend more time inter-
acting with students as equals, stimulate students’ nature of seeking knowledge,
enrich their hearts, and make students more creative and innovative in the AI era,
and can develop in an all-round way in terms of morality, intelligence, physique
and aesthetics.

(2) The role of a teacher is a designer and a server. Nowadays, artificial intelligence
connects all these teachers’ work, comprehensively analyzes, and reconstructs the
evaluation of students. Based on this, teachers will help students design a learning
and education plan that is most suitable for them. Every child is different. Teachers
need to understand students and teach students according to their aptitude. The role
of a teacher is a designer, a guide, a helper, and even a common partner in learning
with students. Education is expected to get rid of the unreasonable reality of the same
teaching materials, the same teaching steps, the same learning contents, the same
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examinations and the students walking together, and truly promote personalized
education.

(3) The future of education will usher in an age of collaborative co-existence between
teachers and artificial intelligence. Teachers and AI will play to their respective
strengths and collaborate to achieve personalized education, inclusive education,
lifelong education and fair education, and promote the overall development of
people.

5 Conclusion

Looking forward to the future, we will further learn and carry out the spirit of the 19th
National Congress of the Communist Party of China, accelerate the modernization of
education and the building of an educational power, and cultivate a new engine for educa-
tional innovation in the new era. Combining major national strategies such as “Internet
+”, big data, and new-generation artificial intelligence, based on emerging technolo-
gies, and relying on various smart devices and networks to actively carry out smart
education innovation study and demonstrations, Focus on the role of the new generation
of information technology in promoting “teaching intelligently, learning intelligently,
management intelligently, and evaluation intelligently” on campus, and promote the
innovative development of the educational information ecosystem.
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Abstract. This paper establishes stock index trading strategy by build-
ing stock index predicting model. First of all, this paper mainly reviews
the application of machine learning in stock prediction, and constructs
the L-GSRF stock index prediction model based on Lasso regression,
grid search and random forest algorithm. After the input of textual
and numerical data, the L-GSRF stock index prediction model greatly
reduces the prediction error and improves the prediction accuracy in the
photovoltaic (PV) stock index prediction, comparing with the traditional
random forest and support vector machine (SVM) algorithm. In this
paper, the trading strategy based on the prediction model has achieved
a high annualized return. Finally, this study further clarifies the short-
comings of machine learning methods and future research directions.

Keywords: Machine learning · Lasso regression · Grid search ·
Random forest · Trading strategy

1 Introduction

The prediction of financial time series and constructing trading strategies have
long been identified as an important but challenging topic in the research of
financial market. Yang and Wu (2006) listed the analysis of time series data
as one of the ten most challenging problems in data mining because of the
uniqueness and complexity of time series data. Theoretically, the price of the
stock is determined by a number of external factors, such as political events,
the global economy, and traders’ expectations and so on, so that financial time
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series are non-linear, nonstationary, and irregular (Längkvist et al. 2014). The
non-linearity is due to the fact that there are much noise and high-dimensional
features in the time series; the irregularity is due to the fact that we can not fully
grasp the causes of stock price changes; the nonstationarity is reflected in the
changes in the mean value and variance of the stock price over time. The above
characteristics make it difficult to study the changes of stock market returns.

For non-linear data prediction, machine learning enriches the research meth-
ods in the field of traditional economics, and it is changing the research methods
of Economics (Athey 2017). Machine learning algorithm is “Data-Driven”, which
is continuously debugging the model by training a large amount of data to select
the optimal model and parameters. Machine learning can extract abstract fea-
tures from data, recognize hidden nonlinear relationships without relying on
econometric assumptions and professional knowledge. In the era of big data,
the advantage of machine learning is that it can improve the accuracy of the
model, integrate interdisciplinary information and methods to help researchers
analyze economic problems and make effective decisions. Table 1 lists the relevant
research.

For non-linear data prediction, machine learning enriches the research meth-
ods in the field of traditional economics, and it is changing the research methods
of Economics (Athey 2017). Machine learning algorithm is “Data-Driven”, which
is continuously debugging the model by training a large amount of data to select
the optimal model and parameters. Machine learning can extract abstract fea-
tures from data, recognize hidden nonlinear relationships without relying on
econometric assumptions and professional knowledge. In the era of big data,
the advantage of machine learning is that it can improve the accuracy of the
model, integrate interdisciplinary information and methods to help researchers
analyze economic problems and make effective decisions. Table 1 lists the relevant
research.

Many of the above studies use text or numerical information to predict the
stock price respectively. Studies combining time-series numerical variables and
text-type variables are rare in China. Combining the two can incorporate the
duration effect of past events into the model. (Such as the word “financial crisis”
will have a lasting effect); and most models are trained based on macro market
indexes or micro stock data, and less consider the specific domain knowledge
of the meso-level industry influences. Therefore, machine learning methods still
have room for improvement in establishing a safe and accurate stock prediction
system.

This paper selects the photovoltaic industry as the research object. Photo-
voltaic industry is a immerging high tech industry in the 21st century. Due to
its clean, safe and sustainable characteristics, photovoltaic industry is increas-
ingly becoming a focused planning industry in various countries. It is expected to
become another emerging industry with explosive production increase after infor-
mation industry and microelectronics industry. Since 2009, photovoltaic building
application demonstration project, the Golden Sun demonstration project and
photovoltaic power station franchise bidding have been launched in China, which
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Table 1. Related research on machine learning to predict stock price

Author (Year) Predicted

objects (variable

type, number)

Sample size

(training set:

validation

set: test set)

Sample

selection time

period

(frequency)

Machine

learning

methods

Error

calculation

method

Ding (2015) S& P500 Index

(News)

664399

(4:1:1)

2006.1–

2013.11

(Day)

Event

Embedded

CNN

Matthews

Correlation

Coefficient

(MCC)

Singh (2017) Nasdaq

Exchange Stocks

(Value, 36)

2843 (8:0:5) 2004.8–

2015.12

(Day)

PCA

Dimension

Reduction

+DNN

RMSE

Akita (2016) 10 stocks of the

Tokyo Stock

Exchange

(News)

Unexplained

(6:1:1)

2001–2008

(Day)

LSTM Simulated

portfolio

income

Chong (2017) 38 KOSPI stocks

in Korea (value)

73041 (3:1:1) 2010.01–

2014.12 (Five

minutes)

DNN NMSE

RMSE

Fischer (2018) S& P 500 Index Unexplained

(3:0:1)

1992.12–

2015. 9

(Day)

LSTM Diebold-

Mariano

(DM) test,

simulating

portfolio

income

Zhong (2017) S& P 500 ETF

(Value, 60)

2518 (14:3:3) 2003.01–

2013.05

(Day)

Unexplained

(6:1:1)

Simulated

portfolio

benefits

Jang (2018) Bitcoin (Value,

27)

Unspecified 2011.12–

2017.08

(Day)

Unexplained

(6:1:1)

RMSE

MAPE

Ran (2018) 20 shares of A

shares (News)

1,447,500

(articles

2008.01–

2016.12

(Day)

Unexplained

(6:1:1)

MSE

Note: CNN: Convolutional Neural Network; PCA: Principal Component Analysis; DNN: Deep

Neural Network; RMSE: Root Mean Square Error; LSTM: Long Short-Term Memory; NMSE:

Normalized Mean Square Error; ANN: Artificial Neural Network; BNN: Bayesian Neural Net-

work; MAPE: Mean Absolute Percentage Error; BPNN: Back-Propagation Neural Network;

SVR: Support Vector Regression; MSE: Mean Square Error.

means that domestic photovoltaic development has officially started. With the
implementation of opinions on promoting the healthy development of photo-
voltaic industry and a series of photovoltaic policy subsidies such as new pho-
tovoltaic regulations, China’s photovoltaic industry is developing continuously.
The installed capacity of photovoltaic power generation ranks first in the world
for five consecutive years between 2013 and 2017. In the process of development,
the photovoltaic industry is also facing problems such as financing difficulties.
The traditional financing channels of photovoltaic power station mainly include
state electricity price subsidy, self-raised funds, bank loan, and so on. As a heavy
asset project, photovoltaic power station has high investment cost, large capital
demand and long payback period. It is still difficult to obtain a large amount of
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capital through traditional financing channels. At present, it can only meet part
of the capital demand. Therefore, the key to promote the further development of
photovoltaic industry is to solve the financing bottleneck problem. The research
on the photovoltaic industry in China’s stock market is conducive to investors to
grasp the characteristics of the fluctuation of the photovoltaic industry’s stock
price and make more effective allocation of photovoltaic assets.

This paper mainly reviews the application of machine learning in stock pre-
diction and builds the L-GSRF stock index prediction system based on lasso
regression, grid search and random forest. Compared with the traditional ran-
dom forest and SVM algorithm, this algorithm has a better performance in
the prediction of photovoltaic index. Then, based on this model, this paper con-
structs an index trading strategy of photovoltaic index. In the end, this study fur-
ther clarifies the shortcomings of machine learning methods and future research
directions.

2 Construction of L-GSRF Model

2.1 Theoretical Model of L-GSRF

L-GSRF Model is made up of Lasso regression, grid search and random forest
algorithm.

Lasso regression is to find the regression coefficient that minimizes the loss
function by modifying the loss function on the basis of linear regression. The
method of modifying the loss function is to add the L1 regularization expression
to the loss function. The specific method is as follows:

The expression of linear regression is f(x) = wT x + b. The expression of the
loss function is J = 1

n

∑n
i=1 (f (xi) − yu)2. The goal of linear regression is to find

a set (wT , b) to minimize the loss function J. The method of Lasso regression is
to add the L1 regularization term to the loss function. The modified loss function
is:

J =
1
n

n∑

i=1

(f (xi) − yi)
2 + λ ω|1 (1)

To minimize J, we can also rewrite formula (1) as:

minω,b
1
n

∑n
i=1 (f (xi) − yi)

2

s.t. ω|1 ≤ t
(2)

The solution of Formula (2) tends to produce a solution with a dimension
of 0 under restricted conditions. If the eigenvalue with a weight of 0 does not
contribute to the regression, then the feature with a weight of 0 can be directly
removed so that the output value of the model remains unchanged. Therefore,
Lasso regression can be used to reduce the dimension.

Decision trees are widely used in machine learning, but they are prone to
overfitting, small noise is likely to change the tree’s growth mode. Random forests
can reduce the probability of over fitting by training decision trees in different
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subspaces, but increase some training deviations at the same time. In a random
forest, each decision tree can only train part of the data, and the data is divided
based on criteria such as Shannon Entropy and Gini Impurity. Gini Impurity
can be expressed as:

g(N) =
∑

i�=j

P (wi) P (wj) (3)

P (wi) here is the proportion of the i class. Another indicator for judging the
effect of data division is Shannon entropy. Shannon entropy measures the degree
of unpredictability of information contained in a branch of a decision tree. The
Shannon entropy of the Nth branch can be expressed as:

H(N) = −
i=d∑

i=1

P (wi) log2 (P (wi)) (4)

Where the d is the number of categories in the model, and P (wi) is the
proportion of the i category. The optimal division result is to minimize the
impurity and obtain the maximum information gain. The information gain can
be expressed as:

Δ/(N) = I(N) − PL × I (NL) − PR × I (NL) (5)

I (N) represents the purity of the Nth branch (which can be expressed as
Gini purity or Shannon entropy), PL is the proportion of branches to the left
after division, and PR is the proportion to the right. NL and NR are the left and
right branches of N.

In a random forest, parameters such as the number of trees and the number
of randomly selected features of each decision tree are uncertain. Grid search is a
method to find the optimal parameters. It optimizes by using exhaustive possible
parameter values and cross-validation, and searches for the optimal parameters
among the listed possible parameters. Cross-validation refers to the method of
dividing the data set into n points, taking each one in turn as the test set, and
every n-1 parts as the training set, and training the model multiple times to
observe the stability of the model. The grid search algorithm will arrange and
combine the possible values of each parameter, list all the combined results to
generate a “grid”, and then apply each group of parameters to different “grid”
algorithms, using a cross-validation method and a certain scoring method. The
training results are scored until the results of all parameter combinations are
calculated in a loop, and the program is adjusted to the parameter combination
of the best score.

2.2 Implementation of L-GSRF Model

In the random forest model, the parameters such as the number of trees and the
pattern of random number generation all have the uncertainty of random selec-
tion. In the process of feature selection, if many features are not dimensionally
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reduced, then factors such as multicollinearity and data redundancy will greatly
affect the accuracy and operation time of the model. Therefore, this paper builds
the L-GSRF algorithm model.

The structure of the L-GSRF model is showed in Fig. 1. First, we standard-
ized indicating data, then, input the predictive indicators to be selected into the
Lasso regression model for dimensionality reduction, and retain the predictive
indicators with non-zero regression coefficients. Next, based on the Grid Search
algorithm, we select the value range of the parameters of the random forest, and
determine the random forest model with the optimal score parameter combina-
tion after the loop iteration of the random forest algorithm. In the loop iteration,
we use the cross-validation scoring method to substitute each parameter combi-
nation in the grid into the model. After obtaining the score, we compare it with
the scores of other parameter combinations, and retain the parameter combina-
tion with the highest score as the parameter of the random forest model. Finally,
we use the selected predictive factors to make a 40-day continuous multi-step
prediction of the stock index through the L-GSRF model. We compare the pre-
diction results with the original RF model and commonly used SVM and LSTM
models, and verify the trading strategy performance of the model.

Fig. 1. Structure of L-GSRF model

The experimental steps of the L-GSRF prediction and trade algorithm are
as follows:

Step 1: Obtain historical data of stock index and predictor, clean and stan-
dardize the data, and remove missing values;

Step 2: Divide training set and test set;
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Step 3: Perform Lasso regression in the training set, and select the effective
factor of the regression;

Step 4: Construct Random Forest algorithm using training set, and add Grid
Search algorithm to build GSRF model.

Step 5: Test the model prediction performance with test set;
Step 6: Compare the L-GSRF prediction results with RF model and SVM

model.
Step 7: Construct the L-GSRF trading strategy.

2.2.1 The Input of L-GSRF Model
At present, fundamental data, market data and technical indicators are mainly
used as the characteristic input of the model in domestic and foreign research
on the prediction of stock index. Fundamental data focuses on the political and
economic data modeling and analysis of the impact on the long-term trend of the
stock index. As the technical indicators of the index are calculated by the market
data, the two have a significant correlation. More importantly, the technical
indicators contain a lot of effective information other than the market data,
such as identify patterns and trends that may indicate how stocks will behave
in the future. We also used text-based review data collected in stock forum.
The stock forum focuses on the relevant news of individual stocks, institutional
research reports, and individual investor comments, which can comprehensively
grasp market sentiment and indicate the trend of the stock. Taking them as
explanatory variables of prediction models can help improve the performance of
classification models.

In addition, previous literature results show that too many inputs will intro-
duce too much noise in the learning process, and the training of the model may
be affected by over-optimization. In this case, the model can achieve high per-
formance on the in-sample data set, but get poor results on the out-of-sample
data set. Therefore, we use Lasso Regression to reduce the input variables and
avoid overfitting the model.

2.2.2 Performance Measurement
Performance measurements are used to measure the generalization ability of
machine learning models. When comparing the performance of multiple mod-
els, different performance measures lead to different conclusions. In order to
more clearly and effectively compare the predictive ability of the model, this
paper selects two performance measurement, Root Mean Square Error (RMSE)
& Mean Absolute Error (MAE) and accuracy rate.

Firstly, the RMSE and MAE calculation formula are as follows:

MAE =
1
m

m∑

i=1

|yi − ŷl| (6)

RMSE =

√
√
√
√ 1

m

m∑

i=1

(yi − ŷl)
2 (7)
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Where yi is the true value and ŷi is the predicted value.
Secondly, the accuracy rate is the most commonly used evaluation index

in classification problems. For the prediction of stock index rise and fall, the
following symbol definition is given to build the performance measurement of
the model, and the calculation of accuracy rate is showed in formula 10:

(1) TP (True Positive): The number of samples that correctly predicted the
rise.
(2) FP (False Positive): The number of samples that predicted a decline to a
rise.
(3) TN (True Negative): The number of samples that correctly predicted the
fall.
(4) FN (False Negative): The number of samples that forecast the rise to fall.

Accuracy =
TP + TN

TP + FP + TN + FN
(8)

2.2.3 T-Test of Strategy Profit
In order to test the significance of profits, this paper adopts the common T-test
method. Holding position is from buy to sell, sell to buy is short position. The
corresponding time length and average daily yield are nh, ns, and μh, μs. Δμ is
the difference between the average daily yields. When testing whether there is a
significant difference between the average daily rate of return (μh or μs) under
the trading rules and the average daily rate of return μ over the entire sample
period, the original hypothesis of the T test is μh = μ or μs = μ, and the T-test
statistics are:

th =
μh − μ

√
σ2

nh
+ σ2

n

or ts =
μs − μ

√
σ2

ns
+ σ2

n

(9)

Where, n is the total number of observed values, σ2 is the variance of the
average daily return of the whole sample. If the average daily rate of return
in the holding (short position) position is positive (negative) and significantly
different from the average daily rate of return, then the trading strategy has
good profitability.

If there is a significant difference between the average daily return rate μh in
the holding position and the average daily return rate μs in the short position
phase, the null hypothesis of the T test is μh = μs, and the T-test statistics are:

ths =
μh − μs√

σ2

nh
+ σ2

ns

(10)

If μh is significantly greater than μs, the trading strategy is valid.

3 Data Collection and Processing

3.1 Data Collection

The prediction object of this paper is the photovoltaic index (884045.WI), which
is composed of 59 stock holdings. This paper selects the top 10 companies in the
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market value of the photovoltaic index component as the research object. The
data source is divided into two parts, the first part is text-based data, from
the 10-stock Oriental Fortune stock bar reviews (see Table 2). East Money Stock
Forum was established in 2005 and is China’s main financial and securities portal.
This paper uses a crawler algorithm to collect all posts from November 2015 to
May 2018, including the title, reading volume, number of comments, and posting
time, a total of 392811 pieces of data. After deleting missing and duplicate values
and garbled data, 358387 pieces of experimental data were obtained.

Table 2. Grab source and quantity of StockForum review data

No. Code Name Total market

value (billions)

Industry Total data

volume

Experimental

data volume

1 601727.SH Shanghai Electric

Group Company

Limited

748.04 Industrial 37142 24656

2 601012.SH LONGi Green

Energy

Technology Co.,

Ltd.

475.55 Information

technology

23766 20698

3 601877.SH Zhejiang Chint

Electrics Co., Ltd.

471.59 Industrial 18058 12252

4 600438.SH Tongwei Co.,Ltd. 302.05 Daily

consumption

23595 20934

5 600089.SH TBEA Co., Ltd. 249.24 Industrial 42233 39733

6 002506.SZ GCL Energy

Technology Co.,

Ltd.

243.5 Information

technology

125899 120962

7 600522.SH Jiangsu Zhongtian

Technology Co.,

Ltd.

238.23 Information

technology

57718 57656

8 002129.SZ Tianjin

Zhonghuan

Semiconductor

Co., Ltd.

167.11 Information

technology

41760 41641

9 300316.SZ Mechanical &

Electrical Co.,

Ltd.

129.66 Information

technology

10667 10660

10 603806.SH Hangzhou First

Applied Material

CO., LTD.

122.6 Information

technology

11973 9195

Total 392811 (358387)

The second part of this paper uses Wind database as the data source. From
November 2015 to May 2018, the data of component shares, photovoltaic index
technical indicators and macro-level data are selected. The specific indicators
are listed in Table 3.
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Table 3. Types and abbreviations of predictors

Type Predictors Abbreviations

Technical indicators Closing price, volume, real amplitude

trend indicator, momentum indicator,

energy tide, trend index, relative

close, volume, ATR, MOM,

OBV, CCI, RSI, MA

Macro-level index Shanghai Composite Index, RMB Index,

Brent Crude Oil Spot Price

SH1, CNY, OIL

3.2 Data Processing

3.2.1 Text Data Processing
This paper uses text-based sentiment analysis technology to analyze the stock
bar comment data. Sentiment analysis is also known as Opinion Mining.
This technique can be used to determine the emotional state expressed by a
piece of text. Text sentiment analysis mainly has two types of methods, namely
sentiment dictionary and rule-based analysis methods (Ran et al. 2018), and the
other is based on supervised machine learning methods. This type of method
uses support vector machines, recurrent nerves models such as networks and
convolutional neural networks, they can effectively improve the effectiveness of
sentiment analysis. The current class libraries for sentiment analysis are NLTK,
snownlp and so on. This paper selects PaddlePaddle for sentiment analysis of
stock bar comment texts. PaddlePaddle is Baidu’s open source machine learning
platform, which includes Baidu’s self-built dictionary, bidirectional single-layer
LSTM analysis model for emotional orientation, and other open source pro-
grams. We use the PaddlePaddle to convert text data into three types: positive,
neutral, and negative. The processed data statistics are as follows:

After obtaining the sentiment classification of stock bar reviews, we used the
bullish index construction method proposed by Antwelier and Frank to compile

Table 4. Text data processing results

Serial number Code Positive comment Neutral comments Negative comments

1 601727.SH 6039 13336 5282

2 601012.SH 6157 9688 4854

3 601877.SH 3709 5590 2954

4 600438.SH 6140 10214 4581

5 600089.SH 11025 19756 8953

6 002506.SZ 31953 24202 64808

7 600522.SH 16693 28396 12568

8 002129.SZ 10681 8904 22057

9 300316.SZ 3193 2351 5117

10 603806.SH 2688 2063 4445

Total 98278 124500 135619
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the daily stock bar review sentiment index. The bullish index has been verified
to be the most stable method for calculating affective tendencies, and has been
adopted by a large number of studies (Längkvist et al. 2014). The calculation
method is:

sentimentit = ln
(

1 + Mit,pos

1 + Mit,neg

)

(11)

t is the observation time window, Mit,pos is the number of positive comments
of the i-th stock during the period of t, and Mit,neg is the number of negative
comments of the i-th stock during the period of t. Based on formula (11), we
input the number of positive reviews and the number of negative reviews in a
day into the model, and calculates the daily sentiment index of ten stocks. Then
the sentiment index of each stock is weighted by market value according to the
formula (12) to obtain a comprehensive emotional index sentimentit (Table 4):

sentimentt =
10∑

i=1

weightit × sentimentit (12)

weightit is the ith stock’s market value as a proportion of the total market
value of the ten stocks in the t-period.

3.2.2 Numerical Data Processing
This paper selects the daily data of the 11 indicators listed in Table 3 from
November 2015 to May 2018. After removing missing values, weighted integra-
tion of individual stock data, time matching and calculation of technical indica-
tors, we obtained a total of 627 data. Descriptive statistics are shown in Table 5.
Among them, ten stock data indicators are weighted by market value. In the
technical indicators, the period of RSI, MOM, ATR, CCI and MA is set as 6
days, 12 days, 14 days and 6 days respectively.

Table 5. Descriptive statistics for data

Mean Median Standard deviation Min Maximum Count

Close 2466.7 2443.68 236.00 1952.32 2930.65 627

Sentiment −0.46 −0.45 0.23 −1.41 0.15 627

Volume 582360389 538892971 221618023 196317201 1620010434 627

RSI 51.73 51.44 19.34 4.48 98.82 627

MOM −1.17 8.83 152.42 −745.67 428.41 627

OBV 2.2964E−10 2.478E-10 7709606825 906825270 3.4706E-10 627

ATR 46.75 37.11 23.23 22.36 118.00 627

CCI 10.54 23.98 97.81 −200.00 200.00 627

MA 2468.07 2457.58 231.63 1987.66 2884.21 627

SH 3177.35 3168.90 197.12 2655.66 3651.77 627

CNY 117.89 116.97 2.31 113.86 123.89 627

OIL 51.67 50.09 10.79 25.99 80.30 627
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4 L-GSRF Model Experimental Results and Analysis

4.1 Lasso Regression Result

This paper takes the first 587 data as the training set and the last 40 data
as the test set. Lasso regression model was used in the training set data. The
interpreted variable is the closing price, and the explanatory variables are senti-
ment index and trading volume. Technical indexes RSI, MOM, OBV, CCI, MA,
Shanghai Composite Index, RMB Index and Brent Crude Oil Price. The penalty
coefficient α is an important parameter in the Lasso regression model, and the
regression results will be affected by different values of α. This paper uses the
BIC information criteria (Bayesian Information Code) to determine the optimal
penalty coefficient α as 0.1661. The regression results are as follows:

Table 6. Lasso regression results

Variable name Regression coefficient

Sentiment 7.4618031

Trading volume 0

RSI 0.80972198

MOM 0.05215402

OBV 0

ATR 0

CCI 0.21815196

MA 0.94396249

SH 0

CNY 0

OIL 0

From the regression results in Table 6, the regression coefficients of Sentiment,
RSI, MOM, CCI and MA are not 0, and the regression coefficients for the other
variables are 0, especially the macro indicators are all rejected. Macro indicators
focus on national policies, model political and economic data, and analyze the
impact on the long-term trend of stock indexes, which are mainly applicable to
the relatively mature index trend prediction with a relatively long cycle. In this
paper, short-term stock indexes are predicted, so fundamental analysis is not
applicable to the model in this paper. Therefore, the above five indexes with
non-zero coefficients are input into the L-GSRF model for stock price index
prediction.
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4.2 L-GSRF Model Prediction Results

4.2.1 MAE and RMSE Analysis
The results of the experiment are compared with the unadjusted RF model,
adjusted GSRF model and SVM model. The MAE and the RMSE of each model
are listed in Table 7.

Table 7. Error analysis of experimental results

Serial number Model MAE RMSE

1 RF 6.01 8.07

2 SVM 4.06 6.60

3 GSRF 2.40 3.52

4 L-GSRF 1.43 2.32

From the experimental results, the unadjusted RF model and the SVM model
fit the test set data poorly. The MAE and RMSE of RF model are 6.01 and
8.07 respectively, and the MAE and RMSE of the SVM model are 4.06 and
6.60, reflecting their low accuracy in data fitting. In the grid-adjusted GSRF
model, MAE and RMSE are reduced to 2.40 and 3.52, and the errors are reduced
by 60.06% and 56.38% respectively compared with the unadjusted RF model,
indicating that grid-adjusted parameters have a significant improvement in the
prediction of the model. In the L-GSRF model with Lasso regression, MAE and
RMSE are reduced to 1.43 and 2.32, respectively. Compared with the unadjusted
RF model, MAE and RMSE are reduced by 76.21% and 71.25%, respectively.
Compared with the GSRF model, the two indexes are reduced by 40.42% and
34.09%, which shows that the L-GSRF model has greatly improved the perfor-
mance of stock index prediction.

4.2.2 Accuracy Rate Analysis
In the accuracy analysis, we labeled the rise or fall of the index and forecast
result as 1 and 0. If both the index and forecast result are rising, TP plus 1.
If both the index and the forecast result are falling, TN plus 1. The results are
shown in Table 8 (Fig. 2).

As can be seen from Table 8, the L-GSRF model has the highest accuracy
in the test set of 40 samples. Among them, the prediction accuracy of L-GSRF
model for rising is higher than that for falling. Accuracy decreases in sequence
in GSRF model, RF model and common SVM model. This can also reflect the
validity of L-GSRF model in predicting the rise and fall of stock index.
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Fig. 2. Four models prediction result

Table 8. Error analysis of experimental results

Serial number Model TP TN Accuracy rate

1 RF 18 19 0.925

2 SVM 19 16 0.875

3 GSRF 20 18 0.95

4 L-GSRF 20 19 0.975

5 Trading Strategy Based on L-GSRF Model

Based on the L-GSRF prediction model, this paper constructs a simple photo-
voltaic (PV) index daily frequency trading strategy: if the next trading day is
expected to rise, it would buy at the opening price on next trading day; if it
predicted a decline in the next trading day, it would sell at the opening price
on next trading day. The 30-day data of the test set is used to do a backtest of
the strategy. The annualized yield and yield curves are shown in Fig. 3, where
the blue dotted line is the yield curve of the strategy and the red solid line is
the yield curve of the PV index. From the comparison of annualized returns in
Table 7, it can be seen that the return of the trading strategy based on the four
models is better than that of the PV index. Among them, the yields of the RF
model, the SVM model and the GDRF model are 73.52%, 72.9% and 74.11%,
respectively, which are much higher than the annualized yield of 18.63% of the
PV index. The trading strategy based on the L-GSRF model has achieved an
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annualized return of 78.94%, which is 323.73% higher than the annual return
of the benchmark PV index. In the comparison chart of model yield, we can
see that in Fig. 3, the yield curve of the L-GSRF model is smoother than the
other three models, with minimal maximum drawdown, which reflects that it
can better predict the trend in the declining market, with less time and higher
accuracy (Table 9).

Table 9. Strategic annualized rate of return comparison

No. Model Strategy annualized return Annualized yield on photovoltaic index

1 RF 73. 52% 18.63%

2 SVM 72. 90%

3 GSRF 74.11%

4 L-GSRF 78.94%

We conducted a T-test for the significance of strategy returns. As can be seen
from Table 10, L-GSRF has the highest average daily return on holding position,
reaching 0.1816%. The average daily yield of holding position and short position
has a significant difference. It indicates that the timing of L-GSRF strategy is
effective and it is more profitable than the other three strategies.

Fig. 3. Four strategies and benchmark annualized return (Color figure online)



446 S. Chen et al.

Table 10. T-test for strategy profit

nh ns μh μs Δµ σh σs

RF 16 24 0.1646% −0.2523% 0.42%** 0.49 0.10

SVM 20 20 0.0340% −0.9370% 0.97%** 0.54 0.09

GSRF 19 21 0.1097% −0.9486% 1.06%*** 0.52 0.12

L-GSRF 22 18 0.1816% −0.5488% 0.73%*** 0.46 0.17

6 Research Conclusions and Reflections

In this paper, L-GSRF algorithm is constructed to predict the PV industry
index by using 358, 387 text data from comprehensive stock comments and
data from 12 economic indicators over 627 trading days, through data cleaning
and feature extraction. It turns out that the L-GSRF algorithm can effectively
improve the prediction accuracy of financial data compared to traditional RF,
SVM and GSRF models. Based on the predicted results, the trading strategy of
L-GSRF index is constructed. From the T-test of trading results and earnings, L-
GSRF strategy shows better performance. The return of the L-GSRF strategy is
323.73% higher than the benchmark. The T-test shows that the holding position
yield of L-GSRF is significantly higher than that of short position, achieving the
highest average daily return.

At present, machine learning has been widely used in financial prediction,
image recognition, sound processing and other fields. Through the experiments
in this paper, we have the following reflections on machine learning algorithm:

1. Machine learning algorithms require the support of large amounts of data, and
understanding the abstract relationship between data often requires millions
of data as training sets. If the training set of machine learning algorithm is too
small, we have to rely on explicit rule settings, otherwise the performance of
the model trained by the algorithm will be greatly affected. Machine learning
is the foundation of artificial intelligence, but the efficiency of human learning
complex and fuzzy rules is much higher than that of machine learning system
(Lake 2015). Therefore, machine learning algorithm is less efficient if the data
is limited and the rules are ambiguous.

2. Machine learning cannot distinguish between causality and correlation, and
the stability of model prediction results need to be improved. Because machine
learning is based on historically determined data for model training and
fitting complex relationships between input variables, it cannot accurately
understand the inherent logical correlation between inputs, so it is easy to
incorporate events without logical correlation into the model, and the learn-
ing presentation of unexpected events is not strong, which can easily lead to
low model stability when predicting out-of-sample data.

3. Machine learning algorithm is currently not transparent, resulting in a lack of
trust in it. Samek (2017) and Ribeiro (2016) have been discussing the opacity
of neural networks. In large-scale neural network system, there are a large
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number of hundreds of millions of neurons. As individual nodes of complex
network, neurons are difficult to adjust parameters. In certain areas, such
as financial investment or medical field, users of machine learning algorithm
are more likely to understand the process of system decision-making, while
due to the complexity of neurons and the weak tunability of individual node
parameters, machine learning is characterized as a “black box” with low user
trust.

In future research, we should focus on how to carry out effective machine
learning in the case of insufficient data, how to use machine learning to effectively
distinguish causality from correlations, and how to enhance machine learning
transparency and enhance the credibility of machine learning. The discussion of
these problems will help to improve the efficiency of machine learning algorithm
and expand its application range.
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Abstract. The ongoing COVID-19 pandemic has led to not only the loss of enor-
mous lives, but the dramatic impact on global financial markets. By considering
29global systemically important banks from four regions (NorthAmerica, Europe,
China, Japan), we employ the proposed truncated D-vine dynamic mixed copulas
model to investigate the evolution of the systemic risk of global banking system
during the COVID-19 pandemic period. From empirical results, as a worldwide
shock, the COVID-19 pandemic does have increased the systemic risk of the
global banking system. Specifically, the systemic risk level of the global banking
sector was moderate during the period when the COVID-19 pandemic burst only
in China, and increased rapidly when the virus spread over the world, then cooling
down when emergency actions were taken by countries. In addition, the systemic
risk contribution of banks inmost regions (likeNorthAmerica, Europe, and Japan)
under the similar epidemic situation during the COVID-19 period, seem to be not
impacted by the evolution of the panic (as well as the systemic risk level), while
the systemic risk contribution of Chinese banks kept falling due to its opposite
situation to others in this period.

Keywords: COVID-19 pandemic · Truncated D-vine · Dynamic mixed copula ·
Systemic risk · Banking risk

1 Introduction

The COVID-19 pandemic have brought about the ongoing enormous costs in lives since
its outbreak in December, 2019. Besides the loss in human lives, world economies also
keep being dramatically affected by the coronavirus panic, such as, decrease in consump-
tion, interruptions to the production, disruptions of global supply chains, unemployment,
shutting downoperations of companies, etc.Moreover, global financialmarkets have reg-
istered dramatic drop and the volatility is proved to increase (Zhang et al. [1], Albulescu
[2]) and reach at level similar to the global financial crisis in 2008 (Fernandes [3]).
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Therefore, one of emerging questions is that could COVID-19 pandemic be the source
of a new financial crisis? or, how serious the COVID-19 pandemic affects the financial
market of the world? On the other hand, since the banking system has been proved
to be dominant role in the financial market, particularly during the crisis (Brownlees,
and Engle [4]; Acharya et al. [5]), this paper investigates the impact of this worldwide
epidemic on the global banking sector.

The fact that financial markets move more closely together during times of crisis
is well documented, which is accompanied by the increase of the systemic risk. The
systemic risk can be defined as the risk that the failure of a systemically important
institution distress could cause the distress of the system. In other words, the systemic
risk level could be a signal of the health situation of the financial system. Consequently,
we analyze the evolution of the systemic risk of the global banking sector during the
COVID-19 pandemic period.

The key point to account for the systemic risk of the global banking system is to
character the (conditional) dependence among each bank by using the high-dimensional
distribution. Hence, we employ the mixed vine copula model proposed by Weiβ and
Scheffer [6] combing with the truncated structure (Brechmann et al. [7]), however, with
time-variant parameters updated by the score-drivenmodel of Creal et al. [8] and Harvey
[9], which is called truncated D-vine dynamic mixed copulas.

The remainder of this article is structured as follows. Section 2 describes the model
we proposed, and Sect. 3 presents the data description and marginal distributions for all
series. In Sect. 4, we show our empirical results, and Sect. 5 concludes.

2 Methodology

In this section, we briefly describe our approach, truncated D-vine dynamic mixed cop-
ulas, to model the interdependence of d-dimensional observable variables, including the
truncated D-vine copula specification and the dynamic mixture of time-varying copulas
definition.

2.1 Truncated D-vine Copula

From Sklar’s theorem [10], copulas can be used to separate a multivariate distribution
into its marginals and the dependence structure which is fully captured by the copula
function. Specifically, a d-dimensional cumulative distribution function F can be split in
two parts, the marginal distribution function Fi and a copula function C, as follows.

F(x1, . . . , xd ) = C(F1(x1), . . . ,Fd (xd )). (1)

The probability density function f can be represented by

f (x1, · · · , xd ) = c(F1(x1), · · · ,Fd (xd ))
d∏

i=1

fi(xi) (2)

where c is the copula density and f i are marginal densities. By the definition from
Kurowicka and Cooke [11], the copula density function of the D-vine structure can be
factorized as the product of bivariate copulas (called pair-copulas)
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c(F1(x1), · · · ,Fd (xd )) =
d−1∏

j=1

d−j∏

i=1

ci,i+j|i+1,··· ,i+j−1(F(xi |xi+1, · · · , xi+j−1),F(xi+j |xi+1, · · · , xi+j−1)) (3)

where conditional marginal distributions can be calculated as follows

F(x|v) = ∂Cxvj |v−j (F(x|v−j),F(vj|v−j))

∂F(vj|v−j)
(4)

for a k-dimensional vector v. Here vj is one arbitrarily chosen component of v and v-j
denotes the v-vector, excluding this component. The specification can be given in form
of a nested set of trees (Aas et al. [12]) shown in Fig. 1 which gives examples of a
five-dimensional D-vine copula with five random variables, four trees and ten edges.
Edges in each tree correspond to pair-copulas of two neighbor nodes corresponding to
(conditional) marginal distributions.

Fig. 1. D-vine copula with five variables

According to the idea that the most important dependencies in the vine structure are
captured in first trees, Brechmann et al. [7] propose the truncated vine structure to allow
for the best possible specification of firstK trees leaving all pair-variables in higher order
trees independent. The D-vine copula density function in (3) truncated at level K ( < d)
can be reduced to.

c(F1(x1), · · · ,Fd (xd )) =
K−1∏

j=1

K−j∏

i=1

ci,i+j|i+1,··· ,i+j−1(F(xi |xi+1, · · · , xi+j−1),F(xi+j |xi+1, · · · , xi+j−1)) (5)

2.2 Dynamic Mixture of Time-Varying Copulas

Referring to Weiβ and Scheffer [6], we employ mixed copulas (convex combinations
of bivariate parametric copulas) as pair-copulas in the vine structure to solve the pair-
copulas selection problem. However, instead of considering the static model, we employ
the Creal et al.’s GAS model [8] to update the dynamic parameters. With c1(u1t , u2t ;
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θ1),…, cg(u1t , u2t ; θgt) being g parametric copula densities, the corresponding mixed
copula density is given by

c(u1t, u2t;�t) =
g∑

i=1

πitci(u1t, u2t; θit), �t = (πit, θit, i = 1, . . . , g)

�t+1 = κ + A�t∇(�t |u1t, u2t) + B�t

(6)

where π it , i= 1,…, g are the non-negative quantities summing to one.∇(�t |u1t , u2t)
is the score-driven variables corresponding to �t , and �t is the positive definite scaling
matrix (such as the identity matrix, see Oh and Patton [13]). κ, A, B are coefficient
matrices to be estimated. For the updating model of weights π it , see Catania [14], and
for the updating model of copula parameters θ it , see Bernardi and Catania [15]. Since
the parameter vector � of the finite mixture model cannot be estimated via classical
maximum likelihood estimation due to the incomplete structure of the data (see, e.g.
Dempster et al. [16]; McLachlan and Peel [17]; Weiβ and Scheffer [6]), we employ the
Expectation-Maximization (EM) algorithm to estimate the mixture parameters to avoid
the biased parameter estimates. For details of the EM algorithm, see Kim et al. [18],
Weiβ and Scheffer [6], Bernardi and Catania [15].

3 Data Description and Marginal Distribution

In this section, we give the description of the chosen sample data and estimate the
marginal model on each time series.

In the research of the financial systemic risk, some scholars choose as many insti-
tutions as possible in a certain field. Hundreds of firms must be dealt with binary or
hyper-dimensional models. For example, the quantile regression model is a widely used
model to calculate CoVaR measuring the systemic risk contribution of one single insti-
tution to the system (e.g. Laeven et al. [19]). However, only considering the relevance
between some institution and the system index by aggregating the rest, useful infor-
mation about the system risk may be missed. Oh and Patton [13] propose the dynamic
factor copula model to analyze the interdependence between 100 firms and facilitate the
estimation of several systemic risk measures. Given the quite high-dimensional data,
some restrictions on the homogeneity among variables must be imposed and it is not
quite straightforward to balance the parsimony and effectiveness of the model. There-
fore, we refer to the list of global systemically important banks (G-SIBs) identified by
the Financial Stability Board (FSB, [20]), including 29 public large banks belonging to
11 countries all over the world.

Moreover, to investigate the systemic risk of the global banking sector, we consider
the average weighted portfolio composed of 29 G-SIBs as the global banking system
index. There exist two different commonly used weighting variables to define the system
portfolio, the equal weight (Bernardi and Catania [15]) and the firm size (Adrian and
Brunnermeier [21]). Nevertheless, the equally weighted portfolio neglects the hetero-
geneity amongdifferent institutions and the portfolioweighted by sizesmayoverestimate
the scale of institutions. For this reason, we consider required levels of the additional
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capital buffers consisting of 5 categories of bank activities (size, interconnectedness, sub-
stitutability/financial institution infrastructure, complexity, cross-jurisdictional activity),
for more details, see BCBS [22]. Table 1 shows the chosen banks, as well as the relevant
information.

Table 1. List of banks

Banks Symbols Buffers Regions

1 JP Morgan Chase JPM 2.5% US

2 Citigroup CIT 2.0% US

3 HSBC HSBC UK

4 Bank of America BOA 1.5% US

5 Bank of China BOC China

6 Barclays BARC UK

7 BNP Paribas BNP France

8 Deutsche Bank DBK Germany

9 Goldman Sachs GS US

10 Industrial and Commercial Bank of China ICBC China

11 Mitsubishi UFJ FG MUFJ Japan

12 Wells Fargo WFC US

13 Agricultural Bank of China ABC 1.0% China

14 Bank of New York Mellon BNYM US

15 China Construction Bank CCB China

16 Credit Suisse CS Switzerland

17 Groupe Crédit Agricole GCA France

18 ING Bank ING Netherlands

19 Mizuho FG MFG Japan

20 Morgan Stanley MS US

21 Royal Bank of Canada RBC Canada

22 Banco Santander BS Spain

23 Société Générale SG France

24 Standard Chartered SC UK

25 State Street SS US

26 Sumitomo Mitsui FG SMFG Japan

27 Toronto Dominion TD Canada

28 UBS UBS Switzerland

29 UniCredit UC Italy

Notes: The fourth column “Buffers” denotes the required levels of additional capital buffers for
each bank, and these percentages are used to calculate weights of each bank, and then, the banking
system index
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Considering the availability of the bank data and our focus on the COVID-19 pan-
demic,we use 29 banks’ daily equity prices during June 3, 2019 to June 9, 2020 collecting
from Bloomberg and all price series used in this paper are denominated in United States
Dollars (USD).

We model time series of all banks’ prices in log differences. From the summary
statistics of the log-returns for all banks, of particular note is the nonzero skewness
(positive for 27 series, and negative for 2 series) and excess kurtosis (greater than 3
for all series). The Jarque-Bera test rejects the null normality distribution for all the
series. Both the ADF test and KPSS test show all time series are stationary. Next, we
consider the most commonly used conditional mean and variance model for the financial
time series, that is, AR(1)-GJR-GARCH(1,1) with the skewed students t distribution for
standardized residuals, to filter return series, as given by

xi,t = μi + αixi,t−1 + ei,t,

ei,t = σi,tεi,t,

σ 2
i,t = ωi + βiσ

2
i,t−1 + γie

2
i,t−1 + λie

2
i,t−11{ei,t−1 < 0},

εi,t ∼ iid Skew t(νi, ψi). (7)

4 Empirical Analysis

In what follows, we apply the truncated D-vine dynamic mixed copulas model described
in Sect. 2 to exam the evolution of the systemic risk in global banking sector during the
COVID-19 pandemic period.

4.1 Systemic Risk Measures

To quantify the systemic risk, we consider two popular measures, that is, the conditional
value at risk (CoVaR) and the conditional expected shortfall (CoES) introducedbyAdrian
and Brunnermeier [21]. The CoVaR can be used to measure the spillover effects from
some institution to the system conditional on this institution under its distress and the
CoES is the expectation version of the CoVaR, as given by

P(rs,t ≤ CoVaRβ|α
s|i,t |ri,t ≤ VaRα

i,t) = β (8)

CoESβ|α
s|i,t = E(rs,t |rs,t ≤ CoVaRβ|α

s|i,t) (9)

where ri,t , rs,t are equity returns of the institution i and the system index, respectively. α,
β are the predetermined confidence levels. As a direct consequence of the sub-additivity
property (Mainik andSchaanning [23];Bernardi et al. [24]), the averageweightedversion
of CoESs of all institutions can be applied tomeasure the total systemic risk of the overall
financial system, as shown below

CoESβ|α
s,t = −

d∑

i=1

wiCoES
β|α
s|i,t (10)
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where wi denote weights associated with each institution in the system and negative
CoESs ensure positive systemic risk levels. Besides, following Girardi and Ergün [25],
Mainik and Schaanning [23], and Bernardi and Catania [15], we also consider the dif-
ference between the CoVaR (CoES) and their median value, as measures of the systemic
risk contribution, as follows

�CoVaRβ|α
s|i,t = CoVaRβ|α

s|i,t − CoVaRβ|0.5
s|i,t

CoVaRβ|0.5
s|i,t

· 100 (11)

�CoESβ|α
s|i,t = CoESβ|α

s|i,t − CoESβ|0.5
s|i,t

CoESβ|0.5
s|i,t

· 100 (12)

where the median status is defined as P(ri,t ≤ VaR0.5
i,t ) = 0.5. The �CoVaR and

�CoES quantify the percentage increase of the systemic risk conditional on a given
distress event, to measure how the CoVaR and CoES change once a particular institution
falls into financial distress.

4.2 Systemic Risk Level Analysis

We use 29 banks samples described in previous section to estimate the truncated D-vine
dynamic mixed copulas model. The system index is not included to construct the vine
structure due to that the system index is a key variable governing the interaction in the
data set. This case may require to fit the C-vine copula (see, Kurowicka and Cooke [11])
consisting of bivariate copulas of the system index and each bank, resulting that CoVaR
(CoES) of the bank i may neglect the useful information between the bank i and other
banks, like binary models do.

The first tree of D-vine copula can be specified by the maximum sum of the absolute
value of empirical Kendall’s taus between two adjacent nodes, similar to the traveling
salesman problem (TSP). The truncation level can be decided by the Akaike information
criterion (AIC), for more detail, see Brechmann et al. [7]. As for mixed pair-copulas,
we consider three copulas of different tail dependencies, Gaussian copula (tail indepen-
dent), Gumbel copula (upper tail dependent), and Survival Gumbel copula (lower tail
dependent), as mixture components to model the dependence structure of the sample in
the empirical analysis. Figure 2 shows the estimated first tree in the vine structure of
29 banks, which identifies six clusters of economically and regionally similar variables,
indicating the rationality of the estimated D-vine structure. Furthermore, Table 2 rep-
resents the estimated summary results of the truncated D-vine dynamic mixed copulas.
Truncation level equal to 2means that only pair-copulas in the first two trees are dynamic
mixed copulas and those in higher order trees are independent.

In what follows, by the Monte Carlo simulation procedure, we use the estimated
truncated D-vine dynamic mixed copulas model to simulate 10000 observations for
each bank at each time point, and average weighted values (weights are computed using
the Buffers in Table 1) of all banks’ draws are considered as the simulated values of
the banking system index. Employing the approach described before, the systemic risk
measures CoVaR and CoES can be calculated by the simulation values of each bank and
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Fig. 2. The first tree of D-vine copula for equity time series of 29 banks

Table 2. Summary results of the truncated D-vine dynamic mixed copulas estimation

Truncation level Log-likelihood No. of parameters AIC BIC HQ

1 3264.2 252 −6024.3 −5180.9 −6105.9

2 3600.6 495 −6211.2 −4554.4 −6371.3

3 3746.8 729 −6035.5 −3595.5 −6271.3

Notes: AIC, BIC, HQ are the Akaike Information criterion, Bayesian Information criterion,
and Hannan- Quinn criterion, respectively. The best truncation level is chosen by the AIC,
corresponding to 2.

the system index. Figure 3 shows the estimated CoES values in Eq. (10) over the sample
period and we can find similar trends under different confidence levels, indicating the
robust estimated results of the systemic risk level.

From Fig. 3, we can find that the systemic risk of the global banking sector sig-
nificantly increases during the COVID-19 pandemic period, starting from February 25,
2020. It is worth noting that systemic risk levels maintain moderate during the prelim-
inary outbreak of the coronavirus pandemic in China in January, 2020. Even though
cases reported from China had peaked and began to fall in late February (WHO, 2020
[26]), the pandemic started to rapidly spread to other countries, accompanied by which
financial markets across the world experienced the turbulent phase. The U.S. stock mar-
ket plummeted over coronavirus fears on February 24, after the Dow Jones Industrial
Average experienced the worst day in two years. Until March 18, the U.S. stock market
triggered level 1 market wide circuit breakers during the opening hour four times in
ten days. The STOXX Europe 600 index also dropped near 35% from February 21 to
March 18. The magnitude of systemic risk levels experiences a giant increase, peaking
on March 17, 2020 and then progressively cools down when most governments seal
their borders to curb the virus’s spread and spend large amounts of funds to tackle the
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Fig. 3. Systemic risk level (CoES) of the global banking sector

epidemic and central banks announced the quantitative easing policy to stimulate their
economies. Under the COVID-19 pandemic, the systemic risk of the global banking
system depends on the performance of large percentages of banks across the world, not
only that of some bank or banks in some region, like China.

4.3 Systemic Risk Contribution Analysis

In addition, using the �CoVaR and �CoES, we turn to analyze the ranking of different
regions in terms of their systemic risk contributions. All 29 systemically important banks
are classified to four groups geographically and economically, consisting of Europe (UK
and EU), NA (US and Canada), China, and Japan. Figure 4 reports the average level of
the�CoVaR and�CoES by group, and vertical dash lines represent the time points Jan.
7, Feb. 25, and Mar. 17, respectively.

Fig. 4. Systemic risk contributions (�CoVaR and �CoES) of four groups
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It should be noted that the resulting ranking does not mean anything about intrinsic
riskiness profile of the particular group, and it is about the role each group plays in the
overall global banking system. First of all, we can find that both measures exhibit the
same underlying systemic risk signal and �CoVaR always stays above �CoES with
the similar dynamic pattern from Fig. 4. Secondly, high systemic risk levels during the
COVID-19 pandemic do not affect systemic risk contributions of NA and Japan, the
former always highest and the latter always lowest overall the whole time period, and
only affect that of European banks slightly. However, since the pandemic outbreaks in
China in January, the systemic risk contribution of Chinese banks starts to fall and keeps
the almost lowest level after the systemic risk level of the global banking system peaks in
mid-March. This phenomenon for Chinese banks can be explained by the asynchronous
performance of the pandemic magnitude in China with that in other countries. When the
pandemic keeps spreading in China, other regions of the world still stay safe for the time
being. More and more countries get to be affected by the rapid spread of the epidemic,
while the situation in China turns to improve. Under the environment of the COVID-19
pandemic, the systemic risk contributions seem to be not impacted by the evolution of
the systemic risk level for banks in most regions suffering the epidemic simultaneously
expect for those in some region, like China, under the opposite condition.

5 Conclusion

This paper focuses on the systemic risk of the global banking system during the ongoing
COVID-19 pandemic period. We propose a truncated D-vine structure with dynamic
mixture of time-varying copulas to investigate the interdependence between 29 system-
ically important banks across the world. The estimated model is employed to calculate
to two popularly used systemic risk measures CoVaR and CoES, which are considered
to quantify the systemic risk level of the global banking sector and the systemic risk
contribution of banks in different regions. We can conclude our empirical results into
two relevant phenomena with the circumstance of the COVID-19 pandemic. First, the
systemic risk level of the global banking sector is a comprehensive indicator for the
overall system and will not be affected by the status of some bank or banks in some
region, but by the status of banks in most regions. Although keeping moderate during
the preliminary outbreak of the COVID-19 pandemic only in China, the systemic risk
level increases rapidly when the virus spreads across the world, then cooling down once
emergency actions are taken by countries. Second, the systemic risk contributions of
banks in most regions, like NA, Europe, and Japan, suffering the epidemic simultane-
ously seem to be not impacted by the evolution of the systemic risk level, while those
of banks in China keep falling due to its opposite situation to others.

As a worldwide shock, the COVID-19 pandemic do have increased the systemic
risk of the global banking system. However, there seem to exist different influence
mechanisms between the internal and external cause of the crisis in the global banking,
evenfinancial, system. For example, it seems to be ineffective to regulate the systemically
important banks/financial institutions to avoid the financial crisis under the external
pressure, like the coronavirus epidemic. For future researches, it could be interesting to
investigate different operational mechanisms of the 08–09 global financial crisis and the
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COVID-19 pandemic to benefit the understanding and the regulatory about the systemic
financial risk.
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Abstract. In recent years, consumer credit has flourished in China. A credit fac-
tory is an important mode to speed up the loan application process. Order schedul-
ing in credit factories belongs to the np-hard problem and it has great significance
for credit factory efficiency. In this work, we formulate order scheduling in credit
factories as a multi-agent reinforcement learning (MARL) task. In the proposed
MARL algorithm, we explore a new reward mechanism, including reward calcu-
lation and reward assignment, which is suitable for this task. Moreover, we use a
convolutional auto-encoder to generate multi-agent state. To avoid physical costs
during MARL training, we establish a simulator, named Virtual Credit Factory,
to pre-train the MARL algorithm. Through experiments in Virtual Credit Factory
and an A/B test in a real application, we compare the performance of the pro-
posed MARL approach and some classic heuristic approaches. In both cases, the
results demonstrate that the MARL approach has better performance and strong
robustness.

Keywords: Multi-agent reinforcement learning · Order scheduling · Credit
factory · Simulation system

1 Introduction

Recently, the consumer credit has achieved great success in China. A consumer finance
company needs to approve the loan application submitted by the customer, and then
determine whether to grant the loan. A credit factory is an important means to speed up
the loan application process. Consumer credit is characterized by small quotas and high
frequency. Considering these characteristics of consumer credit, many companies have
introduced the credit factory mode.

The credit factory is a novel loan approval mode invented by Singapore’s Temasek
Group [1]. Credit factories have been adopted by many financial institutions, including
Bank of China, China Construction Bank, and China Merchants Bank. The credit fac-
tory divides credit approval into several processes. Similar to a factory assembly line,
the credit factory formulates standardized operations for each process. Credit factories
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improve the efficiency of the credit approval process by introducing process standard-
ization. More details about credit factories are available through the following URL:
https://cf.bfconsulting.com/.

The purpose of credit factory is to improve the efficiency of credit application. One of
the key components is order scheduling. Reasonable order scheduling can greatly reduce
the application time. Time is extremely valuable for customers, especially in financial
companies. And time is also a cost. Reduced loan application time means lower costs.
Therefore, it enhances the company’s cost advantage and facilitates customer loans.

The order scheduling problem has proven to be an np-hard problem [2]. In other
words, the exact solution algorithms of order scheduling problems suffer from a non-
polynomial increase in computation time. Although there are some similarities between
them, the order scheduling problem in credit factories that we studied is different from
classic job-shop problems. Firstly, the arrival time and processing time of the orders are
unknown in advance. Secondly, order scheduling has the problem of delayed feedback.
These differences are detailed in Sect. 3, and they make the order scheduling problem
difficult to solve with traditional algorithms, such asmathematical optimizationmethods
(e.g., mixed-integer linear programming) and meta-heuristics (e.g., genetic algorithms).

Recently, reinforcement learning (RL) has made significant progress in a variety of
areas such as games [3], robotics [4], natural language processing [5]. Reinforcement
learning has proved to be a powerful tool for online sequential optimized decision tasks.
Considering the nature of the order scheduling problem in credit factories, we argue that
reinforcement learning could be an effective method that has great potential to solve this
problem.

In this paper, we propose a real-time order scheduling algorithm based on theMARL
framework.

The main contribution of this research is two-fold:

• MARL Framework. We formulate the order scheduling problem as a MARL task.
The loan approval process in credit factories is decomposed into several successive
tasks. Each task can be modeled as a queue scheduling problem and is associated with
one reinforcement learning agent. Agents cooperate by a reward assignment strategy
and shared state generation, which will be introduced in Sect. 4.

• Reward Mechanism and State Generation. We explore a new reward mechanism,
including reward calculation and reward assignment. To better calculate rewards, we
make several improvements to the standard method. Furthermore, we design a reward
assignment strategy to represent the correlations among agents. Besides, we use a
convolutional auto-encoder and K-Means cluster analysis to generate the state, which
can effectively represent the state of multi-agent.

We tested our MARL algorithm with different service capabilities and different
system loads. Through experiments in Virtual Credit Factory and an A/B test in real
application, we proved that our proposed MARL approach has better performance and
strong robustness.

The rest of this paper is organized as follows: In the second section, we review
related work. The third section introduces the problem formulation. The fourth section

https://cf.bfconsulting.com/
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describes the MARL algorithm framework. The fifth section presents the experiments
and results. The sixth section summarizes the paper.

2 Related Work

2.1 Single-Agent Reinforcement Learning

Xie et al. [6] studied the application potential of reinforcement learning for job shop
scheduling problems, they quantified the state and action in many ways and defined
many reward functions to investigate their influence on the algorithm. This work pro-
vided support for further investigations into applying reinforcement learning to job shop
environments. Shahrabi et al. [7] combined reinforcement learning and the neighbor-
hood search algorithm for application to job shop scheduling problems. But this work
just used reinforcement learning to estimate the parameters of neighborhood search. In
essence, this work used neighborhood search to solve the job shop scheduling problem.
The superposition of reinforcement learning and neighborhood search caused too much
computation and poor real-time performance.

Li et al. [8] applied Q-learning to an order scheduling system and showed that Q-
learning outperformed the two benchmark policies, the First-Come-First-Serve (FCFS)
policy and the threshold-heuristic policy. Waschneck et al. [9] studied the problem of
semi-conductor production scheduling. They applied deepQ-learning to the problem and
proved the effectiveness of the method. Shiue et al. [10] applied RL-based scheduling
rule selection mechanism to job-shop scheduling problems and their results showed
that the RL-based method outperformed the scheduling rules method and had good
adaptability to environmental changes. All of these three works applied the single-agent
reinforcement learning to scheduling problems. But for some decomposable problems,
a single “super-agent” leads to a sharp increase in the dimension of agent inputs and
outputs. Taking our study as an example, there were 4 processes in total. And each
process had 4 actions, so the action space of a single “super-agent” was 44.

The order scheduling problem in credit factory involves many processes. Instead
of training a single “super-agent”, MARL is more natural to model each process as a
separate agent. MARL ameliorates the curse of dimensionality. Through the communi-
cation and cooperation among agents, MARL simulates the interaction among different
processes in the credit factory. So MARL is a suitable method to solve order schedul-
ing problem in credit factory. However, no one has ever studied the order scheduling
problem in credit factory with MARL. Therefore, our proposed model is extended from
single-agent to multi-agent reinforcement learning (MARL).

2.2 Multi-agent Reinforcement Learning

Gabel et al. [11] used MARL to solve job shop scheduling problems. This algorithm
implemented decentralized scheduling and could be used for unknown situationswithout
retraining. The arrival time and processing time of each job in this work were known.
In contrast, order scheduling with unknown arrival time and processing time was more
difficult. Qu et al. [12] Studied a manufacturing system that was able to handle multiple
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product types through multi-stages and multi-machines with dynamic orders, stochastic
processing time and setup time. Their results demonstrated that the proposed MARL-
basedmethod provided better performance thanmost common scheduling rules. But this
work did not specify how multiple agents communicate with each other to reflect the
cooperative relationship. The state and action setting made this method only suitable for
small-scale scheduling, and the numerical experiment in this work was also small-scale
order scheduling. Liu et al. [13] used MARL for feature selection. This research used a
graph convolutional network (GCN) to extract the state of reinforcement learning. The
state extraction and cooperation between agents in this work provided support for the
application of MARL to order scheduling.

Although the basic MARL algorithm had a wide range of applications, there were
few studies on large-scale real-time order scheduling problems with multiple machines,
multiple processes, random arrival times and processing times. Therefore, we aimed to
design an effective MARL algorithm to solve the large-scale real-time order scheduling
problem.

3 Problem Formulation

In this section, we introduce the typical process for a loan application order in credit
factories. As shown in Fig. 1, an order needs to go through four processes (Processes1–4)
to complete the whole loan approval process. Process 1 (Classify) divides the documents
of the order into different categories, such as ID cards, contracts, guarantee information,
and so on. Process 2 (Slice) takes a screenshot of the key document information and stores
it. For example, a name slice is obtained from the IDcard. Process 3 (Input) enters the slice
information generated in Process 2 into the database. Process 3 transforms unstructured
data into structured data. Process 4 (Review) checks and confirms the information from
different information sources. For example, it needs to be confirmed whether the name
from the ID card matches the name from the loan contract.

Fig. 1. The typical loan application process in credit factories

The approval process in credit factories can be modeled by four successive order
queues. Figure 2 shows the essence of how a credit factory works. A customer arrives
and sends a loan application order to the credit factory. In credit factories, each process
consists of a queuing area and a processing area. There are several sorted orders in the
queuing area. In the queuing area, these orders are sorted according to the scheduling
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rule, which is selected by RL. The processing area takes orders in turn from the queuing
area. There are several workers in the processing area of each process. We assume all
workers are homogeneous in credit factories. After leaving the processing area, the order
is sent to the queuing area of the next process. The approval process continues until the
order goes through all four processes. Because of the heterogeneity of orders, it is usually
not efficient-maximum to use the naive first-in-first-out strategy, and this is where our
problem begins.

Fig. 2. Credit factory modeling and analysis

The problem we studied addresses two factors: 1) the timeout rate, which is the
proportion of orders in a batch (like every 100 orders) that fail to finish in a limited time
period (e.g. 60-min); and 2) the average waiting time. These two issues are designed to
meet customer requirements from different perspectives. Consumer finance companies
often promise customers one hour to make loans and regard low timeout rate as a com-
petitive advantage. The lower the timeout rate, the less the company loses. However, an
excessive pursuit of the low timeout rate may cause a decrease in total capacity. To avoid
this situation, we add the second goal: the average waiting time.

The order scheduling problem is similar to classic job-shop scheduling problems,
both of which are essentially sorting problems [14]. However, some critical differences
between them hinder the application of traditional optimization techniques. The dif-
ferences are shown in Table 1. Firstly, many traditional optimization methods are only
suitable for static scheduling problems, in which job information, such as processing
time, is known. But our order scheduling problem is a real-time dynamic scheduling
problem. The arrival time and processing time of the orders are unknown in advance.
In credit factories, the timeout rate is not a value that can be calculated immediately.
After orders are scheduled, not all orders can complete the approval process in time.
Therefore, order scheduling has the problem of delayed feedback.

Order scheduling is an np-hard problem and the large scale leads to a non-polynomial
increase of computation time. Furthermore, real-time scheduling needs to complete the
calculation in a short amount of time. The uncertainty of processing time makes this
problem difficult to optimize. These reasons make it difficult to implement tradition
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Table 1. The differences

Name Arrival and processing times are unknown Feedback delay

Classic job-shop problems No No

Problem in this study Yes Yes

accurate algorithms. Meanwhile, the arrival time and processing time of the order is
unknown in this problem. This problem requires an adaptive solution. Considering these
two characteristics of the problem, we propose to solve this problem through MARL.

4 Methodology

4.1 Framework of MARL Based Order Scheduling

We formulated the order scheduling problem as a multi-agent reinforcement learn-
ing task. Figure 3 shows the framework of the MARL algorithm based on order
scheduling. Specifically, the components in this framework include agents, environ-
ment, state, reward calculation, reward assignment strategy, and action. We will detail
these components of MARL later.

Fig. 3. Framework of MARL based order scheduling

The proposed MARL framework consists of four agents, each of which makes deci-
sions and is trained according to the classic Q-learning algorithm. Every agent is respon-
sible for the order scheduling of one of the processes mentioned in Sect. 3. At every time
step, each agent takes actions based on their Q value tables. The Q value table takes the
current state as the input and output action. Next the actions of all the agents are trans-
ferred to the environment. The environment schedules orders according to these actions.
Then the next state and the overall reward are calculated. As mentioned in Sect. 3, the
credit factory includes four successive order queues. Order processing in each queue is
affected by its upstream and downstream order queues. If agents work independently,
the mutual influence among order queues is difficult to interpret. Therefore, we need
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coordination between agents, which is demonstrated by reward assignment and state
generation. To better calculate rewards, we propose several improvements to the stan-
dard method. Our reward assignment strategy assigns the overall reward to each agent
according to the contribution. Moreover, an auto-encoder generates a multi-agent state.
The reward assignment strategy and shared state demonstrate the cooperative relation-
ship among multiple agents. Each agent updates the Q value table according to the state
and its respective reward. Then the next round of iterations starts. The training of agents
continues until there is convergence or several predefined criteria are met.

Multi-Agent. This order scheduling problem consists of four processes. Each process
is modeled as a separate agent. Each agent controls the order scheduling of each process.
The reward assignment strategy and shared state demonstrate the cooperative relationship
among multiple agents.

Environment. The environment is the credit factory. To avoid physical costs during
MARL training, we establish a simulator, named Virtual Credit Factory, to pre-train
the MARL algorithm. Agents select actions and transfer them to the environment. The
environment schedules orders according to these actions. Then, the environment converts
the scheduling results into the reward and state.

Action. The action is to select a scheduling rule from the scheduling rules subset (SRS).
This problem is a large-scale real-time order scheduling problem. Furthermore, it has
the following two characteristics: 1) it is so complex that the resolution to optimality
is impracticable; and 2) this problem must deal with a dynamic reality, but it takes too
long to obtain the optimal solution. The scheduling rule approach can solve large-scale
real-time order scheduling problems with low complexity and low latency. Thus, we
choose the scheduling rule as the action. Four scheduling rules are selected to form the
scheduling rules subset. All the scheduling rules are shown in Table 2. The selection of
scheduling rules is based on a previous study [15].

Table 2. Scheduling rules in SRS.

Abbreviation Rule Description

FIFO First in first out

SST Shortest slack time slack time = due date − arrive time

EDD Earliest due date

LIFO Last in first out

State. To extract the representation of state s, we explore a new strategy: auto-encoder
based state representation. We map the latest order processing information matrix L into
the low-dimensional representation matrix E using an encoder. Then, matrix E is applied
to K-Means cluster analysis to obtain a final state class label. This state representation
strategy is detailed in Sect. 4.2.
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Reward Calculation. The reward function is essentially used to guide the learning
agent toward its goal. Thus, we have to clarify the goal of this problem. As described
in Sect. 3.1, our goal is to optimize the timeout rate and the average waiting time. We
propose combining the timeout rate and the average waiting time as reward R. To better
combine the average waiting time and the timeout rate, we make several improvements
on the standard reward calculation method. In Sect. 4.3, the reward calculation method
is discussed in detail.

Reward Assignment Strategy. We obtain the overall reward from the scheduling
result. Then, we assign the overall reward to each agent as their respective reward.
The assignment of the overall reward is based on the contribution of each agent to the
timeout rate and average waiting time.

Firstly, we assign the overall relaxation time of each order to each process according
to the processing time. Then, the relaxation time of the order in the k-th process (k = 1,
2, 3, 4) is obtained.

Secondly, from the scheduling result, information, such as the entry time, end time,
and waiting time of the order in the k-th process, is obtained.

Thirdly, if the difference between the entry time and end time is greater than the
relaxation time, then the order times out in the process; otherwise, it does not time out.
In this way, the average waiting time and timeout rate of the order in the k-th process
are obtained.

Finally, based on the average waiting time and the timeout rate of the k-th agent, the
overall reward is assigned to the k-th agent.

4.2 Reward Calculation

After the t step scheduling period is completed, the scheduling results of step t from
the environment are obtained. Based on the scheduling results, we can calculate the
average waiting time AWT(s,a)

t and timeout rate TR(s,a)
t of the orders in step t. Then, the

performance measure PM(s,a)
t after taking the action a in the state s is calculated.

PM(s,a)
t = AWT(s,a)

t ∗ TR(s,a)
t (1)

Next, PM(s,a)
t is compared with the mean performance in the state class label s.

UCLs
1σ is defined as the one sigma upper confidence limit (i.e., 68.27%) for the mean

performance in state class label s. If PM(s,a)
t is greater than UCLs

1σ , then the learning

agent receives a reward of +1. Moreover, LCL(s)
1σ is defined as the one sigma lower

confidence limit (i.e., 31.73%) for the mean performance in state class label s. If PM(s,a)
t

is less than LCL(s)
1σ , then the learning agent receives a reward of −1; otherwise, the

learning agent receives a reward of 0. This reward calculation method is described in
Algorithm 1.
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Algorithm 1 Reward Calculation Method
Input: 
Output: reward
1: Initialize  = and =
2: for t ← 1 to T do
3:  if  > then
4:   reward = +1
5:  else if   < then
6:   reward = -1 
7:  else
8:   reward = 0 
9:  end if
10:  update , 
11: end for

4.3 State Generation

In our experiments, one step of reinforcement learning determined the scheduling of
a batch of orders. One batch contained 30 orders. The state representation from the
processing information of the latest two batches of processed orders is extracted so that
the state to reflect the current scheduling situation. The processing information of the
order includes the arrival, waiting, processing, and delay time of orders in each process.

K-Means clustering is often used for state extraction in reinforcement learning but
this algorithm does not work well for high dimensional data. High dimensional data are
often transformed into low dimensional data where coherent patterns can be detected
more clearly.

The auto-encoder can effectively reduce the dimensionality [16]. An auto-encoder
contains an encoder and a decoder. The encoder can map high-dimensional input into
low-dimensional representation. The decoder can reconstruct the output from the low-
dimensional representation. The autoencoder minimizes the reconstruction loss between
the original input and the reconstructed output. In this way, the auto-encoder can guar-
antee the quality of the information compression. So we use auto-encoder to reduce
the dimensions of high dimensional data (60 * 5 = 300-dim), and then use K-Means
to obtain the final state label. To derive accurate state representation from scheduling
result, an auto-encoder based state representation method was developed.

Figure 4 shows how the state representation method works.
Step1: When extracting the state of step t +1, the order information of t and t−1 is

selected as the latest order processing information. The Latest Order Processing Infor-
mationMatrix L included processing information for 60 orders. The information of each
order included the average waiting time for each process (I1–I4 in Fig. 4) and whether
it had timed out (I5 in Fig. 4).

Step2: The dimension of the matrix L was 60 * 5. We used the convolutional auto-
encoder to convert L into an Encoded Matrix E with a dimension of m* n.

Step3: We linked each column in matrix E together into the state vector St+1 with a
length of m*n. Add Si+1 to the state vector set SVS.
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Fig. 4. Auto encoder-based state representation method

Step4:Using k-means clustering to classify the SVSwhen the number of state vectors
in the SVS equals to g:

Requirements: State vector set SVS, the number of cluster centers k(k < g);

a) Select k state vectors S1, S2, · · ·, Sk as the initial cluster centers.
b) Calculate and find the shortest distance between any data

object Si and all center objects according
to d(S1, S2) = √

(s111 − s211)2 + (s112 − s212)2 + . . . (s1mn − s2mn)2, form a new
data object set Dh (1 ≤ h ≤ k) with Si and then remove Si from SVS.

c) Calculate and update the new center data object Sh of set Dh according to Sh =(|Dk |∑

i=1
ai11/|Dh|, . . . ,

|Dk |∑

i=1
aimn/|Dh|

)

.

d) Repeat (b) until all data objects in SVS have divided into the corresponding data
object set.

e) Form k data object set and k cluster centers.

Step5: Finally, when a new state vector St+1 appears, calculate the similarity between
it and each state set Dh according to d(St+1,Dh) = d(St+1, Sh), then classify it to the
state set with highest similarity and obtain final state class label s.

5 Numerical Experiments

5.1 Virtual Credit Factory

Current RL algorithms usually require many interactions with the environment. These
interactions require high physical costs, such as real money, time, and poor user experi-
ence. To avoid physical costs, we built a simulator, named Virtual Credit Factory, which
is based on a queuing simulation of Anylogic software (https://www.anylogic.com/).
Then real data, including the arrival rate, processing time, system service capabilities,
and so on, can be used to calibrate the Virtual Credit Factory, which aims tominimize the
performance difference between real and virtual factories. The data was collected from

https://www.anylogic.com/
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the credit factory of Qingdao Fantaike Technology Co. Ltd. (https://www.fantaike.ai).
Fantaike is a fast-growing fintech company. It is now providing loan approval services to
several consumer finance companies, including ChangAn XinSheng, AVIC Trust, and
BMWAutomotive Finance. During 2019, the average daily order quantity was 334.76 in
Fantaike’s credit factory, which brings great pressure to the current scheduling system.

The RL strategy first conducted offline training in Virtual Credit Factory. Then, the
offline RL strategy was obtained and applied to online scheduling in the real environ-
ment. Experimental results show that the offline strategy performed well in the real
environment. The offline strategy could provide a good initialization and greatly speed
up training in the real environment.

5.2 Performance Measures and Baseline Algorithms

To address our goals, the performancemeasures are related to the factors of 1) the timeout
rate and 2) the average waiting time.

We compared the performance of our proposed MARL scheduling algorithm with
those of four basic scheduling rules (FIFO, SST, EDD, and LIFO).

5.3 Experimental Settings

The experimental settings included order settings and allocation of systemworkers. In the
order settings, the parameterwe could controlwas the average time interval (ARRmean) of
the order. By changing ARRmean, we can simulate the situation of different system loads.
In addition, we could control the system service capability by changing theAllocationOf
Workers (AOW) in the four processes. Asmentioned early, the simulator RL strategy can
provide a good initialization for RL in the actual environment. The number of workers
in the actual environment is 10, so the number of workers we use in the simulator is
also 10. In another of our studies, we concluded that when the total number of system
workers was 10, the optimal AOW is [1, 5, 2, 2]. This means that there was one worker
in process 1. Similarly, there were 5, 2 and 2 workers in processes 2, 3 and 4. In this
configuration, the system processes the largest number of orders per unit time. Besides,
we tried several different AOWs: [1, 6, 2, 1], [2, 4, 2, 2] and [2, 3, 3, 2]. By changing the
AOW, we could prove that the MARLmethod is effective under different system service
capabilities. Table 3 lists all the experimental settings.

Table 3. Experimental settings

ARRmean AOW Remark

Setting 1 4.5 [1, 5, 2, 2 ] Changed ARRmean

Setting 2 4.0 [1, 5, 2, 2]

Setting 3 5.0 [1, 5, 2, 2]

Setting 4 4.5 [1, 6, 2, 1] Changed AOW

Setting 5 4.5 [2, 4, 2, 2]

Setting 6 4.5 [2, 3, 3, 2]

https://www.fantaike.ai
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5.4 Performance Measures and Baseline Algorithms

In Table 3, setting 1 lists the parameters of the benchmark setting. Figure 5 shows the
performance of each algorithm under the benchmark setting. The dotted line describes
the performance of the four scheduling rules. The solid line represents the average per-
formance of MARL, while the corresponding shadow areas show standard deviations.
The MARL algorithm introduces random seeds. To ensure the reliability of the exper-
imental results, we obtained MARL results from ten independent simulation runs. As
shown in Fig. 5, MARL demonstrates better performance than the scheduling rules.

Fig. 5. Performance of each algorithm under the benchmark setting

5.5 Robustness Check

To observe the impact of system load on MARL, we made a variation on the average
time interval (ARRmean). A smaller ARRmean means there is a heavier system load. In
the system load variation scenario, the ARRmean of experimental Setting 2 and Setting
3 were changed to 8/9 and 10/9 of the benchmark setting, respectively. The remaining
parameters were the same as those in the benchmark setting. The setting 1, 2, 3 in Table
4 reflect the results of the system load adaptability tests.

To test the adaptability of the MARL algorithm, we made changes to AOW. For
experimental Setting 1, Setting 4, Setting 5, and Setting 6, the AOWwas different while
the remaining parameters were the same. The setting 1, 4, 5, 6 in Table 4 reflect the
results of the AOW adaptability tests. Table 4 shows the results of the two performances
under six experimental settings. Moreover, the best performance scores in each setting
are marked in bold.

In Setting 1, 3, 5, MARL is better than LIFO in both timeout rate (TR) and average
waiting time (AWT). In Setting 2, 4, 6, MARL is worse than LIFO in TR, but better than
LIFO in AWT. The reason for this result is that the performance measure in reward is
AWT * TR, which makes the MARL algorithm sometimes sacrifice the TR to pursue a
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smaller AWT. Therefore, Table 4 shows that MARL has good adaptability to changes in
system loads and service capabilities.

Table 4. Average waiting Time and timeout rate under different experimental settings

AWT FIFO EDD SST LIFO MARL

Mean Std

Setting 1 28.9 29.0 29.4 29.0 25.4 2.1

Setting 2 184.0 184.8 186.5 207.2 180.2 31.1

Setting 3 24.1 24.9 25.0 23.5 21.3 2.0

Setting 4 64.0 61.0 65.0 72.0 58.1 5.3

Setting 5 10.5 10.7 10.9 10.6 9.8 0.7

Setting 6 169.3 170.1 170.5 170.2 151.6 4.1

TR FIFO EDD SST LIFO MARL

Mean Std

Setting 1 0.199 0.192 0.167 0.127 0.112 0.011

Setting 2 0.881 0.870 0.385 0.217 0.229 0.034

Setting 3 0.157 0.132 0.154 0.123 0.105 0.011

Setting 4 0.648 0.637 0.360 0.215 0.236 0.010

Setting 5 0.060 0.050 0.048 0.059 0.039 0.004

Setting 6 0.957 0.962 0.387 0.188 0.196 0.004

5.6 The Results of Online A/B Tests

We further carried out online A/B tests at the credit factory of Fantaike. The online tests
were divided into three situations: busy, normal, and idle. Two groups of experiments
were performed for each situation, the control group, and the treatment group. The
control group used the best rule of the single scheduling rule, which can be regarded as
the benchmark. The treatment group used the proposedMARL algorithm. For those new
loan orders, we divide them into the treatment and control group by random sampling.
In practice, one has equal probability (50%) to be assigned to the treatment and control.
Then we test whether the AWT & TR of the treatment is different from those of the
control.

Table 5 illustrates the results of the A/B tests. The MARL made marked improve-
ments on Average Waiting Time (AWT) and Timeout Rate (TR) in all three situations.
Furthermore, the average improvements were 7.57% and 5.87%, respectively.
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Table 5. Results of Online A/B Tests. Delta (�) represents the improvement of the treatment
group over the control group.

Situation � AWT � TR

Busy 4.21% −3.24%

Normal 11.30% 12.10%

Idle 7.20% 8.75%

Average 7.57% 5.87%

6 Conclusion

In this paper, we studied the optimization of the order scheduling in credit factories.
After optimization, themaximum improvements of the average waiting time and timeout
rate were 11.3% and 12.1%, respectively. We formulated the order scheduling problem
in credit factories as a MARL task. The scheduling of each process was associated
with one agent. A convolutional auto-encoder was applied to represent the multi-agent
state. To better represent the reward, we made several improvements on the standard
reward calculation method. Furthermore, a reward assignment strategy was designed
to demonstrate the cooperative relationship among agents. To test the performance of
MARL, we performed experiments in Virtual Credit Factory and an A/B test in a real
application. The results showed that the proposed MARL method performed better than
any other scheduling rule in most experimental setting.
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Abstract. With the development of the digital economy, the price of Bitcoin,
which is the most representative digital currency, has fluctuated dramatically.
Recentworks have explored the volatility of theBitcoin price andmade predictions
using financial time series models such as ARIMA. However, for high-frequency
Bitcoin data, the financial time series models have poor prediction performance
as they often do not accommodate the inherent characteristics of digital currency,
such as blockchain information. Some other works in this topic use deep learn-
ing models, e.g., artificial neural networks. However, the complex structure and
time-consuming training process of these deep learning models often incur low
prediction efficiency for rapidly changing Bitcoin price. In this regard, Broad
Learning System (BLS) is a new neural network that avoids the complex struc-
ture of hidden nodes in deep learning models by adding enhancement nodes in the
input layer to improve training efficiencywhile delivering relatively high accuracy.
Therefore, this work applies the broad learning system to predict the Bitcoin price
and optimizes the prediction model with a genetic algorithm. Due to the lack of
fundamental factors for digital currency, the proposed prediction model considers
the macroeconomic variables and the information of Bitcoin blockchain, which
is the underlying technology of bitcoin, as inputs. According to the experimen-
tal results, the BLS-based prediction model optimized with the genetic algorithm
achieved a better performance than other machine learning models.

Keywords: Blockchain · Price prediction · Broad learning system · Genetic
algorithm

1 Introduction

With the development of information technology, the digital economy has boomed
rapidly worldwide. According to the United Nations Conference on Trade and Develop-
ment [1], products and services in the field of Information Communications Technology
(ICT) accounted for 6.5% of the Global Gross Domestic Product (GDP) by the end
of 2017. The e-commerce, e-payment, Internet of things (IoT), Fifth generation (5G)
wireless technology has changed public life. Electronic payment and mobile payment
gradually replace the traditional paper-based payment, amongst which the birth of digi-
tal currency and blockchain technology has become a vital part of the digital economy.

© Springer Nature Singapore Pte Ltd. 2021
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As of March 2018, there were over 1,500 kinds of digital currencies with a total market
value of $389.1 billion [2]. Amongst the digital currencies, Bitcoin is the supreme digital
currency that occupies nearly half of the market share of the digital currency market.

The concept of Bitcoin originates from the “Bitcoin: A Peer-to-peer Electronic Cash
System,” published by Satoshi Nakamoto in 2009. Bitcoin is an electronic payment
system based on peer-to-peer (P2P), also known as the digital currency. In Bitcoin’s peer-
to-peer network, users can transfer digital currencies using virtual digital addresses and
earn rewards by blockmining. In theBitcoin transaction process, users do not need a third
party to complete the transaction, so the decentralized transaction system dramatically
reduces the information asymmetry [3]. Therefore, by its anonymity, decentralization,
and non-tampering, Bitcoin has been supported by a large number of users.

Compared with traditional paper-based currency, digital currency costs less to issue
and circulate and is more convenient and transparent in the transaction process. At
present, in addition to Bitcoin, there are also other digital currencies such as Litecoin
and Ethereum. As a critical financial product in the digital economy, the price of digital
currency has been continuously rising in recent years, amongst which the price of Bitcoin
has been increased beyond imagination. In 2010, the appearance of digital currency
exchanges, including Mt.Gox [4] enabled Bitcoin to be traded 24 h a day. As shown
in Fig. 1, the price of Bitcoin has a trend of drastic increase and decrease with intense
volatility. Since Bitcoin has no fundamental factors and is different from other securities
such as stocks, futures, and funds, the traditional pricing theory of financial products
cannot explain the price changes of digital currencies. As the price of digital currencies
is not controlled by authority or other third parties, the price of digital currency such as
Bitcoin has intense volatility, which has attracted the attention of many scholars.

Fig. 1. Bitcoin price trend

These scholars have carried out researches on the volatility of the digital currency
price, often using financial time series models such as GARCH(Generalized Autoregres-
sive Conditional Heteroskedasticity) [5]. Different from traditional financial products,
the price of digital currency has strong volatility. Besides, the policy of government
also has a significant impact on the price of digital currency. Therefore, to improve the
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performance of the prediction model, some scholars adopt machine learning models for
predicting the digital currency price. Deep learning models such as Bayesian neural net-
works (BNNs) [6] have shown its effect on predicting digital currency price. However, in
the trend of high-frequency trading, the time-consuming model training process reduces
the efficiency of the prediction model. Meanwhile, as a new neural network, the broad
learning system (BLS) broadens the input layer and excludes the hidden layer to reduce
the training time while maintaining good performance. Broad learning system has been
applied to time series prediction [7], image recognition [8], and disease diagnosis [9].

Therefore, this work uses the broad learning system to predict the trend of the Bitcoin
price. Due to the lack of the fundamental factors of the Bitcoin, we use the macroe-
conomic factors and blockchain information as the input of the prediction model. To
improve the accuracy of the prediction results, this work also employs the genetic algo-
rithms to optimize the prediction model, which tunes the hyper-parameters by evolution-
ary iterations. The remaining part of the paper proceeds as follows: Sect. 2 summarizes
the recent work of digital currency price prediction and broad learning system. Section 3
introduces the proposed model and related methods. Section 4 demonstrates the exper-
iment process and results. Section 5 summarizes this paper and gives the prospect of
future work.

2 Literature Review

This work predicts the price of digital currency Bitcoin based on the Broad Learning
System (BLS) and genetic algorithm. In this chapter, the authors will summarize the
recent works of price prediction. Then the authors will introduce the broad learning
system and its recent progress.

2.1 Digital Currency Price Prediction

Previous studies often use the existing financial time series models to predict the price
volatility of digital currencies. For example, Katsiampa [5] investigated the ability of
several GARCH (Generalized AutoRegressive Conditional Heteroskedasticity) models
to explain the Bitcoin price volatility. They used the daily closing prices for the Bitcoin
Coindesk Index from July 18, 2010, toOctober 1, 2016, and found that theAR-CGARCH
model had the best performance. Ciaian et al. [10] derived an econometrically estimable
model from the Barro (1979) model [11] for the gold standard and applied time-series
analytical mechanisms to daily data for the period 2009–2015. Experimental results
showed that market forces and Bitcoin attractiveness for investors and users had a sig-
nificant impact on Bitcoin price but with variation over time. However, these estimates
did not support previous findings that macro-financial developments were driving Bit-
coin price in the long run. Besides, Bouri et al. [12] examined the relation between price
returns and volatility changes in the Bitcoin market based on a daily database denomi-
nated in the US dollar. The aforementioned works reveal that more scholars tend to add
relevant economic and financial variables into the traditional econometric model. By
optimizing the model, better experimental results can be achieved. Nevertheless, digital
currencies are different from traditional financial products. Thus, the validity of using
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a financial time series model to predict and analyze the price of digital currencies still
needs further proof.

Recent works have also applied machine learning models for predicting the financial
time series. Based on blockchain information, Jang and Lee [6] compared the Bayesian
neural networks (BNNs) with other benchmark models on modeling and predicting the
Bitcoin process. The experiment results showed that BNN performed well in predict-
ing the Bitcoin price time series and explaining the high volatility of the recent Bitcoin
price.Adcock andGradojevic [13] used an artificial neural network (ANN) to forecast the
Bitcoin returns based on past returns and straightforward technical trading rules. Further-
more, Mcnally et al. [14] predicted the Bitcoin price using Bayesian optimized recurrent
neural network (RNN) and long short-term memory (LSTM). They also concluded that
the nonlinear deep learning models performed better than ARIMA(Autoregressive Inte-
gratedMovingAverage).Mallqui and Fernandes [15] employedANNand support vector
machine (SVM) algorithms to predict the maximum, minimum, and closing prices of
the Bitcoin.

Regarding the regression experiments, the SVM algorithm obtained the best results
for all predictions and both intervals. In a recent study, Chen et al. [16] used high-
dimensional features with different machine learning algorithms (e.g., SVM, LSTM,
random forest) to predict the Bitcoin daily price. Compared with the results for daily
price prediction, the highest accuracy of 65.3% was achieved by SVM. However, the
prediction of bitcoin price in this paper is for daily data instead of minute-level data. It
is still arguable for using machine learning model in high-frequency price prediction of
digital currency. Besides, Mudassir et al. [17] demonstrated high-performance machine
learning-based classification and regression models for predicting Bitcoin price move-
ments and prices in short and medium terms. Results indicated that the proposed models
outperformed the existing models in the literature.

2.2 Broad Learning System

To predict the price volatility of digital currencies, machine learningmodels such as deep
learning networks often have a time-consuming training process. As an alternative to
deep learning networks, Broad Learning System (BLS) [18] removed the hidden layers
in a deep structure and added enhancement nodes in the input layer to improve the
fitting ability, as shown in Fig. 2. Previous works show that the BLS can obtain accurate
results in short training time [19]. Liu and Chen [20] used the BLS in the classification
of the public dataset MNIST. The experiment results showed that the BLS achieved
an excellent performance in both precision and efficiency. Besides, recent studies have
applied the BLS for time-series analysis and prediction. Xu et al. [21] proposed a novel
recurrent broad learning system in time series prediction. Their study validated that
recurrent broad learning system had better accuracy within a significantly short time.

Besides, Han [7] presented a unified framework for non-uniform embedding, dynam-
ical system revealing, and time series prediction, termed as Structured Manifold Broad
Learning System (SM-BLS). Simulation analysis and results show that SM-BLS has
advantages in dynamic discovery and feature extraction of large-scale chaotic time series
prediction. Chen et al. [22] provided amathematical proof of the universal approximation
property of BLS and compared the performances of the broad learningmodel in function
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Fig. 2. Broad learning system

approximation, time series prediction, and face recognition. Experiments showed that
the BLS had a universal approximation capability in different academic fields. Besides,
the improved Broad Learning System is also applied in uncertain data modeling [23],
disease diagnosis [9], and image recognition [8]. Compared to the deep learning models,
BLS can achieve high prediction performance within a short training time. Therefore,
it is applicable to predict the price volatility of Bitcoin amongst the various machine
learning models.

2.3 Summary and Importance of the Proposed Work

The prediction of digital currency prices mainly adopts the traditional time series model.
Yet, based on our findings as noted in this chapter, for the high-frequency digital currency
price,machine learningmethods are arguable.However,machine learningmethods, such
as deep learning models, suffer from a time-consuming training process and therefore
often incur poor overall performance. As such, this work builds a digital currency price
prediction model based on the broad learning system to improve the efficiency of high-
frequency price predicting while maintaining relatively high accuracy. Meanwhile, this
work will optimize the proposed model by employing a genetic algorithm to tune the
parameters and further balance the prediction performance and generalization capacity
of the prediction model.

3 A Prediction Model for Digital Currency Price

The prediction model in this work contains two parts, the broad learning system, and its
optimization by genetic algorithm. As shown in Fig. 3, this work initializes the structure
of the broad learning system and uses the genetic algorithm to tune the hyper-parameters.
The optimization process includes encoding, selection, crossover, mutation, and fitness
evaluation. After completing the iterations, we use the best hyper-parameters to build the
prediction model. Then we trained and tested the model using K-fold cross-validation
and evaluated the performance by the confusion matrix and its related metrics. For
comparison, this work also builds the prediction model with other machine learning
algorithms, and the experiment results will be presented in the next chapter.
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3.1 Price Prediction Based on the Broad Learning System

The inputs of the proposed prediction model are blockchain information and macroeco-
nomic factors, and the output is the trend category of Bitcoin price. As shown in Fig. 4,
the prediction model based on the broad learning system contains two layers, the input
layer, and the output layer.

Block information

Bitcoin price trend category

Macroeconomic factors

W

Enhancement nodes H

1(X)

2(Z)

Feature nodes Z

Y

X

Input nodes A

Fig. 4. A prediction model based on the broad learning system
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In the input layer, the input nodesA = [Z|H ], including feature nodes Z and enhance-
ment nodes H. The data of the blockchain information and macroeconomic factors will
be processed by the activation function, as shown in Eq. (1). The features nodes Z will
be further processed by the activation function, as shown in Eq. (2). Since A∗W=Y , the
weight W from the input layer to the output layer is calculated by the pseudo-inverse
operation, as shown in Eq. (3).With matrix pseudo-inverse operation, the additional data
training of the prediction model based on the broad learning system will be much more
efficient than other machine learning models. Therefore, the prediction model based
on the broad learning system provides efficiency to high-frequency price prediction.
Besides, the hyper-parameters of the broad learning system are the number of mapped
feature windows, the number of enhancement nodes, shrinkage parameter s of enhance-
ment nodes, and the pseudo-inverse precision C. As the hyper-parameters play important
role in establishing the model and the follow-up model training and testing, to improve
the performance of the prediction model, this work uses the genetic algorithm to tune
the parameters.

Z = ∅1(XWi + βi) (1)

H = ∅2
(
ZWj + βj

)
(2)

W = [Z|H ]+YA (3)

3.2 Model Optimization Based on the Genetic Algorithm

The model optimization based on the genetic algorithm contains five steps. The first step
is parameter encoding and population initiation. Since the parameters to be optimized
are discrete numerical variables, this work uses binary coding to encode the four hyper-
parameters of the broad learning system. Each jointed encoded hyper-parameter is the
chromosome in the population. Then this work initiates the population based on the
population size and chromosome length. The second step is the selection. This work
uses the roulette algorithm [24] to decide whether each chromosome to survive or not.
The third step is the crossover. In this step, there will be an interchange between two
random chromosome segments. The fourth step is the mutation to change the structure
of random chromosomes. The fifth step is to calculate population fitness based on the
objective function. As the proposed model aims to predict the trend category of Bitcoin
price, higher testing accuracy indicates higher fitness. Therefore, chromosomeswith high
fitness will survive in the population. At the end of the iteration, this work will calculate
the average fitness of the current population and save the best chromosome with the
highest fitness. After completing all iterations, this work decodes the best chromosome
and uses the best hyper-parameters to train and test the prediction model based on the
K-fold cross-validation method.

3.3 Model Training and Evaluation

This work uses the hold-out method in hyper-parameter tuning based on the genetic
algorithm and K-fold cross-validation method [25] in training and testing the optimized
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model. The hold-out method divides the total dataset D into two mutually exclusive
sample sets. The training dataset S and the testing dataset T are divided at a certain
percentage. Meanwhile, the K-fold cross-validation method divides the total dataset
D into K sub-datasets. During the experiment, K−1 sub-datasets are used for model
training, and the remaining one sub-dataset is used for model testing. After completing
K experiments, the final results are the average of K experiments. As 10-fold cross-
validation has been widely used in previous works, this work also set K at 10.

Table 1. Confusion matrix

True value

Positive (Rise Y = 1) Negative (decline Y = −1)

Predicted value True (rise Y = 1) TP FP

False (decline Y = −1) FN TN

For the evaluation of the prediction model, this work uses the confusion matrix to
evaluate the prediction results. The predicted value and true value of the output Y is equal
to 1(rise) or −1(decline). As shown in Table 1, this work calculates the accuracy based
on the confusion matrix. Accuracy is equal to the correctly predicted sample number
(TP + TN) over the total sample number in Eq. (4).

Accuracy = TP + TN

TP + TN + FP + FN
(4)

4 Experiment Result and Analysis

The experiment in this work includes four steps. As shown in Fig. 5, we collected data by
python crawler and data interface. The collected data contains blockchain information,
macroeconomic factors, and Bitcoin price. The detailed information will be presented
in section B. Then, we processed the collected data, includes format adjusting, check for
duplicate and missing values, data matching, and irrelevant variable deletion. After data
processing, we completed the statistical analysis, multicollinearity analysis, and corre-
lation analysis to have a better understanding of the data. With the processed data, we
constructed the prediction model based on the broad learning system and genetic algo-
rithm. For comparison, we also used Multilayer Perceptron (MLP), Back Propagation
Neural Network (BPNN), Long Short TermMemoryRecurrentNeural Network (LSTM-
RNN), Multinomial Naive Bayes (MNB), and Random Forrest (RF) as a comparison.
The final experiment results and evaluation will be shown in section C.

4.1 Experimental Environment

The experiment is conducted on a laptop computer with the Intel (R) Core (TM) i7
process that has 8 CPUs. The Random-Access Memory of the laptop is 8.00 GB. We
used Python 3.6.5 to build, train, and test and prediction models, and the Integrated
Development Environment (IDE) was the Jupyter notebook.
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Fig. 5. Experiment process

4.2 Data Description and Analysis

We collected three types of data, blockchain information, minute-level Bitcoin price,
and minute-level macroeconomics factors from December 7, 2017, to January 10, 2018,
with a total of 5,621 data records. This work firstly collected the blockchain information
from www.blockchain.com by python data crawler. There were 5,253 blocks, includ-
ing 18 variables such as hash value, difficulty, bits, output, etc. Then we collected the
minute-level Bitcoin close price USDT/BTC on Poloniex exchange by MultiCharts.
For macroeconomics factors, we collected minute-level price and volume of SHF gold,
Shanghai Composite Index, gold ETF, S&P500 index, Nasdaq Composite Index, the
exchange rate of the yuan against the dollar by Wind, MultiCharts, IQFeed, OANDA.

We processed the collected data, including format adjusting, duplicate value check,
missing value check, data matching, and irrelevant variable deletion. After the data
processing, there were 5,621 data records with 15 input features and one Bitcoin price
trend output. The statistical indexes of the 15 input features are shown in Table 2. After
processing the data, we analyzed the processed data by using the Pearson correlation
coefficient. As the prediction model aims to estimate the trend of Bitcoin price, the
multicollinearity amongst these input features will not influence the prediction results.

4.3 Digital Currency Prediction Results and Analysis

We used the genetic algorithm to optimize the prediction model based on the broad
learning system. As shown in Fig. 6, as the iterative number increasing, the testing
accuracy of the prediction model increased. After 100 iterations, the testing accuracy
stayed around 0.53.

Then we used the tuned hyper-parameters to train and test the prediction models
based on different machine learning algorithms and 10-fold cross-validation. As shown
in Table 3, the Accuracy of BLSGA (Broad Learning System and Genetic Algorithm)
is superior to other machine learning models.

http://www.blockchain.com
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Table 2. Statistical analysis of input features

Name Mean Std Min Median Max

Difficulty 1.79E + 12 1.46E + 11 1.59E + 12 1.87E + 12 1.93E + 12

Transactions Number 2288.87 566.58 1.00 2444.00 3506.00

Block Output 16892.34 10870.58 12.50 15245.27 108775.28

Estimated Transaction
Volume

1744.77 1293.37 0.00 1391.97 13697.41

Block Nonce 2.12E + 09 1.17E + 09 1.88E + 07 2.19E + 09 4.27E + 09

Transaction Fees 4.81 2.36 0.00 4.31 13.72

COMPX Close 6962.27 94.68 6798.81 6946.64 7180.53

GLD Close 121.30 2.60 117.41 120.28 125.84

GLD Volume 12806.51 23051.23 100.00 6440.00 683151.00

SPX Close 2687.00 29.43 2633.21 2682.75 2759.08

CHN/USD Close 6.56 0.05 6.48 6.57 6.63

SHF Close 275.95 2.86 270.90 275.15 280.75

SHF Volume 141.42 251.69 0.00 64.00 6784.00

SHindex Close 3312.80 40.82 3267.92 3296.54 3413.90

SHindex Volume 6.72E + 06 3.65E + 06 8.41E + 05 6.92E + 06 1.33E + 07

Fig. 6. Optimization process based on the genetic algorithm

For training efficiency, as shown in Table 4, except for MNB (Multinomial Naive
Bayes), the BLSGA has the shortest training time and relatively highest accuracy. There-
fore, taken together, the predictionmodel based on the broad learning system and genetic
algorithm delivers high prediction accuracy within a relatively short time.
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Table 3. Prediction accuracy of different machine learning models

No. BLSGA MLP BPNN LSTM-RNN MNB RF

1 0.5382 0.4902 0.4618 0.4618 0.4938 0.5133

2 0.5231 0.5427 0.4769 0.4769 0.4591 0.5249

3 0.5569 0.5214 0.4431 0.4431 0.5214 0.5142

4 0.5249 0.4626 0.4751 0.4751 0.4822 0.5552

5 0.5302 0.4982 0.4698 0.4698 0.4395 0.5338

6 0.5391 0.5196 0.4609 0.4609 0.4448 0.5178

7 0.5409 0.5267 0.4591 0.4591 0.5018 0.4929

8 0.5356 0.4786 0.4644 0.4644 0.4626 0.5267

9 0.5142 0.4822 0.4858 0.4858 0.5214 0.5409

10 0.5018 0.4858 0.4982 0.4982 0.5142 0.5480

Mean 0.5305 0.5008 0.4695 0.4695 0.4841 0.5268

Table 4. Training time(s) of different machine learning models

No. BLSGA MLP BPNN LSTM-RNN MNB RF

1 0.0359 0.1805 49.2859 752.0834 0.0030 0.0449

2 0.0259 0.0628 46.7774 744.3043 0.0030 0.0389

3 0.0249 0.0678 47.2023 748.1885 0.0030 0.0379

4 0.0329 0.0658 46.8821 764.2484 0.0020 0.0419

5 0.0309 0.0668 46.9629 678.5715 0.0020 0.0389

6 0.0459 0.0808 54.2180 773.9959 0.0030 0.0449

7 0.0329 0.0718 48.6888 764.1378 0.0030 0.0409

8 0.0359 0.0618 48.6788 763.6213 0.0020 0.0389

9 0.0269 0.0718 48.1742 761.3498 0.0020 0.0419

10 0.0369 0.0638 48.1098 743.2657 0.0010 0.0260

Mean 0.0329 0.0794 48.4980 749.3767 0.0024 0.0395

5 Summary and Future Work

This work predicted the price trend of the digital currency Bitcoin based on the broad
learning system and genetic algorithm. The inputs of the model are blockchain informa-
tion and macroeconomic factors, and the output is the price trend of Bitcoin price. The
experiment results showed that the prediction model of the digital currency price using
the broad learning system is superior to other machine learning models in both accuracy
and efficiency.
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In future work, the authors plan to add more macroeconomic factors and adopt
feature mapping methods to improve the quality of the prediction model inputs. Besides,
to improve the performance of the prediction model, the authors will employ feature
extraction methods to process the input and output data. To validate the applicability of
the proposed model, the authors also plan to apply the prediction model based on the
broad learning system on the prediction of other digital currencies.
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Abstract. As financial enterprises have moved their services to the
internet, financial fraud detection has become an ever-growing prob-
lem causing severe economic losses for the financial industry. Recently,
machine learning has gained significant attention to handle the finan-
cial fraud detection problem as a binary classification problem. While
significant progress has been made, fraud detection is still a notable
challenge due to two major reasons. First, fraudsters today are adap-
tive, inventive, and intelligent, making their fraud characteristics are too
deep stealth to be detected by simple detection models. Second, labeled
samples for training the detection models are usually very few as col-
lecting large-scale training data needs a certain performance-time and
is costly. To address the two problems, we propose a novel multi-source
transfer learning approach with self-supervised domain distance learning
for financial fraud detection problems. The core idea is to transfer rele-
vant knowledge from multiple data-rich sources to the data-poor target
task, e.g., learning fraud patterns from several other related mature loan
products to improve the fraud detection in a cold-start loan product.
Specifically, since the feature distribution discrepancy across domains
may cause useless or even negative knowledge transfer, we propose self-
supervised domain distance learning under the Wasserstein metric to
measure the domain relevance/relationships between target and source
tasks. The learned Wasserstein distance helps in selectively transfer-
ring most relevant knowledge from source domains to target domains.
Thus it reduces the risk of negative transfer as well as maximizes the
multi-source positive transfer. We conduct extensive experiments under
multi-source few-shot learning settings on real financial fraud detection
dataset. Experimental analysis shows that the inter-domain relationships
learned by our domain distance learning model align well with the facts
and the results demonstrate that our multi-source transfer learning app-
roach achieves significant improvements over the state-of-the-art transfer
learning approaches.

1 Introduction

Financial fraud can be defined as the intentional use of illegal methods of acquir-
ing financial gain, e.g., case-out fraud in credit-card, money laundering, loan
c© Springer Nature Singapore Pte Ltd. 2021
W. Gao et al. (Eds.): FICC 2020, CCIS 1385, pp. 489–505, 2021.
https://doi.org/10.1007/978-981-16-1160-5_38
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default, and insurance fraud [1]. As financial enterprises are moving their ser-
vices to the internet, financial fraud detection has become an ever-growing prob-
lem for the financial industry. Financial fraud detection is primarily formulated
as a binary classification problem that aims at predicting whether an entity
would be involved in fraudulent activity, e.g., a credit card transaction would be
fraudulent, or a loan application in a bank would default.

Nowadays, machine learning and data mining approaches have increasingly
gained attention in financial fraud detection problems. With the use of machine
learning approaches, fraudulent patterns can be automatically mined from large
datasets without the help of specific expert knowledge. However, as machine
learning approaches heavily rely on rich datasets with abundant annotations,
fraud detection in most financial systems is still a notable challenge. There are
two main reasons. Firstly, fraudsters are continually evolving fraudulent meth-
ods and fast-moving from one financial service to another to hidden their illegal
behaviors from detection models. Consequently, it is unrealistic to collect a com-
prehensive fraud dataset that includes diverse fraudulent patterns from single or
few financial services or products. Secondly, annotated fraud samples are very
few because of class unbalance and delayed performance. Take bank loan fraud
as an example, knowing the label of a new borrower needs a certain performance
time, usually 30 days or even several months. Therefore, it is both economically
expensive and time-costly to collect a large-scale fraud dataset. The two reasons
together drive the financial enterprises to explore default detection systems on
very few labeled data.

To address the above problems, we propose a selective multi-source transfer
learning approach with Wasserstein domain distance (WM-trans) for financial
fraud detection. Our core idea is to transfer helpful knowledge from multiple
different but related data-rich source tasks to data-poor target tasks. For exam-
ple, in most banks, traditional personal instalment loan products like Mortgages,
Auto Loan, Credit Card have massive labeled data. When banks are exploring
new businesses like Apple Card Monthly Instalments some prior knowledge in
the traditional product could help in detecting potential fraud at the cold-start
period.

To complete the above task, a key challenge is transferring only positive fraud
detection knowledge from related known source tasks while inhibiting negative
knowledge transfer. However, existing multi-source transfer learning approaches
usually are simply extended from single-source-single-target approaches by 1)
fine-tuning a pre-trained model from a mix of source domain samples [2], or
2) learning a feature extractor that maps samples from different sources into
a common feature space and exploring a domain-invariant classification model
using adversarial training methods [3]. As both lines of works fail to take account
of domain relevance during transfer learning, they might cause serious negative
transfer in the financial fraud detection scenario. Figure 1 illustrates this multi-
source transfer learning problem. Compared with mortgage and auto loan sce-
narios, customers from installment and credit cards scenarios are more likely
to share similar characteristics, e.g., similar ages or consumption behaviors.
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Fig. 1. Toy example

Therefore, increasing knowledge from credit card while reducing knowledge from
mortgage and auto loan can maximally guarantee positive knowledge transfer to
the model of target installment fraud.

Considering the above limitations, we propose the WM-trans system that
addresses the multi-source transfer learning problem by introducing a self-
supervised domain distance learning network under the Wasserstein metric. It
can effectively measure the domain relevance/relationships between target and
source tasks without any extra annotations and encourages fraud detection tasks
from similar or relevant domains to present smaller Wasserstein distance. More
importantly, the domain distance learner reduces the risk of negative transfer in
our WM-trans system by selectively transferring the most relevant and useful
knowledge from most related source tasks to target tasks with limited labeled
data.

In summary, our contributions are concluded as follows:

– We extend the existing single-source-single-target transfer learning frame-
work to a multi-source framework for financial fraud detection. The proposed
framework can not only selectively transfer knowledge from large-scale source
datasets to small-scale target dataset, but also has the capability of utilizing
both labeled and unlabeled target samples to make effective sample utiliza-
tion.

– We explore a self-supervised domain distance learning network to measure
inter-domain relevance between target and source tasks. Unlike previous
works that use tailored aggregation rules, our domain distance learning model
can be reused on any target tasks without retraining on new target tasks.
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– Experiments on Tencent fraud detection datasets demonstrate that the inter-
domain relationships learned by our domain distance learning model are
insightful and our multi-source transfer learning approach achieves signifi-
cant improvements over the state-of-the-art approaches.

2 Related Work

2.1 Financial Fraud Detection

Given the varying nature of each financial products, the definition of finan-
cial frauds vary significantly in terms of how the fraudsters or anomalies act
in distinguish behavioral patterns. Early fraud detection systems mainly focus
on developing combinatorial rules based on some observed fraudulent behavioral
patterns [4–6]. However, fraudsters today are adaptive, inventive, and intelligent.
This makes mining those distinguish behavioral patterns from massive normal
behaviors challenging, inefficient, and time-consuming. Once the rules are deci-
phered by the attackers, millions of dollars might be lost.

Due to the limitations of the rule-based methods, some classical machine
learning models are introduced into the fraud risk area. The most famous and
widely used one is logistic regression, known as the credit risk score method.
Logistic regression automatically combines the features in linear to predict the
probability of default. Although it is interpretable and flexible, logistic regression
can not mine complex nonlinear features in training. Recently, more advanced
machine learning approaches are introduced for financial fraud detection like
SVM [7], non-parametric method [8], tree-based method [9], neural networks
[10–12], and graph based method [13]. With the use of these machine learn-
ing approaches, intrinsic fraudulent pattern could be automatically mined from
massive data. Commonly, these methods first extract statistical features using
feature engineering methods from different aspects, like user-profiles and histor-
ical behaviors, and then train a classifier on the hypothesis feature space. The
success of machine learning approaches mainly relies on large amount of labeled
data. However, in most financial scenarios, annotated fraud samples are very few
because of class unbalance and delayed performance. This problem is even more
serious at the cold-start stage of a new financial product. In this context, solving
the problem of training fraud detection model on limited labeled data becomes
crucial for guaranteeing the benefits of financial enterprises.

2.2 Transfer Learning

Transfer learning aims at improving the performance of learners on target
domains by leveraging knowledge from related source domains [14–16]. Clas-
sical transfer learning methods mainly focus on handling single source single
target problem. One of the most famous transfer learning approaches is Domain
Adversarial Neural Network (DANN) [17] and its extensions [18–22]. To reduce
the distribution shift between source and target domains, domain adaption (DA)
approaches explore domain-invariant structures and feature representations.
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Recent efforts [2,3,23,24] extend early single-source-single-target transfer
learning frameworks to multi-source transfer scenarios. Due to the domain shift
among source domains, the critical challenge in multiple source transfer learning
is the negative transfer, which is a phenomenon that the transferred knowledge
may hurt the target learner if domains are irrelevant or have large domain dis-
crepancy. One straightforward way is pre-training a starting model on a mix of
all the source task samples and fine-tuning it on target task. However, as data
volumes across source tasks can vary widely, simply combine multiple source
data would result in the dominance of some larger-scale but less-related sources
in the final transferred model. To tackle this problem, [25] proposed to rank the
source tasks according to their relationships to the target. However, the compu-
tation of source-target relationships requires both source and target tasks have
sufficient labeled data. Furthermore, the ranking system is tailored for individ-
ual target task, making it inflexible in real-work applications. In contrast, our
proposed WM-Trans learns domain relevance in an self-supervised manner. The
resulted domain distance learn can measure domain relevance between any two
source and target tasks.

3 Methodology

In this section, we introduce our multi-source transfer learning approach, WM-
Trans, for solving financial fraud detection problem.

3.1 Problem Formulation

The overall goal of our WM-Trans is selectively transferring good prior knowl-
edge from multiple data-rich source tasks to target task that has very few labeled
data, as well as overcoming negative knowledge transfer caused by domain shift
between source and target tasks. Specifically, our WM-Trans achieves this objec-
tive by solving three sub-problems: 1) How to measure the domain relevance
between source and target tasks. 2) how to transfer knowledge from each source
task to the target task. 3) how to selectively combine transferred knowledge from
multiple source tasks. Each of the following sections(B-D) will detail those three
problems.

Let Dtgt = {DL,DU} be the target task containing both limited labeled data
DL and a large volume of unlabeled data DU . In the multi-source transfer learn-
ing setting, there are several source tasks with large-scale labeled datasets. Let
Dsrc = {D1,D2, ...,DS} be the set of source tasks and S is the total number of
source tasks. All the source and target tasks can be treated as a binary classifi-
cation problem and share the same label space, b = {0, 1}. b = 0 denotes normal
entities, which could be a legitimate loan application, a faithworthy borrower, or
a normal credit card transaction. Whereas, b = 1 indicates default or fraudulent
entities. Note that |Dsrc,i| is much larger than |Dtgt|, and source and target tasks
may be drawn from different distributions with domain shift, such as instalment
loan, credit card transaction, credit advance, auto loan, and so on.
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Fig. 2. Overall framework of our WM-Trans

Figure 2 illustrates the overall framework of our WM-Trans transfer learning
approach, which contains three modules: self-supervised domain distance learn-
ing aiming at modeling domain relevance and relationships in a self-supervised
manner, single-source-single-target (SSST) transfer learning with the goal of
transferring target-specific knowledge from each source to the target task,
and multi-source aggregation that is combining multiple SSST transfer mod-
els according to their domain relevance with the target task. Each of the three
modules solves a problem that we just suggested before.

3.2 Self-supervised Domain Distance Learning Module

Motivated from the observation that irrelevant source tasks would bring about
negative knowledge transfer, the key point in multi-source transfer learning is to
find a metric that can effectively measure the domain relevance between source
and target tasks. Usually, it can be formulated as a mathematical statistics
problem that aim to measure how one probability distribution (e.g., source task)
is different from a second (e.g., target task). One representative measurement
is Kullback–Leibler (KL) divergence, which computes the directed divergence
between two distributions, P and Q, as:

DKL(P‖Q) =
∑

x∈X
P (x) log

(
P(x)
Q(x)

)
(1)

where, P(x) and Q(x) are the probability densities at x. It usually requires both
compared distributions to be single-variate distributions on the same probability
space. Therefore, directly applying KL-divergence to measure domain relevance
would confront two problems: 1) the dataset of each fraud detection task is
usually a multi-variate distribution on hundreds even thousands of dimensions
of features; 2) the significance of each feature in measuring domain relevance
also varies greatly.
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Fig. 3. Framework of self-supervised domain distance learning. It predicts the domain
distance between any two fraud detection datasets.

To overcome the above problems, we proposed a self-supervised domain dis-
tance learning approach, which uses the Wasserstein metric to measure the
domain discrepancy between any two fraud detection tasks. Figure 3 illustrates
the framework of the domain distance learner. It aims at finding a metric that
minimizes the domain distance prediction error among all sources on a hypoth-
esis metric space (H, ρ), where ρ(x, y) is a distance function for two instances
x and y in H. As a result, tasks from similar or related domains reveal short
distance in H, whereas tasks from unrelated domains present long distance.

Let P and Q denote the datasets of two fraud detection tasks, the first Wasser-
stein distance between their data distributions is defined as a form of integral
probability metric in Eq. 2

W1(P,Q) = sup
‖f‖L≤1

| Ex∼P[f(x)] − Ex∼Q[f(x)] | (2)

where ‖f‖L is the Lipschitz semi-norm, which is defined as ‖f‖L = sup | f(x) −
f(y) | /ρ(x, y). In this paper, we use the first Wasserstein distance to measure
the domain relevance of fraud detection tasks. In the first Wasserstein distance,
f(.) can be any Lipschitz-smooth nonlinear function, which is approximated by
a multi-layer feedforward neural network in this work.

To enforce the Lipschitz constraint on the domain distance learner, we adopt
the gradient penalty loss in [26] to constraint the gradients with norm at most 1.

Lgrad(X̂) = (
∥∥∥∇X̂fd(X̂)

∥∥∥
2

− 1)2 (3)

where X̂ ← {Xp,Xq} is randomly sampled along straight lines between pairs of
samples from the two compared tasks, P and Q.

A detailed algorithm of self-supervised distance learning is given in
Algorithm 1. The domain distance learner is a multi-layer neural network fd
: Rd → R that maps each training sample into a real number with parameter
θd. In each training iteration, we randomly sample a mini-batch of source task
pairs {Di1 , Di2 , d} from the source task set Dsrc. For each task, we further ran-
domly sample n data points to approximate its sample distribution. Note that
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Algorithm 1. Self-supervised Domain Distance Learner
Require: The source domain set contains multiple source Dsrc = {D1, D2, ..., DS}
1: Initialize domain distance learner with random weights θd

2: repeat
3: Sample a mini-batch of paired source tasks {Dk

i1 , Dk
i2}m

k=1 from Dsrc, where 1 ≤
i1, i2 ≤ S.

4: for k = 1, ..., m do
5: sample a mini-batch {xt

i1 , yt
i1}n

t=1 from task Di1 and a mini-batch {xt
i2 , yt

i2}n
t=1

from task Di2 , Xi1 = {xt
i1}n

t=1, Xi2 = {xt
i2}n

t=1

6: gi1 ← fd(xi1), gi2 ← fd(xi2)
7: X̂ ← {Xi1 , Xi2}
8: θd ← θd − α1∇θd [Ld(gi1 , gi2 ; θd) − γLgrad(X̂)]
9: end for

10: until θd converge

{Di1 , Di2} could be the same task, denoted as d. d = 0 indicates two sub-datasets
are drawn from the same task, whereas d = 1 indicates the two are drawn from
different tasks. In this work, we use d as the ground truth label for training
the domain distance learner in a self-supervised manner. For a category balance
purpose, half of the task pairs are the same task, and half are different.

The final parameters θd of the domain distance learner is optimized with the
domain critic loss L:

Ld(gi1 , gi2 ; θd) = −Σm
k (dk log(

1
n

Σn
t=1g

t
i1 − 1

n
Σn

t=1g
t
i2)

+(1 − dk) log(1 − (
1
n

Σn
t=1g

t
i1 − 1

n
Σn

t=1g
t
i2))

(4)

where np denotes the number of data in Xp, nq denotes the number of data in Xq.
The ground truth distance dk implies whether or not the samples coming from
the same task. 1

nΣn
t=1g

t
i1

− 1
nΣn

t=1g
t
i2

is the estimated domain distance between
two probability distribution PXi1

and PXi2
, as shown in Eq. 2. The second part

of Eq. 4 corresponds to the gradient penalty loss in Eq. 3.
Finally, once the domain distance learner is obtained, it can be applied to

estimate the domain relevance between any two tasks with smaller domain dis-
tance indicating stronger domain relevance.

3.3 Single-Source-Single-Target Transfer Module

The objective of SSST transfer module is to transfer target-specific knowledge
from each source task to the target task. To handle the domain discrepancy
between source and target tasks, we adopt the adversarial training [17] to adapt
knowledge from each source domain to the target domain. The core idea of
domain adaption is finding domain-invariant feature representations. Therefore,
classification models trained on the large-scale source samples can be directly
used for the target task.
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Fig. 4. Framework of single-source-single-target transfer learning.

As shown in Fig. 4, the domain adaption framework usually consists of three
import components, i.e., feature extractor, label classifier, and domain discrim-
inator:

– The feature extractor aims at learning a domain-invariant feature representa-
tion fa : Rf → R

p, that maps the instance to a p-dimensional representation
with corresponding network parameter θa.

– The label classifier predicts an instance is legitimate or fraudulent in the
domain-invariant representation space, which is formulated as a binary clas-
sification problem fc : Rf → R with network parameters θc.

– The domain discriminator is to distinguish from which domain (source or
target) an instance is drawn. It is also formulated as an binary classification
problem in the domain-invariant representation space, fb : Rf → R2 with
network parameter θb.

All the above functions {fa, fc, fb} can be approximated as a multi-layers
neural network. To achieve the purpose of domain adaption, the feature extrac-
tor fa and classifier are trained to minimize the loss of label prediction as well
as maximize the loss of domain discriminator fb. Whereas, the domain discrimi-
nator fb learns to minimize the loss of domain discriminator fb. The adversarial
training objective is defined as:

L(Xi,Xu; θa, θb, θc)
= Lc(Xi; θa, θc) + λLb({Xi,Xu}; θa, θb)

(5)

Lc(Xi; θa, θc) = − 1
K

∑

x,y∈Xi

y · log fc(fa(x)) (6)

Lb({Xi,Xu}; θa, θb)

= − 1
2K

∑

x,d∈Xi∪Xu

1(yd = l) · logfb(fa(xk))l
(7)

where Xi and Xu respectively denote a batch of labeled data from the i-th source
task and the unlabeled data from the target task, K is the batch size, y is the
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ground-truth label of a source instance, and yd is the binary domain indicator
whether an instance is drawn from the target task or not. The overall objective
consists of two parts, i.e., Lc(Xi; θa, θc) calculating the loss of label prediction,
and Lb({Xi,Xu}; θa, θb) computing the loss of domain discriminator. Both parts
are calculated as the cross-entropy loss. The adversarial training is achieved
by connecting the domain discriminator to the feature extractor via a gradient
reversal layer as shown in Fig. 4 .

Equation 8 and Eq. 9 extend the above SSST transfer learning process to a
more common scenario that financial companies have labeled target samples but
the number is very few.

L(Xi,Xl,Xu; θa, θb, θc)
= Lc({Xi,Xl}; θa, θc) + λLb({Xi,Xu}; θa, θb)

(8)

Lc({Xi,Xl}; θa, θc) = − 1
2K

∑

x,y∈Xi∪Xl

y · log fc(fa(x)) (9)

where Xl denotes a mini batch of labeled target samples. The overall objective
is to train the whole transfer learning network to not only minimize the label
prediction loss on both the source task and the target task (shown in Eq. 9), but
also maximize the domain discriminator loss (shown in Eq. 7).

The SSST transfer learning process is repeated for S times, finally resulting
in S transfer models. Each SSST transfer model mi identifies knowledge shared
between the i-th source task and the target task.

3.4 Aggregation Module

In this section, we introduce the aggregation module, which aims to selectively
combine the S SSST transfer models according to their domain relevance to
the target task. Equation 10 computes the aggregation weights Wwd upon the
domain distance learned from the pre-trained domain distance learner:

W i
wd =

1/(W i
1)

ΣS
i=11/(W i

1)
(10)

where W i
1 is the Wasserstein distance between the i-th source and the target

task. W i
wd is the aggregation weight of the i-th SSST transfer model. A larger

distance between the source and target tasks indicates weaker domain relevance.
Therefore, 1/(W i

1) would give those unrelated source tasks less weight during
aggregation.

The aggregated prediction ŷ is finally computed as the weighted sum of
multiple SSST transfer model predictions. In this way, our WM-Trans selectively
combines useful knowledge from multiple domains.

ŷ = ΣS
i=1W

i
wdŷi (11)
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Table 1. Data size of financial fraud detection dataset

Auto loan Cash advance Personal instalment loan

Source1 Source2 Target1 Source3 Source4 Target2 Source5 Source6 Target3

31219 43862 3000 5666 41717 3000 20460 25033 3000

4 Experiment

In this section, we extensively evaluate our proposed WD-Trans on a real-word
fraud detection dataset from three aspects:

– In Sect. 4.2, we perform a qualitative evaluation to show that the domain
distance learning module in our WD-Trans is able to identify the domain
relevance/relationships between different fraud detection tasks.

– In Sect. 4.3, we compare our proposed multi-source transfer learning frame-
work to baseline transfer learning approaches and show that our WD-Trans
can bring significant performance improvements.

– In Sect. 4.4, we inspect how our WD-Trans ensure positive transfer while
inhibiting negative transfer by a comparative analysis on domain distance
and single-source-single-target transfer.

4.1 Experiment Settings

Dataset. We use a large fraud detection dataset provided by our financial part-
ners. It consists of legal or fraudulent loan applications from three domains,
i.e., personal instalment loan, cash advance, and auto loan. Personal instalment
loans can be used for any personal expenses, and borrowers must repay with
regularly scheduled payments or instalments. Cash advance is a short-term loan
that borrowers receive cash to be used for any purpose. Auto loan is used with
a designated purpose of helping borrowers afford a vehicle, but with the risk
of losing the car if a borrower miss payments. Each domain has three datasets.
We randomly select two from each domain to form the source tasks, and the
remaining three form the target dataset. Table 1 provides sample sizes of both
the source and target datasets, and each dataset has 5000 to 40000 labeled
samples. For the privacy protection purpose, all the samples were anonymized,
variable names were renamed, and values are normalized as a 457-dimensional
feature vector with one extra binary label indicating whether a loan application
is fraudulent or not. Note that the domain discrepancy between the nine fraud
dataset can vary not only because of their loan types but also how a loan appli-
cation is identified as fraud. For example, Days Past Due (DPD) is a common
metric to determine a loan applicant is a fraudster, but different loan products
may use totally different DPD values in their practices.

For a comprehensive evaluation purpose, each target dataset is further split
into a training set, in-time (INT) test set, and out-of-time (OOT) test set. Notice
that the in-time test samples are collected from the same period with the training
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samples. In contrast, the OOT samples are entirely separated from the training
in-time data by consisting of data from a more recent period. For financial fraud
detection, model performance on OOT set is an important metric to evaluate
models’ robustness on predicting out of time. To mimic the situation that the
target task only has very few labeled samples, we randomly sample 2000 and
3000 fraud applications as two training sets to conduct twice experiments for each
target dataset. The remaining instances are used as INT and OOT test examples
for evaluation. For each target dataset, we repeat the evaluation process for 20
times and report the averaged performance on both INT and OOT sets.

Compared Baseline Methods. We compare our WM-Trans to one target-
only baseline (i.e., XGBoost) and two multi-source transfer learning frameworks
(i.e., Mix-Finetune, avg-Trans):

– XGBoost: It is an extended version on existing gradient boosted tree meth-
ods [27], and has been popularly used to solve the financial fraud detection
problem.

– Mix-Finetune: Mix-Finetune is inspired by the widely used transfer learning
method. It simply merges all available source samples to form a large dataset
to train an initial DNN model. The purpose of transfer learning is achieved
by fine-tuning the pre-trained DNN model on the target data, which only has
very few labeled samples.

– AVE-Trans: In order to further inspect the effectiveness of W-distance, we sim-
ply average the predictions from multiple transfer models, which are trained
in a single-source-single-target way. The most significant difference from our
WM-Trans is avg-Trans treats each source with the same contribution to the
target task, whereas our WM-Trans assign importance weight for each source
according to their domain relevance to the target task.

– WM-Trans: WM-Trans is the abbreviation of our proposed multi-source trans-
fer learning approach. It aggregates the predictions from multiple transfer
models according to domain relevance captured by the Wasserstein distance
in Algorithm 1.

Setup. For XGBoost, we did parameter tuning via an extensive grid search on
parameters such as learning rate, sub-tree number, max tree depth, sub-sample
columns, and so on. For Mix-Finetune and AVE-trans, we used the same neural
network structure with our WM-trans model for a fair comparison. For WM-
trans, we first trained the domain distance learning model only on the source
datasets using SGD optimizer with a fixed learning rate of 0.001. The correspond-
ing architecture is a three-layer feedforward neural network, DNN-457-128-64-1.
Note that during inference, its input is a source-target dataset pair, and the
output is a positive real number, indicating the corresponding domain distance.
During the single-source-single-target transfer stage of our WM-trans, the net-
work architectures for feature extractor, class predictor, and domain discrimi-
nator are respectively 456-256-128, 128-64-2, and 128-64-2. During multi-source
transfer, each pair of feature extractor and class predictor compose a base model
for the final multi-source aggregation. For the purpose of faster convergence, we
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Fig. 5. Illustration of self-supervised domain distance learner on the Financial Fraud
Detection dataset. The heat-map of domain relationships is evaluated by w-distances.

further initialize the neural network using a set of parameters coming from a
Model-Agnostic Meta-learning model (MAML) [28] that is trained on the six
sources.

4.2 Results on Domain Relationships

To inspect whether the Wasserstein distance can capture tasks’ domain rele-
vance/relationships, we compute the W-distance for any two of the six source
datasets using the learned domain distance model. Figure 5 illustrates the covari-
ance matrix of the source tasks, where darker color indicates smaller W-distance.
Figure 5 shows that the source datasets collected from similar loan scenarios
reveal smaller W-distance values. For example, it can be observed that Source1
and Source2, Source3 and Source4, as well as Source5 and Source6 are highly
related to each other, respectively. This observation is consistent with the ground
truth in Table 1. In addition, it is interesting to observe that the four source
datasets from personal instalment and cash advance present stronger domain
relevance when compared to the two datasets from auto loan. The reason might
be (1) both personal instalment and cash advance loans are short-term loans
while auto loan is a long-term loan, (2) when compared to auto loan, both per-
sonal instalment and cash advance loans involve a smaller amount of money
usually for purposes of purchasing somethings. Therefore, loan applicants of
personal instalment loan and cash advance share more common characteris-
tics, e.g., age, income level, education background, repayment ability etc., thus
revealing stronger domain relevance. In summary, the w-distance obtained from
our domain distance learning model demonstrates insightful domain relationship
information.

4.3 Comparison Results

Table 2 and 3 reports the comparison results with baseline approaches. The
results are reported in terms of Kolmogorov-Smirnov (KS) values on both INT
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Table 2. Comparison results with 2000 labeled target data. SSST denotes single-
source-single-target transfer learning. Results are reported in KS values on both in-
time (Test) and out-of-time (OOT) validation datasets. Best performance is in bold.

Model Test KS OOT KS

Target1 Target2 Target3 Target1 Target2 Target3

Target only XGBoost 0.296 0.414 0.181 0.152 0.292 0.130

SSST Source1 0.286 0.400 0.189 0.242 0.324 0.147

Source2 0.289 0.401 0.182 0.223 0.320 0.175

Source3 0.297 0.421 0.206 0.207 0.296 0.182

Source4 0.301 0.408 0.189 0.209 0.323 0.169

Source5 0.279 0.412 0.194 0.196 0.334 0.175

Source6 0.295 0.429 0.195 0.185 0.316 0.167

Souce combine Mix Fine-Tune 0.294 0.399 0.188 0.196 0.307 0.155

avg-Trans 0.287 0.408 0.185 0.185 0.315 0.162

WM-Trans 0.307 0.429 0.204 0.224 0.329 0.183

and OOT validation datasets of the three target tasks. In financial fraud detec-
tion applications, KS test, which evaluates the difference between two distri-
butions, i.e., positive-sample proportions and negative-sample proportions, is a
significant measurement that estimates a model’s ability to distinguishing bad-
ness and goodness samples. It can be observed that our WM-Trans achieves
the best performance with a significant improvement margin over the baseline
approaches. Table 2 and 3 firstly shows that the performance of Mix-Finetune
is even worse than the XGBoost model only trained on target samples in most
cases. The behind reason might be the data volume of source tasks is much
larger than the target tasks, and simply mixing all the training samples may
cause the final detection model overfits on some source tasks that have larger-
scale training samples but their domain are quite different from the target task.
In addition, it can also be observed that AVE-Trans surpasses both XGBoost
and Mix-Finetune in most cases, especially on the OOT test set. This implies
that instead of simply mixing all the source samples, averaging on single-source-
single-target (SSST) transfer models indeed help in reducing the risk of negative
influence caused by large-scale but unrelated source tasks. Last but most impor-
tantly, our WM-Trans outperforms ave-Trans on both the INT and OOT test
sets. This suggests that weighting SSST models according to their domain rele-
vance to the target task, indeed help in maximizing positive knowledge transfer
during multi-source transfer learning.

4.4 W-Distance Vs. SSST Transfer

A key challenge of multi-source transfer learning is identifying source tasks that
can bring performance gain to the target task while inhibiting source tasks with
negative impact. To further inspect how our WM-trans work, we use the SSST
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Table 3. Comparison results with 3000 labeled target data. SSST denotes single-
source-single-target transfer learning. Results are reported in KS values on both in-
time (Test) and out-of-time (OOT) validation datasets. Best performance is in bold.

Model Test KS OOT KS

Target1 Target2 Target3 Target1 Target2 Target3

Target only XGBoost 0.314 0.426 0.198 0.112 0.321 0.155

SSST Source1 0.321 0.400 0.210 0.250 0.330 0.166

Source2 0.312 0.420 0.206 0.233 0.330 0.182

Source3 0.320 0.425 0.210 0.190 0.299 0.172

Source4 0.320 0.423 0.216 0.198 0.334 0.168

Source5 0.313 0.426 0.209 0.169 0.342 0.171

Source6 0.314 0.437 0.210 0.177 0.329 0.164

Souce combine Mix Fine-Tune 0.303 0.424 0.197 0.172 0.323 0.151

avg-Trans 0.309 0.419 0.215 0.180 0.328 0.165

WM-Trans 0.334 0.449 0.218 0.222 0.345 0.172

transfer learning performance shown in Table 3 as the baseline, and compare
the correlation between the Wasserstein weight (W-weight) computed from our
domain distance model and the SSST performance in Fig. 6. The heatmap shows
a good alignment between W-weight and SSST performance, i.e., source tasks
with larger W-weight show better single source single target transfer learning
performance. This finding further suggests that our WM-trans has the ability
to aggregate all the SSST models in a way of encouraging positive knowledge
transfer while reducing the risk of negative transfer.

Fig. 6. Comparison between W-weight and SSST transfer learning performance. The
darker color indicates stronger domain relevance computed from Wasserstein distance
or better KS performance brought by SSST transfer learning. The W-weight shows
good consistency with SSST transfer performance.
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5 Conclusion

In this paper, we propose a multi-source transfer learning approach with self-
supervised domain distance learning for financial fraud detection, named as WM-
Trans. The core idea is to selectively transfer useful knowledge from multiple
different but related data-rich source tasks to improve the model performance of
target tasks that only have very few labeled data. Specifically, we first propose a
self-supervised domain distance learning network, which can effectively measure
the domain relevance between any two tasks based only on their training samples
without any extra annotations. Next, our WM-Trans aggregates multiple single-
source-single-target transfer models according to their domain relevance with
the target tasks. Experimental results on a real financial fraud detection dataset
showed that (1) our domain distance learning network is effective in modeling
domain relevance; (2) Our WM-Trans achieves significant improvement over sev-
eral representative transfer learning frameworks. The future work would focus
on modeling domain relationships via simultaneously considering multiple tasks
via graph learning approaches.
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