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Preface

The 1st National Conference on Innovations in Sustainable Energy and Technology
(ISET) India 2020 was organized by Energy Institute, Bengaluru (Centre of Rajiv
Gandhi Institute of Petroleum Technology, Jais, Amethi), India, during December 3
and 4, 2020, through virtual mode. Energy Institute, Bengaluru, is dedicated to the
objectives of creating highly trained professional manpower in various disciplines
of engineering related to renewable and sustainable energy and technologies. It has
gained reputation through institutional dedication to teaching and research.

In response to call for papers of ISET India 2020, a total of 47 papers were
submitted for presentation and inclusion in the proceedings of conference. These
papers were evaluated and ranked based on their novelty, significance and technical
quality by at least two reviewers per paper. After a careful and blind refereeing
process, 32 papers were selected for inclusion in the proceedings. These papers cover
current research in renewable energy, sustainable energy, smart energy systems and
E-mobility. The conference hosted one plenary talk by Prof. P. Muthukumar (IIT
Guwahati, India) and five keynote talks by Dr. Saji Salkalachen (Former General
Manager, Bharat Heavy Electricals Limited, Bengaluru, India), Prof. Amit Kumar
Chakraborty (NIT Durgapur, India), Prof. Zakir Hussin Rather (IIT Bombay, India),
Prof. Sudip Ghosh (IIEST, Shibpur, India) and Prof. S. Iniyan (Anna University,
Chennai, India). Also, Prof. K. Rajanna, Emeritus Professor, IISc, Bengaluru, India,
was the chief guest on this occasion.

A conference of this kind would not be possible without the full support from
different committee members. The organizational aspects were looked after by the
organizing committeememberswho spent their time and energy inmaking the confer-
ence a reality. We also thank all the technical program committee members and addi-
tional reviewers for thoroughly reviewing the papers submitted to the conference and
sending their constructive suggestions to improve the quality of papers. Our hearty
thanks to Springer for agreeing to publish the conference proceedings.

ix



x Preface

We are indebted to Mangalore Refinery and Petrochemicals Limited (MRPL) and
Rajiv Gandhi Institute of Petroleum Technology for sponsoring and supporting the
event. Last but not least, our sincere thanks go to all speakers, participants and all
authors who have submitted papers to the conference ISET India 2020. We sincerely
hope that the readers will find the proceedings stimulating and inspiring.

Assam, India
Chicoutimi, Canada
Bengaluru, India
Haldia, India

P. Muthukumar
Dilip Kumar Sarkar

Debasis De
Chanchal Kumar De



Message from the Volume Editors

It is a great pleasure for us to organize the 1st National Conference on Innovations
in Sustainable Energy and Technology (ISET) India 2020 held during December
3 and 4, 2020. Our main goal is to provide an opportunity to the participants to
learn about contemporary research in renewable energy, sustainable energy systems,
smart energy systems and E-mobility and exchange ideas among themselves and
with experts present in the conference as plenary and keynote speakers. It is our
sincere hope that the conference helps the participants in their research and training
and open new avenues for work for those who are either starting their research or
are looking for extending their area of research to a different direction of current
research in renewable energy, smart energy systems and electric vehicle technology.

After an initial call for papers, 47 papers were submitted for presentation at the
conference. All submitted papers were sent to external referees, and after refereeing,
32 papers were recommended for publication for the conference proceedings that
will be published by Springer in its Book Series: Advances in Sustainability Science
and Technology (ASST).

We are grateful to the speakers, participants, referees, organizers, sponsors and
Energy Institute, Bengaluru, for their support and help, without which it would have
been impossible to organize the conference. We express our gratitude to the orga-
nizing committee members who work behind the scene tirelessly in taking care of
the details in making this conference a success.

xi
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WattCastLSTM—Power Demand
Forecasting Using Long Short-Term
Memory Neural Network

V. Vijay Sankar, P. Chitra, and B. Poonkuzhali

Abstract Power demand forecasting has a substantial role in smart meter tech-
nology to alleviate the analyzing and decision-making process in power consump-
tion, demand, and scheduling. As the observance of electricity load is nonlinear,
recurrent neural networks (RNN) fit well for understanding and erudition of the
nonlinear behavior which can be efficiently used for power demand forecasting. In
this paper, “WattcastLSTM,” a stacked long short-termmemory (LSTM) architecture
is devised to perform demand forecasting of the electricity consumption in an institu-
tion on hourly basis. Model is developed such that it captures inconsistent trends and
patterns of power demand. This helps organizations to manage the timings of labo-
ratories, machinery usage and also helps in capacity planning and preparing budget.
Thus, proper forecasting of power demand in an inconsistent environment helps in
reducing financial burden followed by efficient usage of resources. The performance
of the proposed architecture of WattCastLSTM is compared with the other standard
models used in forecasting of time series data. The optimized solution is achieved
with the least root mean squared error (RMSE) value. The model resulted in better
forecasting of the power demand of an organization.

Keywords Deep learning · LSTM · Forecasting · Smart meter technology · Power
consumption data · Scheduling · Decision making

1 Introduction

One of the major integral and indispensable parts of the advanced metering infras-
tructure solution (AMI) is the smart meters [1]. Consumers are provided with a finer

V. Vijay Sankar (B) · P. Chitra · B. Poonkuzhali
Department of Computer Science and Engineering, Thiagarajar College of Engineering, Madurai,
Tamil Nadu, India
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2 V. Vijay Sankar et al.

access to the informatical data and which capacitate them to make more sophisti-
cated decisions in power usage. An effectual demand forecasting method can be used
to maintain a balance between power supply and demand chain, thus curtailing the
production cost, estimating the pragmatic energy prices, management of scheduling
the resources and future capacity planning.

Deep learning also called as deep neural learning is an arrangement of neural
networks, which is used to perform the machine learning task with maximum effi-
ciency. Some of the related works include working algorithms like long short-term
memory (LSTM) [2, 3], machine learning-based switchingmodel [4], autoregressive
integrated moving average (ARIMA) [5], support vector regression (SVR) [6] and
artificial neural network (ANN) [7]. This paper proposes a new deep learning model
WattcastLSTM, which has a long short-term memory neural network architecture
[2, 3, 8–10] to forecast the electricity consumption in an organization. Since many
organization schedule/follow events on an hourly basis, forecasting demand on an
hourly basis provides greater insight for resource planning and decision making.

The rest of the proposed paper is compiled as follows. Section 2 comes up with
the necessary literature study for the various forecasting techniques with different
configurations. Section 3 provides the background and proposed WattcastLSTM
framework. Section 4 introduces case study which deals with data preparation and
preprocessing, exploratory data analysis, implementation and performance compar-
ison of the proposedmodelwith the other benchmark candidates. Section 5 concludes
the paper.

2 Related Works

Many experimentation and exploration works have been carried out in the field of
demand and load forecasting. Wei-Jen Lee adopted switching model for energy load
forecastingusingmachine learning [4].MackRobinson J proposed anARIMAModel
[5] and compared it to ANN’s performance. Ping-Huan-Kuo adopted a forecasting
technique based on short-term load forecasting [7] using smart grid technology and
accurate deep neural network algorithm for STLF [7].

LucaGhelardoni proposed a long-term forecasting problem [6],which predicts the
energy consumption 25months ahead.Kermanshahi developed aRNNmodel [11] for
forecasting with three-layered backpropagation. Motahar Reza performed a research
in spark cluster to forecast energy load using gated recurrent unit (GRU) and LSTM
[3]. Zheng adopted empirical mode decomposition (EMD-LSTM) neural networks
for short-term load forecasting and used Xgboost algorithm for the evaluation and
selection of features based on importance [9]. Jian proposed electric load forecasting
in smart grids using LSTM [10].

Precise and error-free forecasting of short-term electric load is intriguing due
to the non-stationary and non-seasonal nature of the power load. The proposed
WattcastLSTM model uses the modified LSTM to forecast the power demand on
an hourly basis.
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3 The Demand Forecasting Model Based on LSTM

3.1 The LSTM Neural Network Model

LSTM[2] is a subset of RNN [12, 13] introduced to increase the capability of learning
the long-term dependencies, which is used for categorizing and foresight predictions
in the time series data. A LSTM cell can either store or remove the information which
are authorized by a time controlled and inner looped regulators (also called as gates).
A LSTM cell/unit has an input gate, an output gate and a forget gate.

Input gate layer: It has a sigmoid function which decides whether the new infor-
mation should be stored and tanh function creates new vector which is added to the
state.

Output gate layer: This decides whether the current state of the cell affects
the other. A Non linear sigmoid activation function is executed, followed by a
tanh function, which is multiplied with the output of the sigmoid gate.

Forget gate layer: It has a sigmoid function which helps to decide what
information has to be stored.

LSTMmodel should be developed such that it compromises both modeling capa-
bility and the performance efficiency.Higher the capabilitywould lead to the problem
of over fitting of data.

3.2 WattCastLSTM—Architecture

WattCastLSTM is a stacked LSTM with three hidden layers having 200, 150 and
100 neurons. Dropout regularization technique is used to reduce over fitting while
stacking LSTM layers. The dense layer provides the output of the stacked LSTM
layers. Linear activation function [11] is applied on the output layer, since the
values are unbounded. The stacking of LSTM layers for building neural network
in WattcastLSTM is shown in Fig. 1.

3.3 Performance Metrics

Mean squared error (MSE) is the mean of the squared error (estimated value—
original value). RMSE is the square root of MSE. The mean absolute percentage
error (MAPE) is the prediction measure to check how accurate a forecasting method
is in trend estimation and prediction. Cross-validation root mean squared error—CV
(RMSE) is used to measure of variability of the errors.
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Fig. 1 WattcastLSTM architecture—outline

4 Case Study

The data used in this research study is collected from the smart meters installed
in the different laboratories of Thiagarajar College of Engineering, Madurai. The
dataset consists total power consumed and timestamp in fixed time interval. The data
from one of the laboratories in the institution for a span of six months (April 2018
to September 2018) in hourly interval is collected and used for the analysis. This
period is selected since it covers both high consumption (working days) and low
consumption (Semester holidays). The design methodology for WattcastLSTM is
shown in Fig. 2.

Fig. 2 WattcastLSTM design methodology
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4.1 Data Preparation and Preprocessing

Data preparation and preprocessing is used to obtain better performance and accuracy
[3]. It consists of methods to resolve inconsistent, missing and noisy input data. The
preprocessing tasks for forecasting include,

• Data cleaning—Conversion of time and date to a single date-time format.
• Structure change—Normalization of data in the range [−1, 1] by scaling.

Generally, data fed to the machine learning models will be splitted into train and
test data in the ratio of 80:20 or 70:30 [4]. The WattcastLSTM model is trained
on the 80% of the data and the remaining 20% of the data is used for testing the
forecasting accuracy. Training data includes data from April 2018 to August 2018
and test data includes data of September 2018 in hourly interval. Thus, there are
totally 3672 (153 days * 24) data points for training and 720 (30 days * 24) data
points for testing.

4.2 Data Analysis

The power load of a laboratory from April to September 2018 is shown in Fig. 3.
It is observed that the hourly load demand varies for every day in the month and

does not follow a same sequence throughout the period. Day-wise plot of a month
April is shown in Fig. 4a.

In a monthly plot of April, there is no or very minimal consumption of power due
to holidays as shown in Fig. 4a. Weekly electricity load is shown in Fig. 4b.

Fig. 3 Hourly electricity load versus time (April to September 2018)
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Fig. 4 a April month electricity load versus time. b Weekly electricity load versus time (April to
September 2018)

Weekly plot shows low consumption in the month of June as compared to others
since power demand decreases due to semester holidays. Hence, week demand of
one month is not the same as the week demand of another month.

Dickey–Fuller Test. Dickey–Fuller test was carried out to check stationarity if
any exists in the given dataset [14]. If the resulting p-value from the test for a time
series data is less than 0.05, then that data is said to be stationary. Dickey–Fuller test
on the respective dataset is achieved with p-value less than 0.05; thus, it is inferred
that the time series data is stationary. Plot of the test is shown in Fig. 5.

The randomness in the lag plot of the data also implies that the selected data is
stationary in nature. And thus, it becomes easier for the model to fit the data.

Autocorrelation Plot. Autocorrelation function (ACF) [5] is implemented to
discover the optimal number of time lags. The time correlation plot is shown in
Fig. 6.

Value of p is minimum (0.009) at the time lag 30. Hence, 30 is chosen as optimal
time lag for the forecasting model.



WattCastLSTM—Power Demand Forecasting Using … 7

Fig. 5 Dickey–Fuller test

Fig. 6 Autocorrelation plot

RandomForest-RecursiveFeatureElimination (RF-RFE).RF-RFE is used for
determining the important subset of features. RF-RFE is used on those 30 features
to obtain the optimal subset. Figure 7 represents feature selection rank for features
obtained using RF-RFE [2].

From this, t-24, t-23, t-7, t-1 are selected as important features for the model
since it has smaller rank (smaller ranks are the better ones). Hence, four features are
selected as the input for the model (optimal features [t-24, t-23, t-7, t-1]).
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Fig. 7 Feature selection using RF-RFE

Table 1 Performance metrics of WattCastLSTM

Algorithm/metrics MSE RMSE MAPE CV(RMSE)

WattCastLSTM 0.014 0.118 0.056 0.784

WattCastLSTM (Optimal 4 features) 0.005 0.069 0.033 0.529

4.3 Implementation and Results

The WattCastLSTM was implemented on Intel i7-9750H @ 2.60 GHz with 16 GB
RAM.The average time for trainingWattCastLSTMwas around 100 s for 200 epochs
of batch size 150. To assess the performance and importance of feature selection,
base model with all the features and the fine-tuned model with the selected optimal
features are trained separately. Performance of the models are calculated via MSE,
RMSE, MAPE and CV(RMSE) [8, 10], and the results are depicted in Table 1.

Thus,WattCastLSTMwith optimal feature performed better thanWattCastLSTM
with all features. Hence, RMSE is reduced at rate of 41.5%. Model with optimal
features is tested for September 2018. Prediction result for hourly basis is shown in
Fig. 8a.

The prediction result shows a stable prediction of the power demand and captures
inconsistent trends and patterns.

4.4 Comparison with Baseline Models

Benchmarking is an approach to test the proposed model by comparing the results
with the existing candidate models. The candidate models and its corresponding
parameters are summarized in Table 2.
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Fig. 8 Prediction result of WattCastLSTM. b Performance of the fine-tuned models

Table 2 Parameters for models

Algorithm Parameters

ARIMA No. of lag observation = 5, degree of differencing = 1,
order of moving average = 0

Triple exponential smoothing Default alpha, beta and gamma values. Trend = add,
seasonal = add, periods = 720

Random forest No of trees = 1000, max_depth = default

Support vector regression (SVR) Kernel = rbf, regularization parameter c = 1e3, gamma =
0.1

Gradient boosting n_estimators = 200, max_depth = 2, learning rate = 0.01,
min_samples_split = 5, loss = ls
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Table 3 Performance metrics of models

Algorithm/metrics MSE RMSE MAPE CV(RMSE)

ARIMA 0.02 0.141 0.05 0.768

Exponential smoothing 0.4 0.6 0.5 4.6

Random forest 0.122 0.349 0.322 2.459

Support vector regression (SVR) 0.009 0.095 0.095 0.739

Gradient boosting (GB) 0.017 0.129 0.090 1.278

Table 4 Performance metrics of fine-tuned models

Algorithm/metrics MSE RMSE MAPE CV(RMSE)

Fine-tuned SVR 0.008 0.089 0.045 0.723

Fine-tuned gradient boosting (GB) 0.015 0.124 0.089 1.267

WattCastLSTM 0.005 0.069 0.033 0.529

All candidatemodels are trained and tested on the same selected dataset, the results
are compared with the performance metrics—MSE, RMSE, MAPE, CV(RMSE) [8,
10]—and the inferences are given in Table 3.

From the performance metric analysis in the above table, two models—GB [2, 9]
and SVR [6]—are selected as benchmark candidates for the current model.

For GB and SVR, three parameters are tuned using grid search technique [2,
9], with parameter grid for GB as n_estimators {300,400,500}, maximum depth
{3,4,5} and learning rate {0.001, 0.1} and parameter grid for SVR as kernel {rbf,
linear, sigmoid}, C {0.001, 0.01, 0.1} and gamma {0.001, 0.01, 0.1}. Comparison of
results of the fine-tuned SVR (0.001, rbf, 0.001) and fine-tuned GB (500, 5, 0.001)
with WattCastLSTM is shown in Table 4. Performance of the fine-tuned baseline
models and WattcastLSTM model is shown in Fig. 8b.

RMSE is reduced at rate of 22.4% comparing with SVR and 44.3% in case of
GB. Thus, the proposed WattCastLSTM performs better than fine-tuned baseline
models—GB and SVR—in fitting the time series data and predicting it with high
accuracy.

5 Conclusion

WattCastLSTM for power demand forecasting is presented in this paper with suitable
figures and tables. LSTM model was enhanced using autocorrelation function and
RF-RFEmethodwhich performs better than the other benchmarkmodels. The results
of WattCastLSTM with optimal features provide an accurate prediction mechanism
for power demand forecasting in organizational level. Thus, the forecasting of smart
meter data results in identification of exact power demand using WattCastLSTM.
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Thermodynamic Analysis of Solar
Photovoltaic/Thermal System (PVT)
for Air-Conditioning Applications

A. Sai Kaushik and Satya Sekhar Bhogilla

Abstract In this paper, the study of a photovoltaic/thermal system (PVT) module
with an integrated thermal energy storage system in the formof phase changematerial
(PCM) to supply energy for the vapor absorption cycle to provide air-conditioning
is carried out. The PV module characteristics have been studied, and the increase in
the overall efficiency of the system due to the thermal extraction cycle coupled with
the thermal energy storage (TES) system has been calculated. The heat absorption
characteristics of various PCMs have been compared for the selection of the best
optimum material to obtain the maximum performance of the system. The operating
parameters of the vapor absorption cycle have been analyzed and the amount of
cooling obtained from the vapor absorption cycle at different time intervals based on
the input power obtained from the dissipated heat from the panel has been calculated
to determine the COP of the vapor absorption cycle.

Keywords Photovoltaic · Energy storage · Solar energy · Air-conditioning
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Thermal efficiency ηth (%)
Mass flow rate ṁ (kg/s)
Specific heat capacity of the coolant fluid ccp(cf) (kJ/kg K)
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Heat absorbed by the evaporator Qe (W)
Heat supplied to the generator Qg (W)
Mass of PCM mPCM (kg)
Latent heat of fusion of lauric acid LPCM (kJ/kg)
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Heat transferred to the PCM Q̇PCM (W)
Circulation ratio γ

Concentration ratio ∈

1 Introduction

Hybrid systems for the co-generation of both electricity and thermal energy from the
same system are becoming more common and are playing a pivotal role in extracting
the maximum output from the given system under consideration and making them
more diverse and flexible in terms of the different applications they can be utilized.
Several studies have been conducted on analyzing the various operational parameters
of the different types of the photovoltaic/thermal system (PVT) systems to observe
their influence on the thermal and electrical performance of the total system [1].
Optical devices such as plane reflectors and parabolic dish collector are utilized as
solar concentrators for capturing a large area of incident sunlight and focusing it onto
the solar panel for operating the panel at its peak performance throughout its working
cycle. As the efficiency of the solar cell decreases with increase in its temperature, the
implementation of the thermal energy extraction cycle to the panel absorbs the excess
heat and maintains the solar panel at its optimum temperature for best performance
and to avoid any damage to any of the components. This leads to an increased lifespan
of the solar panel in addition to the extra thermal energy that is being harnessed.
Various studies have been done in modeling the PVT module with thermal energy
storage (TES) system to increase the overall efficiency of the system in addition to
extracting the excess thermal energy dissipated by the solar panel [2]. Tubes having
very good thermal conductivity such as copper are attached under the solar panel for
the coolant fluid to circulate underneath along with a thermal energy storage system
for storing energy in the formof latent heat to act as a reservoir for energy storage. The
thermal energy system ensures the continuous supply of the required energy for the
thermal extraction cycle even during periods of insufficient supply of solar radiation.
Organic materials such as hydrocarbons and inorganic materials such as various salt
hydrates are primarily used as the phase change materials for the thermal energy
storage system. A detailed analysis has been performed on water PV/T collectors
[3] for calculating its performance characteristics. The extent of utilizing this system
for various applications is determined by the amount of heat that is being absorbed
by the thermal extraction cycle or the maximum outlet temperature that is obtained
from the circulating coolant fluid [4–6].
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2 System Modeling

The concept of the total system is shown in Fig. 1 and explained in reference
[7]. The main objective of employing a thermal energy storage system is to store
energy produced by the PV module during the day so as to provide energy output
for the required application during night hours or when the solar module is oper-
ating below the required power production rate due to cloudy conditions or because
of bad weather. The energy supplied to the vapor absorption cycle is utilized in
providing air-conditioning or for refrigeration applications in the sample space under
consideration.

2.1 Thermal Energy Storage System

Latent heat storage systems using phase change material as the medium for storing
thermal energy are utilized in our system since it can help in retaining large amounts
of stored energy for longer durations of time and can supply energy for the desired
application during night hours or bad weather conditions. PCMs have high energy
density and can store a large amount of energy for given unit mass of the substance.
Furthermore, the relative constant temperature of heat exchange between theworking
fluid and the PCMs makes it a simpler yet effective process for energy storage. The
operating principle of PCM is shown in Fig. 2.

Fig. 1. Concept of total system [7]
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Fig. 2 Latent heat
absorption by PCM

2.2 Vapor Absorption Cycle

A vapor absorption cycle is similar to that of the vapor compression cycle except
that it utilizes a heat source to drive the cooling process. The mechanical compres-
sion employed in a vapor compression cycle is replaced by a thermal compression
process wherein the external heat supplied to the generator of the vapor absorption
cycle provides the necessary compression for the absorbent–refrigerationmixture for
condensation to take place. The vapor absorption cycle is shown in Fig. 3. The vapor

Fig. 3 Vapor absorption cycle
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absorption cycle in our analysis is designed to provide optimum cooling from an
initial temperature of 30 °C (room temperature) to a final temperature value of 4 °C.
lithium–bromide/water system of vapor absorption cycle is selected for this analysis
because of the high heat of vaporization of the water that acts as the refrigerant for
efficient cooling and also because of the non-volatile nature of the absorbent (Li–Br).
The equations used in this analysis are available in the references [7, 8].

3 Model Analysis and Observations

The irradiation data and temperature data are taken from the reference [8].
The electrical power and electrical efficiency with respect to time are shown in

Fig. 4, and the electrical power of the system increases as time progresses reaching
a maximum value of 152 W at 2.00 PM and gradually decreases toward the evening
hours. This is because of higher levels of solar irradiation that is incident on the
panel that produces a higher electrical output during the hotter afternoon hours as
compared to the early and evening hours of the case study. It is the opposite in the
case of the electrical efficiency wherein it decreases as the time progresses toward
a hotter climate and then shows a gradual increase toward the evening hours with a
maximum electric efficiency obtained being 13.7% at 4.00 PM, and the minimum
electrical efficiency obtained being 9.89% at 2.00 PM. This is because the efficiency
of the solar module is inversely proportional to its working temperature and as the
climate becomes hotter, the efficiency of the panel decreaseswith optimum efficiency
being obtained at relatively cooler morning and evening hours.

The maximum temperature difference obtained in the coolant fluid at different
flow rates is shown in Fig. 5; it is observed that the temperature difference decreases

Fig. 4 Hourly variation of electrical performance
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Fig. 5 Effect of water flow rate on fluid temperature difference

as the volume flow rate of the coolant fluid is increased gradually. Asmore amount of
coolant fluid is passed through the circuit, there is a slower rate of temperature gain
as the specific heat capacity of the coolant fluid is now increased due to the increased
flow rate through the system. A maximum temperature difference of 32.75 °C is
obtained with a volume flow rate of 0.5 LPM at 1.00 PM.

The thermal output with respect to time is shown in Fig. 6. The thermal output
of the system increases as time progresses, reaching a maximum value of 1143 W at
1.00 PM and gradually decreases toward the evening hours. This is because as the
climate becomes progressively hotter, there is more heat dissipation from the system
to obtain higher amounts of thermal energy as compared to the morning and evening
hours.

Fig. 6 Hourly variation of thermal output
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Fig. 7 Hourly variation of total system efficiency

The maximum overall efficiency of the system as plotted in Fig. 7 is higher than
that of the individual thermal and electrical systems with a maximum efficiency of
85.13% obtained at 1.00 PM. As the thermal efficiency and the electrical efficiency
show a contrasting trend as the time progresses, the overall system efficiency shows
a fluctuating pattern with values in the range of 68.89–85.13%. The quality of the
energy has not been taken into consideration in determining the maximum overall
efficiency but gives an indication of the extra performance that can be harnessed
from the hybrid system.

4 Thermal Energy Storage System Analysis

Average solar radiation intensity over a time period of 6 h (21,600 s): 730.84 W/m2.
Average thermal efficiency of the system: 73.7%.Averagewaste heat absorbed by the
coolant fluid = (730.84 × 1.623) × 0.73 = 874.195 W. Assuming 50% distribution
to the PCM: Q̇PCM (avg) = 437.1 W. Density of lauric acid = 880 kg/m3. Amount
of heat transferred to the PCM = Q̇PCM (avg) × 21,600 s = 9.441 MJ

Q̇PCM(avg) = mPCMx LPCM (1)

where mPCM is the mass of PCM required for the analysis and LPCM is the latent
heat of fusion of lauric acid = 228.29 kJ/kg. Hence, mPCM = 41.245 kg.
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4.1 Vapor Absorption Cycle Analysis

The operating parameters and conditions of the vapor absorption cycle along with
the thermodynamic properties at different states of the cycle considered in the below
tables are taken from the reference [9]: Assuming 50% distribution to the vapor
absorption cycle: Q̇VAC(avg) = 437.1 W. This heat is provided as the input to the
generator of the cycle: Q̇VAC(avg) = Q̇g(avg) = Q̇3(avg). The enthalpies of the
working medium at various points of the cycle are given in Table 1.

Considering the energy balance equation of the generator:

Q̇g = Q̇3 = ṁrefh9 + ṁ6h6 − ṁ5h5 (2)

where
ṁref = mass flow rate of refrigerant (kg/s),
ṁ6 = mass flow rate of rich absorbent solution (kg/s),
ṁ5 = mass flow rate of refrigerant–absorbent mixture (kg/s).
The circulation ratio (γ ) of the cycle is calculated from the relation:

γ = ∈5

∈6 − ∈5
= 6 (3)

where
∈5 = concentration ratio of the refrigerant–absorption mixture, ∈6 = concentra-

tion ratio of the rich absorbent solution.
The relation between the mass flow rates of the three distinct channels mentioned

above is given by:

ṁ5 = (γ + 1)ṁref = 7ṁref (4)

Table 1 Thermodynamic properties of the vapor absorption cycle

State points Temperature (°C) Pressure (mm of Hg) Enthalpy (kJ/kg) Concentration (∈)
1 30.00 6.1 125.7 –

2 4.00 6.1 2508.7 –

3 20.00 6.1 −180.0 0.48

4 20.00 32 −180.0 0.48

5 53.85 32 −115.7 0.48

6 64.00 32 −120.0 0.56

7 20.00 32 −195.0 0.56

8 20.00 6.1 −195.0 0.56

9 64.00 32 2616.5 –

10 30.00 32 125.7 –
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Table 2 Energy input and
refrigeration effect of the
vapor absorption cycle

Time Q̇g (W) ṁref (kg/s) Q̇e (W)

10 AM 191.95 0.071 169.367

11 AM 348.78 0.1288 307.75

12 PM 495.22 0.0183 436.96

1 PM 571.878 0.2113 504.6

2 PM 532.89 0.197 470.2

3 PM 376.36 0.14 332.1

4 PM 265.456 0.1 234.22

ṁ6 = (γ )ṁref = 6ṁref (5)

By substituting the above two relations in the energy balance equation of the
generator along with the enthalpy values at different states:

Q̇g = Q̇3 = ṁrefh9 + 6(ṁrefh6) − 7(ṁrefh5)) (6)

Q̇g = Q̇3 = 2706.4(ṁref) (7)

Hence, the mass flow rate of the refrigerant required for different amounts of
generator heat that is supplied can be calculated based on the above equation:

Q̇e = Q̇1 = ṁref(h2 − h1) (8)

The average mass flow rate of the cycle obtained from the generator heat input:
ṁref = 0.1711 kg/s. The heat absorbed by the evaporator: Q̇e(avg)= 409.2W.COPof
the vapor absorption cycle = 0.88. Table 2 shows the energy input and refrigeration
effect of the vapor absorption cycle. The amount of heat absorbed is increasing as
time increases toward hotter afternoon climate with a maximum absorber heat =
571.8W at 1.00 PM and gradually decreases toward evening hours of our case study.
This is due to that the maximum amount of thermal dissipation from the system as
the climate gets hotter and hence, a higher value of generator heat can be supplied
to the vapor absorption cycle at this time for the best cooling performance.

During night hours or bad weather conditions, the PCM thermal energy storage
releases its stored energy to provide the necessary input for our application:

Q̇PCM(avg) = 437.1 = Q̇g, ṁref = .1611 kg/s,

Q̇e = Q̇1 = 385.68W,COP = 0.882

Thus, the PCM provides the necessary input energy to absorb 385.6 W of energy
during bad weather conditions or when the system is switched off, i.e., when its duty
cycle has been completed.
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5 Conclusions

In this analysis, solar photovoltaic/thermal system (PVT) for air-conditioning appli-
cations has been studied. It is observed that with increasing mass flow rate of the
liquid water circulating fluid, the lesser change in the temperature at the outlet of the
coolant flow and the maximum change in the temperature of 32.75 °C is observed
when the flow rate of the water is set at 0.0834 kg/s and at a time of 1.00 PM. The
maximum electrical efficiency of the PV module obtained is 13.7% obtained at 4
PM with the electrical efficiency showing a slight decline in value as the incident
intensity of light and temperature of the system keep increasing. The electrical effi-
ciency obtained was higher during morning and evening hours of the case study. The
maximum thermal efficiency obtained from the heat extraction cycle is 75.21% at 1
PM due to the higher heat dissipation obtained from the PVmodule during afternoon
hours. The overall efficiency of the system has been calculated, and the maximum
overall efficiency of the system obtained is 85.13% at 1.00 PM, with values showing
a fluctuating pattern as the time progressed during the case study. Also, an amount
of 385.68 W of energy can be absorbed by the evaporator when the PCM material
provides the heat stored in it as the input to the generator.
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PbS Nanoparticle Sensitized Fe-Doped
Mesoporous TiO2 Photoanodes
for Photoelectrochemical Water Splitting

Somoprova Halder , Soumyajit Maitra , and Subhasis Roy

Abstract Utilization of solar energy to generate hydrogen by photoelectrochem-
ical water splitting using nanostructured semiconductor electrodes has gained a lot
of attention due to its promising potential to solve the energy crisis and related
environmental issues. The design of ideal heterojunctions based on the proper selec-
tion of materials and tuning nanostructure morphology for efficient charge sepa-
ration has gained ground as an important research area for the above application.
This work demonstrates the fabrication of PbS nanoparticle sensitized Fe doped
mesoporous TiO2 photoanodes for solar radiation-activated water splitting applica-
tions. Fe-Doped TiO2 photoanodes were fabricated by the doctor blading technique
followed by PbS sensitization. The PbS nanoparticles were deposited by a successive
ionic layer adsorption and reaction (SILAR) method whereby the repetition cycles
were varied to tune the layer thickness. The fabricated cells were analyzed using a
potentiostat with the platinum counter electrode and Ag/AgCl reference electrode
with 0.5M Na2S and 0.5M Na2SO3 as an electrolyte. Upon illumination with simu-
lated sunlight (AM 1.5G, 100 mW/cm2), an optimized ABPE of 0.6% was observed
at 0.35 V for the fabricated photoelectrode having 1.5 wt% Fe-doped mesoporous
TiO2 with 20 cycles of PbS deposition.

Keywords Photoanode · P-n junction ·Mesoporous · Nanoparticles

1 Introduction

The Earth receives almost 1,000,000 TW of radiation every day from the sun. With
the depletion of conventional energy resources, technologies are being developed
for the generation of electricity and fuel using solar energy. Photocatalytic water
splitting revolves around evolution of hydrogen from water, on photoexcitation of
semiconductor material to generate electrons and a potential difference, evolving
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hydrogen at cathode and oxygen at the anode. Although platinum is the conven-
tional catalyst for hydrogen evolution reaction through electricity, over recent years,
semiconductor oxides and sulphides have been experimented with to effectively
utilize the solar spectra for photoexcitation generation, lower the potential costs
and increase inavailability. The transition from the usage of bulk metal oxides and
chalcogenides to nanostructuring has led to enhanced photocatalytic activity due
to exposure of several catalytic sites, magnificently increased surface area, and thus
higher efficiency.Various solution-based routes have been employed for the synthesis
of nanostructures using spin coating [1], hydrothermally synthesized powders [2] or
thin films [3, 4], sputtering [5], atomic layer deposition [6], electrodeposition [7],
spray pyrolysis, etc. Hematite, α-Fe2O3, has shown good potential as a photoanode in
water splitting because it possesses several desirable properties, including a bandgap
between 1.9 and 2.2 eV that maximizes absorption from the solar spectrum as the
bandgap is excited by visible radiation, stability in a humid environment under typical
operating conditions, abundance in the Earth’s crust, and affordability. Despite these
advantages, hematite exhibits a low value of electrical mobility and a short hole diffu-
sion length (2–4 nm), and requires an applied overpotential to overcome energy band
misalignment [8]. TiO2, on the other hand, has a bandgap of 3.0–3.2 eV for polycrys-
talline anatase phases, which covers a very small region of visible spectra but a signif-
icant region of the UV spectra. Despite low absorbance in the visible region, TiO2 has
certain remarkable advantages such as an excellent compact structure, good electron
conductivity, and requirement of a low overpotential in oxygen evolution reaction
(OER) [9, 10]. In order to overcome these disadvantages, scientists have used doping
methods to enhance absorbance in TiO2 thin films [11] and conductivity of Fe2O3

thin films separately [12]. The introduction of states or sub-bandgap energy levels in
the photocatalyst is necessary for tuning its absorption bandwidth and increase elec-
tron mobility and charge separation. However, other than doping methods, control
over nanostructure morphology [13] also affects photocatalytic activity due to expo-
sure of certain facets, electron transport in specific dimensions, and the occurrence of
defect sites. There have beenmany publications on charge carrier transfer and collec-
tion, diffusion of electrons, and electron–hole recombination in titanium dioxide and
hematite thin films [14]. Changes in activity with different synthesis methods also
have an effect on photoelectrochemical (PEC) activity [15]. Passivation of haematite
surfaces states that promote electron recombination by TiO2 andAl2O3 has improved
efficiency due to better charge separation and transfer processes from the photoanode
to the electrolyte.

Presently, the fabrication of heterojunctions in photoelectrodes has been a fasci-
nating area of research. Not only does it incorporate two different semiconductors
to harness the solar spectrum efficiently, but it majorly involves the creation align-
ment of energy bands in the two materials to ensure charge separation. This might
include n-n (type-2) [16] p-n (type-1) [17], p-n-p [18], n-n-p heterojunctions [19].
Although semiconductor material modification has been researched to a large extent,
and creation of heterojunctions of n-type semiconductor oxides with CdS has been
a much researched one [20], there are fewer reports on use of lead sulphide in PEC
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photoanodes [21] despite it having a good absorption band in the far-visible or near-
infrared regions. In this work, we have fabricated photoanodes for OER at a low cost
by designing a p-n junction of n-type Fe-doped mesoporous TiO2 [22] and p-type
PbS nanoparticles on FTO glass substrate. The use of mesoporous TiO2, a widely
used component in dye-sensitized solar cells, is also a novel aspect of the work.

2 Experimental

FTO glasses were sonicated in soap water, ethanol, and distilled water for 30 min
each. A FeCl3 solution of 0.2M in N-Methyl Pyrrolidone was prepared with a drop
by drop addition of 35% concentration HCl till the solution became transparent.
Equal weights, 0.2 g of TiO2 nanopaste (Dyesol) were weighed individually for 5
sets of FTO, and different volumes of the FeCl3 solution were added to the sepa-
rately weighed mesoporous TiO2 pastes and mixed thoroughly to create 5, 10, 25,
30, 40 wt% Fe-doped TiO2. These were labelled as (Fe–Ti–O(1), Fe–Ti–O(2), Fe–
Ti–O(3), Fe–Ti–O(4), and Fe–Ti–O(5)). The prepared nanopaste was applied to
the conductive surface of the FTO substrates using doctor blading [23] technique.
With different doping concentrations, the paste colour changed from light orange to
yellowish-orange and became more difficult to blade the slurry due to its changing
consistency. The cells were annealed at 400 °C for 1 h followed by 550 °C for
another hour. A mesoporous film of Fe-doped TiO2 was obtained. A set of cells with
the same weight percentages of Fe doping was also created by spin coating a TiO2

sol followed by annealing. Both the set of films were loaded with PbS in a SILAR
approach to study the effect of the use ofmesoporous paste. For the deposition of PbS
nanoparticles, the chemical bath two solutions: Solution1—0.001M Pb(CH3COO)2,
0.1 ml acetic acid in 30 ml distilled water, and Solution 2—0.001 Na2S in 30 ml
water was prepared. Chemical bath deposition was carried out on each of the cells
for varied dipping cycles, dipping time in each solution lasting for 30 s. The cells
were tested for PEC water splitting, and the concentration of Fe in the cell showing
best performance was selected for further analysis. Fe–Ti–O(3)was selected due to
its best photoresponse out of all the remaining cells, and different dipping cycles of
PbS for 5, 10,15, 20, 25 cycles were applied. The cell with 25 cycles was almost
entirely black and rarely allowed the passage of light through it. The one with fewer
concentrations of PbS, however, showed decreased light absorption. The cell with
20 dipping cycles showed the best performance (Fig. 1).

3 Results and Discussions

The use of mesoporous TiO2 paste hugely increased the surface area for PbS loading.
Reference films made by spin coating, on the other hand, yielded very compact films
with much less thickness. PbS deposition on compact thin films reached almost
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Fig. 1 Schematic representation of PbS-sensitised photoanode a electron–hole transport mecha-
nism b insight of the p-n junction on FTO glass

saturation after 8 dipping cycles, and PbS could not load further. Fe–Ti–O(5) with the
highest Fe concentration in the first set showed poor bindability to the FTO substrate,
which can be ascribed to lower the relative concentration of binder molecules ethyl
cellulose α-terpeniol in the TiO2 paste. The opaqueness of the films increased with
increasing Fe content. Since Fe–Ti–O(3) showed the best photocurrent, as shown
in Fig. 5, it was selected for further sensitization by PbS. After the chemical bath
deposition, uniform thin films of Fe doped TiO2 with black PbS deposition was
observed. The films allowed good optical passage of light, and the deposition of
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PbS was smooth uniform. Among the second set of cells, the one with 25 cycles
was almost completely black and rarely allowed the passage of light. The one with
less concentrations of PbS, however, showed decreased light absorption in the visible
range. Figure 2a shows the change in the thin film’s absorbance with different dopant
concentrations of Fe in TiO2. In Fig. 2b the absorbance of the thin filmswith different
numbers of PbS loading cycles on Fe–Ti–O(3) has been depicted.

From the absorbance results obtained byUV–Vis Spectroscopy, wemade the Tauc
plots as shown in Fig. 3 to find out the band gaps. The film’s thickness was assumed
to be 0.06 mm, which is the thickness of the Scotch tape used for doctor blading.
In the second case, the thickness was considered to be the sum of the thickness of
Scotch tape and the diameter of the PbS nanoparticles.

The nature of the Tauc plots reveals the direct bandgap nature of the n-type Fe-
doped TiO2 thin films. The bandgap is maximum for the lowest doping percentage
and gradually shifts towards shorter band gaps in 2.5–2.8 eV for higher doping
amounts. This can be attributed to the formation of FeTiO3 phases validated by
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an X-ray diffraction pattern. The PbS loaded cells show wide absorbance range
throughout the entire length of the solar spectra, the absorbance values increasing
with an increase in number of dipping cycles. On the PbS loaded cells, the band gap
was found to be ranging from2.0 to 2.5 eV.This variable band gap of the PbSnanopar-
ticles can be attributed to their dimensions which fall in the quantum confinement
regime. The particles deposited are too small for lower number of dipping cycles,
leading to larger band gaps.When the deposition cycles are increased, the size of PbS
nanoparticles grows, and the bandgap reduces. PbS being p-type is a good conductor
of holes [24, 25]; therefore, photoexcited electrons from PbS make their way out to
the conduction band minimum edge of Fe-doped TiO2, which lies just below that of
PbS. Photogenerated holes in Fe-doped TiO2 move to the valence band maximum
edge of PbS from VBmax of TiO2. This leads to enhanced separation of photogen-
erated electron–hole pairs, preventing recombination. The holes are responsible for
OER at the photoanode while the electrons are transported from FTO through the
external circuit to the platinum cathode, where hydrogen evolution occurs.

The crystalline phase of materials used in photoanodes was analyzed by XRD
analysis shown in Fig. 4. The fabricated cells were analyzed at 0.20/s using Cu
K-α rays (8.04 keV, 1.5406 Angstrom). Characteristic peaks of anatase TiO2 were
observed (JCPDSCard no. 21-1272) [26]. Iron doping resulted in Fe atoms’ diffusion
into the anatase TiO2 lattice forming FeTiO3perovskite phase (JCPDSCard No. 071-
1140)where distinct peaks of IronTitanate has beenobserved alongside anataseTiO2.
PbS has been identified as its distinct peaks (JCPDS Card No. 78-1901.) [27] to be

Fig. 4 XRD patterns of different number of cycles PbS loading on Fe–Ti–O(3) a 5 cycles, b 10
cycles, c 15 cycles, d 20 cycles, e 25 cycles
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Fig. 5 Linear Sweep Voltammetry (LSV) curves under illumination for Fe–Ti–O(x)

in its face-centered cubic structure. All the distinct peaks are present in the XRD
data showing TiO2/FeTiO3/PbS heterostructure. In the XRD pattern, we can observe
significant peak shifts in both the FeTiO3 and PbS phases due to high lattice strains,
which can be accounted to insertion of dopant atoms in the anatase TiO2 lattice and
small size of PbS nanoparticles leading to excessive development of strain.

Linear Sweep Voltammetry (LSV) analysis was carried out using a potentio-
stat (Autolab) with Ag/AgCl reference electrode under simulated solar illumination
(100mW/cm2), yielding an output as shown in Fig. 5. The electrolyte used was 0.5M
solution of Na2S and Na2SO3 [28]. In this set, Fe doped TiO2 cells were analyzed
under illumination. It is observed that Fe–Ti–O(3) yielded the maximum value of
current. Current density gradually increased with an increasing amount of iron, while
excess deposition at 0.5ml reduced the current value. Excess iron results in the forma-
tion of excess FeTiO3 on the surface which results in band misalignment and hinders
electron flow by acting as a sink to pin electrons from the solution. Controlling the
amount of Fe diffused into TiO2 lattice is very important to form a homojunction
between the anatase TiO2 and FeTiO3. This strategy is employed to promote effi-
cient charge transfer of photoexcited electrons from low bandgap FeTiO3 into the
wideband TiO2, which acts as an electron collector to reduce recombination. Excess
formation of FeTiO3 is thus not desirable as hole electron recombination increases
due to its inefficient charge separation and intrinsic poor electron conduction, and
longer diffusion length [29] as described in Fig. 6. The peak obtained at 0.8 V is due
to oxidation of Fe2+ to Fe3+ [30] since in the perovskite phase, Fe is present in its 2
+ state. At 0 V, there is a current density of 0.17μA/cm2, indicating that there is a
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Fig. 6 Diagram representing the doping effect on TiO2 nanoparticles

photo-induced electron transfer due to the built-in electric field of the materials and
the absence of deep-lying trap states requiring extra bias.

PbSwas deposited by a Successive Ionic Layer Adsorption andReaction (SILAR)
method to create a p–n junction and increase light absorbance and photoexcited elec-
tron generation. The prepared cells’ SEM image in Fig. 7 shows that the nanoparticles
are evenly distributed throughout the surface. The underlayer containing Fe doped
TiO2 has a few ridges, which are observable, causing the LSV data fluctuations in
Fig. 5. It can be seen that the PbS nanoparticles have filled up the spaces, thereby
reducing the defects by acting as a photosensitive filler to maintain grain continuity.
The particle size of the PbS nanoparticles has been observed to be in the range of
20–30 nm on average. From the SEMmicrostructural imaging, it becomes clear that
the bandgap values that we have obtained from the Tauc plots occur due to quantum
confinement due to the extremely small dimensions of the PbS nanoparticles.

The chopped LSV data shows an increase and decrease of current as light is
switched on and off. It is observed that the roughness of the LSV curve of Fe doped
TiO2 disappears in the case of PbS sensitization due to the fact that any crystal defects
produced during annealing and diffusion of Fe into the TiO2 lattice that resulted
in current disruption disappeared due to space-filling by PbS nanoparticles. The
SILAR deposited nanoparticles under SEM analysis showed a size of 20–30 nm.
Thus any fissures produced in the film were healed by PbS filling, resulting in a
smoother curve. It was observed that PbS sensitization increased current density
by 1000 times indicating the effectiveness of its sensitization. An increase in PbS
cycling increased the current density value until 20 cycles after which the current
dropped. The decrease in photocurrent can be attributed to the fact that excess PbS
shields light, thus obstructing transmittance into lower layers. Higher particle size
and layer thickness result in lower interfacial contact between PbS and Fe doped
TiO2 underlayer required to produce an efficient p-n junction. ABPE% value of the
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Fig. 7 SEM images of the PbS sensitized mesoporous Fe doped-TiO2 photoanodes with dipping
cycles of a 5, b 10, c 15, d 20, e 25 dipping cycles

fabricated photoanodes was calculated, and the results showed a maximum 0.58%
ABPE at 0.35 V for 20 cycles of PbS deposition, as shown in Fig. 7.

The overpotential indicates that the SILAR method produces asymmetric disor-
dered structures without preferential crystal facets and morphology for efficient hole
electron separation and charge transport. Thus additional bias is needed. Advanced
fabrication techniques like chemical vapour deposition (CVD) or atomic layer depo-
sition (ALD) can be explored to preferentially fabricate ordered nanostructure arrays
to solve this problem (Fig. 8).
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4 Conclusion

The effect of employing a mesoporous layer as photoanode followed by creation of a
p-n junction in a facile method was studied. Doping with Fe in different proportions
was carried out to alter the bandgap of TiO2 and introduce intermediate energy
levels for photoexcitation. The deposition of a layer of PbS helped in achieving a p–n
junction for better activity in water splitting. MaximumABPE of 0.6% at 0.35 Vwas
obtained for PbS deposited after 20 cycles on Fe doped TiO2 photoanodes prepared
by 0.3 ml addition of FeCl3 solution to 0.2 g of mesporous nanopaste. The above
work opens doors to the development of mesoporous photoanodes for PEC water
splitting applications which have evitably shown better performance than compact
thin films. The performance of these mesoporous electrodes can be further enhanced
by creation of one or more heterojunctions.
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In Situ Ni-Doped Co3O4 Nanostructure:
An Efficient Electrocatalyst
for Hydrogen Evolution

Arijit Basu, N. Srinivasa, S. Ashoka, and Debasis De

Abstract The paper represents an environmentally strong facile one-pot wet chem-
ical synthesis for the production of nickel (Ni) doped cobalt oxide (Co3O4) at different
weight% (1, 3, 5, 7 and 10%) of Ni that demonstrates efficient electrocatalysis
towards hydrogen evolution reaction (HER), in 1M KOH solution. The Ni doped
Co3O4 were synthesized using cobalt nitrate hexahydrate {Co(NO3)2.6H2O}, nickel
nitrate hexahydrate {Ni(NO3)2.6H2O}and citric acid {C6H8O7}, among which 7%
Ni-doped Co3O4 proved to be an optimal HER catalysis. Nickel foam electrode drop
cast with Ni-doped Co3O4 displayed remarkable HER catalysis with an overpotential
(η) of 212 mV (vs RHE) recorded at 50 mA/cm2. The composite also exhibits Tafel
slope of 48 mV/dec@HERwhich is kinetically more efficient. 7%Ni-doped Co3O4

has the potential to replace precious-metal-based catalysts as the anodic/cathodic
material within electrolyzers, reducing the associated costs of hydrogen production
from water splitting.

Keywords Wet chemical synthesis · Ni-doped Co3O4 · Hydrogen evolution
reaction (HER) · Ni foam · Water splitting

1 Introduction

With the increase in the demand for replacing fossil fuel reserves and to meet the
impending need of energy crisis that has led to growing concern over global warming,
greenhouse effect, anddrastic climate change [1], there havebeenbreakthrough atten-
tion paid towards storage systemswith low cost and environment benignity, high effi-
ciency and alternative form of energy. Hydrogen is considered to be the most asepsis,
energy-efficient form of resource whose production relies on steam reforming of
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hydrocarbons or gasification process of biomass substances leading to the genera-
tion of carbon dioxide. Eventually, several techniques have been developed such as
that of electrochemical or photoelectrochemical water splitting reaction which has
proven to be environmentally sustainable for the generation of hydrogen gas that is
of high purity and high production [2]. Study based on Co3O4 catalyst materials have
been made for a long time in numerous fields related degradation [3], Zn-air batteries
[4], supercapacitor [5] and water splitting [6] because of their excellent properties.
To make significant changes in morphology and structural notations up-gradation in
methods have been implemented. These include direct high-temperature oxidation
[7], hot plate combustion method [8], precipitation method [9], and hydrothermal
reaction [10]. Recently, trends have gone in the synthesis of two (2D)-dimensional
porous structures that give high specific surface area and more active sites for reac-
tion. Following this trend doping based catalyst of specified groups includes carbon
(C)-doping [6, 11], PdO-doping [12], La3+-doping [13], sulfur (S)-doping [14], iron
(Fe)-doping [15, 16], manganese (Mn)-doping [17, 18], chromium (Cr)-doping [19]
and nickel (Ni)-doped Co3O4 is also reported for electrocatalytic property [20, 21].
So far, few reports depict that Ni-doped Co3O4 catalysts with low percentage of
nickel contain shows effect of water splitting in both alkaline and acidic medium.

Over recent years it is observed that electrolysis of water is now economically
viable for niche application and be deployed for the large-scale within a decade [22].
Therefore, the ability for hydrogen to be produced on a large-scale basis which has
significant environmental, societal and economic value will come into play shortly
as a global energy system [23]. Splitting action of water as a whole experimental
setup is concerned is divided into two half reaction namely: Hydrogen Evolution
Reaction (HER) and Oxygen Evolution Reaction (OER), they both are important as
per as overall efficiency of water splitting. To enhance the reaction kinetics and lower
overpotential several efficient catalyst or doped catalyst have been implemented
to proceed towards water electrolysis. From industrial scale, there exist a strong
rigidity towards the unavailability of cheap and highly efficient electrocatalyst. Few
catalysts based on non-noble earth-abundant metal such as CoS [24], CoP [25, 26],
FeP [27], WP2 [28], Mo2C [29], MoB [30], MoSx [31], Co(OH)2 [32] and H2-Co
[33] have shown low stability under working conditions. Recent literature survey
reveals that currently catalyst like RuO2 and IrO2 [23] being used but are considered
to be the rarest element on earth. To mitigate such circumstances, they have been
replaced with non-precious catalysts which are abundant on earth like cobalt and
its substituted cobaltite’s MxCo3−xO4 (M = Ni, Fe, Cu or Zn) showing excellent
activities for splitting of water [34, 35]. Due to electrochemical oxidation metallic
cobalt gets transformed into Co(OH)2, CoO, Co3O4 and CoOOH [35–37]. Through
several studies, it is observed that Co3O4 has proven to be one of the superior catalysts
to display efficient corrosion stability. Morphological activities show that to enhance
the electrochemical behaviour it is important to increase the effective surface area
(Table 1).

Herein we present a comparative study based on the facile one-pot wet chemical
synthesis assisted by combustion for the catalyst used i.e., Ni-doped Co3O4 which
is formed as a result of doping characteristic of Nickel Nitrate Hexahydrate: Ni
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Table 1 Comparison of catalyst, overpotential and Tafel analysis of the present work for the
reported Nickel and Cobalt oxides based electrocatalystsa for HER

Catalysts Substrate Electrolyte Overpotential
(mV)

Tafel plot
(mV/dec)

References

NiCoP NSA 3D Ni
foam

1M KOH 308 68 [38]

Porous Cobalt
Phosphide/phosphate
TF

Glass slide 1M KOH 430 – [39]

FeCoO Ni foam 1M KOH 205 117 [40]

NiCo2S4 @ NiFe LDH Ni foam 1M KOH 200 101.1 [41]

Ni-doped Co3O4
porous nanoplates

– 1M KOH 120 62 [42]

Ni-doped CoS2- NN SS 1 M KOH 350 76 [43]

Ni(OH)2 Ni foam 1M KOH 237 140 [44]

Sulphur doped Nickel
Cobalt (S–LDH)

SS 6M KOH 380 69 [45]

Ni-doped Co3O4 Ni foam 1M KOH 212 48 This work

aNSA-Nanosheet arrays; TF-Thin film; LDH-Double-layer hydroxide; NN-Nanoneedle; SS-
Stainless steel

(NO3)2.6H2O with Cobalt Nitrate Hexahydrate: Co (NO3)2.6H2O along with Citric
Acid at the concentration level of 1, 3, 5, 7 and 10%.Using different characterisations
of powder XRD, SEM, study Ni-doped Co3O4 has been examined to get a relation-
ship among catalyst activity, morphology and electrochemical behaviour for the
generation of hydrogen. Finally, this is accompanied by the preparation of electrode
materials using a drop cast technique. Once the electrode is prepared it is directed for
hydrogen evolution. Thematerial worked as a highly stable and active electrocatalyst
for HER in 1MKOHof pH 13.6. Amongst all, Ni-doped Co3O4 (7% doped) achieves
50mA/cm2 current densities at a low overpotential of 212mV showing better perfor-
mance than bare Ni foam electrode or undoped Co3O4 electrode. Results show that
7% Ni-doped Co3O4 achieves highly efficient, stable and robust electrocatalyst with
superior activity as compared to that of previously documented reports.

2 Experimental Methodology

2.1 Reagents and Materials

Chemicals and solvents used for synthesis are of analytical grades cobalt nitrate
hexahydrate (Co(NO3)2.6H2O) of purity 97%; Laboratory Reagent—Spectrum
Reagent & Chemicals; C 0117, nickel nitrate hexahydrate (Ni(NO3)2.6H2O) of
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purity 99%; Analytical Reagent—Sd fine-CHEM Limited; UN 2725, citric acid
(C6H8O7) of purity 99.5%; Laboratory Reagent—Sd fine-CHEMLimited and potas-
sium hydroxide (KOH) of purity 85%; Laboratory Reagent—MERCK; CAS 1310-
58-3 were purchased from SD Fine Chemicals Ltd. and received without any
purification.

2.2 Material Synthesis

Preparation of Doped Compound

Typical solution process in Fig. 1: Nickel nitrate hexahydrate (0.00290 g–1%,
0.00872 g–3%, 0.01453 g–5%, 0.020355 g–7%, 0.02907 g–10%) is dissolved in
10 ml of deionized water and stirred until the nitrate dissolved completely. To the
above solution, Cobalt nitrate hexahydrate (0.28812 g, 0.282 g, 0.2764 g, 0.27066 g,
0.26193 g) and Citric acid (0.11673 g, 0.11661 g, 0.11670 g, 0.11673 g, 0.11674 g)
was added and continually stirred with magnetic stirrer to get a uniform solution.
This was followed by keeping the precursor solution in a preheated muffle furnace
maintained at 510 °C. The reaction was rested to form graphitic carbon by taking out
the reaction vessel after 4min from preheatedmuffle furnace. Finally, the as-obtained
powder of Ni-doped Co3O4 at a concentration of 1, 3, 5, 7 and 10% doping level was
crushed in a mortar and pestle which was used for further study (Fig. 2).

Characterization

The synthesized product of Ni-doped Co3O4 crystal structure was examined using
powder X-ray Diffraction (XRD), Zeiss Rigaku series, with Cu Kα radiation (λ =

Fig. 1 Schematic diagram of Ni-doped Co3O4 synthesis
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Fig. 2 Proposed structural model of Ni-doped Co3O4

1.5418 Å). Surface morphological behaviour of the samples was characterized using
a scanning electron microscope (SEM, VEGA3 TESCAN).

Electrode Fabrication

The fabrication of the Ni-Foam electrode utilized within this study as illustrated in
Fig. 3. The electrodes for all the samples were dipped in concentrated HCl under
ultrasonication for 15 min. Then 5 mg of Co3O4, and Ni (1, 3, 5, 7 and 10%) doped
Co3O4 were taken individually. To it 0.2ml deionizedwater added and 0.2ml ethanol
was also added. To hold the sample in a semi-liquid state Nafion binder of 10 μl
was added. All the samples were then sonicated for 30 min to get a homogenous
dispersion. 3 mg of the resultant homogenous dispersion was drop cast onto the
Ni-Foam electrode and subjected to drying for 2 h in a hot air oven. Thus, the
electrocatalytic performance towards the HER of each modified Ni-Foam electrode
was ready to be assessed.

Fig. 3 Steps for the fabrication of Ni foam electrode with Ni-doped Co3O4 post sonication
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Electrochemical Measurements

Cyclic Voltammetry (CV), Linear Sweep Voltammetry (LSV) and Electrochemical
Impedance Spectroscopy (EIS) measurements have been carried out using a three-
electrode system where the Cobalt Oxide or Nickel doped Cobalt Oxide electrodes
drop cast onNi-Foam, Pt andAg/AgCl electrodeswere used asworking electrode, the
counter electrode and reference electrode respectively. The catalytic activity of the
Co3O4, Ni–Co3O4 (Ni-1%, 3%, 5%, 7% and 10%) towards the hydrogen evolution
was studied in 1M KOH of pH = 13.6.

3 Results and Discussion

3.1 Microstructural Characteristics of Ni–Co3O4

The crystallographic science of the as-synthesized compound was analyzed with X-
ray diffraction patterns in Fig. 4. As far the powder XRD of the prepared materials
exhibit peaks at 31.11°, 36.648°, 44.75°, 59.101° and 65.120° corresponding to
(220), (311), (400), (511) and (440) crystalline plane. All the diffraction peaks can
be perfectly indexed and represented to that of spinel cubic structure of Co3O4 with
Fd3m space group (JCPDS 74-2120) [40]. For 1%, Ni-doped Co3O4 shows a shift
in peak as compared to other samples which is attributed strongly to the formation
of phrase due to high-temperature reaction leading to change in structure. Further, it
can also happen that due to low weight percentage of nickel doping at 510 °C some
parts may have remained unreacted completely with cobalt oxide. The presence of
NiO formation is denoted by *.

Fig. 4 a Powder XRD patterns of the undoped Co3O4 and Ni-doped Co3O4 (Ni-1%, 3%, 5%, 7%
and 10%.). b Distinct peaks at the observed planes for 7% Ni-doped Co3O4 and undoped Co3O4
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Fig. 5 SEM image of a Pure Co3O4 and b 7%Ni-dopedCo3O4 prepared bywet chemical synthesis
followed by combustion temperature of 510 °C

Apart from this size of the crystallite can be well evaluated using the Scherrer
equation based on the full width of half maximum. This is generally represented by
Eq. (1):

t = 0.9λ

βCosθ
(1)

Here t is the crystallite size, λ is the wavelength, β is the full width at half
maximum of the peak and θ is the peak diffraction angle. The average crystallite size
of undoped and doped sample is ~20 nm.

Figure 5 represents SEMimages that narrate surfacemorphologyof the particles in
(a) pure Co3O4 and (b) 7% Ni-doped Co3O4 formation synthesized by wet chemical
method at 510 °C in a muffle furnace. From the SEM image of pure Co3O4 formation
has small agglomerated elliptical structures in the range of 8μmthrough15μm.SEM
image of 7%Ni-doped Co3O4 shows a comparatively large agglomerated compacted
structure with the formation of Ni active sites over the surface of Co3O4 particles.
They ranged from 19 to 32 μm. The agglomerated structure is attributed to high-
temperature combustion for doping. Apart from these images give a clear notion of
active sites being formed over doped surfaces for further high-performance HER
activity.

3.2 Electrochemical Applications of Nickel-Doped Cobalt
Oxide

The Ni doped Co3O4 synthesized using citric acid for estimation of HERwas investi-
gated in 1MKOH electrolyte. An amount of 3 mgUndoped Co3O4, Ni-doped Co3O4
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Fig. 6 LSV curve for HER
of pure Co3O4,
and Ni-doped Co3O4(Ni-1,
3, 5, 7, and 10%) Co3O4 in
1M KOH electrolyte

(Ni-1, 3, 5, 7, 10%) and bare nickel foam (NF)was loaded using drop cast withNafion
binder as a working electrode. From the linear sweep voltammetry (LSV) curve, it
depicts the onset potential at −0.15 V due to reduction of Co4+ to Co3+ suggesting
that the Co4+ containing octahedral sites responsible for this onset potential. This is
accompanied by a sudden increase in current density after −0.15 V for the hydrogen
evolution to proceed. The LSV curve depicts the overpotential required for HER
at 50 mA/cm2 for the all the doped Co3O4, undoped Co3O4 and bare electrodes
presented in the curve.

From Fig. 6 it is inferred that 7% of Ni-doped Co3O4 exhibits the lowest over-
potential of 212 mV required to deliver a current density of 50 mA/cm2. For the
purpose of comparison bare nickel foam and Ni-doped Co3O4 (Ni-1, 3, 5, 10%) was
conducted which showed an overpotential of 455, 236, 264, 243, 252 mV to deliver
current density of 25 mA/cm2 (bare nickel foam) and 50 mA/cm2 for doped mate-
rials. The main drawback lies with the higher overpotential, there is the evolution of
larger H2 bubbles on the active surface of catalyst resulting in low mass transport
and less active surface area by attaching to the hydrophobic surface of the catalyst
[17, 18] Such surfaces can be altered using rotating electrodes but here our material
as-synthesized contains oxide which makes it hydrophilic resulting in easy release
of H2 gas molecules in the form of small tiny bubbles. Hence, the 7% Ni-doped
Co3O4 shows very low overpotential of 212 mV to drive a current density of around
50 mA/cm2 which makes this an efficient electrocatalyst for practical applications.
Furthermore, from the Tafel slope (Fig. 7) of the bare nickel foam, undoped Co3O4

and all Ni-doped Co3O4 shows 160 mV/dec, 122 mV/dec, 57 mV/dec, 68 mV/dec,
36 mV/dec, 48 mV/dec and 50 mV/dec respectively (Fig. 7). Here, at 48 mV/cm2

considering 7%Ni-dopedCo3O4 adsorption ofH+ led to the formation ofH2 bubbles.
The reaction involved in H+ adsorption mechanism given by Eqs. (2) and (3):

H2O + e− → H(absorbed) + OH− (2)
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Fig. 7 Tafel plot of pure
Co3O4 and Ni-doped Co3O4
(Ni-1, 3, 5, 7 and 10%)

H+ + H(absorbed) + e− → H2 (3)

The kinetic behaviour of adsorption is attributed to the graphitic carbon of citric
acidwhich results in increasing the electronic conductivity and active sites to enhance
the charge and mass transfer process. Thereby, making 7% Ni-doped Co3O4 modest
and efficient electrocatalyst with low overpotential and Tafel slope forwater splitting.

For further investigation, the reaction kinetics of the as-synthesized electrocat-
alysts, electrochemical impedance spectroscopy (EIS) measurements were carried
out in 1M KOH solution. Based on the Nyquist plots which are exhibited within
the frequency range of 0.01 Hz–100 KHz an outstanding performance is observed
by 7% Ni-doped Co3O4 agglomerated catalyst showing significantly low interfacial
charge transfer resistance. The results indicate that 7% Ni-doped Co3O4 promoting
effective amount of HER kinetics compared to those of pure Co3O4 or another Ni-
doped Co3O4. All the doped catalyst including that of pure Co3O4 consist of the
semicircle. The measurement of these semicircle i.e. diameter indicates the charge
transfer resistance (Rct) of the hydrogen evolution reaction; when the value of this
Rct is a small potential for faster charge transfer is possible. Figure 8 represents
the Nyquist plots of all Ni-doped Co3O4 composites, pure Co3O4, bare electrode
and RuO2 for comparison and measures impedance spectra using Zsimpwin soft-
ware by fitting with an electrical equivalent circuit. An equivalent circuit that is
composed of Rct, constant phase element Q, and Warburg impedance (W) corre-
sponds to different electrochemical processes that occur at the electrode/electrolyte
interface. The Nyquist plot consists of an intercept and straight sloping line at high
and low-frequency regions indicates the Rct andW respectively. From the results Rct

value of 7% Ni-doped Co3O4 to be 20.67� which is much lower than the value of
bare electrode (732.8�), 3% Ni-doped Co3O4 (634.3�) and pure Co3O4 (269.6�).
The enhanced charge transfer rate is attributed to the change in morphological and
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Fig. 8 Electrochemical
impedance spectroscopy of
Ni-foam, undoped Co3O4
and Ni-doped Co3O4 (Ni- 1,
3, 5, 7, and 10%)

structural orientation after the doping effect of nickel over cobalt oxide at different
percentages.

4 Conclusions

In summary, we have grown a rapid one-pot wet chemical synthesis assisted with
combustion at significantly 1, 3, 5, 7 and 10% weight % of Ni doped Co3O4 for
the fabrication of doped catalysts. Here, bare electrode and pure Co3O4 has been
used for comparison to show the best result for hydrogen evolution with doped
electrocatalysts. 7% Ni-doped Co3O4 shows exactly in favour of significant HER
generation for a current density of 50 mA/cm2 at a low overpotential of 212 mV.
Moreover, due to the small charge transfer resistance of 20.67�, this catalyst exhibits
the most efficient one among all other synthesized catalysts. Based on this result as
a part of interface development material, it is expected to be a promising candidate
for hydrogen evolution reaction. Thus, it also proposes that adoption to transition
metal oxides with small concentration doping inspires in generating bifunctional
electrocatalysts.
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Aerodynamic Performance Enhancement
and Optimization of a H-rotor Vertical
Axis Wind Turbine

Abhilash Nayak, Sukanta Roy, Sivasankari Sundaram, Arjun Deo,
and Hakeem Niyas

Abstract The aerodynamic performance of a H-rotor vertical axis wind
turbine (VAWT) is dependent on a number of factors, with the shape of aerofoil
being the crucial one. So, in this research study, an attempt is made to incorporate
three such aerofoils like DU 06-W-200, NACA 0015, NACA 64-415. These aero-
foils exhibit varied properties viz. camber, chord length and thicknesses, which have
variable effects on the performance of the wind turbine. The aerofoils show a decent
performance with an optimal value of coefficient of performance when incorporated
in the wind turbine. Further, simulations are executed with these aerofoils being
implemented in a single H-rotor VAWT. The flow governing equations around the
VAWT using these aerofoils are solved using ANSYS-Fluent software. The perfor-
mance of VAWTs is studied in terms of power and moment coefficients to determine
its efficacy. As an outcome of the research, the best wind turbine structures [C1C2C2]
and [C2C2S1] are used for optimum performance and self-starting characteristics,
owing to the perks associated with them.

Keywords Vertical axis wind turbine · Aerodynamic performance · Aerofoil ·
Self-starting characteristic · Stability

1 Introduction

Wind is generated by the uneven heating of the atmosphere by the sun, variations
in the earth’s surface, and rotation of the earth. Moreover, mountains, water bodies
and vegetation also influence the wind flow patterns. Wind power is the technique of
utilizing the kinetic energy of wind to generate electricity for whichwind turbines are
implemented to harness the energy. A wind turbine is defined as a rotating machine
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that converts the kinetic energy of wind into mechanical energy. This mechanical
energy is then converted to electricity, thus naming it as awind generator,wind energy
converter, or aerogenerator. Wind turbines can be divided into two types based on
the axis in which the turbine rotates such as horizontal axis wind turbine (HAWT)
and vertical axis wind turbine (VAWT). Among all the renewable energy sources,
wind energy is a promising research area for which a lot of effort and resources have
been invested in order to upgrade the technology of power generation. It has a huge
potential of energy with worldwide production of 650.8 GW as per September 2020.
The global wind power market is mostly centered in countries like China, the USA,
Germany, India, Spain, etc. Considering the global scenario, as shown in Fig. 1,
wind energy has its huge potential and production at China with installed capacity
of 237 GW followed by the USA, Germany, India, Spain and many other countries.

HAWTs are involved with a lot of advantages to it such as variable blade pitch that
gives the turbine blades the optimum angle of attack, taller height having an access
to stronger winds, high efficiency, etc. These merits have led to its preference over
other wind turbines. Besides, it also incurs difficulty in transportation of large blades
and towers, installation issues, requirement of additional yaw control mechanism.
Further technological advancement has led to the development of VAWT.

VAWTs have the main rotor shaft arranged vertically with its generator and
gearbox at its base. The advantages of these structures include yaw less mecha-
nism, small structure, lower wind start-up speeds, low noise, etc. It also has some
disadvantages such as low efficiency, maintenance, etc. Inspite of low coefficient of
performance, VAWTs are recognized to be an alternative to HAWTs particularly in
urban areas for small-scale power generation. As discussed above, VAWTs have been
implemented depending on the drag and lift force-based structures, which has led to
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Fig. 1 Global installed wind capacity till September 2020 [1]
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different design configurations such asDarrieus, Savonius, H-rotor, Helical structure,
etc. Considering the Darrieus and H-rotor turbines, which are lift-based structures,
the shortcomings in self-starting issues is compensated by giving an initial rotation
to the turbine to help it get acquainted with the wind flow. According to Mohamed
et al. [2], these turbines are generally preferred among all VAWTs because of its
comparatively better efficiency and the wide range of Tip Speed Ratio (TSR) (~2–8).
Zemamou et al. [3] commented on the performance of Savonius rotors, the drag-based
turbines, which has its minimal preference due to its low efficiency (~30%) and low
TSR range (~0–1.8). The merit of VAWTs being omni-directional in nature, allows
the turbine to receive wind from any direction so that a yawing mechanism is not
required. Yet, VAWTs possess certain minor limitations in the operational efficiency
and self-starting issues in comparison with HAWTs. Irrespective of the limitations
of VAWTs with respect to the operational parameters like TSR, self-starting, poor
efficiency, etc., these incorporate a broader scope of research because of its lower
maintenance, lesser pre-installation procedures, acceptance of low wind speeds, etc.
Also,VAWTs can be an attractive concept in peak clipping in demand response strate-
gies serving a limited residential area. Hence, researchers have made an attempt to
explore the possibilities of addressing the operational problems of VAWTs.

In the current study, a 3 bladed H-rotor VAWT has been considered, where the
objective is to enhance and optimize the aerodynamic performance using multiple
aerofoil structured blades in a single turbine. Being in ease with its installation,
the turbines are practically implemented in road medians, rooftops, etc. The flow
governing equations around VAWT are solved using ANSYS Fluent software. This
2Dnumerical study aimed to investigate the performance and efficiency using various
configurations of aerofoils in the wind turbine.

2 Literature Survey

As we know, the optimization of VAWT has guided in the exploration of possibilities
and played a major role in increasing the operational range of TSR, further deciding
the optimumcoefficient of performance. Literatures reported in this area are classified
based on the type of aerofoil used and on the techniques of simulations performed.

In the design approach, the discussion regarding aerofoil was done on the basis
of designs. According to Bhutta et al. [4], crossflex turbine was found to be more
effective,when installed across high rise buildings experiencingwind speed of at least
14 m/s. A hybrid design of Savonius and Darrieus withCp of 0.35 was also taken into
account which showed variations in its values when plotted against TSR. Moreover,
mathematical equations related to exergy losses were also incorporated during the
process of irreversibility. According to Batista et al. [5], a new blade EN0005 was
further developed with self-starting ability and good performance at high TSRs with
Cp of 0.375 at TSR 7.5. The blade had its ability to self-start at 1.25m/s and remained
stable till 25 m/s, without any production of noise. Battisti et al. [6] led the further
study by comparing different VAWT structures on the basis of blade no., design,
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inclination, TSR and azimuthal position. As the 2 bladed rotor had issues with its
stability, so a 3 bladed H-rotor DU 06-W-200 was chosen which had a Cp of 0.4
at starting TSRs. The study also proposed helical bladed rotors because of its wide
TSR range (1–6.5). Some modified aerofoils were also taken into consideration in
Chen et al. [7] with parameters like TCR (thickness to chord ratio), LEN (leading
edge thickness), MTITOC (maximum thickness in terms of chord). The research
work for optimizing the aerofoil was based on Cp using 2 algorithms: OFAAT (one
factor at a time) and Orthogonal algorithm. According to the report, NACA0015-64
was chosen as the best with Cp of 0.413975 through Orthogonal Algorithm while
NACA0018-64, with Cp of 0.4585, was opted through OFAAT algorithm. Again
a study was done by Qamar and Janajreh [8] comparing 3 aerofoils: NACA 4512,
NACA7512,NACA0012,where they found that the cambered foils performed better
than the symmetrical ones. They also came to a conclusion that moderate cambered
aerofoil, i.e. NACA 4512 was much more effective than NACA 7512 with regards
to the ability to self-start. A rigorous study by Mohamed et al. [2] was done by
performing CFD simulations on 25 different aerofoils. It was concluded that LS(1)-
0413 (Cp ~0.415) performed better than standard NACA0021 aerofoil. In a study
for the aerodynamic enhancement of the horizontal axis wind turbines by Sedighi
et al. [9], proposal of spherical dimples on the suction sides of the turbine blades
was executed using RANS solver and k-ω Shear Stress Transport turbulent model.
The parameters such as radius, location, quantity of dimples, blade pitch angle, wind
speed happen to be of prime importance for the torque and power generation. The
improvised model with 150 dimples effective at a pitch angle of 4°–11° and wind
speed range of 12–16 m/s was found out to be lucrative in enhancing the torque by
about 16.08%. In a reviewed study based on the performance analysis of VAWT by
Kaushik et al. [10], experiments were conducted by wind tunnel under steady flow
and uniform conditions and field test setup under wind conditions and dynamic flows.
The field tests were executed to determine the 3D characteristics and performance
under natural wind conditions whereas the wind tunnel aided in the aerodynamic
design with the help of parameters viz. TSR, Cp, CT, Re, blade number, overlapping
effects, blockage effects, etc.

In the simulation approach, the discussion regarding aerofoil was done based on
simulations performed. In the study by Jin et al. [11], various techniques of research
like computational aerodynamics, CFD, experimental methods were carried out.
The 2D CFD model was preferred because of its fastest computational time. Similar
methods and techniques were observed in the study by Bedon et al. [12] where 2D
URANS CFD model was used to optimize the aerofoil shape. Among the works
done, WUP 1615 structure was found to have a higher Cp than standard NACA
0018 at TSR of 4. The study by Balduzzi et al. [13] conducted the 3D simulations
considering losses, stall, vorticity, wake interaction. The simulations were compared
and power reduction between 2D and 3D was noticed. Moreover, emphasis on finer
grid was given as simulations with coarser grid led to ambiguous results. Hasan
et al. [14] proposed a new way of simulation approach that included BEM and CFD
analyses. Though the value of Cp was higher in the case of BEM rather than in
CFD, simulations using CFD was preferred because of its proximity to experimental
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values. The CFD simulations were also performed taking into account the factors like
TSR, solidity, wind speed, number of blades, blade profile, stalling, self-start, etc. by
Ghasemian et al. In this paper, the reduction of noise was projected wherein TSR and
solidity were the influencing factors for noise. Hence, a solution was proposed by
Ghasemian et al. [15] by improving the solidity and implementing the double spacing
theory for noise reduction. A further new development was found in the study by
Zhang et al. [16]with the concept ofwinglet designingwhich aids in vortex reduction,
thereby enhancing the performance. The study implied that twist angle is the most
crucial parameter for design. An improvement in the aerodynamic performance of
the VAWTs was proposed by Wang et al. [17] using the CFD and Taguchi method
at a low TSR of 2. A novel design of leading edge wavy serrations and helical blade
structures with a twist angle of 60˚ formed the basis for the optimized wind turbine
with an enhancement in the efficiency by 18.3%.

The consideration of a single type of aerofoil in a H-rotor VAWT, according to the
previous research works has impelled the objective of this current effort to consider
multiple design aerofoils in a single wind turbine to enhance the performance.

3 Proposed Model

According to the inference from reported research study, the unemployability of
different wind turbine blade configurations in a single topology was identified. This
led to the proposition of an unique model of the turbine incorporating different aero-
foil structured blades in aH-rotorVAWT. The three best structureswere chosen based
on TSR, Cp, aerofoil thickness, stability, self-start, etc. consisting of 1 symmetrical
and 2 cambered aerofoils. The combinations include three types of aerofoils: DU
06-W-200 (C1) (Cp = 0.4 at starting TSRs, 20% thickness and 0.8% camber) [6],
NACA 64-415 (C2) (Cp = 0.405 at TSR range of 2–8), NACA 0015 (S1) (Cp = 0.41)
[2] out of which two are cambered (C) and one is symmetrical (S). The modelling
of the H-rotor wind turbine is done via. AutoCAD with simulations in ANSYS. The
proposed turbine model for the further research to be carried out included 2 different
configurations, i.e. [C1C2C2] and [C2C2S1]. These structures were found out to
be efficient enough for practical implementation, yet with some more focus to be
considered on its stability issues.

4 Numerical Investigation

A number of aerofoils were considered and simulations were performed based on the
TSR,Cp, thickness, stability, self-start, etc. For the current work, 6 best aerofoils, i.e.
DU 06-W-200 [6], NACA 63-215, NACA 0015, LS(1)-0413, NACA 64-415, S1046
[2] were chosen among which, best 3 structures were opted owing to characteristics
like high Cp (~0.4) and a wider TSR range (~2–8) as shown in Fig. 2.
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                   (DU 06-W-200)                                          (NACA0015) 

                                               (NACA 64-415) 

Fig. 2 Aerofoils selected for simulations [2, 6, 17]

These aerofoils have defined chord length and thicknesses which is generated
with ease [18]. With the current scenario of implementing three different structures
in the same turbine, possible combinations are examined through simulations. Ten
combinations as shown in Table 1 incorporating 30 simulations are considered, thus
generating variations of Cm (moment coefficient), CL (lift coefficient), Cd (drag
coefficient) with respect to the rotational time of turbine.

The modelling of a 2D H-rotor VAWT is done by generation of aerofoils from
NACA website [18], which is then further imported in AutoCAD software for
designing. The blades are positioned in an equilateral profile with 120° angular
distance among them. A rotational hub of diameter 2000 mm and blade domains of
diameter 400 mm each are constructed for identifying the variations in its vicinity.
A boundary layer with 18,540 mm × 8240 mm zone is also considered with respect

Table 1 Combination of
aerofoils [2, 6]

Aerofoil types Combinations

DU 06-W-200 (C1) C1C1C2 (1)

C1C1S1 (2)

C1C2C2 (3)

NACA 64-415 (C2) C1C2S1 (4)

C1S1S1 (5)

C2C2S1 (6)

NACA 0015 (S1) C2S1S1 (7)

S1S1S1 (8)

C1C1C1 (9)

C2C2C2 (10)
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to the wind speed and the wake effect. The designed model is hence transferred to
the ANSYS to further carry out the required simulations. It inculcates numerous
mathematical equations within it to determine the flow of a process. The parameters
such as Refinement, Inflation, Sizing, etc. are taken into consideration around the
domains and rotating hub for the generation of mesh. The simulations in ANSYS
generate contours with information related to velocity, turbulence, pressure, etc.
which make use of k-ω SST model along with Navier Stokes equation (both conti-
nuity and momentum equations), as indicated in Eqs. (2, 3, 4). The location of the
blades along with the boundary conditions for inlet and outlet are pre-determined
and mentioned with respect to the wind velocity and pressure. A sample modelled
view of the meshing using the ANSYS software is shown in Fig. 3.

The GIT (grid independence test) is a kind of accuracy determining test done by
using successively smaller cell sizes for the calculations, thus modifying the coarser
mesh to a much finer mesh. The test commenced with the number of cell elements
increasing gradually from 80,000 till 200,000, where the fineness of the mesh was
achieved at 180,000 elements with an acceptable error with magnitude less than 2%.
The representation of the GIT along with the error reduction is projected as shown
in Fig. 4. Gradually with the increase in the number of cells, the error settles down
thus confirming the convergence of the test. Some of the main features of the turbine
are as tabulated in Table 2.

Certain basic equations regarding the power performance of the wind turbine in
terms of power coefficient & moment coefficient are as mentioned in Eqs. (1), (2) &
(3). The equation of power output from a wind turbine is formulated as in Eq. (4).
The simulations in the modelling incorporated SST k-ω turbulence model along with
Navier Stokes equations. The SST k-ω governing equations were formulated based
on turbulent kinetic energy, as represented in Eq. (5) and specific dissipation rate,

Fig. 3 Meshing of H-rotor VAWT



56 A. Nayak et al.

±25.27 %

±13.06 %

±14.99 %

±10.65 %

±2.01 %

0.05

0.1

0.15

0.2

0.25

0 50000 100000 150000 200000 250000

C
m

Number of cells

Fig. 4 Grid independence test (GIT)

Table 2 Features of the wind
turbine

Specifications Values

Rotor diameter (D) (mm) 1030

Rotor height (H) (mm) 1 (2D simulation)

Chord length (c) (mm) 85.8

No. of blades (N) 3

Wind speed (v) (m/s) 9

Rotational speed (ω) (rad/s) 73.398

Solidity (σ ) 0.25

Tip speed ratio (λ) (TSR) 4.18

Viscosity (μ) (kg/m s) 1.7894 × 10–5

Reynolds no. (Re) 6.346 × 105

as represented in Eq. (6) [19]. The value of F1 in Eq. (6) ranges from 0 in the free
stream to 1 inside the boundary layer. The Navier–Stokes equation of Newtonian
viscous fluid is denoted as in Eq. (7). When the flow is assumed as incompressible
(i.e. constant density), then the equation gets simplified to Eq. (8).

Cp = Prated
1
2ρAv

3
= Tω

1
2ρAv

3
(1)

Cm = T
1
2ρA

D
2 v2

(2)

Cp = λ · Cm (3)
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∂t
= −∇ p + ρg + μ∇2v − ρ(v · ∇)v (7)

ρ
∂v

∂t
= −∇ p + ρg + μ∇2v (8)

ρ ∂v
∂t : momentum convection (kg/m2s2)

∇ p: surface force, pressure gradient (kg/m2s2)
ρg: mass force, external forces (such as gravity, electro-magnetic) (kg/m2s2)
μ∇2v − ρ(v · ∇)v: viscous force (kg/m2s2)
ρ: air density (kg/m3)
v: wind speed (m/s)
Cp: Coefficient of performance
Cm: Coefficient of moment
Prated: Rated power (kW)
A: Area of the VAWT (m2)
D: Diameter of the VAWT (m)
λ: Tip speed ratio of the VAWT
β: Blade pitch angle of the turbine (°)
ω: Rotational speed (rad/s)
T: Torque (N m)
νT: kinematic eddy viscosity (m2/s).

5 Results and Discussion

5.1 Influence on Static Pressure

The static pressure contours resulted from simulations are shown in Fig. 5. According
to the pictorial representation of the contours, the maximum value of the static pres-
sure is represented in redwith a gradual reduction in the values towards theminimum,
represented in blue. Similar representations depicting the variations of the prop-
erty through different colours as mentioned above is applicable for the consecutive
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C1C1C2 C1C1C2C1C1S1

C1C2C2 C1C2S1

C1S1S1 C2C2S1

C2S1S1 S1S1S1

C1C1C1 C2C2C2

Fig. 5 Static pressure contours of different configurations
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figures. The static pressure contours signify and pose a possibility to implement
multiple aerofoil configurations with respect to the pressure gradients as compared
to the standard symmetrical and cambered ones. The mixed configurations perform
well as the symmetrical ones which can be deciphered from the illustrations of
[C2C2S1] and [S1S1S1]. The magnitude of pressure at the lower surface of the aero-
foil in the case of [C2C2S1] is a little bit high (around −843 Pa) compared to that
of [S1S1S1] which is (around −922 Pa), posing for an efficient lift thereby assisting
in an efficient turbine rotation.

5.2 Influence on Total Pressure

The total pressure contours resulted from simulations are shown in Fig. 6. The total
pressure contours show us the pressure variations across the surfaces at certain posi-
tions. If we consider the [C2C2C2] structure, which consists of all cambered aero-
foils, the pressure magnitude across the outer surface of the blade, around (−556 Pa)
is uniformly distributed thus stabilizing the turbine during rotation. The situation
is the same in the case of [C2C2S1] where the outer pressure with the value of
(−604 Pa) is uniformly low thus enabling the structure to experience lift. Moreover,
the pressure in the trailing edge of [S1S1S1] with the magnitude of (−615 Pa) is a
bit lower compared to [C2C2S1], consequently generating a lesser force to make a
forward move.

5.3 Effects on Velocity

The velocity contours resulted from simulations are as shown in Fig. 7. The velocity
contours give us an insight about the flow around the blades. In the case of [C1C1S1]
and [C1S1S1], the velocity at the trailing edge seems to be at its higher peak
with around 48 m/s, thus defining the speed of the blade. The vigorous rotation
of [C1C1S1] and [C1S1S1] can lead to instability thereby damaging the turbine or
mitigating the aerodynamic performance. The velocity contours of [C1C2C2] and
[C2C2S1] with a speed of around 40 m/s seem not so violent at the trailing edge of
its blades. The selection can be further justified by its comparison with [S1S1S1]
where the velocity magnitude is the highest at its tail with 48 m/s. It is the stability
issue of the turbine which leads to such variations, even though the blade is facing
wind directly.
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Fig. 6 Total pressure contours of different configurations
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Fig. 7 Velocity contours of different configurations
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Table 3 Optimum
configuration values

Configuration Static pressure
(Pa)

Total pressure
(Pa)

Velocity (m/s)

[C1C2C2] −546 −515 40

[C2C2S1] −843 −400 40

5.4 Effects on Turbulence

The turbulence contours define the disturbance created across the turbine. The issues
related to the wake effect can be found out, further aiding in the identification of
the optimized location for the successive turbines. This would help in the further
research for designing an efficient wind farm for a particular location. The values of
the required parameters for the optimum configurations have been tabulated in Table
3.

5.5 Influence on T, Cp, CL, Cd

The simulated results of torque, Cm, CL, Cd are tabulated which are further verified
with the standardized combinations. The values are used for the calculation of Cp

which decides the most efficient wind turbine configuration. The calculations and
the contours aid in the optimization process, thus finalizing a combination to be
the best fit. Using the information from Table 2, the equation relevant to torque is
cited in Eq. (2), thus generating different values of torque. The simulated results for
Torque are tabulated as shown in Table 4. The graph between net moment and various
combinations is also projected in Fig. 8.We can infer fromTable 4 that themagnitude
of torque among all is highest in the 3rd, 6th, 10th combinations with 6.4, 6.0 and 6.8

Table 4 Simulated torque results

Simulations Cm (average) Net moment (Nm) Torque (Nm) Error torque

C1C1C2 −0.1285165 −5.3080789 −5.4720672 −0.2152845

C1C1S1 −0.1233788 −4.4784512 −5.2533122 −0.3103624

C1C2C2 −0.1504223 −4.2700546 −6.4047904 −0.4606697

C1C2S1 −0.1154360 −5.0322277 −4.9151160 −0.1717665

C1S1S1 −0.1092835 −4.2436484 −4.6531536 −0.2622346

C2C2S1 −0.1411275 −5.1726547 −6.0090311 −0.3036376

C2S1S1 −0.1209772 −4.9223381 −5.1510539 −0.2269606

S1S1S1 −0.0969050 −4.8946362 −4.1260909 −0.0403609

C1C1C1 −0.1306474 −4.2868604 −5.5628011 −0.3765924

C2C2C2 −0.1602907 −5.1173107 −6.8249749 −0.2502081
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Nm respectively. As the 10th combination, i.e. C2C2C2 is a cambered one, so it has
its obvious preference for its optimistic lift and drag forces. Apart from that, the 3rd,
i.e. C1C2C2 and the 6th, i.e. C2C2S1 combinations exhibit a decent performance
in the torque simulations. These combinations can thus be considered on the basis
of torque for maintaining a smooth rotation during the wind flow. Considering the
8th combination, i.e. S1S1S1 which consists of symmetrical configurations, though
the torque is the least with around 4.1 Nm, but the performance exhibition is good
because of themaintenance of stability during its circularmovement. The comparison
on the basis of Cp,t is also shown in Table 5. The graph between Cp,t and various
combinations is plotted as shown in Fig. 9. The inference from Table 5 has the
magnitude of Cp,t highest in the 3rd, 6th, 10th combinations. The 10th combination,
i.e. C2C2C2 being a cambered one has the highest Cp,t (~0.67), which justifies its

Table 5 Simulated Cp results

Simulations Cm (average) Cp,t = λ*Cm(average) Cp,t (Theoretical) Error Cp,t

C1C1C2 −0.1285165 −0.5371988 −0.5403119 −0.0017227

C1C1S1 −0.1233788 −0.5157234 −0.5362607 −0.0382972

C1C2C2 −0.1504223 −0.6287653 −0.5344376 0.1764990

C1C2S1 −0.1154360 −0.4825223 −0.5370213 −0.1014839

C1S1S1 −0.1092835 −0.4568052 −0.5371359 −0.1495538

C2C2S1 −0.1411275 −0.5899131 −0.5346631 0.1033362

C2S1S1 −0.1209772 −0.5056846 −0.5333925 −0.0519465

S1S1S1 −0.0969050 −0.4050628 −0.5315740 −0.2379935

C1C1C1 −0.1306474 −0.5461063 −0.5381258 0.0148300

C2C2C2 −0.1602907 −0.6700152 −0.5341726 0.2543048



64 A. Nayak et al.

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

1 2 3 4 5 6 7 8 9 10

C
p,

t

Combinations

Fig. 9 Cp,t versus combinations

priority. Apart from that, the 3rd, i.e. C1C2C2 and the 6th, i.e. C2C2S1 combinations
exhibit quite good turbine efficiency. It can be clearly observed that the 3rd and 10th
configurations have their efficiencies (~0.62 and ~ 0.67 respectively) much higher
than the proposedBetz’s Limit because of the consideration of uniformwind speed of
9 m/s, which is quite impractical. The reason behind such unrealistic values might be
the blade tip losses or simulation issues that gave rise to such unexpected results. The
comparison on the basis of CL and Cd is shown in Table 6, which further becomes a
mode of selection on the basis of CL/Cd ratio. The graph between CL/Cd and various
combinations is represented in Fig. 10. From the above tabulation in Table 6, it can
be easily noticed that the 7th combination, i.e. C2S1S1 would be preferable because
of its high CL/Cd ratio, i.e. 0.39, but the flaw is its high Cd value of 1.134 which acts
as an impediment. The coefficients of lift, drag and moment are non-dimensional

Table 6 Simulated CL and
Cd results

Simulations CL Cd CL/Cd

C1C1C2 −0.3722664 1.1672234 −0.3189333

C1C1S1 −0.4315963 1.1670209 −0.3698274

C1C2C2 −0.3753091 1.0993595 −0.3413889

C1C2S1 −0.3521510 1.1741136 −0.2999292

C1S1S1 −0.4112219 1.1756093 −0.3497947

C2C2S1 −0.3531262 1.0968312 −0.3219513

C2S1S1 −0.4464126 1.1346970 −0.3934201

S1S1S1 −0.3494801 1.1769194 −0.2969448

C1C1C1 −0.4467704 1.1637807 −0.3838957

C2C2C2 −0.3302124 1.0658855 −0.3098010
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parameters representing the aerodynamic properties of a body. This helps in the
identification of the most suitable configuration with sufficient amount of lift and
minimum drag. A negative moment coefficient specifies the reduction in the angle
of attack in the absence of a control input, which tends to resort in the linear lift
region (stable) rather than the stall or post stall region (unstable). The reason behind
the negative value of lift coefficient is the negative lift which directs the downward
dropping of the aerofoil instead of the upward lifting.

Moreover, the 9th configuration also exhibits a similar high ratio ofCL/Cd (~0.38)
and high lift coefficient (~0.44) due to its cambered shape. The 2nd combination of
C1C1S1 has really high value of lift coefficient (around 0.43) which is an advantage
but preferability would be less because of its low performance in Torque and Cp,t

simulations. An optimal lift to drag ratio is selected which depends on the angle of
attack of the turbine blade, thus defining the aerofoil efficiency. The table also cites
the low value of the 10th composition, i.e. C2C2C2 (about 0.30) which is an added
advantage for its practical use. Along with that, the 3rd and the 6th combination (i.e.
C1C2C2 andC2C2S1 respectively) have lowvalues of drag coefficient of around 1.09
magnitude, which enhances the reliability to make a real-world use. The validation
of these models have been done on the basis of coefficient of performance and the
lift to drag ratio, suggesting a better optimized configuration.

6 Conclusion

This work has led to the conclusion that wind has a lot of potential in it and if properly
harnessed, can solve the energy crises in theworld. The study of the proposedH-rotor
VAWT was done by configuring 10 different designs, comparing them with respect
to the coefficients of moment, lift, drag, etc. The maximum output was realized
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by incorporating 3 different blade structures, i.e. DU 06-W-200 (at starting TSRs),
NACA 0015, NACA 64-415 (TSR ~2–8) in a single H-rotor VAWT. From the current
work, simulations of both cambered and symmetrical structured bladeswere executed
which showed further scope of enhancement through static pressure, total pressure
and velocity contours. The preferred optimized combination of aerofoils for the wind
turbine was projected with C1C2C2 [DU 06-W-200, NACA 64-415, NACA 64-
415] and C2C2S1 [NACA 64-415, NACA 64-415, NACA 0015]. Though installing
different aerofoils in the samewind turbinewould lead to stability issues, the problem
might be mitigated by properly balancing the blades with the help of torque or
moment. These stability issues in the proposed design can thus, create a scope for
future work.
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CFD Analysis of a Straight Bladed
Darrieus Vertical Axis Wind Turbine
Using NACA 0021 Aerofoil

Anand Raj, Sukanta Roy, Bhaskor Jyoti Bora, and Hakeem Niyas

Abstract This paper presents a 2D numerical simulation grid independence test
(GIT) conducted on a straight bladed Darrieus vertical axis wind turbine. The objec-
tive is to analyse and understand the importance of performing aGIT during a numer-
ical simulation process. Analysis of fluid flow is carried out through the velocity
vectors before and after performing the GIT. NACA 0021 symmetrical aerofoil
blade is chosen to carry out the numerical analysis. For performing the simula-
tions, a 2D, SST k–ω turbulence model-based transient pressure-based solver is
used. Wind velocity of 9 m/s is taken in the current study. It is shown that the grid
independence test enhances the reliability of the results to a higher extent when
the difference in coefficient of moment values between two identical computational
domains comprised of different number of mesh elements is less than 1%.

Keywords Vertical axis wind turbine · Grid independence test · Rotating mesh

1 Introduction

The focus on renewable energy technologies has rapidly increased in recent years
due to the diminishing reserves of fossil fuels, increase in energy demand, rise in
fuel prices and growing environmental pollution. Various renewable energy sources
include solar, biomass, geothermal, hydro, tidal, wave, ocean thermal and wind.
Among all these, hydro, wind and solar energy accounts for most of the electricity
production.Wind is one of the most sought-after sources of energy production owing
to its clean nature, abundance availability and competitive cost per unit of electricity
production. Based on the axis of rotation, wind turbines are of two types, i.e. hori-
zontal axis wind turbine (HAWT) and vertical axis wind turbine (VAWT). In the past
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few decades, majority of research were carried out on HAWT, but recently there is an
increase in attention towards VAWT. It is because of its inherent characteristics such
as: (i) it can accept wind from any direction (omnidirectional), and (ii) it can deliver
better performance even at high wind velocities and turbulent conditions [1]. Among
the various available VAWT configurations, straight bladed Darrieus wind turbines
are preferred over the others due to its simple and minimalistic design, which makes
it cheaper to manufacture over other VAWTs.

Performance of awind turbinemajorly depends on the proper selection of aerofoil.
Aerodynamic investigation for 20 different aerofoils was carried out by Mohamed
[2] to improve the power output of H-rotor Darrieus turbine. He found that there
was a relative increase of about 26.83% in power output for S-1046 aerofoil when
compared to standard symmetric NACA aerofoils. Mohamed et al. [3] concluded
that one of the most suitable aerofoils for straight bladed Darrieus VAWT is LS(1)-
0413 aerofoil, which gives a coefficient of power (Cp) of 41.5% with an increase
of 10% when compared to NACA 0018. They found that it also operated over a
wide tip speed ratio (TSR) range, which means that stall can be delayed without any
certain loss of efficiency. Hashem and Mohamed [4] found that VAWTs consisting
of symmetric aerofoils have a relatively higher aerodynamic performance than the
ones with asymmetric aerofoils. S-1046 symmetrical aerofoil was suggested by them
for use in straight bladed Darrieus VAWT because it is having the highest Cp among
all the other aerofoils considered in their investigation. Mohamed et al. [5] reported
an absolute power output enhancement of 16% by using LS(1)-0413 aerofoil when
compared to the conventional symmetric NACA 0021 aerofoil. The static torque
coefficients forLS(1)-0413were found to behigher thanNACA0021,whichgives the
added advantage of having better self-starting capability. Alsabri et al. [6] conducted
several numerical simulations to increase the efficiency of H-rotor Darrieus turbine
by improving the performance factor Cl/Cd ratio for different operating ranges of
angle of attacks. They found that AH93W215 aerofoil has the highest efficiency
among other aerofoils taken into consideration.

Usage of proper number of blades is crucial in the designofwind turbines to extract
optimum power. Sabaeifard et al. [7] investigated the sensitivity of blade number in
Darrieus VAWT. He concluded that more number of blades achieve maximumCp for
lower TSR, whereas a few number of blades achieve maximum Cp at higher TSR.
Therefore, the best performance occurs when the rotor has 3 blades in their study.
Li et al. [8] carried out a series of wind tunnel experiments starting with a single
blade and increasing the blade numbers in consecutive experiments to determine the
aerodynamic force characteristics. It was found that Cp reduces with the increase in
number of blades. From the analysis carried, maximum Cp was found to be 0.410
and 0.326 for 2 and 5 blades, respectively.

Solidity of a wind turbine has a direct impact on the TSR range andCp. Qamar and
Janajreh [9] showed that the cambered blades with a lower solidity yield lower Cp,
but over awide range of TSRs. Similarly, they also found that higher solidity turbines,
which have a solidity close to one, yield higher Cp, but at a lower TSR and for a
shorter range of TSRs. Ghasemian et al. [10] deduced that higher solidity increases
the Cp at lower TSR, whereas for high TSR, lower solidity turbines perform better.
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Also, the operating range of TSR keeps on declining with the increase in solidity,
due to the increase in wake effect. Mohamed [2] also recommended low solidity to
be used for H-rotor Darrieus turbine to obtain wider operating range of TSR.

Distance between the wind turbines should be fixed in such a way that the overall
performance of the wind farm is maximized. Shyu [11] conducted many wind tunnel
experiments to analyse the performance gain by changing the distance between the
VAWTs. It was found that when twoVAWTs aremoved towards each other (from 300
to 180 cm), both the wind turbines observed performance gain. When two VAWTs
are kept at a distance of 1.5–2 times the diameter (D) of the turbine, the functioning of
both themachines is amplified by about 11%.Ahmadi-Baloutaki et al. [12] performed
wind tunnel experiments and reported that the optimal range of distance of the down-
stream wind turbine from a counter rotating pair of VAWT and the spacing between
the pair was found to be three and one rotor diameters, respectively. Shaaban et al.
[13] conducted numerical simulations with the aim of maximizing the output power
density of VAWT farms. It was found that when the spacing between the wind
turbines was kept small, the mutual interaction between the turbines reduced the
average power coefficient of the wind turbines rather than enhancing it. Dabiri [14]
performed full-scale field testsmaking use of counter rotatingVAWT formaximizing
the power density of aVAWTwind farm. Field tests indicated that the power densities
of greater value can be achieved by positioning vertical axis wind turbines in layouts
that allow them to extract energy from the neighbouring wakes. Power density for
VAWT was found to be 18 W m−2, whereas for HAWT, it is about 2–3 W m−2

.

In the development of numerical simulations for analysing the dynamic perfor-
mance of wind turbines, the accuracy and relevance of the model for the chosen situ-
ation are of utmost importance. Daróczy et al. [15] conducted several URANS-based
2D numerical simulations using different turbulence models for comparison with the
aid of four different configurations. They concluded that k–ω shear stress transport
model with a cubic correction provides an exceptional prediction of the experimental
results. The k–ω SST turbulence model is an amalgamation of superior elements of
k–ω and k–ε turbulence model. Castelli et al. [16] conducted experiments and 2D
numerical simulations for the evaluation of aerodynamic forces acting on a straight
bladed VAWT along with its energy performance. A comparison between the numer-
ical simulations and wind tunnel measurements was performed for certain perfor-
mance parameters. They found that the numerical simulations accurately predicted
the experimental results with the same pattern.

In view of the above literature review, in the field of VAWT, the present work
focusses on the CFD analysis of a straight bladed VAWT using NACA 0021 as the
aerofoil. The importance of mesh refinement and its consequences are elucidated.

2 Research Methodology

ThedetailedCFDanalysis startswith the appropriate selectionofwind turbineparam-
eters followed by the relevantmathematical calculations for various parameters along
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Table 1 Turbine features
[16]

Turbine features Values

Type of turbine H-rotor Darrieus

Blade aerofoil NACA 0021

Blade number (N) 3

Rotor radius (R) 515 mm

Height of rotor (H) 1 mm

Chord length (C) 85.8 mm

Rotor solidity (σ ) 0.5

Inlet wind speed (Vw) 9 m/s

Tip speed ratio (TSR) 3.5

with mesh generation and grid independence test. For performing the simulations, a
2D, SST k–ω turbulence model-based transient pressure-based solver is used. Wind
velocity of 9m/s is taken in the current study. Pressure and velocity terms are coupled,
and second-order upwind scheme is used for turbulent kinetic energy and dissipation
rate. A computer with Intel Core i5 Processor, 8 GB DDR4 RAM and a dedicated
2 GB graphics card is employed for the numerical simulations.

2.1 Selection of Turbine Features

An appropriate turbine which aids in solving the objective of the current study should
be chosen for carrying out the research task. Table 1 shows the turbine features that
is employed for numerical simulations in the present work.

2.2 Performance Parameters

Various performance parameters meant for deducing the performance of the wind
turbine are discussed in this subsection. Solidity is expressed as the ratio of the
product of the number of blades and the chord length to the radius of the rotor. It
expresses the percentage of material present in the circumference of the rotor and is
given by Eq. (1). Tip speed ratio (λ) is defined as the ratio of the tangential velocity
of the tip of the blade to the wind velocity. It signifies the relative rotational speed
of the blade tip with respect to wind and is given by Eq. (2). Instantaneous torque is
obtained in the wind turbine due to the lift/drag force exerted on the wind blades, and
it is evaluated at the centre of turbine. Instantaneous torque is required to calculate
the Cp of the turbine, and it is given by Eq. (3). Cp defines the amount of wind’s total
kinetic energy that is getting converted into mechanical power at the rotor shaft, and
it is given by Eq. (4). Turbine power PT is the power obtained at the turbine rotor
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shaft before the gear box. It is the power which is limited to 59.26% of wind power
according to Betz’s limit and can be calculated using Eq. (5).

σ = N .C

R
(1)

λ = ω.R

Vw
(2)

T = 1

2
ρ.A.V 2

w .R.CT (3)

CP = λ.CT (4)

P = CP .Pinput = CP .
1

2
.ρ.A.V 3

w (5)

Two-dimensional CFD approach is employed for the purpose of numerical anal-
ysis. The approach predicts the fluid flow by solving the governing equations that
represent the physical laws, using a numerical process. CFD is based on conser-
vation of mass, momentum, energy and species. Navier–Stokes equations are the
governing equations, which form the basis of CFD. Since the Navier–Stokes equa-
tions are nonlinear and coupled partial differential equations, they are difficult to
solve, and therefore, there is a need for employing numerical methods for solving
these equations.

CFD discretizes the fluid region of interest and then approximates the governing
equations of fluid mechanics in that region. The governing partial differential equa-
tions are converted into a set of algebraic equations at each node, which are then
solved numerically for the field variables. ANSYS Fluent is used for performing the
numerical simulations to analyse the wind flow pattern around the VAWT. ANSYS
Fluent is a robust software employed worldwide for the purpose of simulating fluid
flow, heat transfer, mass transfer, etc.

2.3 Geometric Modelling

Figure 1 shows the 2D computer-aided design (CAD) model of the H-type Darrieus
turbine with NACA 0021 aerofoil. Figure 2 represents a close-up view of the rotor
rotating domain. The distance of the aerofoils from the axis of the rotor is kept at
515 mm (radius of the turbine), whereas the diameter of the blade domain and the
rotating domain are 400 mm and 2000 mm, respectively.
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Fig. 1. 2D CAD geometric model

Fig. 2 Rotating domain of
rotor

2.4 Computational Domain and Boundary Conditions

Figure 3 shows the H-Darrieus VAWT computational domain comprising of a 2D
cross-sectional view of a three-blade wind turbine confined by an upstream path,
far-field downstream path and symmetrical boundary. The domain resembles the
actual top view of the VAWT. The symmetrical boundary condition is applied at the

Fig. 3 Computational domain of wind turbine
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horizontal side of the computational domain, whereas the boundary conditions of
velocity inlet and pressure outlet are fixed at the inlet and outlet of the computational
domain, respectively.

The computational domain consists of three sub-domains. The rotor rotating
domain separates the stationary part from the rotating part. This rotating domain
makes use of moving mesh which rotates about the axis of the turbine rotor. The
portion from the outer interface of the rotor domain to the walls of the computa-
tional domain forms the stationary part. The mesh in this respective part is kept
stationary and is refined to a high degree. The rotor rotating domain contains a blade
domain (as seen from Fig. 2), which houses the chosen blade’s aerofoil profile. This
blade domain has a rotating mesh which rotates about their respective blade centres.
Moving mesh technique is employed in the numerical simulation process.

Velocity inlet boundary condition is placed at a distance of 3 rotor diameters
(3D) upstream from turbine. Pressure outlet boundary condition is given at 15 rotor
diameters (15D) downstream from turbine to allow a full development of the wake.
Both the top and bottom symmetrical boundary conditions are fixed at a distance 4
rotor diameters (4D) from the centre of the turbine.

2.5 Mesh Generation and Grid Independence Test

Mesh plays a very crucial role for accurate and reliable CFD simulation. Quality of
mesh determines the rate of convergence, computational time, reliability of result,
etc. Hence, finer mesh can capture even small changes in the flow field, thus proving
beneficial, but it will also, at the same time, increase the computational time and
demand high-end hardware. However, if coarser grid is used, although it will give
the results in a shorter period of time. Mesh for the computational domain, rotor
domain and blade domain is shown in Figs. 4, 5, 6 and 7. Hence, a good-quality
grid size and/or element is required to obtain accurate results while also reducing
the computational time. Hence, we go for the grid independent test (GIT). GIT is
performed to ensure that the simulation solution is independent of the grid size and/or
the number of elements. This is achieved by increasing the number of mesh elements
for each simulation up to a point when the relative error in Cm or Cp becomes less
than 1%. Then, the previous mesh is selected for further simulations. This also saves
computational time as very fine mesh would give the same result (within 1% error)
as the previous mesh once GIT is achieved.

Figure 4 shows the mesh of computational domain at which GIT was achieved
for turbine with NACA 0021 aerofoil. Figure 5 gives an overlook of the mesh at the
junction of the rotor domain and the refined mesh of stationary domain. Figure 6
presents a close-up view of the right blade domain showing the uniform shapes and
sizes of mesh elements in the domain. The element size is 2.2 mm. Figure 7 shows
the mesh for the right blade trailing edge at the blade–fluid interface which consists
of a first layer thickness (inflation) of 0.5 mm with a maximum of six layers. Intense
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Fig. 4 Mesh of computational domain

Fig. 5 Mesh of rotor domain
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Fig. 6 Mesh of right blade

Fig. 7 Mesh of right blade trailing edge



78 A. Raj et al.

meshing is performed to capture the minutest of interaction at the interface. This
helps in arriving at reliable results. The growth rate was kept at 1.1 for the inflation.

3 Results and Discussion

A fine mesh must include inflation on the blade surfaces in the blade domain and
refinement applied to far-field. Themesh atwhichGITwas achieved consists of 240 k
mesh elements approximately with elements in body sizing of rotor sub-grid to be
of 10 mm, whereas it is 2.2 mm for blade domain. The edge sizing for rotor sub-grid
included 900 divisions, whereas for blade domain it was fixed to 600 divisions. The
inflation height of first layer thickness is 0.5 mm with a growth rate of 1.1, and the
maximum number of layers is 6.

It can be seen from Fig. 8 that the relative percentage error (between coefficients
of moment values) reduces to below 1% at the mesh value of 240 k and further
reduces to 0.03% for mesh elements of about 280 k. The relative error is calculated
for the present mesh elements at a gap of 40 k mesh elements. The average values of
coefficient of moment for one complete rotation of rotor with 240 k and 280 k mesh
elements are 0.119285895 and 0.119326638, respectively, which results in an error
of 0.034156% between the two values. Figure 9 shows the right blade domain with
a total of 240 k mesh elements and gives an in-depth close-up of the leading edge of
the right blade domain.

Figure 10 gives a close-up comparison between the velocity magnitude vectors
of the right blade domain with 240 k and 160 k mesh elements, respectively. It can
be seen clearly that right blade domain with total 240 k mesh elements gives a better
fluid flow pattern and more detailed fluid velocity vectors and their direction when
compared to 160 k mesh elements.

-5.25502

3.84146

-1.53721
-0.30247

0.03416

-6
-5
-4
-3
-2
-1
0
1
2
3
4

0 60000 120000 180000 240000 300000

%
 R

el
at

iv
e 

er
ro

r b
et

w
ee

n 
pr

es
en

t a
nd

 p
re

vi
ou

s m
es

h 
el

em
en

ts
 

w
ith

 a
 g

ap
 o

f 4
0k

 e
le

m
en

ts
 

Present number of mesh elements

Fig. 8 Percentage relative error in grid independence test



CFD Analysis of a Straight Bladed Darrieus Vertical Axis Wind … 79

Fig. 9 Right blade (left) and its leading edge (right) with 240 k mesh elements

Fig. 10 Closeup of right blade domain with 240 k mesh elements (left) and 160 k mesh elements
(right)

4 Conclusion

The following conclusions can be inferred from the present study:

• Variations in the fluid flow are better captured with a greater number of mesh
elements primarily obtained after the grid independence test. This leads to reli-
able and accurate results, which could be further used for research purposes for
different applications.

• PerformingGIT gives the best compromise between the accuracy, reliability of the
simulation and the computational power, and time requirements of the computing
system.

Further research can be carried in continuation by replacing the existing airfoil
by a different airfoil and analysing the flow dynamics of the wind around the turbine
for aerodynamic performance enhancement of wind turbines.
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Fabrication of Dye-Sensitized Solar Cell
Based on Natural Dye Sensitizer
and ZnO Nanoflower Photoanode

Debasis De, M. Sreevidhya, and Chanchal Kumar De

Abstract Dye-sensitized solar cells (DSSCs) are solar cell of the third generation
that transform visible light into electricity using the photoelectrochemical process.
This one is the least inexpensive and more effective among all new photovoltaic
technologies, and the material used in this is also plentiful and relatively nontoxic.
This paper emphasizes the fabrication of photoanode based on ZnO nanoflowers and
carotenoid natural dye sensitizer. Nanostructured ZnO is deposited on florin-doped
tin oxide (FTO)-coated glass substrate using chemical bath deposition technique.
A monolayer of dye sensitizer is adsorbed by dip coating on ZnO photoanode for
absorbing near-UV and visible light region of the solar spectrum. The scanning
electron microscopic (SEM) images show hexagonal patterned ZnO nanoflowers.
The dye’s function is similar to the role of the chlorophyll in plants by capturing solar
light and transmitting energy by electron through ZnO photoanode for electricity
generation. For preparing dye sensitizer, Yellow King Humbert (carotenoid) dye is
used for this work. The developed cell’s I–V andP–V characteristics are tested under
stimulated light (100mW/cm2).The solar to electric conversion efficiency of 0.307%
was achievedwith short-circuit current (Isc) of 1.42mA/cm2 and open-circuit voltage
(V oc) of 0.45 V for the fabricated cell with carotenoid natural dye.

Keywords Nanostructured ZnO · Chemical bath deposition method · Natural
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D. De (B) · M. Sreevidhya
Energy Institute, Bengaluru (Centre of Rajiv Gandhi Institute of Petroleum Technology, Jais,
Amethi), Bangalore, India
e-mail: debasisd@rgipt.ac.in

C. K. De
Department of Electronics and Communication Engineering, Haldia Institute of Technology,
Haldia, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
P. Muthukumar et al. (eds.), Innovations in Sustainable Energy and Technology,
Advances in Sustainability Science and Technology,
https://doi.org/10.1007/978-981-16-1119-3_7

81

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-1119-3_7&domain=pdf
mailto:debasisd@rgipt.ac.in
https://doi.org/10.1007/978-981-16-1119-3_7


82 D. De et al.

1 Introduction

About 90% of the world’s solar cell is first-generation solar cell that is made from
wafers of crystalline silicon, and it shows efficiency up to 22–24%. Classic solar
cells are generally of thin-film solar cell which are categorized as second-generation
solar cell, and they are extremely thin, light and flexible, which can be laminated onto
windows, skylights, roof tiles, but they lag in efficiencywhich is up to 11–15%.Third-
generation solar cell is the combination of both first- and second-generation solar cell,
and they promise relatively high efficiency. Ideally, that would make them cheaper,
more competent and more functional than either first- or second-generation cells.
Dye-sensitized solar cell (DSSC) is a third-generation solar cell withmultiple layered
structures [1–5]. DSSCs are cost-effective photochemical electric cell which can
fabricate easily.A layer-by-layer stacking of conducting oxide substrate, photoanode,
dye sensitizer, electrolyte and cathode are formed DSSC. A monolayer of dye sensi-
tizer is sandwiched between anode and cathode in such cell. Each layer of the cell is
important for achieving maximum efficiency from the cell. The photoanode consists
of dye-absorbed semiconductor metal oxide (SMO) layer deposited on FTOwhich is
an important part of the cell. Counter electrode based on conducting carbon-coated
FTO and electrolyte are other important parts of the cell [4]. Under daylight condi-
tion, the electrons jump from highest occupied molecular orbital (HOMO) to lowest
unoccupied molecular orbital (LUMO) of dye sensitizer. The electrons available in
the LUMO level are inserted into the conduction band of SMO, and finally electrons
are transported to the FTO. The electrons come back to dye through oxidation of
electrolyte. In 1991, O. Regan and Michael Gratzel developed DSSC using TiO2 as
a photoanode and the cell achieved efficiency of 8% [6]. As reported in the liter-
ature, the maximum efficiency observed in TiO2-based photoanode with synthetic
dye sensitizer was >11%. This paper mainly focusses on ZnO nanoflowers as an
anode for DSSC with natural dye sensitizer. Electron mobility in nanostructured
ZnO is higher than TiO2. Natural dye Yellow King Humbert (carotenoid) is used
in this study because it is environmentally friendly, low cost, nontoxic in nature.
There are many natural dyes available which are extracted from plants, and can be
used as sensitizer [7–12]. These dyes contain different chemical groups, like antho-
cyanin, betacyanin, chlorophyll, etc., which can anchor on the surface of SMO. This
can increase the electron transport from dye to anode. The paper is constructed as
follows: synthesis of ZnO nanoflowers on conducting substrate, extraction of natural
dye and cell fabrication are explored in Sect. 2. Performance of the ZnO as an anode
andYellowKingHumbert as a dye sensitizer is assessed. The performance evaluation
of DSSC is revealed in Sect. 3, and summary is specified at the end.
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2 Experiment Procedure

2.1 Synthesis of ZnO

The fabrication of nanostructured ZnO as a photoanode material was coated on
conducting FTO by chemical bath deposition (CBD) technique. The details of the
synthesis process have been reported by De et al. [10, 13]. ZnO was grown on
conducting FTO at 75 °C for 2 h on hot plate. During the process, it was observed
that whitish ZnO was precipitated. The coated substrate was rinsed by deionized
water properly followed by drying at an oven (at 70 °C). The ZnO-coated FTO was
heated at 450 °C for 4 h for better anchoring and can be used further for fabrication
of DSSC.

2.2 Extraction of Dye

Carotenoid dye was prepared fromYellow King Humbert flower as shown in Fig. 1a.
For the extraction of the dye, fresh flowers’ petals were washed properly using
distilled water and then they were cut into small pieces and pounded with a mortar
pestle into paste. Ethanol was used as solvent for extraction process. The samples
were put into ultrasonicator for 10 min at 37 Hz frequency in ‘degas’ mode at room
temperature. The colouring pigments of the samples were segregated by centrifuge at
2500 rpm for 20min. The extracted dye is shown in Fig. 1b. The chemical structure of

Fig. 1 Plant used as natural dye: a ‘YellowKing Humbert’ flower, b carotenoid dye and c chemical
structure of carotenoid pigment
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carotenoid dye is shown in Fig. 1c. Light absorption characteristics of the carotenoids
were evaluated using UV–Vis spectroscopy.

2.3 Electrolyte Preparation

Electrolyte solution was prepared using potassium iodide and iodine salts. First,
0.26 M potassium iodide solution was prepared using acetonitrile solvent and then
add slowly 0.033 M iodine in the solution. The final prepared solution was mixed
properly on magnetic stirrer for 30 min and stored in dark container.

2.4 Fabrication of DSSC

TheZnO anode, extracted natural dye and electrolytewere used tomake sandwiched-
type DSSC. ZnO-coated FTO substrate was immersed into the extracted carotenoid
dye for overnight. In this process, dye was properly anchoring on the surface on
nanostructured ZnO. Prepared I−/I−3 redox couple was used as electrolyte. One
drop of electrolyte solution was put on the dye-absorbed ZnO-coated FTO. The
counter electrode (cathode) was prepared using conducting carbon-coated FTO. The
photo anode with electrolyte and counter electrode one over another as a layered
structure to fabricate the solar cell and finally all the sides of the cell ware properly
sealed by teflon tape. Silver pastewas used tomake external electrical contacts for the
measurement of I–V characteristics. The performance of the DSSC using carotinoid
dye was determined in terms of V oc, Isc, fill factor (FF) and efficiency (η). FF and
efficiency of the fabricated cell were calculated using Eqs. (1) and (2), respectively

FF = VmpX Imp

VocX Isc
(1)

η = VOC ISCFF

Pin
(2)

3 Results and Discussion

3.1 Microstructural Properties of Nanostructured ZnO

The X-ray diffraction (XRD) patterns of nanostructured ZnO were used to examine
the crystal structure. The diffraction peaks can be readily indexed to a hexagonal
wurtzite structure of ZnO, and the part of diffraction pattern is shown in Fig. 2
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Fig. 2 XRD pattern of
nanostructured ZnO flowers

[14]. Figure 3 shows the scanning electron microscopic (SEM) images of ZnO
nanoflowers. It is observed from the image that all the flowers are similar in size
and shape. Each flower has at least 6 petals in plane and 1 petal on the top of the
flower along the Z-direction. The length of each petal is ~3 µm and the thickness
~40 nm. The magnified image of a ZnO nanoflower is shown in the top right corner
of Fig. 3. The energy-dispersive X-ray spectroscopy (EDX) attached with SEM was
conducted to classify the elements in the samples present in Fig. 4 which states that
ZnO nanoflowers display distinct peaks of zinc and oxygen in the EDX range. This
flower-like structure also provides a large surface area to anchor more amount of dye
molecule on ZnO surface and improve the light harvesting.

Fig. 3 SEM image of ZnO nanoflowers with a magnified image of flower in the top right corner
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Fig. 4 EDX spectrum of nanostructured ZnO along with a SEM image

3.2 UV–Vis Spectroscopy of Carotenoid Dye

To understand the light absorbance/reflectance behaviour of the nanostructured
ZnO, the photoanode was characterized using UV–visible diffused reflectance spec-
troscopy (DRS) and the spectrum is shown in Fig. 5. It is observed that the bare ZnO
shows high reflectance of ~90% under visible light and such high reflectance is due
to the scattering of light from the film surface. The caroteniod dye-absorbed ZnO
shows reduced reflectance of ~40%. This is because the visible light is absorbed by
the dye anchored on ZnO. The UV–visible absorption spectrum of caroteniod dye
shows the maximum absorbance at ~510 nm in the wavelength range from 400 to
800 nm. A small absorption peak is also observed at 740 nm.

Fig. 5 UV–Vis absorbance spectrum of Yellow King Humbert dye and reflectance spectra of dye
absorbed with and without nanostructured ZnO
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Fig. 6 I–V and P–V
characteristics of DSSC with
carotenoid dye photo
sensitizer
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3.3 Performance Analysis of DSSC

The output ofDSSCdepends primarily on natural dye used and their apparent absorp-
tion of energy. The I–V and P–V characteristics of the prepared DSSC are shown in
Fig. 6. The DSSC fabricated using nanostructured ZnO photoanode and carotenoid
dye sensitizer shows open-circuit voltage and short-circuit current density of 0.45 V
and 1.42 mA/cm2, respectively. The calculated value of current density and voltage
at maximum power point are 0.38 mA/cm2 and 0.34 V. Estimated value for solar to
power conversion efficiency and fill factor is calculated as 0.307% and 0.47, respec-
tively. The DSSC using natural carotenoid dye sensitizer shows better performance
as compared to purple cabbage, spinach, beetroot-based dye sensitizer reported in
our previous works [7, 9, 11].

4 Conclusions

The DSSC was fabricated using ZnO nanoflower photoanode and carotenoid dye
photosensitizer. The ZnO nanoflowers were synthesized using chemical bath depo-
sition technique on FTO substrate. Natural carotenoid dyewas extracted fromYellow
King Humbert flower petals. SEM images showed that the average length of ZnO
nanoflowers petals was ∼3 µm and the thickness of ∼40 nm. The UV–Vis spectrum
of the carotenoid dye showed the absorbance of 450–570 nm broadband in the visible
range with a peak at 510 nm. The prepared solar cell showed the Isc of 1.42 mA/cm2,
V oc of 0.45 V with a FF of 0.47 and the cell efficiency of 0.307%.
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Effect of Longitudinal Fin Configuration
on the Charging and Discharging
Characteristics of a Horizontal
Cylindrical Latent Heat Storage System

Gurpreet Singh Sodhi, K. Vigneshwaran, Vishnu Kumar,
and P. Muthukumar

Abstract In the present study, a three-dimensional numerical model for the heat
transfer enhancement in a horizontal cylindrical latent heat storage system is
presented. Sodium nitrate is used as the phase change material in the shell side,
and air flowing through the tube side is used as the heat transfer fluid. Three different
longitudinal fin configurations, namely straight fins, uniformly increasing fin height
and uniformly decreasing fin height, are developed, and their melting/solidification
behavior is comparedwith the systemhaving no fins. The key objective is to distribute
the fin surfaces effectively to achieve uniform heat transfer along the length of the
system. The results show that the accurate positioning of fins is very critical for
improving the heat transfer while designing a latent heat storage system. The fins
with decreasing fin height are favorable for better heat transfer characteristics inside
the PCM region.

Keywords Latent heat storage · Phase change material · Longitudinal fins ·
Melting · Solidification

1 Introduction

Latent heat thermal energy storage systems using phase change materials (PCMs)
are an imperative solution for solar thermal applications requiring constant power
characteristics. PCMs store the latent heat while undergoing the melting process,
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whereas this energy can be retrieved during their solidification. The thermal conduc-
tivity of PCMs is low [1], and hence the heat transfer rate is improved by external
methods. Amongst all techniques used for heat transfer enhancement such as cascade
PCM system, multi-tube heat exchanger, PCM encapsulation, the use of extended
fin surfaces have been widely explored by various researchers [2].

Gasia et al. [3] employed a low-grade carbon-steel metal wool as an enhancement
additive in replacement of fins. Although the performance of the system was inferior
to fin-based system, an improvement of ~14% in charging rate was observed over a
conventional heat exchanger. Deng et al. [4] discussed the effect of fin angle on the
melting behavior inside the PCM using a numerical model. They observed that the
heat transfer rate had improvedbyemployingmorefin surfaces in the bottom regionof
a shell and tube system. Hosseini et al. [5] conducted experimental studies on a tube-
in-tube heat exchanger carrying longitudinal fins. They concluded that increasing the
thickness of fins improved themelting rate,whereas increasing the finheight hindered
the merging of convection vortices and reduced the energy density of the system.
Abdulateef et al. [6, 7] developed a triplex tube heat storage systemwithHTF flowing
in the center and outer tube, and different fin designs: external triangular, internal
triangular and internal–external triangular fins in the intermediate tube. They found
that the external triangular fin structure had 15 and 18% improvement in melting and
solidification rate over an equivalent longitudinal fin design.

The major objective of discussing the literature is to underline the fact that using
fins (especially longitudinal) has been a prime method for heat transfer improvement
inside a cylindrical shell and tube latent heat storage system.Most of the studies have
presented the effect due to shape, orientation and number of fins on the performance
of the system [8]. However, most of the studies have developed two-dimensional
models [4, 6, 7], and it is very important to study the effect of various configurations
of fins along the system length. The major drawback of using fins is that they reduce
the energy density of the system and also block the free PCM movement [9] during
natural convection. The cost and fabrication of complex fin designs are again a
challenge. Hence, it is very important to study the effect of fins using relatively
simple fin shapes such as rectangular fins.

The current study discusses the performance enhancement of a horizontal tube-
in-shell latent heat storage system using rectangular fins. A 3D numerical model vali-
dated with the experimental data is developed and presented. Further, a no-fin hori-
zontal system (case A) is compared with three different fin configurations, namely:
straight fins (case B), increasing fin height (case C) and decreasing fin height (case
D). The study describes the importance of distributing the fin surfaces effectively for
an economical design and improvement in the rate of heat transfer rate in a horizontal
shell and tube latent heat storage system.
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2 Numerical Modeling

2.1 Description of the System

The cylindrical tube in shell system is developed by fixing the storage capacity as
1 MJ. The PCM volume is determined by Eqs. (1) and (2).

Qs = ρV L f (1)

V = π

4

(
D2

o − d2
o

)
L (2)

where Qs, ρ, V and L f are the amount of latent heat stored (J), density (kg/m3),
volume (m3) and latent heat (J/kg) of fusion of the PCM.

The thickness of inner tube, outer diameter (do) and length of the system (L)
are 2 mm, 24.6 mm and 750 mm, respectively. The height, length and thickness
of fins considered in all the cases are 10 mm, 750 mm and 2 mm, respectively.
The physical models with different fin configurations are described in Fig. 1. The
different configurations developed for comparison are case A having no fins, case B
having four straight fins, case C having four increasing height fins and case D having
four decreasing height fins. Sodium nitrate and air are chosen as the PCM and the
heat transfer fluid (HTF), respectively. The thermo-physical properties of PCM are
described in Table 1.

Fig. 1 Physical model with different fin configurations
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Table 1 Thermo-physical
properties of PCM [13]

Property Values

Phase change enthalpy, L f (kJ kg−1) 172

Heat conductivity, k (W m−1 K−1) 0.565

Density (kg m−3), ρ 2261

Specific heat, cs (J kg−1 K−1) 1823

Dynamic viscosity, μ (Pa s) 3.06 × 10–3

2.2 Governing Equations

The governing equations of the PCM flow and energy are described below [10]:
Continuity Equation

∇.�v = 0 (3)

Momentum Equation

∂ �v
∂t

+ (v.∇)�v = 1

ρ

(
−∇P + μ∇2�v + �F + �S

)
(4)

where �F = − ρ �gβ(T − Tm) and �S = −(1−LF)2

(LF3+a)
Am �v.

Energy Equation

ρc
DT

Dt
= k∇2T (5)

Specific Heat of PCM (c)

c =
⎧
⎨

⎩

cs for T < Ts
ceff for Ts ≤ T ≤ Tl
cl for T > Tl

and ceff = cs + cl
2

+ L f

Tl − Ts
(6)

Liquid Fraction (LF)

LF = T − Ts
Tl − Ts

(7)

Here, �F is the body force term. The Boussinesq approximation is employed for
density variation and natural convection during PCM melting. �S is Darcy equation
which describes dynamic velocity variations inside the PCM. The Am is the mushy
zone constant, and its value is assumed to be 104 in the present study [11]. The
constant a has a value of 0.001 and prevents the division of Darcy term by 0. The
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effective heat capacity approach [12] is followed for the phase change problem,
where cef f is the effective specific heat (J/kg K) of the PCM.

Initial Conditions
Initially at t = 0 s, the system temperature is assumed to be 286 °C and 326 °C
during charging and discharging, respectively. The PCM melting temperature (Tm)
is 306 °C, and the melting temperature range (Tl − Ts) is assumed to be 4 °C. Ts and
Tl are the solid-state and liquid-state PCM temperatures, respectively.

Boundary Conditions

�v = 0 (no slip at walls) (8)

∂T

∂z
= 0 (9)

At time t > 0 s, for charging, vht f = 6m/s and Tinlet = 326 °C, and for discharging,
vht f = 6 m/s and Tinlet = 286 °C where Tinlet and vht f are the inlet temperature and
velocity of HTF, respectively.

Assumptions The HTF flow is laminar, and the natural convection is symmetric
about the vertical axes. Therefore, to reduce the computational effort, only half of
the model is developed. Discharging is assumed to be purely conduction dominated,
hence �F = 0.

The numerical simulations are performed using software tool COMSOL Multi-
physics. Euler backward difference scheme is used for time-stepping, and the
convergence criteria is taken as 10–3.

2.3 Experimental Validation

The afore-mentioned modeling procedure is validated with the data from the exper-
iments reported by Cao et al. [14]. They developed a circular annulus cavity system
filled with lauric acid (melting point of 44.2 °C). A wall temperature of 80 °C was
used as the input heat source, whereas the system was maintained at 25 °C initially.
The position of thermocouple locations and the validated temperature profiles are
shown in Fig. 2. It is observed that the present numerical simulation results match
closely with the experimental data.
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Fig. 2 Validation of the numerical simulation data with the experiments performed by Cao et al.
[14]

3 Results and Discussion

3.1 Charging

The variation of liquid fraction (LF) during charging for all the cases is plotted in
Fig. 3. The times taken by case A, case B, case C and case D for the completion of
charging are 16.33, 12.9, 16.73 and 14.86 h, respectively. The heat transfer during
melting is a combination of both the conduction and natural convection heat transfer.
The reduction in times for case B and D over case A is 21 and 11.2%, whereas, in
case C, the charging time increases by ~2.5%. Although it is evident that case B
with straight fins performs the best due to higher fin surface area, it is important to
note the performance of case C and case D. The case D performs significantly better
than case A and case C. The conduction and natural convection heat transfer near
front end is high due to a higher gradient between the HTF and PCM temperatures,
and further accelerates in this region due to the presence of fins for case B and case
D. In the case C, the fins have uniformly increasing height along the length of the
system and do not yield any benefit for improving the rate of heat transfer. Instead,
the charging performance deteriorates than no-fin system (case A). This indicates
that using fins may not always be beneficial during the PCM melting. For case C,
the heat transfer rate near the inlet section is high due to high natural convection rate
caused by a high difference between the HTF and PCM temperatures, whereas at the
outlet section, the natural convection rate is low due to low difference in the HTF
and PCM temperatures. Even though heat transfer surface area is high in this region,
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Fig. 3 Liquid fraction versus time for the charging process

there is a compromise between conduction and natural convection effect as the fins
block the PCM flow. Hence, there is a reduction in the melting rate of the PCM.

Figure 4 shows the average temperature of the PCM varying with time for the
chargingprocess. The temperature profiles for all cases indicate an increase in temper-
ature due to energy gained by the PCM. It can be inferred that the temperature rise

Fig. 4 Average PCM temperature variation versus time for the charging process
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for case B is always higher than other cases, such that the rate of energy gained is
high. The temperature rise in case A is higher than case C throughout the charging
process, such that the rate of charging for case C does not improve by employing
fins.

3.2 Discharging

During discharging, it is observed that case A, case B, case C and case D discharge
completely in 19.93, 12.4, 13.76 and 14.56 h, respectively, as shown in Fig. 5. The
heat transfer due to conduction dominated the discharging process. The reduction in
time for case B, case C and case D over case A is 37.7%, 31% and 27%, respectively.
Hence, having more fin surface area is always beneficial as in case B. By comparing
case C and caseD, it is found that caseD discharges faster than case C till ~92%of the
discharging process, which indicates that the heat transfer is high in the front end of
the system having high difference between the HTF and PCM temperatures for most
of the discharging process. The presence of fins near front end as in case B and case
D accelerates the solidification even further, whereas near the rear end, the gradient
between HTF and PCM temperatures is extremely low and the presence of fins as
in case C helps to accelerate solidification only during the end of the discharging
process.

Figure 6 shows the temperature profile variation for all the cases during the
discharging process. There is a drop in the PCM temperature due to energy delivered

Fig. 5 Liquid fraction versus time for the discharging process
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Fig. 6 Variation of average PCM temperature during the discharging process

to the HTF. The case B has the highest discharging rate; however, the case C and
case D deliver similar performance throughout the discharging process.

It can be inferred that the charging and discharging performance of horizontal
tube-in-shell latent heat storage system with longitudinal fins is improved compre-
hensively with the addition of fins. However, the optimal performance depends upon
the distribution of the fin surfaces along the length of the system.

4 Conclusions

A 3D numerical model is developed to investigate the performance of a horizontal
tube-in-shell systemwithout fins and comparedwith different longitudinal fin config-
urations, namely: straight and increasing/decreasing fin height. The melting rate by
adding straight fins (case B) improves by ~21%, whereas the performance of the
system with increasing fin height (case C) reduces by 2.5% than system with no
fins (case A). By using fins, the heat transfer rate during charging does not improve
necessarily due to the addition of fins as there exists a trade-off between conduction
and convection rate, whereas during discharging, the rate of heat transfer is always
improved due to enhanced conduction of fins. The caseB, caseC and caseDdischarge
faster than case A by 37.7%, 31% and 27%, respectively. Further, it is concluded that
fins are beneficial to be used in front end of the system. Fins accelerate rate of heat
transfer due to conduction near the front end during melting/solidification processes.
At rear end, fins only enhance the rate of heat transfer due to conduction during the
melting/solidification processes, but hinder the free PCMmovement in melting case.
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Fabrication of Catalytic Sheet Filter
of V2O5–WO3/TiO2-Supported SiC
for Selective Catalytic Reduction of NOx
Emission from Combustion Engine

Ajit Dattatray Phule, Seongsoo Kim, and Joo Hong Choi

Abstract Nitrogen oxide (NOx) emission is a global environmental problem, which
arises mainly due to fuel used in diesel engines, power stations, industrial heaters
and cogeneration plants. An effective standard technique for NOx emission reduction
is nothing but the selective catalytic reduction (SCR) using NH3 over catalytic bed.
Herein, we fabricated the SiC sheet filters with different sized (38, 38–53 and 53µm)
SiC powder. The thickness of the SiC filter had varied to see the change in V2O5–
WO3/TiO2 catalyst loading and NO conversion performance at different reaction
temperatures (240–340 °C). Increase in the thickness (double) of the SiC sheet filter
increases the catalyst loading over the filter. As a result, NO conversion performance
improved from 80% (BM25SF_SiC53) to more than 94% (BM25SF_SiC10mm_53)
at reaction temperature range of 260–340 °C, where Nx slip concentration (outlet
gas) <80 ppm observed in the reaction temperature range of 280–320 °C. The
surface morphology of the SF with empty and buried (with catalyst) pores has been
studied with the help of an optical image. In the presence of SO2, the NO conversion
performance of the BM25SiC10mm_53_6V9WT catalytic filter for the temperature
window of 240–340 °C increases (i.e., >95%; temperature window of 260–340 °C)
with Nx slip concentration <50 ppm. This catalytic sheet filter will be applicable to
reduce the cost of the catalytic filter technology along with the environmental safety.

Keywords SiC sheet filter · V2O5–WO3/TiO2 catalyst · SCR of NOx

1 Introduction

All in recent years, catalytic filter has made great attention due to its immense
ability of simultaneous removal of NOx and dust particles [1–5]. This provides
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immense benefits like compact process and space, andmore economical equipments.
In general, the external surface membrane of catalytic filter use to filtrate and sepa-
rate the dust in flue gas and the selective catalytic reduction (SCR) with NH3 over
the catalyst coated on the inner part of filter subsequently eliminate the NOx. The
filter with narrow wall thickness along with the shorter reaction time constrains the
NO conversion performance of the catalytic filter, which is different from the tradi-
tional honeycomb catalyst. To overcome this issue, high concentration of catalyst
along with active components (>8 wt%) is needed to coat onto the filter. With this
approach, the NO conversion performance of the catalytic filter can be enhanced;
however, the increased catalyst content will increase the material cost in industrial
uses. Also, the possibility of pressure drop through filter cannot be declined. So, the
development of extremely efficient catalytic sheet filter with excellent activity is the
current need of the filter world.

In recent years, versatile NH3-SCR catalysts have been developed, such as transi-
tionmetal supported on zeolites, e.g., Fe–Cu–ZSM-5 [6], Cu-SSZ-13 [7], Cu-SAPO-
34 [8], and transition metal oxide catalyst, e.g., Fe-based [9, 10], Cu-based [11, 12],
Mn-based [13, 14]. These catalysts displayed outstanding catalytic activity; however,
the sulfate presented in the emission reduces their catalytic activity. Hence, the
vanadium-based catalystwith strong sulfate tolerance becomes the appropriate candi-
date to reduce NOx emissions. Due to low cost and high activity, V2O5–WO3/TiO2

catalyst is also widely used for commercial processes [15]. Other additives such
as WO3 [2, 4, 16] and Pt [17, 18] were also reported to enhance the NO conver-
sion performance and lower down the SCR temperature for the V2O5–TiO2-based
catalytic filters. However, at high temperature above 300 °C, these catalytic filters
show reduced NO conversion performance. This is due to high V2O5content, which
promotes the severe oxidation of NH3 over these catalysts. The catalysts are mostly
commercially used in industrial field with the support on surface of honeycomb
monolith filter. This filter occupies a little more space, so the concept of sheet-type
filter has raised recently as they are more compact compared to candle type and
other filters. Choi et al. [19] have used ceramic sheet-type filters coated with V2O5–
WO3/TiO2 catalyst to achieve ~90% NO conversion with the reaction temperature
range of 260–360 °C, which is not much satisfactory as a best for commercial use
(which need >95% NO conversion). So, there is necessity to develop a catalytic SiC
sheet-type filter with high NO conversion performance with the presence of sulfur.

In the present research work, we prepared the SiC sheet filter from different sized
SiC powder and varied the thickness of the sheet filter to see the effect of thickness
on the catalyst loading as well as on the NO conversion performance of catalytic
sheet filter. These SiC sheet filters are coated with the V2O5–WO3/TiO2 catalyst with
simple dip coatingmethod, performed theNOconversion test at different temperature
ranges 240–340 °C, at face velocity 2 cm/s, and discussed the results in comparison
with ceramic catalytic sheet filter. The surface morphology of the SF with empty and
buried (with catalyst) pores has been studied with the help of an optical image. The
effect of SO2 on the SiC catalytic sheet-type filter has been studied and discussed.
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2 Experimental Section

2.1 Preparation of Catalyst Powder

V2O5–WO3/TiO2 powder catalysts were initially synthesized by using the wet
impregnation method [20]. The composition 3 or 6 wt% V2O5 and 9 wt% WO3

has been calculated on the basis of TiO2. First, prepare the oxalic acid solution in
distilled water at 60–70 °C temperature with magnetic stirring for 30 min. And then,
add ammoniummeta-tungstate hydrate [(NH4)10W12O41] (fromAldrich) slowly into
the same beaker and allow it to mix with magnetic stirring for 30 min. Later, ammo-
nium vanadate NH4VO3 (from Junsei Chemical Co. Ltd.) was added slowly to above
solution in their desired compositions and continue stirring for 30 min, which turns
to greenish-colored solution. TiO2 (P25) powder (Degussa Ltd.) was added slowly to
above-obtained greenish blue-colored solution. The sky bluish-coloredVWTcatalyst
solution was heated at 60–70 °C with magnetic stirring with agitation and continued
until the liquid phase disappeared.Thepaste formation has beenobservedwith 120 °C
temperature condition, which further continued to get dried cake. The catalyst dried
cake was then grinded with mortar, after which it was calcined in electric furnace
with an air stream at 450 °C for 5 h. The coating solution of different concentrations
was prepared by using this calcined VWT catalyst powder.

2.2 Catalyst Coating Solution Preparation

The 25 wt% coating solution of the 6V9WT catalyst has been prepared by using
high energy ball milling machine with the speed of 1000 rpm for the duration of
7 min. to obtain a particular sized VWT catalyst particle. A particle size and shape
analyzer (1090LD Shape Analyzer from SCINCO) were used to measure the size of
the catalyst particle coating solution during the ball milling process. These coating
solutions have been further used to prepare the coated catalytic SF.

2.3 Preparation of SiC Sheet Filter

As purchased SiC powder (from Jay Chem. Co. Korea) has been sieved with varied
size of 38, 38–53 and 53 µm, which further used to prepare the SiC sheet filter. Dry
mixing of SiC powder with 1 wt% carboxymethyl cellulose sodium salt (CMC from
Samchun, Korea) and 20 wt% borosilicate glass powder of 325 mesh (SiO2 > 50,
Al2O3 > 5, B2O3 > 15, Cao, NaO, K2O,MgO, FeO3) (BGP fromKorea NewMaterial
Korea) have been done by stirred mill for 1 h. Then wet mixing of 0.2 wt% Calcium
carbonate (from Wangpyo Chemical Korea), and 20 wt% distilled water have done
by stirred mill for 1 h. The prepared sample aged for 4 h. The sheet filter shape
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formation is done by mold of 43 × 43 × 5 mm with 15.8 g/ea sample amount and
43 × 43 × 10 mm with 31.6 g/ea sample. The press force used during molding was
100 kg for each sample. Then, the molded sample dried at 80°C for 8 h in electric
oven followed by sintering at 850 °C for 5 h in an electric furnace.

2.4 Preparation of Catalytic Sheet Filter

The ceramic SF (reference) and SiC sheet filter with 43 × 43 mm dimension
and 5 mm/10 mm thickness have been coated with the VWT catalyst by using
simple dip coating method. First, the sheet filter has been cleaned with the ultra-
sonication process for 30 min at room temperature in distilled water and then
dried at 120 °C for 2 h in an electric oven. The dried SF has been dipped into
the coating solutions (25 wt% 6V9WT) for 5 min. and dried at 120 °C for 2 h
to allow the solvent to evaporate followed by the calcination at 450 °C in an
electric furnace for 5 h to obtain the 6V9WT coated catalytic SF. The coated
SF with 5-mm thickness is named as BM25SF_6V9WT (ceramic sheet filter),
BM25SF_SiC38, BM25SF_SiC38-53 and BM25SF_SiC53, and filter with thick-
ness of 10 mm is named as BM25SF_SiC10mm_38, BM25SF_SiC10mm_38-53
and BM25SF_SiC10mm_53. The surface morphology of the VWT coated catalytic
SiC SF has been studied by using optical microscope (HiMax Tech. Co. Ltd., Model
HT004).

2.5 Catalytic Activity Measurement

A special experimental unit was used to conduct the catalytic activity of the catalytic
filters. Experimental unit consists of a specially designed reactor to mount the sheet-
type catalytic filter by keeping the commercial operationmode of the filtration in such
a way that the reacting gas passes from outside into inside of the filter element. The
typical reaction gas was composed of 700 ppm NO, 700 ppm NH3, SO2 1000 ppm,
5 vol% O2, with balanced N2. The total gas flow rate was controlled with a mass
flow controller to adjust the actual face velocity of 2 cm/s. The catalytic activity was
measured at a series of steady-state temperature condition.

To analyze simultaneously the concentrations ofNO,N2O,NO2 andNH3, we used
the FT-IR spectrometer (MIDAC Prospect-IR) with a heated gas cell (permanently
aligned 10-m gas cell from Gemini Scientific Instruments) and DTGS detectors. All
gas line tubes were heated at 120 °C to avoid the condensation of gas in the system.
Dry air was used to record the background spectra. Each component’s concentration
was calculated by integration of the specific absorption frequencies (cm−1) based on
ethylene 938–962:NO1873–1881,N2O2188–2190,NO2 1610–1614,NH3 951–989
andH2O 1987–1994. To estimate the catalytic performance of the filter, the following
formula was used; Nx slip concentration (the summation of outlet concentrations of
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[NO]out + [N2O]out + [NO2]out + [NH3]out. This simple formula ([NO]in – [NO]out)/
[NO]in was used to calculate NO, where [X]in and [X]out mean the concentration of
component X (ppm) in the inlet and outlet, respectively.

3 Results and Discussion

SiC powder with different sizes impacts on the formation of SiC sheet filter as well as
on catalyst coating process which ultimately shows the effect on the NO conversion
performance of the catalytic sheet filter. Figure 1a–h shows an optical image of
the virgin and coated SiC sheet filter with different thicknesses (5 and 10 mm). It
revealed that the SiC sheet filter of 5-mm thickness prepared from SiC powder of
38 micron (SiC_38) and 53 µm (SiC_53) has less pore/gaps compared to SiC sheet
filter prepared from 38 to 53 µm (SiC_38-53) sized SiC powder (see Fig. 1a, c, e).
Figure 1b, d, f shows that the SiC sheet filter has been coated successfully by the
catalyst and tried to burry the maximum pores/gaps as much as possible throughout
the sheet filter. Further, we compared SiC_38-53 sheet filter with 10-mm thickness,
which is devising less pores as compared to other sheet filters (see Fig. 1g, h), and the
ball milled process helps the catalyst to reduce effectively to access the smaller pores
which provides high surface area to improve better NO conversion performance of
the catalytic sheet filter.

NO conversion, Nx slip concentration and N2O formation of catalytic sheet filters
tested with different sized SiC powder with varied thickness are compared with
catalytic ceramic sheet filter with the VWT catalyst loading of same concentration
(25 wt%) in Fig. 2a, b, and c, respectively. BM25SF_SiC10mm_53 catalytic filter
displays the best NO conversion performance, i.e., ˜ 92–94% for the window of 240–
340 °C (broad reaction temperature range) among all the catalytic SiC sheet filters,

Fig. 1 Optical images of the virgin and coated SiC sheet filter of a SiC38 and b BM25SF_SiC38,
c SiC38-53 and d BM25SF_SiC38-53, e SiC53 and f BM25SF_SiC53, g SiC10mm_38-53 and
h BM25SF_SiC10mm_38-53; shows the surface with pores and catalyst coating (all images at
scale bar 250 µm)
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Fig. 2 a NO conversion, b Nx slip concentration and c N2O outlet at different temperatures
(240–340 °C) for BM25SF_6V9WT, BM25SF_SiC38, BM25SF_SiC38-53, BM25SF_SiC53,
BM25SF_SiC10mm_38, BM25SF_SiC100mm_38-53 and BM25SF_SiC10mm_53 with reaction
condition; NO and NH3 = 700 ppm, O2 = 5 vol%, face velocity = 2 cm/s

which is attributed to the well dispersion of the catalyst within the filter. The highest
NO conversion, i.e., 94%, has been observed for the reaction temperature 300 °C,
as shown in Fig. 2a. The reason for better NO performance is obviously the small
pores in BM25SF_SiC10mm_53 compared to other sheet filters with less thickness.
Increased thickness of the SiC sheet filter from 5 to 10 mm also provides more
space to load more catalyst, which offers more reactive sites to perform better NO
reduction. The reaction time also increased a little bit which also adds up the value to
NOconversion performance.BM25SF_SiC10mm_53has highest loading of catalyst
compared to BM25SF_SiC10mm_38 and BM25SF_SiC10mm_38-53 (see Table 1).
The Nx slip concentration of BM25SF_SiC10mm_53 is <80 ppm in the temperature
range from260 to 320 °C (see Fig. 2b). N2O formation concentration is below10 ppm
with broad temperature window at 240–340 °C (see Fig. 2c). However, in case of
BM25SF_SiC53 it shows less than 80%NOconversionwhich is unexceptionally less
in comparison with BM25SF_SiC38 and Bm25SF_SiC38-53 in 5-mm-thick sheet
filter. It may be due to the small cracks present in sheet filter and less catalyst loading
as compared to other SiC sheet filters (see Table 1).

The SO2 effect on the NO conversion performance of the
BM25SiC10mm_53_6V9WT catalytic filter has been carried out for the temperature
window of 240–340 °C with 1000 ppm SO2 concentration. It demonstrates the
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Table 1 Catalyst loading on
ceramic and SiC sheet filter
with different thicknesses
using 25 wt% catalyst coating
solution concentration

S. No. Catalytic sheet filter Catalyst loading (g)

1 BM25SF_6V9WT 1.5

2 BM25SF_SiC38 1.42

3 BM25SF_SiC38-53 1.79

4 BM25SF_SiC53 1.5

5 BM25SF_SiC10mm_38 2.56

6 BM25SF_SiC10mm_38-53 2.66

7 BM25SF_SiC10mm_53 2.75

Fig. 3 SO2 effect on a NO conversion and b Nx slip concentration at different temperatures (240–
340 °C) for BM25SiC10mm_6V9WT catalytic sheet filter with and without SO2 with reaction
condition; NO and NH3 = 700 ppm, SO2 = 1000 ppm, O2 = 5 vol%, Vf = 2.0 cm/s

increase in NO conversion performance of the catalytic filter with SO2 (i.e., >95%)
for the temperature window of 260–340 °C with Nx slip concentration less than
50 ppm (see Fig. 3a, b). The overall NO conversion performance of the developed SiC
catalytic sheet filter is better than the ceramic sheet filter [19] with as well as without
SO2. It may be plausible that the adsorption of SO2 improved the amount of Lewis
acid sites, and thus the capacity of NH3 improved which may help to little increase
in the NO conversion performance of BM25SiC10mm_53_6V9WT. Further charac-
terization is much more needed to establish the mechanism behind the increased NO
conversion performance of the catalytic sheet filter of V2O5-WO3/TiO2-supported
Sic in the presence of the sulfur content.

4 Conclusion

V2O5–WO3/TiO2-supported SiC catalytic sheet filter is prepared with varied thick-
ness among which the high thickness (10 mm) and SiC powder size of 53 µm,
i.e., BM25SF_SiC10mm_53, show the best NO conversion performance, i.e., 92–
94% for the broad temperature window 240–340 °C with less N2O formation, i.e.,
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<10 ppm. Increased thickness (from 5 to 10 mm) of the SiC sheet filter increased
the catalyst loading over the sheet filter as well as the reaction time which help to
enhance the NO conversion performance of the filter. In the presence of the SO2,
BM25SF_SiC10mm_53 shows increased NO conversion performance, i.e., >95%
for the temperature window of 260–340 °C with Nx slip concentration <50 ppm,
which is very much satisfactory to use it in commercial applications.
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CEPSO-Based Load Frequency Control
of Isolated Power System with Security
Constraints

Santigopal Pain, Dilip Dey, Kamalika Tiwari, and Parimal Acharjee

Abstract Considering physical limitations like generation rate constraint (GRC),
governor deadband (GDB) and timedelay (TD), a unique chaotic exponential particle
swarm optimization (CEPSO) algorithm is proposed to design the control parameters
of PID controller for an isolated realistic power system which consists of thermal
and hydro-generating units. An exclusive cost function is framed by taking both
transient and steady-state response specifications providing proper weighting coef-
ficients. For avoiding the local optima and to obtain faster and sure convergence, the
tuning parameters of CEPSO algorithm like inertia weight, constriction factors and
chaotic variables are properly designed. Because of exponential inertia weight and
newly developed chaotic variables, optimal solutions are obtained. The simulation
outcomes establish the superiority of the proposed CEPSO algorithm compare to
genetic algorithm (GA), particle swarm optimization (PSO) and exponential particle
swarm optimization (EPSO) algorithms.

Keywords Load frequency control · PID controller · Physical constraints ·
Chaotic exponential particle swarm optimization

1 Introduction

The load frequency control (LFC) is an important factor for quality and consistent
electric power supply. The objective of the LFC is to supply electricity with nominal
system frequency and keeping inter area tie-line power exchange at the schedule
values. In the power system, frequency is controlled by active power balance. As
frequency is same all over the system, any deviation in active power demand at a
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point will be reflected in the whole system. The LFC provides an effective control
mechanism in each area to minimize the frequency deviation and regulate tie-line
power flow by controlling the generation for safe and reliable operation [1].

A lot of research papers had been published over the years for better design of
LFC. From the literature, it is evident that many control areas still adopt the concept
of fixed gain proportional integral (PI) controller in the design of LFC [1]. Though
this PI control technique is simple to implement but its performance is not satisfac-
tory for large complex power system. Therefore, many control strategies based on
advance control theory such as quantitative feedback theorem (QFT), robust LFC
method and sequential quadratic programming technique [2–4] had been suggested
for the design of LFC and complex power system. The control design methods based
on robust performance index and linear matrix inequality [5, 6] were proposed for
the power system with communication delay. The advance control methodologies
used so far for the design of LFC are model specific, increase the complexity by
enhancing the order of the system and unable to handle the nonlinarites present in
the system. The performance of the LFC is generally affected by complexity due
to large structure, presence of physical nonlinear security restrictions (GDB, GRC
and TD), load variation, parameter uncertainty, changing operating condition, etc.
Therefore, the direct/analytical conventional tools or methods are unable to solve
the problem. For this practical scenario, to obtain the optimal tuning parameters
(Kp, Ki, Kd) of controllers, soft computing (SC) techniques are essential because of
their ability to handle the complex nonlinear systems. Different types of SC tech-
niques such as fuzzy logic [7], genetic algorithm [8, 9], differential evolution (DE)
[10], bacteria foraging optimization (BFO) [11] and modified bat inspired algorithm
[12] were efficaciously used to solve many LFC problems. Nowadays, popularly
PSO [13] and its different forms such as craziness-based PSO [14], exponential PSO
(EPSO) [15] and hybrid PSO [16]were used to tune the control variables of linear and
nonlinear models. To overcome the local optima and for faster and sure convergence,
chaos was also used with the evolutionary techniques [17, 18]. A large number of
research papers had been published in the last few years in which the LFC designs of
isolated power system were executed by considering linear simple model with one
power generating units or more identical power generating units. Moreover, in most
of the literature, the similar values of parameters for all the connected generating
units were considered for simplicity and easier implementation of the algorithms.
The important physical security constraints were also neglected in most cases. This
makes the design and analysis impractical which may not be useful for practical
implementation. To get precise design of the LFC model, it is obligatory to consider
all the constraints (GRC, GDB and TD) imposed by the physical system dynamics. It
is evident from the literature that in most cases, the primary concern of LFC design
was the minimization of the deviation of frequency and tie-line power deviation.
In the restructured power system, the steady-state performance (steady-state error
SSE) is not the only concern. But the transient performances such as maximum over-
shoot (Mp) and settling time (ts) are also highly important which are overlooked in
most cases. In this paper, both transient and steady-state performances are examined
thoroughly by developing a unique and logical cost function.
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Simple PSO sometimes fails to reach the global minimum and stuck to local
minima. Exponential inertia weight-based exponential PSO (EPSO) algorithm can
be effectively used to overcome this problem because of the adaptive nature of inertia
weight. Chaos can be introduced to achieve optimum performances, to overcome
stagnation and to obtain more useful solutions. The combination of EPSO and chaos,
i.e., chaotic exponential PSO (CEPSO) is developed and effectively used in this paper.
An effort has been given for the optimal design of CEPSO-based PID controller for
LFCof single area practical power system. In thiswork, thermal and renewable power
generation units like reheat, non-reheat and hydro-generation units with dissimilar
and real-time practical parameter values are taken to create the practical model of
the LFC system. The physical security limitations (GRC, GDB and TD) are also
incorporated to achieve the realistic design. The aim of this study is to achieve not
only zero SSE but also best transient performances of the realistic single area power
system. In this strategy, the problem is framed as a minimization problem. A unique
cost function with proper weighting factors is developed to enhance both the steady-
state and transient performances of the LFC system. Simulation results show the
good transient and steady-state response provided by the controller and established
the superiority of CEPSO over GA, PSO and EPSO algorithms.

2 System Model

In this study, a single area isolated power system with diverse type of power gener-
ating unit is considered. The system is built with most widely used sources—thermal
(reheat and non-reheat) and hydro-generation units to make the analysis useful one.
Three sources of power generation units are taken together to make the power system
model more practical. In most of the literatures, LFC design is carried out by over-
looking vital physical limitations as a whole or by part. This makes the analysis non-
realistic. The important physical limitations/constraints which prominently affect the
performance of power system are GRC, GDB and TD [1]. These practical limitations
are inflicted by turbine, governor, crossover elements of thermal system, penstock
dynamics of hydraulic unit and communication channels. The constraints must be
considered tomake the analysis practical; however, these constraintsmake the system
highly a nonlinear system. Consideration of all the limitations in LFC design may
be difficult task but it is very much useful to get accurate dynamic behavior of the
power system. The physical limitations govern the transient as well as steady-state
output of the power system by enhancing Mp, ts, SSE and also degrade the stability
of the system. So, designing the controller without considering these constraints is
impractical. The GRC of the reheat thermal unit is quite low and it is in the order of
3% p.u. per minute. For non-reheat units, it is in the order of 5–10% p.u. per minute,
and for hydro-unit, it is in the order of 100% maximum continuous rating (MCR)
per minute. Another important constraint is the GDB which is produced by back-
lash effects and coulomb friction in various governors’ linkages and overlapping of
valve in the hydraulic relays. GDB is expressed in percent of the frequency or rated
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Fig. 1 System model of single area power system

speed. For governor of steam turbine, the maximum dead band is 0.06% of rated
speed (frequency), i.e., 0.036 Hz, and for hydraulic turbines, the maximum speed
dead band is 0.02% of rated speed. In the standard LFC arrangements, the trans-
mission of measurements from remote terminal units (RTU) to the control center
and control output from the control center to the generation unit is made through
specific communication channels. There is a constant delay in the communication
channel which has a great impact on the LFC design. Increasing the decentraliza-
tion, control of the power system highly needs the support of open communication
infrastructure in deregulatedmarket environment. Future use of open communication
network will also incorporate another type of delay, i.e., time varying delay. Those
delays, if does not cater in proper way, would worsen the dynamic performance of
the LFC. In the extreme case, it will destabilize the whole system. In single area
isolated power system, frequency bias has no effect in control actions. The transfer
function model of the realistic single area power system considering all the physical
constraints is represented in Fig. 1, and the power system parameters are taken from
reference [19]. The time delay is taken as 0.1 s. Following a load disturbance, the
participating generating units minimize or generate the power in accordance with
their participation factors to match the load demand.

3 Cost Function

In LFC system, a particular control strategy is applied to get the true optimal solu-
tion. The true optimal solutionmeans fast response, zero overshoot,minimumsettling
time, zero SSE and better damping performance of the power system. In order to
achieve the true optimal solution and fast convergence, a unique cost function is
framed considering specific transient and steady-state performance specifications
with proper weighting factors. The proper selection of specifications for formation
of cost function is highly necessary; otherwise, simulation time may unnecessarily
increase and there would be a possibility of getting erroneous result. In this section, a
cost function is obtained by adding the different objectives (response specifications)
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with proper weighting factors. The weighting factors for each objective are selected
in such a way that each and every objective gets equal importance during the opti-
mization process. In this work, the unique cost function (J) is developed by finding
out the best combination (trial and error approach) of response specifications and
weighting factors

J = 0.1 × E + Mp + SSE + 0.0001 × ts (1)

where E = (Integral of frequency deviation)2, SSE = steady-state error, Mp =
Maximum overshoot, ts = Settling time.

4 Proposed Method

The SC techniques can effectively handle the complex and nonlinear control prob-
lems compared to conventional control approaches. The SC techniques are robust,
not model specific and are useful when the system is functioning over an indetermi-
nate operating range. In this paper, an evolutionary computation-based algorithm is
developed for LFC design of isolated realistic power system.

4.1 Exponential PSO Method

The PSO [13] method is useful to optimize complex problems but it has some draw-
backs as well. This method is dependent on proper parameter settings; otherwise,
there will be a chance that the convergence process may trap in local optima. In PSO,
the velocity and position of ith particle are updated as

vki = wi × vki + c1 × rand1 × (pki − xki ) + c2 × rand2 × (gi − xki ) (2)

xki = xki + vk+1
i (3)

where c1 and c2 are the constriction factors, and rand1, rand2 are the randomnumbers
lies in between 0 and 1. The best position of the particle i is pik in the kth iteration
and it is called pbest position and the best position of the ith particle up to the kth
iteration is gi which is represented as the gbest position. The inertia weight ‘wi’
is for the velocity of ith particle. The PSO may not converge at all, if c1 and c2
are not appropriately selected according to the problem. Inertia weight (w) plays
very important role in PSO optimization process. ‘w’must not be constant for better
optimization. To produce better result, w should vary with the iteration in proper
way.

Exponential InertiaWeight. Ifw is dependent on random number, it is not adaptive.
Tomake it adaptive, a new equation where inertia weightw varies exponentially with
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the iteration is developed as follows:

wk = w0e
−m(k/K )n (4)

where k = current iteration, w0 = initial inertia weight, m = local search attractor,
n = global search attractor and K = maximum no. of iteration. The adaptive weight
facilitates w high at starting and w low at the end to stop premature convergence and
enhance local search, respectively. In adaptive case, w is reliant on both current and
maximum no of iteration. It does not depend on cost function value or convergence
pattern. ‘w’ is the factor which governs the effect of the preceding velocity on its
present one. In PSO, better solution is achieved by local exploitation and global
exploration. The equilibrium between local exploitation and global exploration is
achieved by manipulating the value of m and n. So, the value of m and n must be
selected carefully. In EPSO algorithm,w is designed in such a manner that it upholds
the correct population diversity and correct convergence proficiency.

4.2 Chaotic Exponential Particle Swarm Optimization
(CEPSO) Method

When practical limitations are considered for the complex nonlinear problems, some-
times the EPSO method may also suffer from stagnation problem and it may not
provide the useful solutions. To overcome this phenomenon, chaos can be introduced
in the EPSO method.

In recent studies, it is well established that the chaos theory is a powerful tool
which can be applied to many engineering optimization problems [17, 18]. Chaos is
a common natural nonlinear phenomenon which is stochastic in nature. A chaotic
system exhibits a nonlinear complex behavior when input initial condition changes.
It has unique properties of periodic oscillation, bifurcation, regularity and period-
icity. To optimize a complex problem using chaotic optimization, chaotic variables
are presented as disturbance variables to the decision variables. Due to periodicity
property of the chaos variables, the population diversity greatly improves and the
algorithm starts to search for the global solution. For avoiding proposed algorithm to
trap in local minima or stagnation, chaotic local search (CLS) is incorporated during
evolution using CEPSO. CLS is done to execute local exploitation for finding out
global solution (gbest). CLS is based on chaotic maps of chaos theory represented
by a logistic function. The logistic function is very sensitive to initial conditions.

yk+1
i =

{
2yki 0 < yki ≤ 0.5
2(1 − 2yki ) 0.5 < yki < 1

(5)

The logistic equation-based CLS procedure is illustrated bellow for this mini-
mization problem:

(i) Identify best_obj (minimum cost function value) and the corresponding ith
particle (xkmin, i ) among the whole particles at kth iteration.
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(ii) Identify worst_obj (maximum cost function value) and the corresponding ith
particle (xkmax, i ) among the whole particle at kth iteration.

(iii) The chaotic variable yki ∈ (0, 1) for kth iteration will be calculated as

yki =
∣∣xki − xkmax, i

∣∣∣∣xkmin, i − xkmax, i

∣∣ (6)

(iv) For the next iteration, obtain the chaotic variable yk+1
i using the logistic Eq. (5)

and yki .
(v) Obtain the decision variables using EPSO position variables and chaotic

variables from the equation represented bellow for the next iteration.

xk+1
i = xki + yk+1

i (7)

(vi) Find out the new solution with the obtained decision variables xk+1
i .

5 LFC Using Proposed CEPSO

The practical isolated power system model is taken in this study where security
limitations GDB, GRC and TD are considered. The cost function is formulated in
such a way that it could produce the desired steady-state and transient performances.
In LFC, SSE is the primary objective. If the SSE becomes less than 10–4, it can be
concluded that the desired solution is achieved. If the algorithm reaches its maximum
iteration, but SSE is greater than 10–4, then the gbest solution is not the desired
solution and the problem is not converged. The tuning parameters of the LFCproblem
are Kp, Ki and Kd which are randomly generated within a definite real range. Range
determination of control parameters is a vital issue which regulate the convergence
time. Wrong selection of range will prolong the convergence time and aggravate the
performance of the optimization process. In this problem, by trial and error approach,
the practical range of Kp, Ki and Kd is obtained as −2 to 2. According to Eq. (1), the
cost function values are calculated for the whole population set and the local solution
(pbest) is obtained. In the next step, the particles are updated using Eqs. (2)–(7). To
achieve quick convergence, elitism is incorporated in this optimization process. After
getting the updated solutions from the CEPSO method, fitness values are calculated
for the updated solutions and compare with the old solutions. According to the cost
function values (fitness), best solution set is obtained keeping the population size
constant. If the fitness value of pbest is less than that of gbest, then the pbest will be
the gbest solution. The iteration stops, if termination condition is fulfilled. Otherwise,
the process again starts from calculation of cost function values and continues in the
same manner to obtain the desired result. The detail flowchart of the developed
technique is given in Fig. 2.
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Fig. 2 Flowchart of the proposed CEPSO method
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6 Result and Analysis

6.1 System Performances

The control variables of the PID controller are optimized using MATLAB 7.9 with
a core i5 PC of 4 GB RAM and 2.5 GHz clock speed. For the global search, 100
particles are taken and 50 iterations are considered for the optimization process.
Comparative study has been carried out with different techniques (GA, PSO and
EPSO) to show the effectiveness of the proposed CEPSO method. The simulations
are realized by step load change of 0.01 (�PL = 0.01). In this problem, the simulation
procedure is complex because the power systemmodel is large and highly nonlinear.
There are two sections, program file (.m file) and Simulink model (Fig. 1) of the LFC
system. At first, PID parameters (Kp, Ki and Kd) are randomly generated through
programfile. The generated PID parameters are sent to PID controller of the Simulink
model. From the Simulink model, E and output response with time are obtained. By
programming, frequency deviation (SSE), Mp and ts are calculated from the output
response of Simulink model. The cost function is now determined using E, Mp,
ts and SSE. Using CEPSO method, the PID parameters are updated. The updated
parameters are again sent to the PID controller of the Simulink model. This iteration
continues until the convergence criterion is reached. Same step-by-step process is
applied for other methods also. The optimal control gains of the PID are obtained by
running the simulation 50 times (trial run) for each method. Table 1 shows the tuned
parameters (Kp, Ki and Kd) of the control system, steady-state performance (SSE)
and time response specifications for GA, PSO, EPSO and CEPSOmethods. Figure 3
demonstrates the time response behavior of the LFC scheme using the proposed
CEPSO method and other (GA, PSO and EPSO) methods.

It is noted from Table 1 and response characteristics (Fig. 3) that the developed
control configuration with uniquely designed cost function achieves good dynamic
performance for the realistic power system. Comparing GA and PSO methods, it is
clear that both are unable to produce the satisfactory control parameters and desired
steady-state and transient performances. PSO method gives low ts and Mp but high

Table 1 Control parameters of different methods

Method [Kp Ki Kd ] Settling time (ts) (s) Max. overshoot
(Mp)

Steady-state error
(SSE)

GA [−0.0064 −1.0317
−1.4783]

17.4557 0.0326 1.3026e−005

PSO [−1.6308 −1.1188
−2.8318]

16.6386 0.0134 6.4335e−004

EPSO [−1.7467 −0.3258
−1.0732]

15.0243 0.0037 6.5281e−006

CEPSO [−1.7127 −0.3245
−1.2348]

14.1456 0 4.9867e−08
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Fig. 3 Response characteristics

SSE compare to GAmethod. EPSOmethod produces better solution compare to GA
and PSO methods. The newly developed CEPSO method gives best results compare
to GA, PSO and EPSO methods for both transient and steady-state performances.

6.2 Comparative Performance Index

How the performance of one algorithm is better than the other algorithm—can be
determined by the comparative performance index (CPI). The CPI is expressed in
percentage. The calculation of CPI is given in Appendix 2. The CPI in percentage
for the algorithms is given in Table 2. From Table 1 and Table 2, it is clear that
the CEPSO algorithm yields minimum SSE, zero overshoot and lowest ts. The

Table 2 CPI in percentage (%) for the algorithms

Comparative performance index (%)

ts Mp SSE

CEPSO versus GA 18.96 100 99.62

CEPSO versus PSO 14.98 100 99.99

CEPSO versus EPSO 5.85 100 99.24

EPSO versus GA 13.93 88.65 49.88

EPSO versus PSO 9.7 72.39 98.99

PSO versus GA 4.68 58.9 −97.97
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percentage improvement of these quantities is significantly high in case of CEPSO
method compare to others. Negative (−) CPI of the last column indicates percentage
improvement of SSE of GA compare to PSO. Hence, compared to other methods,
CEPSO gives true optimal solutions, increase the stability of the system and improve
the system damping characteristic.

7 Conclusion

In this study, the LFC control problem of an isolated power system with thermal and
hydro-generating (renewable) units is solved using newly developedCEPSOmethod.
The authors’ contribution in this problem can be considered in three aspects. First,
a realistic power system configuration is used considering the practical limitations
like GDB, GRC, and TD. Second, an exclusive cost function is introduced. Providing
proper selection of weight factors, the cost function is logically designed by taking
appropriate time response specifications. Third, a newmethod, i.e., CEPSOalgorithm
is proposed to attain the optimum PID control gains for achieving desired control
performances. A comparison study between CEPSO-based PID tuning method with
other tuning methods is being carried out. The comparison results show that the
CEPSO -based controller design methodology provides superior steady-state and
transient performances by generating true optimal gains compared to GA, PSO and
EPSO methods.

Appendix 1: Parameters of GA, PSO, EPSO and CEPSO

Probability of Crossover = 0.8; Rate of Mutation = 0.03; Constriction Factors (c1
= c2) = 1.49455, w0 = 0.95, m = 1; n = 1.

Appendix 2: CPI Calculation

As an example, the procedure of CPI calculation for ts is given below. The CPI for
Mp and SSE can be calculated in the same way.

Here, CPI (ts) = comparative performance index for settling time (ts), GA (ts) =
settling time of GA method, CEPSO (ts) = settling time of CEPSO method.

Now, CPI(ts) = GA(ts )−CEPSO(ts )
GA(ts )

× 100% = 17.4557−14.1456
17.4557 × 100 = 18.96%.
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Biogas Cook Stove with a Novel Porous
Radiant Burner—An Alternate for LPG
Cook Stoves in Rural and Semi-urban
Indian Households

M. Arun Kumar, Lav K. Kaushik, Sangjukta Devi, and P. Muthukumar

Abstract Biogas is one of the abundantly available renewable resources in hot and
tropical regions. Biogas is used as a fuel for cooking and power generation. Biogas
is one of the traditional cooking fuels used in India for a long time. In India, several
attempts, such as the national biogas and manure management program and off-
grid biogas power generation program, have been made since 1970s to promote
biogas as an alternate fuel for cooking and lighting. Conventional cook stoves work
on free flame combustion and are less efficient and emit high concentrations of
pollutants. To minimize environmental pollution and consumption of fossil fuels,
there is an urgent need for research to develop energy-efficient and less polluting
cook stoves. The present article introduces a novel porous radiant burner (PRB)
applicable in domestic biogas cook stove. The novel PRB is designed to work on
porous media combustion (PMC) technology. Because of improved combustion, the
burner is found to be highly efficient and resulted in almost clean burning. In the
operational biogas flow rate range of 360–480 l/h, the thermal efficiency (obtained
using water boiling test as per IS: 8749:2002 (Bureau of Indian Standard (BIS)
in Biogas Stove-Specification. New Delhi, 2002 [1]) of the PRB varies 47.5–60%,
whereas same is only 44.5–48% for burners available in the market. In PRB, the
maximum CO and NOx emissions are found to be 52 ppm and 3 ppm, respectively.
Compared to its conventional counterpart, a maximum reduction of ~84 and ~90%
in CO and NOx emission levels is achieved using PRB. The overall performance
showed that the novel PRB could be a potential alternative to the market available
biogas burner for domestic cooking. Also, it has the potential to empower millions
of rural and semi-urban Indian households by giving them access to cleaner cooking.
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1 Introduction

Ingress to energy is a primary requisite for the development of society and liveli-
hood. Energy poverty in developing countries negatively affects the well-being of its
population as it highlights the low power consumption, the use of highly polluting
fuels, and spending of excess time for collecting fuels. Fossil fuel is the main contrib-
utor to energy in the present scenario. Every person needs food to sustain their life.
The majority of staple foods need to be cooked before eating, and most people
cook 2–3 times every day. Thus, the need for clean cooking fuel and an efficient
cook stove with less emission is of great concern. The most commonly used clean
cooking fuels in India are liquefied petroleum gas (LPG), piped natural gas (PNG),
and kerosene. The government of India provides a massive subsidy for LPG and
kerosene to reduce the burden on consumers. But this, in turn, affects the economic
growth of the country. In 2016, the PradhanMantri Ujjwala Yojana (PMUY) scheme
was launched in India to promote the use of LPG, which reduced the exposure of
women and children to unhealthy smoke levels. However, recent studies show that
Indian households, depending on circumstances and needs, use more than one tech-
nology or one source of energy for cooking. To decrease the import of LPG and
kerosene, usage of locally available alternative cooking fuels like biogas, ethanol,
methanol, plant oil, and blends of these fuels with high calorific value fuels has been
encouraged. The government of India is promoting the usage of alternative cooking
fuels by implementing various schemes like the “Methanol Economy Program,”
“National Biogas and Manure Management Program (NBMMP),” “Unnat Chulha
Abhiyan Program,” etc. Biogas is one of the environmentally friendly and clean
cooking fuels [2] and its applications are shown in Fig. 1.

Air quality can be improved by replacing the fossil fuel or traditional biomass
with biogas as the emission from biogas combustion is comparatively less [3]. The

Fig. 1 Biogas sources and applications
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Fig. 2 Assembly of a typical biogas burner working on FFC

utilization of biogas also helps in waste management. It allows communities to be
energy independent, as the quantity and quality of the output are entirely dependent
on the use and maintenance practices of the plant users. Furthermore, the Ministry of
New and Renewable Energy (MNRE) is promoting family biogas digesters through
its National Biogas andManureManagement Program (NBMMP). There were about
five million individual and community-level biogas plants in operation as of 2016,
against an estimated potential of 12.3 million [4]. Many of them were installed as
part of NBMMP launched in 2002–03, earlier known as National Project on Biogas
Development. In 2018–19, the New National Biogas and Organic Manure Program
has succeeded the NBMMP as the primary biogas scheme in the country, albeit with
a scaled-down target of installing at least 0.25 million plants by 2019–20 [5]. Despite
having government support by way of central government schemes, the entire value
chain of biogas faces several critical challenges. One among them is the availability
of inefficient burners for biogas applications.

The development of biogas burners begun in the late 1970s. The assembly of the
typical conventional biogas burnerworking on free flame combustion (FFC) is shown
in Fig. 2. Chandra et al. [6] tested different biogas cooking stoves and found that
there was inconstancy in design and performance (thermal efficiency (ηth): 38–54%).
Similar ηth range was also reported by Mahin [7]. A biogas burner design guide with
a 1.5 kW ‘DCS’ biogas stove with 55% ηth was reported by Fulford [8]. Kurchania
et al. [9, 10] developed biogas cook stoves for domestic (input power (Pi)= 2.3 kW,
ηth = 60.1%) and community cooking (Pi = 5.3 kW, ηth = 43.96%) applications.
Kebede and Kiflu [11] developed a burner for injera baking application with gas
consumption rating, Pi and ηth as 0.93 m3/h, 5.7 kW and 25%, respectively. Obada
et al. [12] developed a domestic cooking burner with a biogas consumption rate of
0.47 m3/h and found ηth as 21%. Tumwesige et al. [13] studied eight different biogas
stoves available in Sub-Saharan Africa and found that stoves were poorly designed
and less efficient. Reported ηth ranged between 20.2 and 28% in the Pi range of
3.9–6.8 kW.

From the above literature, a significant variation in ηth of biogas burner has been
found. This is because of the inherent demerits of the FFC. A new technology, popu-
larly known as porous medium combustion (PMC) finds its traction in the devel-
opment of efficient and eco-friendly burners for cooking. In PMC technology, the
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combustion of the fuel happens in a highly radiating and conducting porous matrix.
Because of the enhanced heat transfer within the porous matrix, ηth is high and
concentrations of CO and NOx in the exhaust gas are low. PMC works on the prin-
ciple of excess enthalpy combustion in which the preheating of the fuel–air mixture
enables the PRB to combust even fuel with low energy density and lean mixtures.
Also, the reaction zone (RZ) in the PRB is wide and the temperature on the burner
surface is almost uniform. Because of these advantages, higher thermal efficiency
and reduced emissions can be achieved from PRB.

Mishra and Muthukumar [14] developed LPG cook stove with PRB for domestic
cooking (1–3 kW) which yielded a maximum ηth of 75.1%, whereas the conven-
tional burner (CB) of the same power range yield 65%. Similarly, Mishra et al. [15]
developed a PRB for medium-scale LPG cooking stove. Compared to its conven-
tional counterpart, the developed PRB showed ~22–28% higher ηth and reported
a maximum reduction of ~84% and 90% in CO and NOx emissions, respectively.
Mujeebu et al. [16] developed LPG operated PRB for domestic cooking and reported
amaximum ηth of 71%at burnerPi of 0.62 kW.Gao et al. [17] studied the combustion
of biogas in PRB with a two-layer spherical alumina bed and found that increment
in CO2 content, moved upper and lower stability limit to higher values. Keramiotis
and Founti [18] reported the variation of radiation efficiency for firing rate range of
200–800 kW/m2 in biogas operated PRB and also found that for equivalence ratio of
0.8, efficiency varied between 18.5 and 26%. It is concluded from the above reported
works that no researchers explored the development of self-aspirated PRB for biogas
cook stoves.

In an experimental investigation byKaushik et al. [19], a biogas operated PRB has
been explored for its feasibility in domestic cooking. The work primarily highlighted
the PRB-based cook stove as a potential alternative to CB. However, its application
in self-aspirated mode was not examined. Intrigued by improvement in ηth and low
emission level of pollutants from PRB, present study aims to extend the research
work and present a detailed performance assessment of self-aspirated PRB-based
domestic biogas cook stove. Also, based on market potential in India, economic and
societal benefits have been projected.

2 Description of PRB and CB

The schematic of the developed PRB is shown in Fig. 3. The PRB consists of a disk
of silicon carbide (SiC) foam and alumina (Al2O3) ceramic matrix. The SiC foam
and Al2O3 ceramic act as combustion zone (CZ) and preheat zone (PZ), respectively.
The high-temperature resistant castable cement is used for the fabrication of burner
casing. Figure 4 illustrates the pictorial view of the CB applicable in domestic-scale
biogas cook stoves. Here, combustion takes place over the surface of the burner,
which is precisely above the burner head.
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Fig. 3 Schematic diagram of PRB

Fig. 4 Different types of domestic-scale biogas conventional cooking stove’s burner head

3 Experimental Setup

The schematic of the experimental setup used for performance assessment is shown
in Fig. 5. The biogas is supplied from a balloon through a pressure regulator and
a control valve. The flow rate of biogas is monitored through a mass flow meter
(MFM). At a pressure of 1.2 bar, biogas reaches the burner through an orifice in
the mixing tube. Due to the venturi effect, the high-velocity biogas jet creates a low
static pressure near the mixing tube, which causes primary air to entrain through
the two air slots. The air and biogas move via a mixing tube and reaches the burner
casing. Mixing of biogas and air takes place in the mixing tube and mixing chamber
provided at the bottom of the PRB. The combustion is initiated by using an igniter.
After some time, the PRB becomes entirely red hot, indicating the stable operation of
the burner. The measured composition and thermophysical properties of the biogas
used in the present experimental study are presented in Table 1.
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Fig. 5 Schematic diagram of the experimental setup

Table 1 Composition and
thermophysical properties of
biogas

Parameters Text

CH4 43–56%

CO2 34–38%

Lower calorific value 17 MJ/kg

Density at 1 atm and 15 °C 1.2 kg/m3

Autoignition temperature 650 °C

4 Experimental Procedure

In this section, the procedures adopted for thermal efficiency (ηth) estimation and
emission measurement are presented. Schematic of the experimental setup used for
ηth and emission measurement is shown in Fig. 6.

4.1 Thermal Efficiency

Thermal efficiency (ηth) of the burners is measured by conducting the standard water
boiling test (WBT) as per IS: 8749:2002 [1]. Based on biogas flow rate, aluminum
pan and mass of water used during WBT were selected. The aluminum pan was
filled with a known amount of water and the temperature (T1) was measured using a
mercury-in-glass thermometer. Once the burner reached the stable condition, the pan
with a stirrer was kept above pan stand. Stirring was started once the temperature
of water in pan reached 80 °C and it was continued until the temperature (T2) of
water reached 90 ± 0.5 °C. At this stage, the burner was turned off. Throughout the
measurement, the flow rate of biogas was kept constant, and the amount of biogas
consumed during the test was noted. The test was repeated three times, and the
average of these three results was considered for estimating the ηth of the PRB. The
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Fig. 6 Schematic of the experimental setup for ηth and emission measurement

equation given below is used for the calculation of ηth .

Thermal efficiecncy, (ηth) = Heat utilized

Heat produced

ηth =
(
M × Cp + m × Cw

) × (T2 − T1)

ṁBiogas × t × LCVBiogas

whereM ismass of pan alongwith stirrer (kg),m is mass ofwater in the pan (kg),C is
specific heat (kJ/kg-k, p: pan andw: water), T2 and T1 are final and initial temperatures
of water (°C), ṁBiogas is flow rate of biogas (kg/s), t is time of experiment (s) and
LCVBiogas is lower calorific value of biogas (kJ/kg).
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Table 2 Accuracy of the
measuring instruments

Instruments Uncertainty

Weighing balance (SES15TH) ±0.1 g

Portable Flue gas analyser (Testo 340) ±2 ppm

Mass flow meter 0.001 g

Thermometer ±0.5 °C

4.2 CO and NOx Emissions

For the emission measurements, the flue gas sampling is done as per IS: 8749:2002
[1]. Hood showed in Fig. 6 was used to isolate the flue gases from the atmosphere,
and then CO and NOx emission concentrations were recorded in the portable flue
gas analyser (Testo 340). The hood was placed above the burner along with the
vessel, and the portable flue gas analyzer probe was placed in the sampling hole.
The reported emission values are taken on dry basis, with correction to a 3% oxygen
level.

4.3 Uncertainty Calculation

The accuracies of the instruments used during the experiments are given in Table
2. The error associated with the estimation of ηth is calculated using the expression
given below.

δηth =
√(

δηth

δM
�M

)2

+
(

δηth

δm
�m

)2

+
(

δηth

δ(�T )
�(�T )

)2

+
(

δηth

δṁfuel
�ṁfuel

)2

The maximum relative uncertainty
(

δηth
ηth

)
of ηth during the experiment was found

to be around±1%. To check the repeatability, the experiments were performed three
times for each performance parameter and the average values are presented.

5 Results and Discussion

Thermal efficiency (ηth) variations of PRB and CB with biogas flow rate (360–
480 l/h) are shown in Fig. 7. The ηth shows a decreasing trend with increase in fuel
flow rate. Within the biogas flow rate range, the lowest flow rate yields the maximum
efficiency. The maximum efficiency of 60% was obtained for the biogas flow rate of
360 l/h. Similarly, the minimum value of 47.5% was achieved for 480 l/h. Previous
works byMishra et al. [15] also reported similar trends in ηth. Within the biogas flow
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Fig. 7 Effect of biogas flow
rate on thermal efficiency of
PRB and CB

rate, ηth for CB ranged between 48 and 44.5%. The reason behind decreasing ηth
of CB with biogas flow rate is due to increasing flame height with increase in flow
rate, which results in more convective heat loss. From efficiency data, it is clear that
the percentage improvement in ηth of PRB is in the range of ~7–24%. For all the
cases, PRB shows higher ηth than CB because of the combined effect of radiative
and convective heat transfer within the porous matrix and also better combustion.

Since the developed PRB is projected for domestic cooking, the measurement of
CO and NOx emissions is critical due to direct contact of the burner flue gases with
the user. A comparison of CO and NOx values between PRB and CB is shown in
Fig. 8. In PRB, measured CO and NOx were found in the range of 38–52 ppm and
1–3 ppm, respectively, in the whole range of biogas flow rate. Whereas, in the case of
CB, the same were 235–263 ppm and 10.7–13.4 ppm, respectively. Compared to its
conventional counterpart, a maximum of ~84% and ~91% reduction in CO and NOx,
respectively was achieved in the novel PRB. Measured CO emissions of PRB are
lower than that of CB, because of better combustion. In the PRB, the lower surface
temperature of the burner is the reason behind less NOx emission. Similar emission
patterns from biogas combustion in PRB were also presented in previous work by
Devi et al. [20, 21].

6 Economic and Societal Benefits of the PRB

Over the past five years, India has seen huge progress in scaling up of clean cooking
reach to its diverse population. Following the implementation of the Pradhan Mantri
Ujjwala Yojana, the number of LPG connections has been increased considerably.
But, concerns about the cost, as well as the adequacy of LPG supply, are still a
challenge. The government has earmarked Rs. 34,085 crores as subsidy for LPG
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Fig. 8 CO and NOx emissions reported in PRB and CB

in the financial year 2019–2020 (India budget, 2019). Such a substantial economic
burden affects the financial health of the country, and this emphasizes the need for
exploring locally available clean cooking fuel alternatives. During 2018–19, LPG
consumption was 24.9 million metric tons (MMT) out of which approximately 12.1
MMT was imported [22]. Massive LPG import highlights that domestic production
is incapable of fulfilling the demand. Biogas, as a local alternative, can serve to offset
a significant portion of the LPG import requirement. Mittal et al. [23] estimated the
yearly biogas production potential in India as 239 billion m3 (raw biogas), which is
equivalent to 74.09 MMT of LPG per year (1 m3 of biogas is equivalent to 0.31 kg
of LPG; present case LCV of biogas: 17 MJ/kg; LPG: 45.6056 MJ/kg). In 2016,
the annual production of biogas in India was only ~2 million m3 [24] for cooking.
If India’s huge biogas potential is taped, this can considerably reduce India’s LPG
import and generate huge revenue for the country. Earlier, because of less efficient
conventional biogas burners, biogas was not considered as a choice, as the LPG deal
was attractive. With newly developed PRB, which results in maximum efficiency of
~60%, there is a probability that it can compete with the conventional LPG burners
whose average thermal efficiencies are in the range of 60–65% [14]. Biogas use can
lead to the empowerment of women by giving them access to clean fuel similar to
LPG and enabling them to have time-saving for other livelihood activities. Another
benefit of biogas application is nutrient-rich organic manure as a by-product, which
enhances crop yield and maintains soil health and fertility by reducing the use of
chemical fertilizers.
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7 Conclusion

The impact of traditional cooking practices on the environment, climate and human
health has been in the limelight of national and international development organi-
zations for a long time. Access to clean cooking fuels with efficient burner has the
transformative potential to curb the health risks posed by traditional cook stoves. In
India, the government has planned to install a total of ~5.255 million biogas plants
in rural and semi-urban households, which can be a local alternative to LPG as clean
cooking fuel. In this article, a feasibility study on a newly developed commercially
viable self-aspirated PRB, applicable for biogas cooking stove has been presented.
For PRB, the thermal efficiency in the biogas flow rate range of 360–480 l/h was
found as 60–47.5%, whereas the same was only 48–44.5% in the case of conven-
tional burner available in the market. Employing the newly developed novel PRB,
the highest values of CO and NOx emissions were limited to 52 ppm and 3 ppm,
respectively. These values signify that almost clean combustion can be achieved with
the newly developed novel PRB as its counterpart delivered much higher amounts
of CO (263 ppm) and NOx (13.4 ppm) emissions. The overall performance of PRB
shows that it is suitable for domestic cooking applications. The new PRB has the
potential to replace its conventional counterpart, which can lead to the empowerment
of rural and semi-urban households by giving them access to clean fuel like LPG and
enabling them to save time for other livelihood activities.
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Numerical Investigation of a Multi-tube
Conical Shell and Tube-Based Latent
Heat Energy Storage System

Vishnu Kumar, Gurpreet Singh Sodhi, Suraj Arun Tat, and P. Muthukumar

Abstract In the present study, the performance of the high temperature tube-in-
shell latent heat thermal energy storage system (LHTESS) is evaluated using a three-
dimensional numerical model. The cylindrical shell model has been optimized to
conical shell model based on the solidification process. Single andmulti-tube conical
shell models are developed where sodium nitrate is used as the phase changematerial
filled in the shell side. Air used as the heat transfer fluid flows in the tube side.
Solidification contours have been plotted to evaluate the behavior of heat transfer
along the length of the system to analyze the effect of radial distance between tubes.
From the simulation study, the optimized cone angles obtained for single and multi-
tube conical shell model are 4.5° and 2.3°, respectively. The rate of heat transfer for
both the conical single andmulti-tube system is better than the corresponding system
with cylindrical shell due to better PCM distribution. However, for a fixed ratio of
mass of the PCM to the surface area of the tube, the multi-tube conical shell model
leads to ~22% reduction in discharging time than single tube conical shell model.

Keywords Phase change material · Latent heat storage · Solidification

1 Introduction

In the present scenario, energy is the most important prerequisite for the sustain-
able human development. Solar energy-based renewable technologies are a futur-
istic approach to overcome the disparity between the supply and demand. However,
due to the intermittent nature of solar energy, thermal energy storage is a viable
option to match the required demand [1]. Latent heat thermal energy storage systems
(LHTESS) aremore prominent due to advantages such as high energy storage density
and near isothermal nature [2]. However, the low thermal conductivity of phase
change materials (PCMs) (~0.1–1 W/m/K) is the major challenge to be addressed
while developing LHTESS [3]. Therefore, various techniques to enhance the rate of
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heat transfer such as multi-PCM, fins, varying the LHS geometry, and using nano
composite PCMs have been explored in the literature [4, 5].

Shell and tube LHTESS geometry has been of key interest to many researchers.
Mahdi et al. [6] designed a vertical shell and tube-based LHS system for discharging
at medium temperature (~200 °C) and found that the discharging efficiency improves
by increasing the HTF flow rate and decreasing inlet HTF temperature. Khalifa et al.
[7] reported an 84% increase in energy extraction rate and 24% increase in the effec-
tiveness of heat pipes by employing axial fins. Ma et al. [8] found uniform distri-
bution of temperature within the PCM by addition of annular fins, which increases
the charging and discharging power by 6.8 and 9.1%, respectively. Esapour et al.
[9] studied the melting behavior of shell and tube-based LHTESS and observed that
the melting time reduced by 29% when the number of tubes were increased from
one to four due to increased natural convection rate. Joybari et al. [1] conducted an
experimental study to compare single and multi-tube shell and tube-based LHTESS
unit at low temperature range below 100 °C. In a complete charging and discharging
cycle, multi-tube heat exchanger outperformed the single tube heat exchanger by a
reduction of 73% in cycle time and also found that maximum average temperature in
multi-tube was higher than the single tube LHS unit. Kousha et al. [10] studied the
behavior of shell and tube type LHS models and found that increasing the number
of tubes from one to four showed a reduction in melting and solidification time by
43% and 50%, respectively. Seddegh et al. [11] compared cylindrical and conical
shell based vertical LHTESSs and found that the energy storage rate enhanced by
12% using the conical shell design. Sodhi et al. [12] numerically investigated the
performance of a horizontal conical shell and tube LHTESS with optimized shell
cone angle and observed a reduction in charging and discharging time by 17% and
28% than cylindrical shell system.

The literature study reveals that most of the reported multi-tube LHTESSs have
cylindrical shell-based heat exchanger designs. Unlike previous studies, the present
work involves the development of an optimized conical shell multi-tube system
and its comparison with single tube conical shell system. A 3D numerical model
is developed to find the optimized cone angle (α) for single and multi-tube models
having energy storage capacities 1 MJ and 4 MJ, respectively. The two models
are compared for a fixed PCM volume to heat transfer surface area ratio. Further,
the analysis is extended to study the effect of radial distance between tubes on the
discharging performance.

2 Thermal Modeling

2.1 Model Design

Two different LHS modules, single tube and multi-tube models of storage capacity
1MJ and 4 MJ are designed where the PCM shell is changed from cylindrical (0°) to
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Fig. 1 Physical model with dimensions. a Multi-tube module. b single tube module

Table 1 Dimensions and discharging characteristics of the single and multi-tube models

Cone angle Single tube module Multi-tube module

D1 (mm) D2 (mm) Discharging
time (min)

D1 (mm) D2 (mm) Discharging
time (min)

0° 92.52 92.5 1353 154.7 154.7 977

1.1° 97.19 87.6 1167 161.7 147.4 970

2.3° 102.3 82.3 1147.5 169.4 139.3 862.5

3.4° 106.9 77.3 1141.5 176.3 131.8 988.5

4.5° 111.5 72.2 1102.5 183.1 124.2 1098

5.6° 115.8 66.9 1123.5 189.8 116.5 1200

conical shape (5.6°). The HTF tubes have a thickness of 2 mm and inner diameter
24.6 mm. The developed models are shown in Fig. 1, and their dimensions are
described in Table 1. The PCMmaterial selected is sodium nitrate (NaNO3), and the
thermo-physical properties of which are adopted from Sodhi et al. [12].

2.2 Governing Equations

The governing equations (Eqs. 1–7) described below include mass, momentum
and energy balance equation along with Boussinesq approximation to consider the
density-driven buoyancy effects. Effective heat capacity (EHC) method is used to
model the phase change problem, where effective specific heat is given by Eq. (7).
Equation (5) is a source term which is used to characterize the mushy zone.

Continuity Equation: ∇�v = 0 (1)
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Momentum Equation:
∂ �v
∂t

+ (�v · ∇)�v = 1

ρ

(
−∇P + μ∇2�v + �F + �S

)
(2)

Energy Equation: ρCP
DT

Dt
= k∇2T (3)

Boussinesq Approximation: �F = ρ �gβ(T − TM) (4)

Source term: �S = (1 − θ)2(
θ3 + ε

) AMUSH�v (5)

Specific heat of PCM: CP =
⎧⎨
⎩
CP,S for T < TS
CP,EFF for TS ≤ T ≤ TL
CP,L for T > TL

(6)

Effective specific heat: CP,EFF = CP,S + CP,L

2
+ LF

TL − TS
(7)

Melt fraction: θ = T − TS
TL − TS

=
⎧⎨
⎩
0 for T < TS
0 − 1 for TS ≤ T ≤ TL
1 for T > TL

(8)

2.3 Assumption and Boundary Condition

To formulate the flow and heat transfer problem, some assumptions are made; (i)
phase change happens over a small temperature interval, (ii) the effect of radiation
heat transfer is neglected, (iii) heat loss to the ambient is neglected, and (iv) HTF
flow is assumed to Newtonian.

Boundary conditions: adiabatic outer walls and no slip at the HTF tube walls. For
the discharging model, the initial PCM temperature is assumed to be 599 K, and the
HTF inlet temperature and velocity is given a value of 559 K and 6 m/s.

2.4 Numerical Procedure and Validation

COMSOL 4.3a Multiphysics is used to perform the numerical simulation with finite
element approach. For meshing, all the boundaries and domains, free tetrahedral
and triangular elements are used. 3D simulations for the discharging process were
performed using conjugate heat transfer model, and PARDISO solver is used to
solve the system of nonlinear equations. Convergence criterion value is set as 10–3

for temperature and velocities. Grid independency test is performed to ensure the
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Fig. 2 Grid independency test results for single tube and multi-tube models

quality of the solution at an optimum grid size of the developed numerical model.
Figure 2 shows the result of grid independency test performed for both single and
multi-tube models. It can be seen that the models are grid independent over a wide
element range, and hence, single tube andmulti-tubemodel with 99,854 and 144,553
elements are selected. The model has been validated with the experimental data in
our previous study [12]. Further, the model is also verified with the CFD model
developed (see Fig. 3) based on enthalpy-porosity technique used by Kumar and
Krishna [13].

3 Results and Discussion

3.1 Cone Angle Optimization

The heat transfer characteristics across the PCM are governed mainly by distribution
of PCM across the HTF. The HTF temperature varies along the length of HTF tube
from inlet to outlet as it exchanges heat with the PCM. The temperature gradient
between the PCM andHTF is high at inlet side, but toward the outlet, the temperature
gradient is minimal which results in slow heat transfer rate. With the variation of the
cone angle, the distribution of the PCM varies across the length. For the optimized
cone angle, there is enhanced heat transfer near the inlet section caused by a high
temperature difference between the HTF and PCM. However, the heat transfer is
enhanced at the outlet section due to reduced PCM mass in this section. Table 1
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Fig. 3 Validation of the model with the CFD model reported by Kumar et al. [13]

enlists the discharging times for both single and multi-tube models at various cone
angles.

Figure 4 shows the variation of melt fraction with time for models with different
cone angles. From this result, it can be concluded that the shell with cone angle
4.5° gives the best performance for single tube model, whereas cone angle of 2.3° is
optimized value for multi-tube. By converting the cylindrical shell into the conical
and keeping the PCM mass to heat transfer surface area ratio the same, the shell
diameter at the HTF inlet and outlet starts increasing and decreasing, respectively,
with the increase of cone angle. Thus, more mass of PCM gets accumulated near
the inlet section where we have a high temperature gradient which results in better
heat transfer. It is also evident from melt fraction contours (see Fig. 5) that due to
intensification of heat at outlet side, a new solidification front is developed specially
in case of single tube model which travels axially in reverse direction and meets the
solidification front started from inlet at almost the middle section leading to faster
and uniform melting.

3.2 Performance Comparison Between Optimized Single
and Multi-tube Models

Figure 6 shows the variation of average PCM melt fraction with time during
discharging process for the single and multi-tube design for both cylindrical and
optimized conical models. It shows that the discharging time in optimized multi-
tube model is reduced by 21.76% than single tube model. In case of single tube
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Fig. 4 Melt fraction variation for different cone angles for a single tube model bmulti-tube model

model, only one solidification front progresses radially outward and along the system
length; however, in case ofmulti-tubemodel, solidification fronts originate from each
of the tubes as shown in Fig. 5. Thus, the thermal resistance for the movement of
solidification fronts decreases, and the heat transfer rate improves. This leads to
higher discharging rate. Comparing the performance of cylindrical and conical shell
designs, it was found that there was a reduction of 18.51 and 11.7% in discharging
time in single and multi-tube conical shell systems than corresponding cylindrical
shell systems.
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Fig. 5 Melt fraction contours at different times for optimized single and multi-tube models

3.3 Effect of Radial Distance of Tubes in Multi-tube Conical
LHS System

Radial distance of tubes from the shell center also affects the heat transfer inside the
PCM shell. Three different values of offset (41.6, 36.6 and 31.6 mm) from the center
of PCM shell as shown in Fig. 1 are taken, and simulations are performed for the
conical multi-tube model with a cone angle 2.3°. The discharging times for different
offset values are reported in Table 2. Figure 7 shows the variation of average melt
fraction of PCM with time for various offset values. It can be inferred that as we
decrease the radial distance, the discharging time increases. This happens because
by decreasing the offset, the HTF tubes come closer to the center of the PCM shell,
and thus, the heat transfer to the PCM distributed toward the circumferential side
weakens.
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Table 2 Discharging times
for the optimized conical
shell model for different
offset values

Offset (mm) Discharging time (Hours)

41.6 14.375

36.6 14.55

31.6 16.6

Fig. 7 Averagemelt fraction variationwith time for different offset values for the optimized conical
shell model
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4 Conclusion

The current study focuses on studying the discharging behavior of aLHTESSandheat
transfer enhancement bymodifying the geometrical shape of the shell. A comparative
study has been performed between the conical shell single and multi-tube models.
3D numerical simulations are performed, and the following conclusions are drawn:

• As the cone angle increases, the discharging rate increases up to the optimum
value, whereas the discharging rate decreases thereafter. For the optimized conical
models with cone angle 4.5° for single tube model and 2.3° for the multi-tube
model, the discharging times are reduced by 18.51 and 11.7%, than the respective
cylindrical models.

• The discharging rate for the optimized multi-tube model improved by 21.76%
than the optimized single tube conical shell model.

• As the offset between the HTF tubes decreases, the heat transfer rate and hence
the discharging rate decrease.

References

1. Joybari, M.M., Seddegh, S., Wang, X., Haghighat, F.: Experimental investigation of multiple
tube heat transfer enhancement in a vertical cylindrical latent heat thermal energy storage
system. Renew. Energy 140, 234–244 (2019). https://doi.org/10.1016/j.renene.2019.03.037

2. Ahmed, N., Elfeky, K.E., Lu, L., Wang, Q.W.: Thermal and economic evaluation of thermo-
cline combined sensible-latent heat thermal energy storage system for medium temperature
applications. Energy Convers. Manag. 189(March), 14–23 (2019). https://doi.org/10.1016/j.
enconman.2019.03.040

3. Sodhi, G.S., Vigneshwaran, K., Jaiswal, A.K., Muthukumar, P.: Assessment of heat transfer
characteristics of a latent heat thermal energy storage system: multi tube design. Energy
Procedia 158(2018), 4677–4683 (2019). https://doi.org/10.1016/j.egypro.2019.01.737

4. Cárdenas, B., León, N.: High temperature latent heat thermal energy storage: Phase change
materials, design considerations and performance enhancement techniques. Renew. Sustain.
Energy Rev. 27, 724–737 (2013). https://doi.org/10.1016/j.rser.2013.07.028

5. Tao, Y.B., He, Y.L.: A review of phase change material and performance enhancement method
for latent heat storage system. Renew. Sustain. Energy Rev. 93(May), 245–259 (2018). https://
doi.org/10.1016/j.rser.2018.05.028

6. Mahdi, M.S., et al.: Numerical study and experimental validation of the effects of orientation
and configuration onmelting in a latent heat thermal storage unit. J. Energy Storage 23, 456–468
(2019). https://doi.org/10.1016/j.est.2019.04.013

7. Khalifa, A., Tan, L., Date, A., Akbarzadeh, A.: A numerical and experimental study of solidifi-
cation around axially finned heat pipes for high temperature latent heat thermal energy storage
units. Appl. Therm. Eng. 70(1), 609–619 (2014). https://doi.org/10.1016/j.applthermaleng.
2014.05.080

8. Ma, Z., Yang, W.W., Yuan, F., Jin, B., He, Y.L.: Investigation on the thermal performance of a
high-temperature latent heat storage system. Appl. Therm. Eng. 122, 579–592 (2017). https://
doi.org/10.1016/j.applthermaleng.2017.04.085

9. Esapour, M., Hosseini, M.J., Ranjbar, A.A., Pahamli, Y., Bahrampoury, R.: Phase change in
multi-tube heat exchangers. Renew. Energy 85, 1017–1025 (2016). https://doi.org/10.1016/j.
renene.2015.07.063

https://doi.org/10.1016/j.renene.2019.03.037
https://doi.org/10.1016/j.enconman.2019.03.040
https://doi.org/10.1016/j.egypro.2019.01.737
https://doi.org/10.1016/j.rser.2013.07.028
https://doi.org/10.1016/j.rser.2018.05.028
https://doi.org/10.1016/j.est.2019.04.013
https://doi.org/10.1016/j.applthermaleng.2014.05.080
https://doi.org/10.1016/j.applthermaleng.2017.04.085
https://doi.org/10.1016/j.renene.2015.07.063


Numerical Investigation of a Multi-tube Conical Shell and Tube … 143

10. Kousha, N., Rahimi, M., Pakrouh, R., Bahrampoury, R.: Experimental investigation of phase
change in a multitube heat exchanger. J. Energy Storage 23(April), 292–304 (2019). https://
doi.org/10.1016/j.est.2019.03.024

11. Seddegh, S., Tehrani, S.S.M., Wang, X., Cao, F., Taylor, R.A.: Comparison of heat transfer
between cylindrical and conical vertical shell-and-tube latent heat thermal energy storage
systems. Appl. Therm. Eng. 130, 1349–1362 (2018). https://doi.org/10.1016/j.applthermaleng.
2017.11.130

12. Sodhi, G.S., Jaiswal, A.K., Vigneshwaran, K., Muthukumar, P.: Investigation of charging and
discharging characteristics of a horizontal conical shell and tube latent thermal energy storage
device. Energy Convers. Manag. 188(January), 381–397 (2019). https://doi.org/10.1016/j.enc
onman.2019.03.022

13. Kumar, M., Krishna, D.J.: Influence of mushy zone constant on thermohydraulics of a PCM.
Energy Procedia 109(November 2016), 314–321 (2017). https://doi.org/10.1016/j.egypro.
2017.03.074

https://doi.org/10.1016/j.est.2019.03.024
https://doi.org/10.1016/j.applthermaleng.2017.11.130
https://doi.org/10.1016/j.enconman.2019.03.022
https://doi.org/10.1016/j.egypro.2017.03.074


Classification of Different Floral Origin
of Honey Using Hybrid Model of Particle
Swarm Optimization and Artificial
Neural Network
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and Anutosh Chatterjee

Abstract The present study deals with the design of the hybrid structure of the
particle swarm optimization (PSO)-based back propagation multilayer perceptron
–artificial neural network (BPMLP-ANN) and technique used for the classification
of monofloral honey samples. The transient response is collected from the multi-
electrode electronic tongue (ET) system for the rapid floral classification of honey.
Forty samples of five different floral types (eucalyptus, til, leechi, pumpkin, and
mustard) are recorded based on the cyclic voltammetric technique. The obtained
electronic tongue response matrix has been treated with various preprocessing tech-
niques. Principal component analysis (PCA) is done to observe the capability of
cluster formation. Further, the discrete wavelet transform (DWT) method has been
used for feature selection and compression of data set. The resultant compressed
data is used as the input variable for classification using back propagation multilayer
perceptron-based neural network model. The weights are updated using particle
swarm optimization (PSO) during the training of BPMLP-ANN. The result indi-
cates that the proposed hybrid model is effective for classification of different floral
origins of honey samples with increased in the classification rate up to 97%.

Keywords Honey · Electronic tongue · Particle swarm optimization · Back
propagation multilayer perceptron · Artificial neural network
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1 Introduction

Honey from decade has been most popular sweetener consumed across the world.
The taste and flavour of honey are the most influencing attribute for the consumers.
The colour, taste, and flavour are an important factor in deciding the commercial
value. Honey quality depends on the presence of individual chemical components
and particularly nectar source having a distinct effect on taste and aroma of honey
[1]. Nectar source also contributes to sugars, acids, and volatile components [2].
Essentially, all honey originates from nectar, but then again, the exact composition
of the nectar has a definite impact on the taste of the honey. Moreover, monofloral
honey has a distinct therapeutic value. Depending upon nectar source, various honeys
are available. Thus, floral origin plays a imperative role in determining the commer-
cial value of the honey. Till date, the assessment of floral type of honey is done
by melissopalynological method [1] or volatile fraction measurement [3]. Both the
methods show good precision and accuracy in determining the floral origin of honey.
But these methods have issues like the need of expert and are time-consuming. The
rapid growth of apiary industry and advancement of instrumental assessment in food
analysis requires a fast and reliable technique for particularly determining the floral
source. It is in this pursuit that electronic tongue technology is used for determination
of the floral origins of honey samples.

In this study, the electronic tongue system is based on an array of noblemetal elec-
trodes that is developed in Instrumentation and Electronics Department of Jadavpur
University [4], and it has been used in determining the floral origin of honey. The
cyclic voltammetry technique along with multivariate data analysis is applied for
floral assessment of honey. The electrochemical responses, i.e. transient responses
obtained by cyclic voltammetry (CV) from the array of electrodes, are preprocessed
using standard normalization techniques, e.g. baseline subtraction, auto scale, relative
scale and range scale, etc. A comparative study among the preprocessing methods
resulted in improvement of separability criterion. The effect of standard prepro-
cessing methods is observed using principal component analysis (PCA). The DWT
is performed for dimensional reduction of the response matrix for five groups of
honey samples. Finally, the hybrid PSO-ANN classifier has been used for evaluating
the classification capability.

Although BPMLP-based neural network is capable to classify different floral
origin of honey samples, limitation still persists, such as the slow learning rate due to
improper weights value. The PSO technique is used to choose the optimized value of
weights so that ANN can perform better. The PSO, a population-based evolutionary
algorithm, is a popular approach that is used to adjust the weights of an ANN in order
to enhance the accuracy of the classifier model. Past studies report effective use of
the hybrid PSO-ANN model for solving different complex problems [5–7].

The aim of this study is to develop a hybrid algorithm that can predict the floral
origin of honey samples more accurately. The proposed technique is an application
of the hybrid algorithm. The best weight selection is done by PSO algorithm and
is applied to the back propagation neural network model for classification of the
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Fig. 1 Developed electronic tongue set-up

honey samples. The performance of the hybrid PSO-based ANNmodel shows better
performance in terms of classification rate.

2 The Multielectrode Electronic Tongue Setup

In this study, all the measurement procedures are carried out with the experimental
arrangement, i.e. an electronic tongue system proposed in [4]. Figure 1 shows the
developed electronic tongue system. In our study, cyclic voltammetry technique is
used. The electronic tongue employs a sensor array consisting of four different noble
metal discs—gold, iridium, palladium, and platinum. The working electrodes are
made using the wire of 1 mm diameter. They are pressed and fitted into a teflon
sleeve. The two supporting electrodes are Ag/AgCl reference electrode (saturated
KCL, Gamry Instruments Inc., PA) and a stainless steel counter electrode. The four
working electrodes and one counter electrode are arranged in a circular fashion
around the central reference electrode. The applied potential, adjustment of scan
rate, data acquisition, data logging and electrode switching operation are performed
through a graphical user interface using LABVIEW 8.5 fromNational Instruments®.

3 Material and Method

The electronic tongue responses are observed via current response against the poten-
tial applied through electrodes placed in the bob as shown in the experimental set-up
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shown in Fig. 1. The response collected for different monofloral honey samples is
the electrochemical activity of each type of electrode and each floral type of honey
against the potential applied.

3.1 Data Preprocessing

In this study, prior to pattern classification, the data obtained from different floral
origins of honey samples is normalized using appropriate preprocessing method to
compensate for sample-to-sample variation due to sensor drift, analyte concentration
or differences in sensor scaling. So that better classification and clustering is obtained.
The transient responses acquired from the electronic tongue system are normalized
by auto-scaling technique prior to PCA [8].

3.2 Data Compression

The floral origin classification of honey is quite a challenging task due to the large
size of transient response data set collected for each electrode type for each scan.
Each sample is analysed by all the electrodes in the array of the electronic tongue,
i.e. collecting one voltammogram of 1500 data points per sensor. The data matrix
comprises 6000 data points (1500 × 4) collected from each sample. Thus, the
database consists of 40 honey samples of five different floral types with 6000 data
points. The classification of different floral types of honey using neural networks is
not feasible on this large data set, as the number of input nodes will be very high.
Hence, data compression without significant loss of information is necessary. The
response matrix has been compressed with discrete wavelet transform (DWT) [9].
The mother wavelet, considered in this study, is “HAAR”. The best classification
results are obtained for fifth level of compression.

3.3 Data Clustering

The principal component analysis (PCA) technique has been applied to identify
principal clusters in the electronic tongue responses. PCA emphasizes variation and
pattern within a data set. It shows a visual impression of each floral origin of honey
samples for the sensor array in the electronic tongue system. PCA gives qualitative
analysis of the obtained compressed data set. The compressed data set after treated
with DWT of different floral origins honey samples has been considered for the PCA.
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3.4 Data Classification

Artificial neural networks (ANNs) are very powerful techniques when suitably
trained to realize complicated relations over large number of input and output data.
The BPMLP-ANN is a supervised method and is a generalization of gradient descent
learning rule. It has the ability to approximate arbitrary functions [10]. A neural
network topology comprises three computational layers (input layer, hidden layers,
and the output layer). The neural network classifier is a supervised learning method
due to predefined input and output attributes. The neural network can be trained to
make them identify the underlying data distribution. After training process is satis-
factorily completed, a trained network may classify an unknown data sample into
one of the known groups. For accurate classifications, the weights of the perceptron
model are adapted iteratively. The synaptic weights are adjusted in such an order to
make the actual response of the network closer to desired response. The nonlinearity
introduced by the activation function along with the availability of large number of
adjustable weights affecting the linear response of a neuron enables a neural network
to approximate very complicated and nonlinear functions.

3.5 Particle Swarm Optimization (PSO)

Particle swarm optimization (PSO) method is one of the useful algorithms to opti-
mize complex problems [11]. This method is derivative-free and generally suited for
continuous variable problems. PSO is inspired by the paradigm of birds flocking.
It consists of a swarm of particles, where each particle flies through the multi-
dimensional search spacewith a velocity,which is constantly updated by the particle’s
previous best performance and by the previous best performance of the particle’s
neighbours [12]. The algorithm depends on proper parameter settings, or else there
will be a chance that the convergence process may trap in local optima.

3.6 Selection of Best Weights Using PSO

In this work, the fitness function is mean square error (MSE). The MSE is calculated
using Eq. (1).

MSE = 1

2

i=1∑

i=n

e2 (1)

where n is number of samples and e represents the error between observed and
predicted class. The accuracy of the neural network model is improved by choosing
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the optimal weights using particle swarm optimization (PSO). The BPMLP-ANN
parameters are tuned until very lowMSE is achieved. The optimized selected weight
values are considered as input to the back propagation artificial neural network
(BPMLP-ANN). The PSO parameters are given in Appendix.

4 Design of Hybrid Model

In the experiment, we proposed PSO-based BPMLP-ANN topology for the multi-
electrode e-tongue data set. The neural network classifiers are best suited for
nonlinear systems i.e. multielectrode sensor systems [13] and are efficient for clas-
sification of food products [14]. The voltammetric electronic tongue data matrix is
very large; thus, the input nodes become very large, and computation may require
more time. The process is time-consuming and may lead to over fitting. In this paper,
the data is compressed with wavelet transformation and then subjected to PCA. The
optimal numbers of PCs have been selected as the input layer, and output layer
depends upon number of classifying group, whereas the hidden node is optimized
by trial and error method. The weights of the ANNmodel are optimized and updated
by PSO for better classification. The initial weights which are used in BPMLP-ANN
are the starting weights of hybrid PSO as shown in Fig. 2. In the training set, the
number of input nodes of the PSO-based BPMLP-ANN model is 8 because first 8
PCs scores are considered as input variables. The number of nodes in the hidden
layer considered is 5, and 1100 iterations have been carried out for training based on
trial and error method. The mean square error (MSE) is gradually reduced to a small
stable value after 1100 iterations. In the test set, a similar variation is observed after
1100 iterations as the MSE becomes unstable (over fitting). The “logsig” function
and “linear” function are considered as activation function in the hidden layer and
output layer, respectively. The numbers of output nodes is 5 as five different floral
origins of honeys are selected. The learning rates are 0.1 in the hidden layer and
output layer. The momentum factor is considered as 0.8.

5 Result and Analysis

5.1 Data Clustering with PCA

In this study, the electronic tongue data from five different floral types of honey
sampleswas treatedwith principle component analysis (PCA) after compressionwith
discrete wavelet transform. DWTwas performed up to 5th level of decomposition of
five floral origins of honey samples, i.e. the new data set is of 40 × 188 data matrix.
PCA is performed to identify the underlying clusters in the electronic tongue data
set. The score plot is obtained by using first two principal components (PC1 and
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Fig. 2 Back propagation multilayered artificial neural network structure with PSO

PC2). Figure 3 shows the outcome of the principal component analysis. The cluster
trend shows that PC1 and PC2 give a total variance of 95.92% for all the 40 samples
used in this study. Each floral type is distinctly separated resulting into satisfactory
cluster trend.

5.2 Performance of Neural Network Classifier Using PSO

In the experiment, BPMLP-ANN algorithm is used to estimate the classification
ability of themultielectrode electronic tongue for identification of the honey samples.
The data set comprises 40 samples (eight samples of each floral type), of which 25
samples (five samples from each floral origin) are considered in the training set (60%
of data), while the remaining 15 samples (40% of data) are kept for the testing set.
Table 1 shows the classification result using hybrid model. A higher accuracy rate
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Fig. 3 PCA plot of the different floral type of honey samples analysed by the electronic tongue

Table 1 Classification result obtained using hybrid PSO-BPMLP-ANN model

Testing parameters Nodes in hidden
layer

10 7 5 5 5 Average (%)

Iteration 800 1000 1100 1100 1100

Error rate 0.01 0.01 0.01 0.01 0.1

Population 50 50 80 100 100

Classification
result

Result 1 (%) 92 98 100 100 100 98

Result 2 (%) 96 98 100 100 100 98

Result 3 (%) 94 92 100 100 100 98

Result 4 (%) 92 94 100 100 92 96

Result 5 (%) 100 100 92 92 94 96

Average classification rate (%) 97

is achieved using PSO by optimizing feature selection. The average honey floral
origin classification rate of PSO-based BP-ANN model is 97%, i.e. all samples are
identified correctly.



Classification of Different Floral Origin of Honey … 153

6 Conclusion

In this study, the complications of traditional methodology for floral origin classifi-
cation of honey are solved using newly developed hybridized PSO-BPMLP-based
ANN classification algorithm. PSO algorithm is used in updating the weights of
the BPMLP-ANN network with less number of iterations. The performance of the
algorithm is based on accuracy of the classifier. The proposed method significantly
improves the classification rate of monofloral honey samples. The result indicates
that multielectrode electronic tongue system along with PSO-ANN hybrid model
can be efficiently used for routine analysis of different floral type of honey samples.

Appendix: PSO Parameters

Population size—50, 80,100;Maximum Iterations—800, 1000, 1100; InertiaWeight
(w) = 1;

Constriction factors = 1.5.
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Magnetoelastic Transition in Energy
Efficient Magnetic Refrigerant
Ni50Mn32Sn18 Heusler Alloy

A. A. Prasanna

Abstract NiMnSn Heusler alloys find applications in magnetic cooling devices,
magnetomechanical actuators/transducers, magnetic sensors, or spintronics. Adia-
batic temperature change (�T ad) in nanocrystallites of Heusler Ni50Mn32Sn18 alloy
undergoing a first-order magnetoelastic martensite (M) → austenite (A) transition
has been studied in terms of the heat capacity (CP) in warming the sample from 2 to
300 K at five different magnetic fields (B) up to 14 T. The M → A transition temper-
ature shifts from 152 to 129 K on increasing the B-value, showing a large inverse
magnetocalory in the transition, with a maximum �T ad ~ 28 K, or an isothermal
magnetic entropy change ~14 J/kg-K at B = 10 T. The M ↔ A transition in the
caloric signal measured over 90–215 K results in a peak at 136 K during cooling and
at 152 K during warming.

Keywords Magnetocaloric effect · Martensite transition · Heusler alloy

1 Introduction

The ferromagnetic Heusler alloys Ni50Mn25−xSnx (10 ≤ x ≤ 18) undergoing a first-
order magnetostructural transition (FOMT) have drawn considerable attention of
researchers due to their functional properties, viz., magnetic shape memory, large
magnetocalory (MC), and giant magnetoresistance [1–10]. Well-known applica-
tions include magnetic cooling devices, magnetomechanical actuators/transducers,
magnetic sensors, or spintronics. The functional properties arise when a structural
transition from a high temperature austenite (A) phase of a cubic crystal structure
to a tetragonal/orthorhombic martensite (M) phase coincides with a magnetic transi-
tion, i.e. the FOMT. The FOMT is mediated through magnetoelasticity arising from
a shear-like atomic displacement evolving a large strain energy which is minimized
when the M-phase splits up into a number of crystallographic domains separated
by twin boundaries [11]. The magnetoelastic coupling that arises on applying a
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magnetic field (B) induces a twin boundary motion in shifting the M ← A (or M →
A) transition temperature TM (or TA). A few studies are available on composition
and pressure dependence of the TM and TA in Ni50Mn25−xSnx (11 ≤ x ≤ 16) alloys
[12–14], but the effect of B-value is rarely studied. In this study, we explored the
role of field-dependent TA on an adiabatic temperature change (�T ad), which is a
measure of MC in terms of the heat capacity (CP), in nanocrystallites (NCs) of a
specific alloy Ni50Mn25−xSnx (x = 18).

2 Experimental

The NCs of Ni50Mn32Sn18 alloy were grown in a cylindrical disc (15 mm diameter
and 8mmwidth) cast from an arcmeltedmixture of themetals in the stoichiometry in
a coppermould under argon atmosphere. The final chemical composition in this alloy
was confirmed by using inductively coupled plasma optical emission spectroscopy
and energy dispersive X-ray analysis performed on a scanning electron microscope.
TheM↔Aphase transitionwas studied in termsof the heat outputswhile heating and
cooling a specimen at 10 K/min in a differential scanning calorimeter (DSC Q100,
TA Instruments). The CP was measured using a commercial physical properties
measurements system (quantum design).

3 Results and Discussion

Figure 1a shows the M ↔ A transition with a well-defined peak in the caloric signal
measured during heating followed by cooling the Ni50Mn32Sn18 alloy of NCs, ~7 nm
average size determined from the broadening of X-ray diffraction (XRD) peaks. An
austenite cubic L21 crystal structure identified in terms of the XRD pattern at room-
temperature describes the lattice parameter 0.6009 nm with density 8.1 g/cm3. As
marked over the thermogram, the M and A start and finish temperaturesMs,Mf, As,
and Af are 124, 148, 143, and 162 K, respectively. A thermal hysteresis TA − TM∼= 152 − 136 = 16 K signifies the features of the FOMT. A volume change, which
can incur in the M ← A transition on an increased elastic energy, causes a large
enthalpy change �HM←A = 1.64 J/g or an entropy change �SM←A = �HM←A/TM∼= 11.3 mJ/g K. Since a paramagnetic M-state with a low thermal conductivity (κ)
displays a slower enthalpy exchanger than a ferromagnetic A-state with a higher
κ-value [2], a lowered �HM→A = 0.54 J/g or �SM→A = �HM→A/TA

∼= 3.6 mJ/g-K,
occurred in the reverse M → A transition on heating the NCs from a set point at
90 K.

To explore the effect of B-value on the TA-value and concomitant change in�T ad,
we studied the field-dependent CP-value by warming the Ni50Mn32Sn18 NCs over
2–300 K temperature at five different B-values up to 14 T as shown in Fig. 1b. On
increasing the B-value, a linear decrease in the TA-value (inset) from 152 to 129 K
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Fig. 1 aHeat outputs showingM↔A transition during heating followed by coolingNi50Mn32Sn18
NCs, with b the CP-T plots showing a field dependence of TA., which falls down linearly as the
field increases in a plot in the inset



158 A. A. Prasanna

or �TA/�B = −1.64 K/T, incurs in stabilizing the A-phase during the M → A
transition, which is possible only if the NCs have high magnetization (σ ) in the
A-phase relative to the M-phase. From the Clausius–Clapeyron equation, we obtain
�TA/�B = −�σ /�SM→A, where �σ is the difference between σ-values in the M-
and A-phases. So, the value �TA/�B is large if �σ-value is large and/or �SM→A is
small in the transition. A value�σ ~ 5.9 Am2/kg computed using the values�SM→A

= 3.6 mJ/g-K and �TA/�B = 1.64 K/T in the above relation is well supported by
the value �σ ~ 2.3 Am2/kg found in an σ-T plot at B = 5 mT. The large value of
�TA/�B signifies not only a large �σ -value, but also a concomitantly large volume
change in a magnetoelastic coupling in the FOMT, useful for devising a large MC
for possible applications.

To quantify the effect of field dependence of the TA-value on the MC in the NCs,
we computed magnetic entropy change �Sm and the �T ad-value from the equations
proposed by Pecharsky et al. [15], and the results are plotted in Fig. 2a, b. A positive
�Sm or negative �T ad indicates an inverse MC; a change in the signs above ~145 K
signifies a conventionalMC in the A-phase. The peak values of�Sm and�T ad found
to increase with the B-value up to 10 T, reaching 14 J/kg-K and 28 K, respectively,
followed by the saturation signifying that no substantial �σ -value is possible above
10 T. A similar alloy Ni49.5Mn25.4Ga25.1 having a smaller �σ ~ 2 Am2/kg with
almost no volume change in the M ↔ A transition exhibits reasonably lower values
�TA/�B ~ 0.3 K/T and �Sm ~ 10 J/kg-K at B = 1 T [16].

4 Conclusions

The NCs of Heusler Ni50Mn32Sn18 alloy exhibit a strong field dependence of TA-
value as a result ofmagnetoelastic coupling in theM→A transition. TheNCs exhibit
a large magnitude �TA/�B = 1.64 K/T in terms of the shift in the peak position,
or TA, in the CP-T plots towards lower temperatures on increasing the B-value up
to 14 T. This suggests a field-controlled M ↔ A transition, which is crucial for
applications, particularly shape memory devices, magnetic sensors, and magnetic
cooling systems.
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Fig. 2 Temperature
variations of a �Sm and
b �T ad showing an inverse
MC below TA with
maximum values at �B =
10 T after saturation.
Conventional MC is seen
above TA
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Investigating the Characteristics
and Choice of Electric Scooter Users:
A Case Study of Tiruchirappalli City

Sandeep Singh, B. Priyadharshni, Challa Prathyusha,
and S. Moses Santhakumar

Abstract India has entered an era in which its demand for energy is at an all-time
high. Due to the presence of internal combustion engines which burn petroleum
for operation, greenhouse gases are emitted from convection vehicles. In recent
decades, the deployment of Electric Vehicle (EV) has evoked curiosity in Indian
riders. The scarcity of charging stations to counter power supply demand, battery
technology limitations, and high EV purchase costs are some of the obstacles facing
the deployment of electric vehicles. In this context, in Tiruchirappalli, India, the
study examines and analyses the different factors influencing the adoption of Electric
Scooter (E-Scooter) to increase theuseof electric vehicles.Quantitative data is used in
order to achieve the research goals. The data analysis method includes factor analysis
and principal component analysis to explore the enactment of electric scooter. The
high cost associated with the E-Scooter was found to be primarily responsible for
preventing the adoption of E-Scooters in Tiruchirappalli region, India. The study
suggests that the promotion of incentive benefits of E-Scooters can increase the
demand for E-Scooter purchase. Eventually, this will promote adoption of green
technology and drive for eco-friendly practices.

Keywords Electric vehicles (EV) · Electric scooter (E-Scooter) · Users’
perception · Factor analysis · Principle component analysis

1 Introduction

The adoptionofElectricVehicles (EV) ismotivatedby the global strategy tominimize
carbon emissions set out in the framework of the Sustainable Development Goals
(SDG). The electrification of the transport sector in order to decarbonize the energy
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system has encouraged India’s mobility to become more competitive. Because of
the increase in the number of vehicles, pollution and demand for fossil fuel need
to be reduced, the deployment of EV seems to be a sustainable option. E-Mobility,
however, raises significant problems, such as customer acceptability, which can be
tackled in terms of the higher cost of EV finance, the higher cost of EVmaintenance,
and the lack of charging infrastructure facilities. Various technological and economic
concerns are involved in the transport and energy policy systems. In a medium-tier
city like Tiruchirappalli in India, the current research paper deals with examining
these contributing factors in adopting the E-Scooter.

2 Literature Review and Background

In the different studies, the major obstacles in the adoption of electric vehicles were:
high initial investment costs, ownership and maintenance costs, lack of charging
infrastructure, and travel delay. Ozaki and Sevastyanova [1] suggested that consumer
acceptance of electric vehicles is critical in achieving sustainable transport. Ajzen
[2] explained consumer behavior through the Theory of Planning Behavior (TPB)
in the adoption of electric vehicles. Diamond [3] found that there are some common
obstacles to the adoption of new technology due to lack of awareness by potential
adopters, high initial costs, and low risk tolerance. Curtin et al. [4] mentioned that
customer responses to rising plug-in EVprice premiums are generally higher, that can
be justified based on purely economic rationales in terms of purchase probabilities.
The cost does not only assess market acceptance, as environmental and other non-
economic factors often impact the probability of potential purchases.

Roche et al. [5] explained the financial advantages of EV’s over the gasoline
vehicle through the principle of maximum utility where the cost of EV rises as the
battery size and the vehicle range increases. Jensen et al. [6] reported the negative
behavior of the driver towards EV adoption through the preference of the customer.
Oliver and Rosen [7] suggested that the consumer’s acceptance of Hybrid EV is very
limited as there is a tradeoff between the size, performance, and price of the vehicle.
Singh and Prathyusha [8] build system dynamic models to forecast fuel consumption
and fuel emissions under different scenarios for an urban area in India. The authors
estimated the reduction in the fuel consumption and fuel emissions by splitting the
private and public vehicle share as 90% and 10% in one scenario and 80% and 20%
in another scenario.

Gallagher and Muehlegger [9], explored the non-financial factors for the adop-
tion of Hybrid EV by customers, ideally related to the environment and electricity.
Liao et al. [10] analyzed the attributes of the customer preference product: charging
time, driver range, density of charging stations, and operating costs that influence
the purchase of the EV. Prathyusha et al. [11] proposed strategies for efficient
and economic transport system strategies on the sustainability grounds. Ozaki and
Sevastyanova [1] discovered that market reluctance is due to a lack of awareness of
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EV advantages such as savings and lifetime operating costs aimed at stimulating the
purchasing of EV by policymakers and manufacturers.

Heffner et al. [12] studied the purchasing of hybrid cars in which the criteria of
vehicle symbolization such as beliefs, values, and social status were specified. Inte-
grated psychological theories and various factors related to sustainable technology
are integrated by Huijts et al. [13] in which choice studies are incorporated. The
environmental concern is the primary criteria for EV adoption. Singh et al. [14]
proposed models to carefully decrease the usage of fuel thereby reducing the emis-
sion levels. The study suggests augmentation of public vehicles and restriction of
personalised vehicles. In this analysis, the review of studies shows that most studies
have tremendous promise in addressing the implementation of EVs because they have
the advantage of addressing the shortcomings of possible socio-technical obstacles
to the adoption of EVs by consumers. This analysis of literature summarises that
more attention should be given to the physical barriers of the EV users.

3 Study Methodology

Electric vehicles provide riders in urban areas with alternate transportation solutions.
EVs in India, however, face barriers to user perception with regard to charging time,
long driving range, cost of battery replacement, and low speed. In this context, the
research paper aims to understand the key factors influencing the use of electric vehi-
cles in the city of Tiruchirappalli, India, where the data acquisition process initially
involves the collection of information using questionnaires. The questionnaire was
developed primarily for the purpose of collecting adequate information on the factors
influencing the use of the E-Scooter and the key features affecting the decision to
buy the E-Scooter. A questionnaire interviewwas conducted with several automobile
manufacturers and professional affiliated with the EV to better understand the oper-
ation of the E-Scooter, which helps to evaluate the factors influencing its widespread
adoption in the city of Tiruchirappalli. Data are collected, such as vehicle informa-
tion, rider preferences, variables influencing the adoption of E-Scooter, and so on,
which are used for the development of databases. To analyze the initial response
of the EV users, descriptive statistical analysis was performed. Factor Analysis and
Principal Component Analysis (PCA)were included in the final data analysis process
to analyze the factors influencing the adoption of E-Scooters.

4 Data Collection

Based on a literature review socio-economic and vehicle details denotes the attitude
of passengers and the different factors influencing the adoption of electric vehicles.
The data collected includes the socio-economic information of the rider: age, gender,
educational qualification, and monthly income and vehicle details: electrical unit
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consumption/month, EV charging period, journey distance/day, driving hours/day,
fuel and E-Scooter cost/month. The various factors affecting the use of E-Scooter
are 1. Hovering E-Scooter cost, 2. Hovering replacement parts cost, 3. Hovering
operating cost, 4. Inadequate qualified technicians, 5. Inadequate replacement parts,
6. Dearth of operational knowledge, 7. Dearth of charging infrastructure, 8. Dearth
of Government support, 9. Hovering charging time, 10. Short driving range, and 11.
Safety.

4.1 Socio-economic Characteristics Electric Scooter Users

In terms of socio-economic status, there is a wide variation and disparity in the
characteristics of users of electric scooters (E-Scooters). Cross-tabulation or contin-
gency tabulation is a method used to quantitatively analyze the relationship between
multiple variables by changing the grouping of one variable into another.

4.2 Gender Distribution of Electric Scooter Users

The sampled data consists of a slightly highermale (68%) representation compared to
females (32%). The relationship between gender andE-Scooter purchase ismeasured
by cross-tab analysis shown in Table 1. It was found that female respondents were
more likely (79%) to buy an E-Scooter than male respondents, as 79% of female
respondents choose yes, while 60.8% of male respondents choose yes, therefore as
opposed to males, women tend to buy E-Scooter.

Table 1 Response to purchase of E-Scooter versus respondent’s gender—Cross-tabulation

Response Respondent’s sex Total

Male Female

Purchase of an
E-Scooter

Yes Count 31 19 50

% within
respondent’s sex

60.8 79.2 66.7

No Count 19 5 24

% within
respondent’s sex

37.3 20.8 32.0

No response Count 1 0 1

% within
respondent’s sex

2.0 0 1.3

Total Count 51 24 75

% within
respondent’s sex

100 100 100
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Table 2 Chi-Square tests statistical results for gender and purchase of E-Scooter

Test Value df Asymptotic significance (2-sided)

Pearson chi-square 5.346 2 0.069

From Table 2, the results of the 2 × 2 chi-square test indicate that there is no
important association between gender and E-Scooter purchase, X2 (2, N = 75) =
5.346, p = 0.069. Therefore, gender does not influence an E-purchase Scooter’s
decision.

4.3 Age Distribution of E-Scooter Users

E-Scooter riders are aged between 17–24, 25–30, 31–40 and 41–50.With themajority
of respondents (64%) between the ages of 17 and 24, the overall sample is relatively
young. To evaluate the pattern of association between age and the purchase of an
E-Scooter, a crosstab analysis was carried out, which is shown in Table 3.

Table 3, indicates that respondents between the ages of 31 and 40 years (76.92%)
were more likely to buy an E-Scooter, followed by respondents between the ages of
17–24 years, followed by respondents between the ages of 25–30 years (62.5%) and
finally respondents between the ages of 50 years (50%).

A 3 × 6 chi-square test was used from Table 4 to determine whether there was a
statistically significant relevant association between age and an E-Scooter purchase.
X2(10, N = 75) = 8.067, p = 0.622, the relationship between these variables was
relatively insignificant.

Table 3 Purchase of E-Scooter and respondent’s age—cross-tabulation

Response Respondent’s age (years) Total

17–24 25–30 31–40 41–50

Purchase of an
E-Scooter

Yes Count 32 5 10 3 50

% within age of
respondents

66.67 62.5 76.92 50.0 66.67

No Count 16 3 2 3 24

% within age of
respondents

33.33 37.5 15.38 50.0 32.0

No response Count 0 0 1 0 1

% within age of
respondents

0 0 7.69 0 1.3

Total Count 48 8 13 6 75

% within age of
Respondents

100 100 100 100 100
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Table 4 Chi-Square tests statistical results for age and purchase of E-Scooter

Test Value df Asymptotic significance (2-sided)

Pearson chi-square 8.067 10 0.622

4.4 Level of Educational Qualification of E-Scooter Users

The education status of the individuals pursuing the undergraduate (UG) degree
is 42.7%, followed by 40% of postgraduate (PG) degree students. To evaluate the
pattern of association between education and the purchase of an E-Scooter, crosstab
analysis was conducted, which is shown in Table 5.

The findings from Table 5 show that Ph.D. respondents (100%) were more likely
to buy an electric vehicle, followed by respondents at the undergraduate level (68%),
followed by postgraduates (66.7%), this was followed by respondents from high
school (58.33%). It can also be said that if the level of education is higher, a person
is more likely to buy an E-Scooter.

A 3× 5 chi-square test was used from Table 6 to determine whether a statistically
relevant association existed between the level of education and the purchase of an
E-Scooter. It was found from the results that there was no important correlation
between the level of education and the purchase of an E-Scooter, X2 (8, N = 75) =
5.057, p = 0.751. Therefore, education do not affect the purchase of an E-Scooter.

Table 5 Purchase of E-Scooter and respondent’s education level—cross-tabulation

Response Education level Total

Elementary High School UG PG Ph. D

Purchase of
an
E-Scooter

Yes Count 0 7 22 20 1 50

% within
education

0 58.33 68.8 66.7 100 66.7

No Count 0 5 9 10 0 24

% within
education

0 41.66 28.1 33.3 0 32.0

No response Count 0 0 1 0 0 1

% within
education

0 0 3.1 0 0 1.3

Total Count 0 12 32 30 1 75

% within
education

100 100 100 100 100 100

Table 6 Chi-square test statistical results for education level and purchase of E-Scooter

Test Value df Asymptotic significance (2-sided)

Pearson chi-square 5.057 8 0.751
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Table 7 Purchase of an E-Scooter and Respondent’s monthly income—cross-tabulation

Response Income (Rs. in thousands) Total

10–30 30–50 50–70 >70

Purchase of an
E-Scooter

Yes Count 26 12 9 3 50

% within income 61.9 63.15 81.81 100 66.7

No Count 16 6 2 0 24

% within income 38.09 31.57 18.18 0 32.0

No response Count 0 1 0 0 1

% within income 0 5.26 0 0 1.3

Total Count 42 19 11 3 75

% within income 100 100 100 100 100

Table 8 Chi-square tests statistical results for monthly income and purchase of E-Scooter

Test Value df Asymptotic significance (2-sided)

Pearson chi-square 5.511 6 0.48

4.5 Range of Monthly Income of E-Scooters Users

The monthly income of Rs.10,000–Rs.30,000 accounts for 56% followed by
Rs.30000–Rs.50,000 accounts for 25.3%. To evaluate the relationship between
monthly income and the purchase of anE-Scooter,which is shown inTable 7, crosstab
analysis was performed.

It was discovered from Table 7 that respondents with a monthly income of more
than Rs.70,000 (100%) were more likely to buy an electric vehicle, followed by
respondents with a monthly income of Rs. 50,000–70,000 (81.81%), followed by
respondents with a monthly income of Rs. 30,000–50,000 (63.15%) and finally
followed by respondents with a monthly income of Rs. 10,000–30,000 (61.9%).

A 3 × 4 chi-square test was used from Table 8 to determine whether there is any
statistically relevant association between monthly sales and E-Scooter purchases.
There is no important association between monthly sales and the purchase of an
E-Scooter, X (6, N = 75) = 5.511, p = 0.480, as shown by the frequencies cross-
tabulated in Table 7. There is therefore no significant correlation between monthly
earnings and the purchase of an E-Scooter.

4.6 Descriptive Statistical Analysis of Vehicular
Characteristics

Descriptive statistical analysis, which can be a quantitative representation of the
sampled dataset, is a brief descriptive coefficient summarizing a given data set. The
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Table 9 Descriptive statistical analysis of the selected variables

Sample size
N=75

Consumed
electric
units/month

Charging
time (h)

Trip
distance/day
(km)

Driving
hours/day

E-Scooter
expense/month
(Rs.)

Minimum 60 3 45 2 100

Maximum 89 5 70 6 500

Mean 73.21 3.75 92.67 4.4 279.0

measures of central tendency and measures of variability are the descriptive statistics
parameters. The mean, median, and mode are measures of central tendency, while
the standard deviation, variance, minimum andmaximum variables, and kurtosis and
skewness are measures of variability. The aspect of data analysis includes evaluating
each variable to determine the impact of different variables on the adoption of E-
Scooters. The analyses of different factors are as follows.

Descriptive statistical analysis requires evaluating the different parameters
acquired through the method of data collection and discovering their effect on EVs.
The average units consumed in a month are 73 from Table 9, which takes approx-
imately 4 h to completely charge the E-Scooter and travels 93 km in 4 h per day.
While the initial cost of purchasing an EV is high, it is totally balanced by the cost
of operating and maintenance.

4.7 Measurement Model

In the data reduction statistical methodology, factor analysis was used to classify
underlying factors expressed in the variables observed. The core goal of factor anal-
ysis is to simplify many interrelated steps in an orderly manner. Using far fewer
dimensions than the original variables, factor analysis defines the data. A Principal
Component Analysis (PCA) was carried out on the products obtained as the key
factors influencing the adoption of electric vehicles in Tiruchirappalli region. The
suitability of data for factor analysis was evaluated before conducting PCA.

The Kaiser-Meyer-Olkin value in Table 10 was 0.943, above the suggested value
of 0.5. Bartlett’s sphericity test achieved statistically significance (p = 0.000),
supporting the data to be appropriate for factor analysis.

Table 10
Kaiser-Meyer-Olkin and
Bartlett’s test

Kaiser-Meyer-Olkin measure of sampling adequacy 0.943

Bartlett’s test of sphericity Approximate chi-square 2010

df 55

Sig. 0.000
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Table 11 Total variance explained for the 11 factors affecting E-Scooter adoption

Component Initial eigenvalues Extraction sums of squared loadings

Total % of variance Cumulative
%

Total % of variance Cumulative (%)

1 10.31 93.8 93.8 10.3 93.8 93.8

2 0.27 2.4 96.2 – – –

3 0.10 0.96 97.2 – – –

4 0.09 0.83 98.0 – – –

5 0.06 0.59 98.6 – – –

6 0.03 0.34 98.9 – – –

7 0.03 0.33 99.3 – – –

8 0.02 0.20 99.5 – – –

9 0.02 0.18 99.7 – – –

10 0.01 0.15 99.8 – – –

11 0.01 0.12 100.0 – – –

4.8 Principal Component Analysis

For the Principal Components Analysis, a broad sample size is required to know the
connection between the variables that influence the adoption of the electric vehicle.

The Principal Component Analysis reveals from Table 11 that the presence of
one component, explaining 93.8% of the variance in contrast, shows that the other
components from 2 to 11 display a very small percentage of the variance. Therefore
only one aspect is taken for further analysis.

4.8.1 Component Matrix with the E-Scooter

Table 12. reveals the number of strong loadings which influence the E-Scooter
purchase. From the PCA, it was observed that all factors had very high loadings
with the component. From Fig. 1, the Scree Plot revealed a clear break, which shows
only one component for further investigation greater than 1. The detailed inspection
of the one component disclosed that all the factors that affect E-Scooter adoption
could be divided into the following subgroup.
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Table 12 Component matrix for the factors affecting E-Scooter adoption

S. No. Factors affecting E-Scooter adoption Component 1 (93.8% of variance)

Loadings

1 Hovering E-Scooter cost 0.97

2 Hovering replacement parts cost 0.97

3 Hovering operating cost 0.96

4 Inadequate qualified technicians 0.95

5 Inadequate replacement parts 0.97

6 Dearth of operational Knowledge 0.97

7 Dearth of charging infrastructure 0.97

8 Dearth of government support 0.97

9 Hovering charging time 0.95

10 Short driving range 0.97

11 Safety 0.96

Fig. 1 Screen plot for the factors affecting E-Scooter adoption

5 Results

The buying of an E- Scooter is affected by socio-economic and vehicular variables.
Based on numerous available variables, the present study examined the key features
that affect the decision to purchase E-Scooter. In order to understand the character-
istics of E-Scooter adoption, cross tabulation analyses have been carried out. The
association between the variables is calculated by the Factor Analysis and the Prin-
cipal Component Analysis is used to analyze the key factors influencing the adoption
of E-Scooter.
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6 Conclusions

The collected data subjects to various analyses in understanding the consumer
behavior towards E-Scooter which helps the manufacturers in the design and devel-
opment of electric vehicles to meet consumer demand. The launch of a low-cost
E-Scooter, minimization of operating cost, trained technicians, providing charging
infrastructure through charging schemes by theGovernment, producing short driving
range considering safety and replacement parts popularizes the E-Scooter vehicles.
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Agent-Based Path Prediction Strategy
(ABPP) for Navigation Over Dynamic
Environment

Samir N. Ajani and Salim Y. Amdani

Abstract Probabilistic path planning is major problem in the field of navigation and
can be solved by using various navigational methods or technique. Many researchers
have designed, developed and implemented the same to solve thementioned problem.
These implemented methods is categorized into classical approaches such as road
map technique (RM),Cluster decomposition (CD) and artificial potential field (APF),
and inspired approach such as Fuzzy logic (FL), particle swarm optimization (PSO),
genetic algorithm (GA), Artificial neural network (ANN), etc. are invented. The
selection of path planning algorithm is mostly depends upon the type of environment
for which the path has to be generated. This environment is classified as static and
dynamic. While considering the environment, all the characteristics related to the
environment should be considered. Although the static environment has very less
parameters to be considered while implementing the path planning algorithm, in the
dynamic environment we need to consider the frames of static environment over
the time series to get the best result. In this paper, we proposed an algorithm to
predict the path over dynamic environment by considering the future position of
the entire obstacle roaming in the environment. The proposed algorithm is based
on Agent-based prediction function which will help the algorithm to generate time
series obstacle position which in turn will help to generate the probabilistic path over
the dynamic environment. We have also shown the probabilistic path generated with
the help of mentioned algorithm along with time and path length results generated.
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1 Introduction

Path planning is a navigational problem which is currently present in many regional
as well as urban area. It is commonly associated in the field of military, mining,
rescue operations, gaming educational alongwith research. Hence to solve the classic
problem Path planning algorithms is required while considering the environment
along with all the characteristic of the environment. The nature of environment for
which the path planning [1, 2] is going to be executed will helps us for the selection
of path planning algorithms.

There are so many algorithms available to solve above-stated problem, distributed
as classical, hybrid, evolutionary, and nature-inspired. The classical methods like
Roadmaps and cell decomposition are generally very easy to understand and imple-
ment because of the least complexity, but these algorithms are not practically effective
nether in the static or in the dynamic environment. Evolutionary and nature-inspired
techniques like Particle swarm optimization, genetic algorithm, Ant Colony opti-
mization [3, 4] are more suitable for dynamic environment and becomes an excellent
performer for the static environment because of the unstable/uncertain nature of
environment where we need to consider the real-time state of environment. Many
researchers have developed the hybrid algorithms which will work on static as well
as dynamic environment. In this work, we have considered the dynamic environment
for the path planning problem.

However, while implementing any path planning algorithm, we must need to
incorporate future collision detection along with collision avoidance mechanism in
order to get the best results. The collision detection is also one of themajor challenges
in its field.Many research have been carried out in order to obtaining the best collision
detection mechanism [5] for the applications. In order to detect the collision of
moving objects, all the moving object parameters need to consider like acceleration,
speed, velocity, time, etc. Collision detection and avoidance can be implemented as
model-based or a sensor-based. In the physical environment sensor-based collision
avoidance mechanism will be suitable whereas in simulating environment model-
based collision avoidance solved the purpose.

Finally, the path planning strategies [6] need to evaluate in terms of path predicted
vs. actual path, time taken while moving the object over the predicted path, length
of predicted path over the set of all candidate paths, type of environment, number of
obstacles in the environment, final displacement error, average displacement error
and presenting all these to understand the concept.

2 Literature Review

In [7] author Tsubasa Hirakawa, Takayoshi Yamashita, Toru Tamaki, and Hironobu
Fujiyoshi describes the techniques used for path prediction based on “Bayesian
Models” in which “BAYESIAN FILTERS” like particle filter, kalman filter are used
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to predict the future path. Here in this method internal states and observation as
variables of pedestrian were used to generate a probabilistic model for predicting
the path. Here in this approach iteratively a prediction step is processed by using
the internal state with different observation of a pedestrian that computes the current
state of a target. Here a person tracking is done by predicting its step to obtain the
sequence of pedestrian.

In [8] author Huang et al. describes a path prediction approach by making use of
one single picture. Here in this initially a “Patch” consisting the target is obtained
for estimating the live orientation of the target. Then the total cost for covering
the location of the patch is estimated by obtaining the various significant patches
present around the surrounding. This estimated orientation and moving cost is added
to edge and weights of the image. Then the comparison of the texture of super pixels
using patches along the path that the target traced without involving any training
procedure. Also a deep learning approach where Long short term memory “LSTM”
and Convolution Neural Networks “CNN” is used for path prediction using deep
learning framework. Here the series of coordinates of the target of last several frames
were used as input to produce the target coordinates for path prediction of an target.
This method applies the various feature extraction techniques using different deep
learningmodels. Various techniques hence make use of “LSTM” for dealing with the
path prediction problems, that has bi-dimensional co-ordinates, has been described
by author Alahi et al. [9] need as s-pooling (social pooling) technique for avoiding
collision between various pedestrians in traffic.

In [10] author discussed a path modeling technique based on Gaussian model
approach. Here, in this approach, the best possible paths are shown as continuous
mathematical functions with sequential steps. Path prediction process can be done
in a theoretically proper probabilistic network [11]. This approach has an advantage
that it has an ability to give a Gaussian probability distribution over various paths.

3 Proposed Methodology

Wehave presented long short-termmemory-basedRecurrent neural network (LSTM-
RNN) to solved the probabilistic path planning problem in a dynamic environment
using deep learning. This LSTM cells are supported with the agent-based prediction
function. In Fig. 1, we have shown one of the cell of Long short termmemory (LSTM)
based Recurrent Neural Network (RNN) in the deep learning model.

Agent-based Prediction Function: It is a agent based probabilistic prediction func-
tion based on current position of robot, future predicted position of robot, and the
current and future position of obstacles while traversing along the collision-free path.

f (n) = Agent
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Pk
t

)
∑N

k=1 P
k
t

)
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Fig. 1 LSTM cell

f (n) ≈ Pk
t to Pk

t+i Such that O(t2) along with xt �= xt+1 & yt �= yt+1 and i e {1, 2,
3,…, k} (Fig. 2).

4 Proposed Algorithm

This proposed agent algorithm is based on obstacle position, object actual position,
predicted position, and the error marker.
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Fig. 2 Stages of Motion
prediction in dynamic
environment
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5 Results and Discussion

As depicted below, Figs. 3, 4, 5 and 6 shows simulation results with Agent-based
Probabilistic path prediction overDynamic environmentwithmoving obstacles using
probabilistic function based on current position of robot, succeeding probable posi-
tion of robot, current along with future position of obstacles while traversing along
the collision-free path (Figs. 7 and 8).

6 Conclusion

In this paper,we have presented amodel-based prediction algorithm for path planning
in the dynamic environment. The prediction function for obstacle position prediction
and object position estimation is also presented. We have also shown the simulation
results of the proposed algorithm in a systematical manner. The results shown started
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Fig. 3 Single fold algorithm with all possible path

Fig. 4 Single fold algorithm showing all possible Pc (Candidate path) with f k(n)

Fig. 5 Single fold algorithm showing top k possible Pc (Candidate path) with f k(n)
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Fig. 6 Single fold algorithm showing Pp (predicted path) with f k(n)

Fig. 7 Result in terms of
path length (No collision)
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time in ms (No collision)
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with the possible paths, collision-free path, all the candidate paths without collision,
top-k candidate path with less average prediction error and finally the predicated path
having least prediction error is displayed. We have also shown the simulation results
in the form of bar-charts representing the path length and time of traversal along the
predicted path with no collision state in the dynamic environment.
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Li-ion Battery Health Estimation Based
on Battery Internal Impedance
Measurement

S. Hemavathi

Abstract The diagnosis of Li-ion battery degradation is vital in electric vehicle
applications for the reliable and secure operation of Li-ion batteries. This can be
accomplished by measuring the two important parameters such as battery capacity
and internal impedance of the battery cells over the entire lifetime of the battery. To
recognize the batteries end of life (EOL), the capacity and internal impedance are
principally used to estimate the battery state of health (SOH) during different condi-
tions. In this research article, the battery SOHestimation technique is presented based
on internal impedance measurement over the whole battery aging cycles. Firstly, the
equivalent circuit model of Li-ion battery is developed using the charge–discharge
test and electrochemical impedance spectroscopy (EIS) test. This model contains
battery dynamic characteristics and parameters depending on the degradation of the
battery cell. Secondly, the model parameters are identified to evaluate the internal
impedance of each battery life cycle. Finally, based on internal impedance, the state
of health estimator is framed and applied to measure the SOH of 18650 Li-ion
battery cell for different aging cycles. The results show that the estimation of battery
SOH based on internal impedance is more rapid and more reliable for E-vehicle
applications.

Keywords Battery capacity · Internal impedance · Li-ion battery · State of health

1 Introduction

At present, the world faces progressively serious ecological issues, including global
carbon emissions due to industrial and automotive pollutions. To determine these
issues, the world move away from fuel operated vehicles and toward progressively
sustainable power sources Electric Vehicles [1–4]. The advancement of appropriate
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power batteries is essential in EVs for energy storage, and Li-ion batteries are consid-
ered as the most ideal decision in EVs because of their high energy density, high
cycle life, ability of fast charge and low self-discharge [5, 6]. So as to ensure the
acknowledgment of these functions, a battery management system (BMS) is vital.
The primary function of BMS is state estimation, cell equalization, protection control
and monitor, and thermal management. One of the most important functions is to
display the battery state of health (SOH) which denotes the real aging state of the
battery and end of lifetime. Thus, the battery state of health can be predictable with
the help of the battery capacity or battery internal impedance [7, 8].

The internal impedance of a battery cell is the main parameter that is affected
by battery degradation [9]. Battery modeling is used to predict the battery param-
eters according to various criteria such as electrochemical model, electrical model,
statistical model and analytical model [10].

In this article, the electrical equivalent circuit model is developed from electro-
chemical impedance spectroscopy testwhich is applied inLi-ion battery cell life cycle
experiment. In this method, the equivalent circuit components values are measured
mathematically and determine the internal impedance of the battery cell for all the
battery aging cycles [11, 12]. Based on the internal impedance, the SOH of battery
is estimated during operation of the cell, and results are formulated which provide
the battery health state in a reliable and accurate manner [13].

The research paper is structured as follows: Sect. 2 describes the procedure
to measure a Li-ion battery internal impedance. In Sect. 3, a real-time experi-
ment is carried out which describes parameters that are related to battery degra-
dation. Section 4 provides the estimation method for SOH measurement based on
internal impedance and estimation results.

2 Internal Impedance Measurement

2.1 Theory of Internal Impedance

Real monitored internal impedance with different battery aging drives an approach
to SOH estimation of Li-ion battery. As aging process happens step by step, the
impedance will be changed under various frequencies. Hence, electrochemical
impedance spectroscopy (EIS) is the best method, in which an AC excitation current
is applied and relating AC voltage is recorded which helps to measure the real or
actual internal impedance of the battery pack. EIS is a frequency response analysis of
the electrochemical system which describes the electrochemical reactions and finds
performance variation of battery degradation in nondestructive way. The impedance
fractional order circuit can be obtained from relating EIS and battery characteristic
test data.

This EIS method has different frequency of sine waves with specific amplitude
to quantity resistance over a wide range of frequencies such as 1 MHz to100 kHz
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Fig. 1 Frequency response plot of Li-ion battery internal impedance

as shown in Fig. 1. Generally, the outcomes from the EIS are illustrated using a
frequency response plot that is Nyquist plot with a negative y-axis, since most elec-
trochemical models show gradually capacitive manners. This approach is quick and
capable of distinguishing the starting point of the degradation process and aging
impacts that conventional test does not perceive [14].

Clearly, the entire impedance spectroscopy comprises three primary sections such
as low-frequency section, middle frequency section and high-frequency section.
Low-frequency section of the Nyquist plot looks like a straight line with a posi-
tive slope and is represented by Warburg impedance, a typical phenomenon of the
diffusion process. The middle frequency section looks like a semi-circle and is repre-
sented by charge transfer impedance, a typical phenomenon of the charge transfer
process in electrode surfaces. The high-frequency section looks like a small curve
and intersects with the abscissa axis which is represented by ohmic resistance and
battery inductance caused by the porosity of electrode plated and cell geometry.

In the Nyquist plot, the high-frequency region is inductive dominated behavior
which is indicated by a negative value of −Im(Z), and the middle frequency region
is capacitive dominated behavior which is denoted as a positive value of −Im(Z).
When Im(Z) = 0, both capacitive and inductive observes are adjusted; this point is
commonly associated with the pure ohmic resistance Ro. The contrast between the
Re(Z) at min {− Im(Z)} and Ro relates to the charge transfer resistance RCT. The
diffusion resistance RD is located in the low-frequency region.

Theproposed structure for the time-domain equivalent circuitmodel of the internal
impedance of the Li-ion battery is shown in Fig. 2. Where L and Ro are the battery
inductance and ohmic resistance at high-frequency section, RCT and CPE1 are charge
transfer resistance and constant phase element which is connected in parallel at
middle frequency region, and CPE2 is constant phase element instead of Warburg
impedance at low-frequency region.
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Fig. 2 Equivalent circuit model of Li-ion battery

The impedance of constant phase element can be expressed as

ZCPE(s) = 1

Qsα
(1)

where ZCPE is the impedance of constant phase element, Q and α are the fractional
coefficient and fractional order, which belong to 0 ≤ α ≤ 1. It is expressed that the
constant phase element (CPE) is resistance when α = 0 and capacitance when α =
1.

The impedance of the entire equivalent circuit is expressed as

Z(s) = sL + Ro + RCT

1 + RCTQ1sα
+ 1

Q2sβ
(2)

where Z is the entire equivalent circuit impedance, Q1 and α are the fractional
coefficient and fractional order of CPE1, and Q2 and β are the fractional coefficient
and fractional order of CPE2.

3 Aging Experimental Analysis

The proposed method is designed for state of health estimation of nickel manganese
cobalt oxide (NMC) cathode chemistry Li-ion battery 18650 single cell for electric
vehicle applications. Its specifications are listed in Table 1. The Li-ion battery test
station is shown in Fig. 3, which contains 150 channels and measuring cell perfor-
mance characteristics such as voltage, current, capacity, temperature and internal
impedance. Additionally, the test station upheld the testing of various sizes and
chemistries of cells at the typical and fast charging and discharging C-rates.

The battery capacity and internal impedance are important parameters to predict
the battery lifetime by estimation of SOH. These two parameters are measured from
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Table 1 Important
parameters of NMC-based
Li-ion battery cell

Parameters Value

Nominal capacity 2600 mAh

Charging voltage 4.2 ± 0.05 V

Nominal voltage 3.7 V

Discharge cut-off voltage 2.75 V

Charging method Constant current–constant
voltage

Maximum charge current 2600 mA

Maximum discharge current 5200 mA

Operating temperature Charge: 0–45 °C
Discharge: −20 to 60 °C

Weight of cell 47 g

Dimension of cell Diameter: 18.4 mm
Height: 65 mm

Initial internal impedance ≤100 m�

18650 Battery Cell
Battery Test System

Test Profiles

Fig. 3 Battery testing station

the aging experiment. From Fig. 3, battery characteristics are tested by performing
the charge–discharge cycle test and EIS test for 100 cycles in C/2 rate at 25 °C
temperature for aging process analysis. The testing outcomes and features are put
away in PCwith assistance of control software that is interconnected with test station
[15, 16].

Charge–Discharge Test As per the datasheet, the constant current–constant voltage
(CC_CV) charge and constant current (CC) discharge test are performed at C/2 rate
up to 100 life cycles. The testing results obtained the battery characteristics such
as voltage, current, temperature and battery capacity with respect to time. Based on
these characteristics, the battery capacity is plotted with respect to the number of
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cycles as shown in Fig. 4. The battery capacity is degraded because of battery aging
that notifies the battery health degradation.

EIS Test The electrochemical impedance spectroscopy (EIS) test is executed at
each cycle to measure the internal impedance. This method is a frequency response
analysis technique that measures the impedance at different frequencies as shown
in Fig. 5. From the frequency analysis such as Nyquist plot, the internal impedance
increases with an increase of cycle numbers such as 1, 31, 60 and 99. Therefore, the
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internal impedance of the battery increases because of battery aging that notifies the
battery health degradation.

4 State of Health Estimation

State of health is a significant feature in Li-ion battery pack and cannot be estimated
straightforwardly because of nonlinear attributes. The battery degradation causes
due to the irreversible physical and chemical procedures and other electrochemical
phenomena that happen inside the cell. This results in a decrease in battery capacity
and an increase of battery internal impedance which changes the health of the battery.
The general definition is expressed as

%SOH = Maximum available Battery Capacity

Nominal Battery Capacity
× 100 (3)

The battery is unfit for use when SOH drops below 80% because the battery
capacity degrades exponentially after crossing 80% threshold.

SOH estimation is performed by different techniques. Most of the estimation
techniques use the parameter of the internal impedance for battery degradation eval-
uation. Hence, the SOH should be determined bymeasurement of internal impedance
during battery operation.

The estimation of state of health based on internal impedance is formulated as

%SOH = Zeol − Zcur

Zeol − Znew
× 100 (4)

where Zeol is internal impedance at the end of battery life which is twice of the
initial value, Zcur is internal impedance at the current battery cycle, and Znew is
internal impedance at the start of battery life (new battery) which is determined in
the datasheet. Therefore, the Zeol, Zcur and Znew estimated precisely, and the SOH
can be found with enough accuracy.

4.1 SOH Estimation Procedure Based on Internal Impedance

The battery SOH can be evaluated as per the working procedure as follows:

Step 1. At first, the charge–discharge test is performed for different battery aging
cycles and identifies the battery parameters such as battery cell voltage, current and
capacity with respect to the number of cycles.

Step 2. The EIS test is carried out for each cycle and determining the degradation of
the battery, based on internal impedance at different frequencies.



190 S. Hemavathi

Step 3. The equivalent circuit model of battery is developed, model parameters are
identified, and the entire internal impedance of the battery cell for each cycle is
determined using mathematical calculations of solving (2).

Step 4. Using the internal impedance of the current battery cycle, the SOH estimation
based on internal impedance method is established using (4).

4.2 Estimation Results and Analysis

In the proposed method, the internal impedance of each aging cycle is measured
from the EIS test which is observed in terms of frequency response plot as shown
in Fig. 5. For time-domain analysis, the equivalent circuit model is developed as
shown in Fig. 6, and model parameters are identified from the frequency response
plot which helps to find the internal impedance of the current battery cycle by solving
the mathematical Eq. (2). Based on this, the battery internal impedance is plotted
with respect to the number of cycles as shown in Fig. 7. From this graph, the number
of battery cycles increases will increase the battery internal impedance which results
in battery health degradation.

When the battery internal impedance was obtained, those data were input to esti-
mate the battery state of health using Eq. (4), and the estimated results are plotted
in Fig. 8. This graph clearly shows that the state of health decreases over the aging
of the Li-ion battery. When cycle is less than 60, the estimated SOH is in the range
of 96–99% which indicates that the battery is in good condition as shown in Fig. 8.
When the cycle number is more than or equal to 60, the State of Health of the battery
drops to 80% or below, which indicates the battery is an unfit condition for that
particular application and observed in Fig. 8. Therefore, this proposed method is
suitable for electric vehicle applications.

The comparison results are shown in Fig. 9. The experimental outcomes recom-
mend that degradation of battery capacity and increase of the internal impedance are

Voc(t)

R0

R1

+

-

Vt(t)

It(t)
C1

Fig. 6 Equivalent circuit of proposed Li-ion battery model
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Fig. 8 SOH estimation of Li-ion battery with different aging cycles

over aging since they follow a similar development pattern. Such a linear relationship
moreover suggests that they are probably accredited to a similar aging mechanism
as shown in Fig. 9a. Hence, the determination of SOH using the proposed method is
observed in Fig. 9b, c, which indicates the Li-ion battery health degradation caused
by both the internal impedance increment and battery capacity fading.



192 S. Hemavathi

Fig. 9 Comparison results. a Battery capacity—internal impedance. b Battery capacity—battery
SOH. c Internal impedance—battery SOH

5 Conclusion

In this article, an effective state of health estimation algorithm is developed for NMC
chemistry-based 18650 Li-ion battery cell using cell internal impedance measure-
ment. The charge–discharge test and EIS test are carried out on the battery cell
over multiple aging cycles and analyzed battery dynamic characteristics and model
parameters. The internal impedance is defined using equivalent circuit model of a
proposed battery cell and calculated from identified model parameters. Furthermore,
the method to estimate the SOH of the battery cell is formulated and calculated based
on the internal impedance of the current, end of life and start of life battery cycles. The
results show that the determination of SOH using the proposed method indicates the
Li-ion battery health degradation caused by both the internal impedance increment
and battery capacity fading. Therefore, the proposed method can provide an accu-
rate and robust state of health estimation. CSIR-CECRIManuscript Communication
Number CECRI/PESVC/Pubs./2021-51.
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Modified Particle Swarm Optimization
(MPSO)-Based Short-Term
Hydro–Thermal–Wind Generation
Scheduling Considering Uncertainty
of Wind Energy

Sunil Kumar Choudhary and Santigopal Pain

Abstract Integration of renewable in hydro–thermal scheduling considering
economic and environmental factors forms a multi-objective nonlinear optimization
problem involving many equality and inequality constraints. Main objective of this
problem is to minimize emission as well as generation cost on short-term basis main-
taining all system constraints. In this research, a framework for hydro–thermal–wind
generation scheduling (HTWGS) has been proposed using amodified particle swarm
optimization (MPSO) algorithm. Results showed that this algorithm provides better
result while various complex constraints were considered in the HTWGS problem.

Keywords Hydro–thermal–wind scheduling · Modified particle swarm
optimization

Nomenclature

i, j, k Index of thermal, hydro, wind power unit, respectively
CT , FT ,WT Total cost, fuel cost, and wind cost, respectively
N t, Nh, Nw Total number of thermal, hydro, wind units, respectively
τ , T Time sub-interval and scheduling period, respectively
Up Index of upstream reservoir
Qhj,τ , Ihj,τ Discharge and inflow rate of jth hydro unit τ , respectively
Pti,τ , Phj,τ , Pwk,τ Thermal, hydro and wind of ith, jth and kth at τ , respectively
Vhj,τ , Shj,τ Reservoir volume and spillage of jth hydro unit τ , respectively
Pd,τ , PL ,τ Total demand and transmission loss at τ
OECwk,τ , UECwk,τ Over and under estimation cost of kth wind at τ , respectively
αi , βi , γi , δi , εi Emission coefficient of ith thermal unit
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ai , bi , ci , di Fuel cost coefficient of ith thermal unit
ei, hi Coefficient of the valve point effect of ith thermal unit
C(1−6) j Hydro power output coefficient of jth hydro unit
Pmin
ti , Pmax

t i Minimum and maximum power limit of ith thermal unit
Pmin
h j , Pmax

h j Minimum and maximum power limit of jth hydro unit
Qmin

h j , Qmax
h j Minimum and maximum discharge limit of jth hydro reservoir

Vmin
h j , Vmax

h j Minimum and maximum volume limit of jth hydro reservoir
Vmin
h j , Vmax

h j Minimum and maximum volume limit of jth hydro reservoir

V begin
h j , V end

h j Initial and final storage volume of jth hydro reservoir.

1 Introduction

In recent times, global warming has become amatter of great concern due to increase
in power demand involving more pollution. To address this problem, an optimum
operation of a thermal-renewable energy mixture is a promising option.

Inclusion of solar and wind energy into the energy sector has been proved as more
cost-effective, necessitating its enclosure in the scheduling progression.

Genetic algorithm (GA) gives satisfactory results in various areas such as optimal
solution of scheduling problem [1–3], hydro generator governor tuning [4], and
economic dispatch [5]. However, in the literature, different classes of empirical
algorithms such as genetic algorithm (GA) approach based on differential evolution
(DV) [6, 7], particle swarm optimization (PSO) [8], modified dynamic neighborhood
learning-based particle swarm optimization (PSO) [9], simulated annealing (SA)
[10], evolutionary programming (EP) [11], modified differential evaluation (MDE)
[12], and some other population-based optimization techniques have proved their
effectiveness particularly in solving short-term hydro–thermal scheduling (STHTS)
problems. Recently, random optimization methodologies and many other empir-
ical algorithms based on natural phenomenon like adaptive chaotic artificial bee
colony (ACABC) algorithm, artificial immune system (AIS) have given better result
in solving STHTS problem. Recently, many other empirical algorithms inspired
by natural phenomenon and random optimization methodology [13, 14] have been
applied successfully in ST-HTWS problems.

Derived from the relationship among uncertainty budget of renewable energy,
number of intermittent power supplies and upper bound of constraints-violating
probability of spinning reserve capacity, the uncertain-budget decision is guided,
and the blindness of decision can be reduced. The computational steps of MPSO, the
contradiction between optimization depth and velocity generally existed in swarm
intelligence evolutionary algorithms. The proposed technique in the test systems and
its simulation results are discussed and summarized in the conclusions in this paper.
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2 Mathematical Formulation of Generation Scheduling

This article demonstrates the scheduling formulationof a hydro–thermal–windgener-
ation scheduling problem considering various economics and environmental factors.
Due to its impulsive nature, renewable resources make the generation scheduling
problem more challenging.

2.1 Formulation of Multi-objective Function

Cost involved in a hydro system is independent of its output, and hence, in the
proposed HTWS scheduling, overall generation cost involves coal cost involved in
thermal plant along with miscellaneous cost involved in solar and wind power.

The optimization involved in this problem is minimization of the generation cost
of thermal, wind, and solar power plants along with maintaining minimum emission
by considering different constraints involved in the proposed scheduling.

To achieve this, a nonlinear multi-objective function can be mathematically
formulated as follows:

Min . . .CT (FT , ET ,WT ) (1)

Min . . .CT =
T∑

τ=1

(
Nt∑

i=1

(
Pti,τ + Eiτ

) +
Nw∑

k=1

(
Pwk,τCwk + OECwk,τ +UECwk,τ

)
)

(2)

The hydro units power output is expressed as a function of reservoir volume and
head given by

Phj,τ = (
c1 j V

2
h j,τ + c2 j Q

2
h j,τ + c3 j Vhj,τ Qhj,τ + c4 j Vhj,τ + c5 j Qhj,τ + c6 j

)
(3)

Thus, the multi-objective function (1) can be modified as

Minimize CT (FT + hi × ET + WT ) (4)

Fuel cost of the thermal power plant can be expressed mathematically as a
quadratic function of the real power output including valve point effects [2]. This
can be mathematically formulated as follows:

FT =
∑T

τ=1

(∑Nt

i=1

[
ai P

2
ti,τ + bi Pti,τ + ci + ∣∣ei sin

(
fi
(
Pmin
ti − Pti,τ

))∣∣]
)

(5)

Emission from thermal power plant depends on its output by the penalty factor
hi. Overall emission of pollutant ET can be expressed mathematically as
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ET =
T∑

τ=1

(
Nt∑

i=1

[
αi P

2
ti.τ + βi Pti,τ + γi + εi exp

(
δi Pti,τ

)]
)
lb/h (6)

Wind velocity is the deterministic factor for wind power generation. Total oper-
ating cost for a wind extraction unit consists of three components: (a) direct cost, (b)
underestimation cost, and (c) overestimation cost [46]. The concerned cost function
can be formulated mathematically as

WT =
T∑

τ=1

(
Nw∑

k=1

Cwk Pwk,τ + OECwk,τ + UECwk,τ

)
(7)

2.2 Constraints

Constraints related to the proposed HTWS problem mainly are generator capacity
(operating limits), storage volume of the reservoir, discharge limit, power balance,
and water balance constraints.

Dynamic water balance equation of the reservoir can be written as

Vhj,τ = Vhj,τ−1 + Ih j,τ − Qhj,τ − Shj,τ +
∑Ruj

m
Qhm(τ−tmj) + Shm(τ−tmj) (8)

Initial and final reservoir storage volume is expressed as

Vhj,0 = Vhj,begin (9)

Vhj,T = Vhj,end (10)

Thermal power unit generation limit is given as

Pmin
ti ≤ Pti ≤ Pmax

ti (i = 1, 2, 3 . . . Nt ) (11)

Hydro power unit generation limit is given as

Pmin
h j ≤ Phj ≤ Pmax

h j

(
j = 1, 2, 3 . . . N j

)
(12)

Wind power unit generation limit is given as

0 ≤ Pwk ≤ P rated
wk (k = 1, 2, . . . Nw) (13)

Reservoir storage volume limit is given below
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Vmin
h j,τ ≤ Vhj,τ ≤ Vmax

h j,τ (14)

Reservoir storage discharge limit is given below

Qmin
h j,τ ≤ Qhj,τ ≤ Qmax

h j,τ (15)

Power system power balance constraint is given as

Nt∑

i=1

Pti,τ +
Nh∑

j=1

Phj,τ +
Nw∑

k=1

Pwk,τ = PD,τ + PL ,τ (16)

3 Modified Particle Swarm Optimization (MPSO)
Algorithm

Conventional PSOmaintains a random search considering random values in velocity
equation for each particle. In such a case, calculation of velocity for each particle
assigns different random values.

Whereas in modified particle swarm optimization (MPSO) algorithm, a unique
random value is fixed to enhance individual searching (pbest) for the population
in one iteration. Similarly, each particle is assigned with different random values
during global search (gbest) of velocity equation. MPSO shows improved result for
individual searching, thereby providing more optimal solutions.

According to MPSO, velocity update equation can be written as

v
(r+1)
k = C f

[
wt v(r)

i + c1rand
(r)

(
pbestk − x (r)

k

)
+ c2rand

(r)
k

(
gbestk − x (r)

k

)]

(17)

The computational steps of the MPSO methods are as follows:

Step 1: The algorithm starts with initialization of the particles. The initial velocity is
generated for all the particles.

Step 2: Compute penalty factor for all thermal power plants.

Step 3: Calculate the hydro power plant’s output, and apply the respective power
inequality constraints.

Step 4: Compute the fuel cost and emission of thermal power plants.

Step 5: Compute the wind power generation cost.

Step 6: Calculate the fitness of the particles, considering all costs and equality
constraints. Set the present value of each particle as its best position, pbest.
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Step 7: Check for the lowest value of particle best position. Set the value as gbest.

Step 8: Calculate the updated velocity of each individual by Eq. (17)

Step 9: Update each individual position.

Step 10: Calculate the new fitness value for each particle. Replace the old pbest value
with new one, if the present value shows improvement over the previous value.

Step 11: Replace the gbest with the lowest value from the new pbest, if the present
value shows improvement over the previous value.

Step 12: Repeat step 8–11 until the equality constraints fall within a specified
tolerance limits or maximum number of iterations reached.

Particle giving latest gbest value provides optimum schedule of generation.

4 Simulation and Test Results

In the present study, objective function is treated along with the penalty factor. In
this analysis, maximum penalty factor approach is used as it offers an acceptable
solution for the problem of emission and fuel cost.

Main problem involved in applying any heuristic algorithm is the parameter
setting. Range selection for such parameters is considered by considering the
concerned values in the literature, and then, a fine-tuning is carried out by a
trial-and-error method.

Proposed test system for the present research involves four hydro plants, three
thermal plants, and two wind plants. The schematic diagram is shown in Fig. 1.

The hourly water discharge from hydro plant is shown in Fig. 2. Hourly water
discharge and reservoir storage volume are tabulated in Table 1. The storage volume
limitation was addressed by adjusting the water discharge from each reservoir.

Optimal demand allocation for hydro–thermal–wind system and corresponding
economic and emission values from the simulation are tabulated in the following
tables. Optimal hydro–thermal–wind generation scheduling for the test system is
depicted in Table 2. This analysis considers various economic and emission factors
obtained from MPSO method.

The simulations were carried out in MATLAB 2019a platform for 50 iterations,
and results were analyzed based on the best, average, and worst case with stan-
dard deviation. It is imperative to note that MPSO provides competent and effective
solution from quality and consistency point of view.

Optimal load allocation among thermal, wind, and hydro system on daily basis
is shown in Fig. 3. The comparison regarding total fuel cost is shown in Table 3. It
is evident that MPSO provides a better the optimal generation schedule is shown in
Fig. 4.
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Fig. 2 Hydro plant water discharge curve of test system

5 Conclusion

Present study investigates the effectiveness of certain empirical algorithm belonging
to different empirical groups for a solution of optimal generation of an HTWGS
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Table 1 Hourly water discharge and reservoir storage volume obtained using the MPSO algorithm
of test system

Hour Water Discharge (×105 m3/h) Reservoir storage volume (×106 m3)

Q1 Q2 Q3 Q4 V1 V2 V3 V4

1 0.9617 0.7633 2.5171 0.8202 1.0038 0.8037 1.5293 1.1460

2 0.5524 0.8347 1.7838 0.8641 1.0386 0.8002 1.4329 1.0836

3 0.7294 0.7643 1.3603 0.6003 1.0456 0.8138 1.4331 1.0395

4 0.6663 0.6470 2.5616 0.8300 1.0490 0.8391 1.3285 0.9565

5 0.6735 0.6756 1.0645 1.1442 1.0417 0.8515 1.4084 1.0938

6 0.7127 0.7036 2.6060 1.0924 1.0404 0.8512 1.3309 1.1630

7 0.5718 0.6349 1.6176 1.5409 1.0632 0.8477 1.3312 1.1449

8 0.5503 0.6239 1.6986 0.9114 1.0982 0.8553 1.3201 1.3099

9 1.1621 0.8146 1.1191 1.6544 1.0820 0.8538 1.3458 1.2509

10 0.8480 1.1697 1.2908 1.1552 1.1072 0.8269 1.3452 1.3960

11 0.6015 1.1994 1.1935 1.6738 1.1670 0.7969 1.4145 1.3904

12 1.1905 0.6861 2.4622 1.3302 1.1480 0.8083 1.3545 1.4272

13 0.7805 0.6280 1.5206 0.9385 1.1799 0.8255 1.4195 1.4453

14 0.7549 0.8099 2.0484 1.1162 1.2244 0.8345 1.4837 1.4628

15 0.9149 1.0200 1.6477 1.7839 1.2430 0.8225 1.4956 1.4037

16 0.7282 0.9450 1.1889 1.8279 1.2701 0.8080 1.5350 1.4672

17 0.9037 0.7044 1.4592 1.6237 1.2698 0.8076 1.5815 1.4569

18 0.9265 1.0479 2.0216 1.8794 1.2571 0.7628 1.5742 1.4738

19 0.9830 0.8998 1.9232 1.9921 1.2288 0.7428 1.5767 1.4393

20 1.0534 0.8214 2.1381 1.8888 1.1835 0.7407 1.5360 1.3693

21 0.7585 1.0850 1.5261 1.9170 1.1776 0.7222 1.6065 1.3390

22 0.6654 0.7240 1.2229 1.8673 1.1911 0.7398 1.6996 1.1337

23 0.7561 0.8097 1.7591 1.5235 1.2055 0.7388 1.6916 1.3789

24 1.0655 1.1878 1.6668 1.9274 1.2000 0.7000 1.7000 1.4000

system considering various environmental and economic factors. Modified particle
swarm optimization (MPSO) method is proposed in this purpose. In the present anal-
ysis, maximum penalty factor approach was used as it converts the multi-objective
economic and emission function into a single objective one. Simulations also veri-
fied that MPSO demonstrated a better performance than the other selected algorithm
in terms of solution quality as well as consistency. The proposed method is very
effective as it takes less time due to less computational steps involved in the analysis.
Besides, the method is easy to implement which makes the algorithm suitable for
addressing large-scale hydro–thermal–wind optimal scheduling problem.
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Table 2 Optimal generation schedule of the hydro–thermal–wind (HTW) system obtained using
the MPSO algorithm for test system

Hr. Hydro Gen. (MW) Thermal Gen. (MW) Wind Gen (MW)

HP1 HP2 HP3 HP4 TP1 TP2 TP3 WP1 WP2

1 84.311 60.018 8.9457 154.974 115.951 122.030 63.519 88.592 51.655

2 57.805 64.023 44.393 153.923 122.783 133.843 63.809 80.651 58.766

3 71.660 60.692 52.555 116.998 98.6265 128.984 50.935 88.748 30.799

4 67.146 54.541 0 136.567 98.6379 124.735 52.786 89.523 26.060

5 67.519 57.190 51.267 185.015 101.860 43.3162 52.042 62.125 49.663

6 70.355 59.023 0 187.139 107.191 196.366 54.469 89.761 35.691

7 59.899 54.187 45.476 225.293 102.717 217.345 124.70 78.330 42.039

8 58.628 53.839 42.981 181.227 157.493 143.593 248.55 72.739 50.946

9 95.421 66.088 50.103 245.835 167.217 201.579 131.43 89.024 43.296

10 80.923 81.495 50.351 216.458 159.862 219.653 142.90 78.652 49.699

11 63.842 80.568 52.327 262.537 102.230 209.194 209.06 79.162 41.068

12 98.491 55.386 5.3777 237.051 165.893 207.301 247.42 79.808 53.263

13 77.808 52.457 50.31 196.169 143.989 212.412 232.16 88.277 56.400

14 76.514 64.680 35.712 218.178 164.828 194.381 137.81 86.664 51.221

15 87.428 74.975 50.145 271.726 114.252 118.971 154.33 81.547 56.618

16 74.852 70.434 55.259 281.431 127.552 199.547 126.04 88.001 36.871

17 87.055 56.541 55.651 265.569 108.361 172.001 172.64 86.176 46.001

18 88.304 72.282 40.066 285.466 144.315 209.921 143.16 80.032 56.446

19 91.127 63.828 44.210 288.401 102.133 205.063 141.78 80.490 52.951

20 93.823 59.409 33.163 274.599 156.528 121.667 172.29 83.895 54.620

21 76.225 70.978 55.453 271.000 92.1141 212.701 56.250 74.990 0.2848

22 69.334 53.529 58.751 269.861 104.717 49.8435 114.99 89.471 49.491

23 76.402 58.617 52.832 249.585 98.5397 124.364 52.987 88.921 47.749

24 94.237 73.188 55.256 280.329 104.616 129.222 54.510 2.3243 6.3150
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Fig. 3 Optimal power generation schedules from the MPSO algorithm over 24 h. time span of test
system

Table 3 Statistical analysis of the heuristic algorithms in terms of total fuel cost

Method Fuel cost ($/h)

Best Average Worst Std. Dev.

MPSO 66083.66 66086.74 66089.37 1.6586

PSO 68646.80 68649.49 68652.15 1.6634

GA 71016.97 71021.02 71025.93 2.8973
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Fig. 4 Convergence characteristics of MPSO, PSO, PSP and GA algorithms in terms of total fuel
cost of test system
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Simulation Study on Effect of Fin
Geometry on Solar Still

Begari Mary, Ajay Kumar Kaviti, and Akkala Siva Ram

Abstract Not only for humans, but also for all livelihood species on earth today,
drinking water is a requirement. But the supply of drinking water is not ample; pure
water is, therefore, insufficient in the universe today. Solar is also an appliance that
can be used for desalination. Design modifications in solar stills can improve the
productivity. One of the economical and best method integration of the fins on the
still basin is used to maximize the heat transfer. But there is not much effort on the
fins to increase the yield of solar still. The usage of solar fins still and how it can
be used to increase solar distillate production still. Different geometries of fins like
parabolic pin fin with sharp edge and blunt edge and truncated cone with the use of
certain materials which improves the productivity have been studied and modeled
using CATIA software. Analysis of base to check the maximum heat transfer of
the base plate integrated with fins has been performed using ANSYS software and
obtained that parabolic blunt edge fin and truncated cone have maximum rate of heat
transfer.

Keywords Solar desalination · Parabolic fins · Truncated conic fins

1 Introduction

Potable water is a fundamental basic necessity of humanity and every living thing on
earth requires a minimum of 20–50 L of natural, clean potable water per day to cook,
drink, and other necessities. Drinking water ought to be unadulterated and sterile
[1]. Otherwise individuals may experience the ill effects of different water-borne
illnesses [2]. Desalination is one of the water decontamination processes viewed as
most challenging task and the main feasible answer for determine crisp or consum-
able water from the accessible brackish water and saline water assets everywhere
throughout the world [3]. Solar still is a device that uses the evaporation–condensa-
tion system to change over unclean saline water into the refined water by wiping out
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broke down salts just as other disintegrated debasements and suspended solids. The
reason for a solar still is to catch this dissipated (or refined) water by consolidating
it onto a cool surface [4].

As shown in Fig. 1, a solar still acts on two scientific concepts of evaporation and
condensation. First with the dark foundation, the water that should be sanitized is set
in the trough. The solar still is then allowed to remain in the light, allowing the solar
radiation to be ingested by the still. As the energy is retained, as thewater temperature
increases and transforms into steam, it begins to heat the water and dissipates to the
biased glass ceiling, leaving what is not pure in the water below in the trough [5]. It
reaches the glass ceiling after the water begins to dissipate. The water on the glass
gradually consolidates, causing uncontaminated beads of water. Because the glass is
tilted down into the second trough, the droplets of water flow down into the trough of
pure water. Since none of the minerals will evaporate with the uncontaminated water
by microscopic organisms or different substances, the water beads that end up in the
subsequent trough are basically refined, and now okay for drinking and cooking [6].

Fig. 1 Working principle of solar still [1]



Simulation Study on Effect of Fin Geometry on Solar Still 209

2 Types of Fins Used in Solar Stills

Fins are surfaces that extended on an object in order to expand the rapid transfer
of heat to or from the earth by enlarging convection. For applications such as solar
thermal needs a fundamental basic parameter which also known as heat transfer
[7]. The fundamental center is to examine the impact of various fin geometries like
circular fins, rectangular fins, square fins, pin fins, and so on and is utilized in solar
stills to improve the productivity of the water. As we know that productivity can
be improved by design modifications, different geometries of fins are modeled and
analyzed to get the optimum heat transfer [8].

Sebaii et al. [9] investigated the effect of finned basin solar still (FBLS) as
described in Fig. 2. Despite everything utilizing FBL which are fabricated with
various materials like aluminum, glass, Cu, mica, tempered steel, and saw that the
balance material does not impact the efficiency. The normal efficiency for customary
stills and FBLS is seen as 1467.4 and 1898.8 L/m2. The cost of 1 L of new water
rises without and with Cu fins as 0.31 and 0.28 (LE) for the stills. Productivity is
improved by utilizing fins with the basin liner.

Sebaii et al. [10] fin plate solar was designed to build up the performance and
heat transfer reliance rate of still efficiency and yield on fin design; the number of Nf

fins, Hf height and Xf thickness were considered. The pitch rises to 0.06 and 0.12 m
for 14 and 07 fins and finds that with enhancement in height of fin and decrease

Fig. 2 Schematic representation of FBLS [9]
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Fig. 3 Measured accumulated yield of FBLS [10]

with enhancement in thick of the fin and Nf , performance and efficiency expanded.
By improving the heat transfer rate from water surface to the condensing surface
leads to increasing in height of fin, efficiency can be increased, 13.7 percent greater
efficiency is achieved with Nf = 7, Hf = 0.04 m and Xf = 0.001 m by coordinating
fins. Figure 3 shows FBLS’s cumulative yield.

Hardik et al. [11] investigated the hollow square fins fabricated with mild steel
having side length of 25 mm, thick of 2 mm, and size of 20 mm. The fins were joined
on separate basin liner which was also manufactured with mild steel material having
dimensions of 300 mm × 600 mm × 2 mm apart as shown in Fig. 4. The most
extreme refined water output as 0.9672 kg/m2 day was achieved by square finned
stills. For the 10 mm depth of water, the greater portion of heat was transferred to
water from the basin liner, resulting in higher potable water as anticipated. Figure 5
explains the comparison of hourly variance for the various water depths.

Alaian et al. [12] analyzed the traditional andmodified solar still withwick surface
of pin–fin along with the evaporation rate, as shown in Fig. 6. The temperatures at
the surfaces of the wick, glass, water lead to enhancing the still productivity that
is demonstrated and found that as expected with the wick pin–fin still in contrast
to the convectional still as depicted in Fig. 7, more than 23% of device produc-
tivity is achieved. Solar radiation fluctuation limits the increase to 11.53% in device
productivity using wick surface.

Rajaseenivasan et al. [13] improved the yield output on a single solar basin with
a circular and square fin inserted in the basin with various water depths such as 1,
2, 3, and 4 cm. Due to the higher exposure region, temperature of water in the fin
still is consistently higher when compared to the normal still. Square fins have been
found to have reached a 4.55 kg/m3 day limit and ordinary fins have a 3.16 kg/m3 day
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Fig. 4 Square finned
absorber plate [11]

Fig. 5 Comparison of hourly variation [11]

limit. The full profitability of still enhanced is 36.7% with square fins, and it varies
to 36–45.8% when fins are incorporated with the materials such as wick. Figure 8
describes about the square finned basin liner.
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Fig. 6 Pin finned wick elements [12]

Fig. 7 Accumulated values of solar radiation [12]
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Fig. 8 Square finned basin [13]

2.1 Modeling

Modeling of the fins and solar stills were done in CATIA software. All the fin profiles
were created in CATIA software. The tools used in the software are rectangle, line,
spline, revolve, pad and array. The profile is created with respect to axis and revolved
using revolve option. An array of fins was created and attached to the rectangular
plate. After the plate is created, the double slope still is created. The glass part of the
stills was made transparent. Different fin geometries with non-uniform cross section
are used to improve the efficiency of the still like parabolic profile with sharp edge
and blunt edge and truncated cone with change in thickness and height. Parabolic
sharp edge pin fin with height and thickness of 20 × 50 mm and 30 × 50 mm as
shown in Fig. 9, parabolic blunt edge pin finwith height and thickness of 20× 50mm
and 30 × 50 mm as shown in Fig. 10, truncated cone pin fin with 20 × 50 mm and
30 × 50 mm were modeled as depicted in Fig. 11 and analyzed to check the heat
transfer of the fins, i.e., array of fins as depicted in Fig. 12.

3 Analysis of Fins

Analysis of the finswas conducted to find the optimumheat transfer by usingANSYS
workbench 19.2 software. The computer specifications are Intel(R) Xenon (R) CPU
E3-1225 v5@3.30 GHz as processor and 32 GB 2666MHzDDR4 as RAM. Steady-
state thermal analysis system was performed on six different plates of fins. And it is
found that there is a very little temperature difference between all the plates that is
1–5 K. The heat transfer for the plate’s ranges from 11.55 to 7.23 W. The maximum
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Fig. 9 Parabolic fins with sharp edge

Fig. 10 Parabolic fins with blunt edge

heat transfer of 11.55 W has been obtained for parabolic blunt edge fin with 50 mm
height and 30 mm thick, 10.95 W for truncated cone with 50 mm height and 20 mm
thick. Figures 13, 14, and 15 describe about the heat transfer analysis of various fin
profiles.

4 Conclusions

• Compared to traditional solar stills, pure water efficiency is improved by inte-
grating fins on the basin. The rate of heat transfer from the surface of the basin
liner to water was increased as fins were connected to the basin.
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Fig. 11 Truncated conic fins

Fig. 12 Array of fins

• With increases in height of the fin and reduction in number of fins and thickness
of the fin, performance and productivity have improved.

• Fins of parabolic profile with blunt edge and truncated conic profile is giving an
optimum heat transfer.

• The maximum heat transfer has been obtained for parabolic blunt edge fin with
50 mm height and 30 mm thick, truncated cone with 50 mm height and 20 mm
thick.
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Fig. 13 Heat transfer analysis of sharp edge parabolic profile

Fig. 14 Heat transfer analysis of blunt edge parabolic profile
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Fig. 15 Heat transfer analysis of truncated conic profile
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Investigations on Solar Air Collector
Performance Improvement by Adoption
of Response Surface Method Strategy

M. B. Gorawar , Veeresh G. Balikai , Rakesh Tapaskar ,
P. P. Revankar , and Vinayak H. Khatawate

Abstract In the present, world has energy identified as a vital component of our
daily life for several reasons ranging from cooking energy needs to space condi-
tioning requirements. The over-crowding of urban communities has put a huge pres-
sure on the energy generation sector to produce more and more electric power,
thereby leading to climatic degradation. The human societal development clearly
marks out Industrial Revolutions occurring at periodic intervals. These events have
lead to rewire the process of generation and utilization of power to meet the ever
increasing energy demand. The utilization of nature-based energy sources through
clean energy conversion technologies has been identified as a unique solution to
mitigate climate change issues. The solar energy offers an attractive means to meet
differing patterns of energy needs of human society that ranges from low grade
thermal energy to high grade electric power. The promotion of clean energy has been
the foremost priority of the global community of nations, under the platformofUnited
Nations Sustainable Development goals. Hence, this work gains significance toward
making a more reliable thermal energy conversion device to tap the huge potential
of solar energy that has a worldwide geographical presence. The performance of
solar thermal collectors depends on desired output along with climatic factors and
operating parameters of working fluid like flow rate and inlet temperature. In this
perspective, the overall performance regulation of solar thermal collector transforms
into a multi-variable optimization problem. The technique of design of experiment
(DoE) is a statistical approach of optimization that effectively handles situations
encountering multi-variable selection to optimize a defined objective function. This
study aims to evolve optimal operating scenarios for a solar flat absorber surface
collector used for drying of agricultural produce. The experimental data collected
for the solar flat absorber surface collector is utilized to improvise its operation for
any general operating situation with parameters subjected to random variations. This
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investigation has yielded dataset on development of inputs to make an intelligent
crop drying strategy based on local climatic factors.

Keywords Simulation studies · Solar thermal applications · Optimization

1 Overview on Solar Drying

The per capita energy consumption of the nation has been a strong indicator of
development. The statistics of energy consumption pattern in India has shown a
steady growth in this indicator … Solar energy capacity has increased from 2.6 to
34 GW during the period 2015 to 2020. The Energy Policy-2020 envisages a target
of 175 GW grid-tied electric power by March 2022, through 100 GW of solar power
and 60 GW of wind-based installations. The projection of National Electricity Plan
(2018) indicates 275 GW of renewable power by 2027, which makes its cumulative
share of 44% in total installed capacity contributing 24% in electricity generation.
The government initiatives have been aligned to the changing global scenario of
generating clean energy with minimum impact on environment. The nett carbon
footprint has been stringently monitored in each and every activity to align it to meet
the overarching limits set under the UN guidelines for sustainable development.

The solar energy aligns well with sustainability principles as it does not form any
emissions during operation and adopts technology with minimum carbon footprint
during manufacture and installation. The solar energy has a good compatibility for
thermal applications like water heating and crop drying that can be designed with
minimum number of moving parts and hence free from utilizing first grade electric
power. The solar air collector is a simple device that works on the principle of
‘greenhouse effect’ to extract heat from sunlight, using a highly heat absorbing
surface that helps capture radiant heat. The design of a solar air collector involves
choice of appropriate materials of construction along with appropriate operating
parameters that ensure a higher thermal efficiency of up to 75% or higher. The
marginal rise in efficiency of solar thermal collector can lead to substantial reduction
in material usage and also the cost of equipment. The inter-relationship between
various operating characteristics also has a bearing on the efficiency of solar thermal
collector and can hence influence the rate of drying or other end utility of heat
collected. The appropriate choice of operating parameters is air flow rate, temperature
of heated air, wind speed, solar insolation, and humidity.

The response surface method (RSM) has evolved as a power analytical tool that
offers design platform to formulate, redesign, and optimize process variables. The
history of system performance data under various states of operation helps to evolve
inter-relationships between objective function and connected independent variables.
The RSM with features of ease in estimation and application makes it more attrac-
tive for situations with limited information available on system operation. The results
obtained throughRSMroute nodoubt are approximate; however, it findswide ranging
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applications in design of experiments. The historical dataset generated through obser-
vation of system performance over a wide range of independent variables can evolve
a prediction strategy with respect to optimizing system to yield favorable response.

2 Literature Review

The RSM technique has wide ranging application in engineering as reported by
research findings in solar air heater design and performance evaluation.

Peng et al. [1] used computations to solar collector to overcome existing limi-
tations. The parameters of air flow and collector area recommended ranged as 50–
100 and 3–6 kg/(m2 h). The glass cover height ranged between 4 and 6 cm to attain
highest collection efficiency [1].

Yadav and Prasad [2] adopted MATLAB to investigate wire roughened air heater
absorber to fix collector parameters. The comparison with reported experimental
data showed artificial roughness unsuitable during early transition flow (Re > 0.29
× 105) as per conclusions drawn from the study [2].

Giovanni et al. [3] investigated high vacuumsolarwater heater forMessina (South-
Italy) through MATLAB. The optimum elimination of 348 ton per year of CO2 with
a 4.5 year payback [3].

Earnest and Rai [4] adopted DOE to Parabolic collector for suitable useful heat
and temperature. The study indicated best operation with copper reflector at 1.756
× 10–3 kg/s flow. The highest heat gain and exit water temperature were obtained,
respectively, for receiver diameters of 26 and 30 mm [4].

Jawad et al. [5] adopted Energy Equation Solver (EES) tool for investigation of
multi-cover solar water heating system through Taguchi full factorial design. The
flow rate of water, number of covers absorber surfaces, and spacing between covers
were optimized to be 2.5 lpm, two covers, and 2.5 cm, respectively. The experimental
results when compared to EES simulation had agreements in acceptable range [5].

Kanimozhi et al. [6] reported on DOE approach for storage integrated solar water
heating systems adopting honey/paraffin wax for heat storage in three varying flow
rates (2–6 kg/min). The investigated charge/discharge cycles indicated heat absorp-
tion 5840 and 6408 kJ at 6 kg/min flow rate [6]. Durakovic [7] reported large use
of DOE in medical and engineering apart from physics and computer science with
a 13% share. The tool has emerged as a powerful tool to compare and control vari-
ables in identifying system transfer function toward optimization leading to design
robustness [7].

Dharmalingam et al. [8] used Taguchi method for optimization of solar water
heating on basis of nine combinations of experiments with three variables for flow
characteristic number (Re), concentration of nanoparticle concentration, and incident
heat flux. The optimum thermal performance was realized with Re = 2.5 × 104,
percent concentration level (3/100) and 0.8 kW/m2 heat flux as against highest overall
heat gain at 1 kW/m2 insolation [8]
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Hannane et al. [9] reported indoor solar electric systemat three-levelDoEadopting
temperature and irradiation (input) to assess performance indicators ISC and VOC

(output). The HIDE software results for same operating conditions indicated good
agreement with experimental results [9].

Badache et al. [10] adopted full factorial method to optimize solar collector oper-
ation using inlet passage diameter, air flow magnitude, incident solar heat flux, and
optical characteristics of absorber surface. The study used a three-level investigation
to obtain 80% efficiency at optimum level of absorber coating and air flow [10].

3 Numerical Studies for Characterization of Collector
Performance

The MATLAB-based DOE tool was adopted in optimization of solar collector on
basis of identified features of absorber absorber surface temperature, flow rate of air,
insolation and thermal efficiency. Table 1 details parameters for assessment of solar
air heater. These climatic/operational parameters influence selection of construc-
tional features of solar air heater. Table 2 gives detailed execution of DoE-based
simulation of solar collector.

TheDOEnumerical studies to detect role of individual factorwere performed. The
multi-variable function was evolved as indicated in Eq. 1 for six functional factors
in terms of operating variables. The polynomial function with defined constants

Table 1 Levels of fluid flow
and heat flux used in
simulation studies

Climatic/operational
factors

Identified RSM level

Small Moderate Large

Mass flow (10–3

kg/s)
15 25 35

Solar heat flux
(kW/m2)

0.05 0.55 1.05

Wind speed (cm/s) 100 300 500

Air temperature (°C) 20 30 40

Table 2 Detailed execution
of simulation studies

Stage 1: Characterization of solar device for complete operating
limits of variables

Stage 2: Synchronization of system behavior with Minitab for
RSM implementation
Stage 3: Choice of appropriate RSM strategy in Minitab library
Stage 4: Select appropriate governing factors and their levels to
obtain the response equation fit
Stage 5: Evolve required response equations for thermal device
(use coefficients in Table 3)



Investigations on Solar Air Collector Performance Improvement … 223

Ta
bl
e
3

C
oe
ffi
ci
en
ts
fo
r
po
ly
no
m
ia
le
qu
at
io
n
(1
)
to

ev
al
ua
te
pa
ra
m
et
er
s
re
la
te
d
to

so
la
r
co
lle

ct
or

y
T
o

T
p

Q
η
th

h1
h2

C
oe
ffi
ci
en
ts

10
.3
76
8

3.
94
29

−2
57
.8
04

40
.1
43
3

3.
38
18

14
.0
95
2

a
−8

79
.3
21
7

−5
77
.9
84
9

54
02
.8
71

75
6.
52
56

0.
61
79

10
33
.6
91

b
0.
07
48
2

0.
04
73
9

1.
11
93

−0
.0
06
93

−1
.6

×
10

–6
−0

.0
02
76

c
−0

.0
91
84

−0
.0
38
8

0.
03
87

−0
.0
35
64

−9
.5

×
10

–7
−0

.0
01
64

d
1.
03
65

1.
04
23

1.
21
14

0.
06
81
9

−6
.6

×
10

–5
−0

.1
11
62

e
77
69
.2
34
4

56
02
.6
9

−1
05
,8
34

−8
67
1.
09

1.
41
73

17
54
.9
5

f
−9

.8
89

×
10

–7
−7

.1
3
×

10
–7

−3
.1

×
10

–5
2.
21

×
10

–6
5.
03

×
10

–1
1

8.
32

×
10

–8

g
−0

.0
06
4

−0
.0
04
8

−0
.1
33
9

−0
.0
07
95

−4
.6

×
10

–8
−8

.5
×

10
–5

h
−0

.0
00
1

−9
.4
4
×

10
–5

−0
.0
02
6

−0
.0
00
2

1.
22

×
10

–7
0.
00
02

i
−0

.7
15
3

−0
.5
04
8

8.
87
42

0.
15
50

−8
.9

×
10

–6
−0

.0
12
5

j
1.
45
95

1.
95
28

21
.2
58
6

0.
52
61

1.
24

×
10

–8
-0
.0
04
3

k
0.
79
80

0.
38
10

9.
17
54

0.
52
50

-0
.0
01
1

-1
.8
39
8

l
−7

.4
43

×
10

–5
−0

.0
00
11

−0
.0
02
7

−4
.2

×
10

–5
1.
59

×
10

–9
2.
65

×
10

–6

n
−3

.4
96

×
10

–5
−9

.3
69

×
10

–6
−0

.0
01
0

−1
.3

×
10

–5
4.
34

×
10

–9
7.
13

×
10

–6

o
0.
00
02
6

−2
.1
07

×
10

–5
0.
00
01
2

2.
24

×
10

–5
4.
4
×

10
–9

8.
31

×
10

–6



224 M. Gorawar et al.

generated through combined numerical and experimental data generated for solar air
heater. The MATLAB tool exhibited fast learnability and robustness for the efficient
DoE algorithms. The simulation studies lead to minimized material of construc-
tional owing to better utilization of available insolation. The carbon footprint of
solar thermal process reduced by virtue of suitable measures evolved by detailed
analysis on basis of computations and experiments.

The solar air heater operation is governed by climatic factors and constructional
parameters that are subjected to multi-variable optimization indicated in Table 3 and
Eq. 1.

y = am + bI (t) + cW + dTa + em2 + f I (t)2 + gW 2 + hT 2
a + im I (t) + jmW

+ kmTa − l I (t)W + nI (t)Ta + oWTa (1)

The simulation indicated air flow (m) to have strong influence onheated air temper-
ature (To), absorber surface temperature (Tp), heat gain(Q), thermal efficiency (ηth),
and convective coefficient (h1 and h2). The higher air flow exhibited better efficiency
on account of larger temperature gradient to ensure high heat gain capability. The
low air flow facilitated increased heat transfer duration and hence delivered heated
air at high temperature. The enhanced sunlight intensity and inlet air temperature
facilitated more heat availability to enhance heated air temperature on account of
additional heat flux of beam radiation and improved heat entrapment by collector
design. In contrast to this, high inlet air temperatureminimized effective fluid-surface
temperature difference to lower heat gain and thermal efficiency of the solar device.
The magnitude of prevailing wind flow in the vicinity of solar device had a bearing
on convective heat loss coefficients defined for the top, side, and bottom surfaces of
collector, thereby reduced collector thermal performance.

The Minitab-ANOVA analysis for a confidence level of 9.5/10 had every other
parameter except wind flow to influence all other variables excluding thermal effi-
ciency that had magnitude lesser than 0.05 for p-value. The wind velocity and
ambient temperature were less significant with higher p-value (>0.05). The simu-
lations showed Adj R2 to be, respectively, 98/100 and 100/100 with respect to ηth

and ‘h’-coefficients. Similarly, data analytics of all major response variables had
‘coefficient of regression’ to lie within 0.98–1.00 on the scale of 0–1. This indicator
has clearly established the reliability of the generated relationship between source and
response parameters which can be adopted for real-time implementation of studies
on solar air collector. The simulation studies are hence authenticated for adoption
in building working prototypes of solar thermal conversion devices applicable to air
heating.
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4 Experimental Characterization of Solar Collector

The experimental studies were conducted to characterize solar air heater perfor-
mance with respect to conditions of air, solar intensity, and prevailing wind pattern.
These studies assessed heated air temperature, absorber temperature, device heat
loss factors, heat gain, and device conversion efficiency. The customer requirement
is based on end utility of collector delivered air and dictated optimum condition of
operation. Figure 1 indicates experimental test rig used to conduct studies at varied
climatic conditions. The absorber surface constructed in galvanized iron (GI) had
high absorptivity (α) due to black chrome coat, while the device glass cover exhib-
ited high transmittivity (τ ) to incident sun beam. Therefore, the appropriate combina-
tion of these device materials enhanced the overall trasmittivity-absorptance product
of thermal energy conversion device. The sixty zig-zag vertical ribs (15 cm long
and 2 mm thick) placed over GI absorber assisted in heat exchange between air
and absorber surface. The heat loss from the adjoining surfaces at side and bottom
regions of collector was arrested using glass wool insulation material of appropriate
thickness. The transparent glass covers formed the apertures to admit sun beam into
the collector, on account of their high transmittivity to short-wave radiations and
blocking the thermal radiations emitted by absorber surface. The toughened glass
covers with these unique optical properties will ensure reduced convective losses.

Figure 2 shows variations of climatic factors of insolation, air temperature, and
wind speed measured on a continuous basis. The solar insolation varied as per stan-
dard solar diurnal cycle exhibiting highestmagnitude at around 12.00 local solar time,
and the magnitude showed declining trend in the session between solar noon toward
15.00 h. The insolation directly influenced overall heat gain owing to higher input

Fig. 1 Solar air heater test
equipment for experimental
investigations
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Fig. 2 Variation of climatic parameters at the test location

heat. The air temperature and wind speed had relatively meager role in magnitude
of useful heat gain through heat transfer between absorber surface and air medium.

The overall heat gain by the solar thermal energy conversion devices is influenced
by the input solar heat flux and conversion of radiant heat flux into heated air along
with minimization of heat losses. The processes are incorporated in design of solar
converter through appropriate choice of materials and sizing to facilitate greenhouse
heat trapping. The mechanism of heat transfer between working fluid and device
is greatly governed by thermo-physical properties of heat exchange fluid and heat
source. The mechanism of heat exchange is strongly dependent on heat exchange
coefficient (h) and thereby governs nett heat gain. The heat flux emerging from sun is
spread over large range of wavelengths (200 to 2500 nm), predominantly in visible
limits in 380 to 700 nm range. The collector glass cover functions to permit the
available solar radiation and block the re-radiated long wavelength radiation back
to collector. The greenhouse effect is a design attribute of solar energy collector to
enhance nett heat gain. The observations as cited in Fig. 3, 4 and 5 highlights role of
coefficients of heat transfer (h) on temperature of heated air and overall conversion
efficiency of solar device functioning at various climatic conditions. The heat loss
coefficient at side, top, and lower surfaces of collector decide the magnitude of
heat lost to ambient, hence a larger ‘h’ means enhanced convective losses at the
cost of diminishing useful heat gain. It was observed that higher value of ‘h’ for
all air flow (low, medium, and large) heated air temperature dropped. On the other
hand, heated air temperature was maximum for the low air flow on account of larger
air residence time in the device that facilitated a greater temperature rise in fluid
medium. The overall heat extraction process depicted through Figs. 3, 4, and 5 shows
the significance of mass flow rate on overall efficiency. The variation trend clearly
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Fig. 3 Low flow rate convective heat transfer coefficients and solar collector efficiency
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Fig. 4 Medium flow rate convective heat transfer coefficients and solar collector efficiency

exhibits high thermal efficiency for large air flow against low andmedium range flow
due to enhanced losses in the latter cases of flow condition. Thus, it is summarized
that role of operating parameters has a distinct role to play in the overall process of
heat extraction and its utilization for any intended end application. Therefore, design
of solar thermal equipment involves a multi-functional formulation to optimize the
performance and thereby the overall cost of end utility.



228 M. Gorawar et al.

14.5 15.0 15.5 16.0 16.5 17.0 17.5
0

50

100

150

200

250

300

350

400  Air flow rate (m) =0.035 kg/s
 Exit air temperature (K)
 Thermal efficiency (%)

Th
er

m
al

 p
er

fo
rm

an
ce

Convective coefficient ('h' W/m2K)

Fig. 5 High flow rate convective heat transfer coefficients and solar collector efficiency

5 Conclusions

The investigations based on RSMmethod and real-time experimentation on solar air
heating device has lead to the following observations,

The selection of appropriate material and heat exchange mechanism for solar
thermal devices has a major influence by local climatic parameters. The developed
heat transfer device cannot function as a universal or generic device suitable for all
regions and applications. The climatic factors play a vital role in deciding operational
efficiencies and also the useful life of device that can be deteriorated in adverse
climatic conditions of high humidity and severe windy conditions.

The multi-variable objective statement involving climatic and operational factors
drawn for design of solar air heater necessitates the use of optimization tools likeRSM
to negotiate with conflicting variable behavior. The study has drawn significantly
good data correlations connecting the source and response variables, between limits
of 98 to 100% of Adj R2 values to strongly support its application to real-time
prototype building.

The DoE results with respect to ‘p-value’ within limit of 0.05 strongly supports
validity of correlation along with Adj R2 between 98 and 100% for climatic factors
highlights major role of solar heat flux on effectiveness of solar thermal devices. The
study also highlights the secondary role of wind speed and air temperature whose
role is not as pronounced against solar radiation intensity.

The results and correlations obtained from this study are quite significant for the
purpose of selection of appropriate solar thermal energy conversion device based
on the data gathered with respect to climatic parameters synchronized with the end
application heat requirement calculations.
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Solar air heater finds viable applications in agricultural post-harvest processing.
The use of solar energy for thermal applications can make a substantially curtail
carbon emissions through deferred fossil fuel usage.
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Stability and Thermal Conductivity
of Ethylene Glycol and Water Nanofluid
Containing Graphite Nanoparticles

Kyathanahalli Marigowda Yashawantha , Gaurav Gurjar,
and A. Venu Vinod

Abstract Heat transfer enhancement in a heat exchanger using conventional fluids
such as water, ethylene glycol and engine oils is limited due to lower thermal conduc-
tivity of fluids. Addition of nanoparticles to these fluids can provide better heat
transfer due to improved thermophysical properties. In this study, thermal conduc-
tivity and stability of ethylene glycol (EG) and water (35:65 in terms of volume)-
based graphite nanofluids were investigated experimentally. Nanofluids containing
graphite nanoparticles in weight concentrations in the range of 0.5–2 wt% were
prepared using ultrasonication method. Thermal conductivity of nanofluids was
measured at each weight concentration in the temperature range of 30–50 °C using
transient hot wiremethod. Subsequently, the stability of EG andwater-based graphite
nanofluids was evaluated by visual observation and thermal conductivity measure-
ment over a period of 30 days at 30 °C. The results showed that thermal conductivity
enhances by adding graphite nanoparticles to the ethylene glycol and water. It was
found from the study that thermal conductivity of prepared nanofluid increases with
increase in temperature. Addition of 2 wt% of graphite nanoparticles in EG: water
showed an enhancement of 22% and 26.67% in thermal conductivity at 30 and 50 °C,
respectively. Stability study overtime reveals that there is no considerable difference
in thermal conductivity for 30 days indicating a stable nanofluid dispersion. A corre-
lation was developed to predict the thermal conductivity of EG: water-based graphite
nanofluids.

Keywords Graphite nanoparticles · Water · Ethylene glycol · Ultrasonication ·
Thermal conductivity · Stability

1 Introduction

Nanofluids contain ultra-tiny particles less than 100 nm of solid material in powder
form suspended in a base fluid to form a homogenous mixture as a single base
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fluid [1]. These nanofluids are capable of transferring more heat compared to the
base fluids. Researchers have used different preparation methods and evaluation
techniques to prepare stable nanofluids [2–4]. The thermophysical behaviour of the
nanofluids is the important aspect in heat transfer application, and the same has
been investigated by many researchers [5–8]. The thermophysical properties have
been used to assess the performance of heat exchanger using different nanofluids
[9–11]. Researchers have used nanoparticles like CuO, Al2O3, Fe2O3 and ZnO to
prepare nanofluids. Similarly, some researchers have used the non-metallic nanopar-
ticles graphite, graphene, single-walled carbon nanotube (SWCNT) andmulti-walled
carbon nanotubes (MWCNT) nanoparticles to prepare the nanofluids by adding the
nanopowder to the base fluid. Commonly used base fluids for different cooling appli-
cations are water, engine oil, ethylene glycol (EG), propylene glycol (PEG), glyc-
erine, EG and water mixture, and PEG and water mixture. These base fluids are
selected based on their properties and application. The base fluids find application
in engine cooling, aircraft engine cooling system, refrigeration and air conditioning
system, etc. EG ismainly used as a base fluid for low-temperature application because
of its low freezing temperature and high boiling temperature. Hence, to operate at a
wide range of temperature, EG and water mixture is a better choice.

Zhu et al. [12] synthesized a stable water/graphite suspension by optimizing the
pH value using Polyvinylpyrrolidone (PVP-K30) as a dispersant and reported an
enhancement of 34%at 2%volume concentration.Wang et al. [13] used amechanical
ball milling method to prepare the graphite–oil nanofluids. The prepared graphite–
oil nanofluids showed enhancement of 12–36% in thermal conductivity for 0.68–
1.36 vol%of concentration, respectively.Kole andDey [14] used hydrogen exfoliated
graphene (f-HEG) nanosheets to prepare Graphene–EG+ Distilled water nanofluid
without adding any surfactant. The nanofluids prepared byultrasonicationwere stable
for more than 5 months. They reported 15% enhancement in thermal conductivity
for 0.395 vol. % nanofluid at 30 °C. Mehrali et al. [15] examined the effect of the
different surface area of graphite nanoplatelets (GNP) at a different concentration by
varying the temperature. Their results indicated that themaximum increase in thermal
conductivity was around 27.64% at a larger surface area with 0.1 wt% concentration
of GNP at 35 °C. Yashawantha et al. [16] evaluated the thermal conductivity of EG
graphite nanofluids for different volume concentration and reported an enhancement
of 24.46% at 2% of volume concentration at 30 °C. Nanofluids with different water
and EG ratios have been used as base fluid to study the thermophysical properties
by various researchers. Usri et al. [17] and Chaim et al. [18] dispersed the Al2O3

nanoparticles in the different combination of water and EG mixtures (W:EG: 60:40,
50:50 and 40:60) expressed in base ratio (BR). The results revealed that introducing
the Al2O3 nanoparticles in the different BR affects the thermal conductivity. The
results demonstrated that the percentage of EG in the base ratio (BR) has a more
significant effect on thermal conductivity with respect to temperature.

From the literature, it is evident that the addition of graphite and graphene nanopar-
ticles is capable of providing higher thermal conductivity. However, very few works
have been carried out using graphite as a nanoparticle for measuring thermophys-
ical properties to study the feasibility for applications. It is also observed that Kole



Stability and Thermal Conductivity of Ethylene Glycol … 233

Table 1 Properties of
graphite nanoparticles and
EG: water (35:65)

Characteristics Graphite EG: water (35:65)

Size 50 nm –

Density 2260 kg/m3 1048 kg/m3

Morphology Hex-Lamellar –

Colour Black –

Purity 99.5% 99.5%

and Dey [14] and Mehrali et al. [15] focused on graphene nanosheets and graphite
nanoplateletswithwater as a suspension to study the thermal conductivity.Wang et al.
[13] have used graphite/oil suspension, whereasMa et al. [19] andYashawantha et al.
[16] used EG/graphite suspensions to report thermal conductivity. Further, studies
involving the combination of EG and water mixtures of different base ratio with
Al2O3 nanoparticles were reported by Usri et al. [17], Chaim et al. [18] and Sundar
et al. [20]. Correspondingly, Sundar et al. [21] and Hamid et al. [22] reported studies
on the EG: water mixture of CuO and TiO2 nanoparticles, respectively. These studies
reported on stability and correlation for thermal conductivity. However, stability and
thermal conductivity studies on the combination of EG: water and graphite nanopar-
ticles suspension are yet to be explored. Therefore, the present study is focused
on dispersing different weight concentration of graphite nanoparticles in EG: water
(35% volume of EG: 65% volume of water) using ultrasonication and to determine
thermal conductivity and stability.

2 Materials and Method

2.1 Materials

The graphite nanoparticles are procured from Sisco Research Laboratories (SRL)
Pvt. Ltd., India and ethylene glycol from Sigma Aldrich Chemicals Ltd., USA. The
characteristics data of graphite [23] and EG: water mixture (ASHRAE [24]) are
presented in Table 1. To confirm the particle size supplied by SRL, a field emission
scanning electron microscopy (FESEM, SIGMA GEMINI) analysis was carried out
at different magnification. Figure 1 shows the FESEM images, and it can be observed
that particles size is almost <50 nm.

2.2 Nanofluid Preparation

The preparation of nanofluids is a key factor to obtain good stability as well as
good thermal conductivity. The EG: water mixture of 35% volume of EG and 65%
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Fig. 1 a FESEM images of graphite nanoparticles at 91.89 KX and b FESEM images of graphite
nanoparticles at 40 KX

volume ofwater is used as a base fluid. The different weight concentration of graphite
nanoparticles is weighed in the precision electronic balance (accuracy of ±0.001 g).
These measured graphite nanoparticles are added to EG: water mixture of 40 ml
(taken in the beaker) carefully and stirred for 1 h using a magnetic stirrer at a speed of
900 rpm to ensure the initial mixing. For improving the stability, 0.05 wt% of sodium
dodecylbenzene sulfonate (SDBS) surfactant was added before magnetic stirring.
Further, the stirred nanofluidwas ultrasonicated inHielscherUP200H (Power: 200W,
frequency: 24 kHz) for 2 h to breakdown larger particles and to ensure the mixture
stability. Similarly, nanofluids of concentration 0.5, 1, 1.5 and 2 wt% are prepared
separately aforesaid method. The weight to be added for the preparation of different
weight concentration is estimated using Eq. 1.

100∅w = mg

mg + mEG/w
(1)

where mg and ρg = mass of graphite nanoparticles and density of graphite nanopar-
ticle, respectively. mEG/w and ρEG/w = mass and density of EG: water mixture,
respectively. ∅w = the weight concentration of EG: water–graphite nanofluids.

2.3 Thermal Conductivity and Stability

The prepared EG: water-based graphite nanofluids at different weight concentration
was investigated for thermal conductivity (k) in the temperature range of 30–50 °C.
For this purpose, KD2 Pro thermal property analyser (Decagon Devices, Inc., USA)
whichworks on the principle of transient hotwiremethodwasused.Many researchers
[8, 17, 18, 20, 25] have used this instrument to report the thermal conductivity. KD2
Pro meets ASTM D5334 and IEEE 442-1981 standard of measurement for thermal
conductivity. KD2 Pro with a different sensor needle with an inbuilt microcontroller
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can able to measure the thermal conductivity of liquids and solids. Sensor needle is
selected based on the range of measurement. KS-1 needle having a measuring range
of 0.02–2.00 W/m K, which is suitable for liquids. This needle is 6 cm long and
1.3 mm in diameter. Hence, assumption can be made as an infinitely small fin for
measurement. Initially, 0.2 wt% of concentration was taken in 30ml bottle, and KS-1
sensor needle was carefully placed inside such that needle is exactly at the centre.
The sample temperature was maintained at 30, 35, 40, 45 and 50 °C temperature
in a constant temperature bath (TEMPO SM-1014), and thermal conductivity was
measured at each temperature by taking five readings by allowing about 15 min
between readings for temperatures to equilibrate. Average of these readings was
used for reporting. Stability of EG: water-based graphite nanofluids was carried out
by taking photographic observation overtime. Thermal conductivity measurement
was performed over a time at temperature of 30 °C.

3 Results and Discussion

3.1 Thermal Conductivity and Effective Thermal
Conductivity

The thermal conductivity (k) measurement was conducted initially for the EG: water
mixture of 35:65 (v/v) at temperature 30, 35, 40, 45 and 50 °C. Figure 2 shows
the KD2 Pro data and ASHRAE [24] data for EG: water at different temperatures.
The data points of both ASHRAE and KD2 Pro are in the acceptable range with a
deviation of 0.5% as appeared in Fig. 2.

Figure 3 shows the thermal conductivity at different weight concentration and
different temperatures. Correspondingly, Fig. 4 shows the effective thermal conduc-
tivity (ratio of k of nanofluid to the k of base fluid) for different temperatures. It can be

Fig. 2 Comparison of EG:
water mixture and ASHRAE
data for thermal conductivity
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Fig. 3 Effect of temperature
on thermal conductivity of
EG: water–graphite
nanofluids at different
weight concentration

Fig. 4 Effect of temperature
on effective thermal
conductivity of EG:
water–graphite nanofluids at
a different weight
concentration

observed from Figs. 3 and 4 that thermal conductivity (and effective thermal conduc-
tivity) of nanofluid increases with increase in temperature. Even for the base fluid
used for the present study, a similar trend shows as can be seen in Fig. 3. However,
thermal conductivity of base fluid is less than that of all nanofluid concentration
considered in the study. It can be seen from Fig. 3 that at 30 °C thermal conduc-
tivity of the EG: water mixture is 0.430 W/mK. On the other hand, at the same
temperature, 2 wt% weight concentration has 0.520 W/mK, which is 20.93% more
than EG: water mixture. Similarly, for every concentration at different temperatures,
the thermal conductivity increases. This enhancement attributes to the concentration
of graphite nanoparticles in EG: water, temperature, particles thermal conductivity,
shape and size of nanoparticles. The reason for the enhancement with weight concen-
tration is due to collisions of particles inside the base fluid. When collisions take
place between nanoparticles inside the base fluid, interaction between the particles
increases, and as a consequence of this, Brownian motion increases, and due to this,
thermal conductivity increases [18, 26].

As seen in Fig. 4, the effective thermal conductivity (ke) for EG: water–graphite
nanofluid ismore compared to theEG:water at an identical temperature. The effective
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Table 2 Percentage of enhancement of thermal conductivity from temperature 30–50 °C

Nanofluid Nanofluid concentration

Graphite + EG: water 0.5 wt% 1 wt% 1.5 wt% 2 wt%

5.12–10 10.46–16.66 16.51–21.78 20.93–26.22

thermal conductivity at 50 °C is 1.2622 for 2 wt% of concentration, which is 26.22%
greater than that of the EG: water mixture at identical temperature. Correspond-
ingly, for all concentrations and temperatures, a similar enhancement was observed
compared to the EG: water mixture at an identical temperature. This enhancement at
all concentration at different temperature is due to the Brownian motion caused by a
rise in temperature and decrease in viscositywith an increase in temperature. Thermal
conductivity and effective thermal conductivity are strongly influenced by weight
concentration due to increase in temperature. Enhancement of thermal conductivity
for different weight concentration is tabulated in Table 2. The maximum enhance-
ment of 20.93 and 26.22% was obtained at 30 and 50 °C for 2 wt% of concentration,
respectively. The study carried out by the Ladjevardi et al. [27] shows that the use of
water–graphite nanofluids can improve the absorbance of incident irradiation energy
by 50%, whereas using water only possible was 27%. In applications such as low
temperature, the EG: water-based graphite nanofluids can improve the performance
of the system with lower nanoparticles concentration.

3.2 Stability of EG: Water Based Graphite Nanofluids

Stability of nanofluids is very crucial for any heat transfer application. Nanoparticle
sedimentation in a base fluid is the main factor which affects many other properties
of nanofluids such as thermal conductivity. The prepared nanofluid must ensure
proper distribution of particles in the liquid. In this regard, EG: water (35:65 v/v)-
based graphite nanofluids were investigated for stability by determining the thermal
conductivity as a function of time. Similarly, a visual observation was alsomade after
preparation and up to 30 days after preparation as shown in Fig. 5. Sedimentation
was not observed for up to 30 days.

Nanofluids of four different weight concentration were kept at room temperature
at the static condition, and thermal conductivity evaluation was conducted for more
than 30 days using KD2 Pro thermal conductivity property analyser. Up to 30 days,
there was no variation in thermal conductivity at room temperature at all weight
concentration as appeared in Fig. 6. However, after 30 days of observation, a gradual
decrease in thermal conductivity was observed. The decrease in thermal conductivity
was 2.21%, 2.94% 3.19% and 3.65% for 0.5 wt%, 1 wt% and 1.5 wt% and 2 wt%
nanofluids, respectively. Further decrease in stability was observed with respect to
time. Hence, the prepared nanofluids were stable for at least 30 days under static
condition. The study also demonstrates reduced thermal conductivity for increasing
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Fig. 5 Visual observation ofEG:water-based graphite nanofluids after preparation and after 30 days

Fig. 6 Time-dependent
effective thermal
conductivity (ke) of EG:
water-based graphite
nanofluids

weight concentration after 30 days compared to that immediately after preparation.
This is due to agglomeration formation as a result of the increase in concentration.
According to DLVO (Derjaguin, Verway, Landau and Overbeek) theory, stability of
the dispersion of nanoparticles in liquids depends on the combined effect of Van
der Waals captivating forces and electrical double-layer repulsive forces among the
nanoparticles caused by Brownian motion [1]. If the particles size is large, aggre-
gates forms as a result of clustering of particles of the same or different size as they get
closer to each other (Fig. 7). On the other hand, the smaller size of particles avoids the
formation of a cluster and provides longer stability of nanofluid. As the surfactant is
added in this study, which develops more repulsion from absorbed surfactant effects
the graphite nanoparticle to improve a more compact structure due to an increase in
the particle to particle overlap area. With the addition of critical surface active agent,
it was found that the graphite nanoparticles dispersed in EG: water is stabilized, and
the kinetic barrier prevents the aggregation.
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Fig. 7 Stages of graphite nanopowder sedimentation in EG: water after preparation

3.3 Developed Correlation

The effective thermal conductivity ke is the ratio of the thermal conductivity of the
EG: water-based graphite nanofluid to EG: water (35:65) at an identical temperature.
In this study, the correlation was developed as a function of weight concentration
and temperature using the regression method. The correlation is proposed in terms
of weight concentration and the temperature of EG: water-based graphite nanofluid
in the following form,

ke = kgnf
kbf

= a(∅w)b
(
Tnf
Tr

)c

(2)

where ke = effective thermal conductivity, ∅w = the weight concentration of graphite
nanofluids, T nf = temperature of nanofluid, and T r = reference temperature in K
(273 K). Constant a, b and c are to be determined from the experimental data from
the regression. The effective thermal conductivity of predicted data from Eq. 2 is
compared with the experimental data. Table 3 shows the regression constants a, b
and c obtained from experimental data for Eq. 2, respectively. These constants are
used to verify the experimental data for prediction as shown in Fig. 8. It is observed
from Fig. 8 that all data points are very near to the curve fit line. The maximum and
minimum deviation was observed to be 2.24% and−2.18%, respectively. Hence, the
proposed Eq. 2 can predict the effective thermal conductivity with a less deviation
and valid for the <2 wt% for a temperature range from 30 to 50 °C.

Table 3 a, b, c and R2 values of developed equations

A b c R2

Equation 2 1.0513 0.075 0.682 0.945
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Fig. 8 Comparison of
effective thermal
conductivity from
experimental and predicted
from Eq. 2

4 Conclusion

In this study, graphite nanoparticles were dispersed in EG: water (35:65) using
ultrasonication. The thermal conductivity of prepared nanofluid was investigated
at a temperature range of 30–50 °C and weight concentration of 0.5–2 wt% using
KD2 Pro thermal properties analyser. Stability studies of EG: water-based graphite
nanofluidswere investigated over a period of time for 0.5–2wt%ofweight concentra-
tion. The results indicated that the effective thermal conductivity of EG: water-based
graphite nanofluid is increased with nanoparticle addition and increase in temper-
ature. The maximum increase of thermal conductivity of 26.67% was observed
at 2 wt% of concentration. Stability study showed that prepared EG: water-based
graphite nanofluids were stable for 30 days without any visual sedimentation and
change in thermal conductivity. Proposed correlation for effective thermal conduc-
tivity based on weight concentration (0.5–2 wt%) and temperature (30–50 °C) has
shown very good prediction with experimental results.
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Parametric Study of Leading-Edge
Tubercle: Bio-inspired Design
of Darrieus Vertical Axis Wind Turbine

Punit Prakash , Abhishek Nair , Joseph Manoj ,
Thomas Mathachan Thoppil , and Nishant Mishra

Abstract An aerodynamic blade with NACA0018 profile has been modified to
reduce the wake by adding tubercles to the leading edge of a three-bladed Darrieus
vertical-axis wind turbine (VAWT). The addition of tubercle is based on biomimicry,
as seen in whales, to investigate enhancement in separation length. A 3D model of a
DarrieusVAWTwith tubercle blade profile turbine has beenmodeled andnumerically
investigated using a transient blade row model which of ANSYS CFX which solves
continuity, momentum, turbulence eddy dissipation, and turbulence kinetic energy
class of equations. A comparative analysis has been performed and Darrieus VAWT
with modified blade shows promising result as compared to the baseline model.

Keywords Darrieus vertical-axis wind turbine · Biomimetics · Leading-edge
tubercle · NACA0018

1 Introduction

The world energy sector is transiting from a coal-based economy toward a sustain-
able source of energy for power generation. As the prices for solar and wind energy
generation keep on decreasing, more organizations want to add carbon neutrality
and off-grid power solutions to their work culture. According to IRENA [1], the total
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installed capacity of wind energy has crossed 550 GW and the annual deployment
is around 50 GW till 2018. Depending on the mechanical design, the wind turbine
is classified as either horizontal-axis wind turbine (HAWT) or vertical-axis wind
turbine (VAWT). The VAWTs are further classified as Savonius type and Darrieus
type. Themain advantage of VAWT is its singlemoving part (the rotor) where no yaw
mechanism required and almost all of the components of VAWT requiring mainte-
nance are located at the ground level, facilitating the maintenance work appreciably
as stated by Islam et al. [2]. Brusca et al. [3] studied the performance of aspect
ratio on VAWT and stated that the lower results have high power coefficients and
also improves inertial moment for the turbine. Fish [4, 5] in his work discusses
biomimicry of humpback whales (Megaptera Novaeangliae). The tubercles on flip-
pers are similar to strakes of an aircraft. Large vortices generated by use of strakes
and thus the stall characteristics of a wing changes. Tubercles are responsible for
the formation of paired vortices in the troughs between tubercles. These vortices
interact with the flow over the tubercles to keep the flow attached to the wing surface
and delay stall. Paula [6] in his work states higher tubercle performance is achieved
for thinner airfoil at lower Reynolds number. Sanz [7] in his experimental study
stated the retardation of stall due to the tubercles leading edge and also they stated a
small amplitude–wavelength ratio is associated with soft stall and gradual loss of lift.
Ahmad et al. [8] stated tubercle leading-edge (TLE) blade design has increased clarity
in aerodynamic study of flow separation, tonal noise, and dynamic stall. Mishra et al.
[9] studied the effect of endplates and stated that addition of endplates reduces the
effect of trailing vortices while compared with traditional turbines with no endplates.
Seeni et al. [10] collated the work on tubercles by various researchers and came up
with a few notable outcomes. Tubercles can delay stall and result in a higher angle
of attack for a maximum coefficient of lift. Tubercles maintain laminar flow during
surge conditions and enhance performance during turbulence when compared to
straight-edged. For NACA0020 and NACA0021 profiles, they found that the lift and
drag were lesser than the baseline unmodified model. An exception in this trend
was observed with NACA 634-021. Zhu and Gao [11] attempted to incorporate the
design changes of the leading-edge protuberance on the performance of a rudder.
Two cases of Re have been taken, one at 3.2 × e5 and the other at 8 × e5. The
drag coefficient and lift-to-drag ratio of the unchanged rudder was observed lower
than that of the changed rudder. The bionic rudder results in more lift force than the
unmodified rudder at angles of attack lower than 16°. Biadgo et al. [12] analyzed
design changes to vertical-axis wind turbines by comparing double multiple stream
tubemodel (DMST) and computational fluid dynamics (CFD)models and stated that
DMST overestimates Cp. Bai et al. [13] investigated NACA0015 airfoil section with
tubercles and concluded that increasing the values of lift-to-drag ratio and delaying
the stall angles of attack are the two options for achieving an improved Cp value, so
tubercles along the leading edge may energize the boundary layer and avoid the flow
separation, and therefore, delay the stall.
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2 Problem Statement

A comparative computational study has been performed between model A, model B,
and model C as shown in Fig. 1a–c. Model A represents a straight blade VAWT with
NACA0018 profile. Model B and C are the variations of chord length for a tubercle
profile. The study focuses on the comparative analysis between a straight blade
turbine and a tubercle blade turbine. The subparameters involved are wavelength and
amplitude of the tubercle profile. The wavelength is kept constant, and the amplitude
has been changed for model B and model C. The selection for amplitude is based on
the angular cut of 40 and 45° of the blade profile from the ends such that the tubercle
can maintain compatibility with the base model. Model B is a combination of chord
length A and B as described in Table 1, Similarly, Model C is a combination of chord
length A and C.

Fig. 1 Schematic overview. a Model A, b model B, c model C

Table 1 Specification for
rotor

Parameters Symbols Dimension

Chord length (C) 86 mm

Chord length (B) 78 mm

Chord length (A) 60 mm

Length L 600 mm

Diameter of turbine D 300 mm

Diameter of central column d1 50 mm

Diameter of connector rod d2 20 mm

Connector rod location 150, 450 mm

Wavelength 30 mm

NACA profile 0018
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3 Governing Physics and Solver Details

This study was performed using CFX a CFD tool in ANSYS Academic 17.2 for
computational analysis on a systemhaving Intel i5-4570CPU@processorwith 8GB
2666 MHz DDR4 RAM. A modular approach was used for modeling followed by
meshing and finally defining the physics. The geometry was divided into two subdo-
mains, rotor and stator. The rotor consists of the rotating domain, and the stator is the
stationary portion for the fluid flow interaction. The computation concentrates only
on the fluid interaction and the solid interaction with fluid has not been considered
in this work. A module in CFX transient blade model has been used for combining
the rotor and stator portion for setting up the boundary condition which used profile
transformation and transient method of time integration with time period having
a passing period 0.0698132 s and no. of time steps per period was 100 with time
steps 0.0006 s andmaximum number of period to be 25. The analysis uses continuity,
momentum, turbulence eddy dissipation, and turbulence kinetic energy class of equa-
tions. The transient scheme uses a second order backward Euler for the solution. The
residual was targeted to 1× e−4. k − ε Reynolds-averaged Navier–Stokes (RANS)
turbulence model, which is the most common model used in CFD to simulate mean
flow characteristics for turbulent flow conditions, has been used. It is a two-equation
model that gives a general description of turbulence utilizing two transport equations
of partial differential equations (PDEs). The first transported variable in the equation
is the turbulent kinetic energy (k).

∂(ρk)

∂t
+ ∂(ρku)

∂xi
= ∂

∂xi

[
μ

σk
× ∂k

∂x j

]
+ 2μt Ei j − ρ (1)

The second transported variable in equation is the rate of dissipation of turbulent
kinetic energy (ε).

∂(ρε)

∂t
+ ∂(ρεui )

∂xi
= ∂

∂x j

[
μt

σε

∂ε

∂x j

]
+ C1ε

ε

k
2μt Ei j − C2ερε2

k
(2)

Equation (1) and (2) are used to solve RANS equations and the boundary condi-
tions have been implemented.By implementing the natural boundary condition on the
domain such as wind speed and pressure to the inlet and outlet and no slip boundary
condition is implemented on the outer walls of the stator and on the wall boundary
of the turbine as shown in Fig. 2a. The inlet boundary conditions are defined as u(x,
y, z) as 5, 0, 0 m/s and corresponding pressure as 1 Pa and the temperature is prede-
fined in the solver as 25 °C. The corresponding outlet pressure is defined as 0 Pa for
adequate pressure difference for flow. The rpm was defined as 90 rad/s to check the
flow condition of the turbine blade and the variation caused by the TLE. A detailed
view of various dimensions for the domain has been shown below in Fig. 2b and the
description has been presented in Table 2.
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Fig. 2 a Boundary condition for the analysis. b Description of the domain

Table 2 Specifications for
the domain

Symbol Dimension (mm)

D2 320

H4 500

H5 3000

V6 250

V7 250

3.1 Meshing

The meshing is the process of discretization of boundary into smaller elements for
the rotor blades. The meshing scheme has been as shown in Fig. 3 where (a)–(c)
shows the meshed section of rotor for model A, B, C and (d) shows the 3D model
for a stator. The mesh information has been shown in Table 3.

Fig. 3 Meshing for a Model A, b model B, c model C, d Stator 3D

Table 3 Mesh information Model Nodes Element

Model A 1,519,463 1,021,528

Model B 2,206,408 1,475,412

Model C 2,247,116 1,510,315

Stator 108,407 71,483
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4 Numerical Results

The three profiles have been tested and pressure and velocity contour have presented.
Figure 4 shows the pressure for all models are similar with a minor drop in pressure
being noticed for the modified blade which could be due to the extended tubercle
profile on the leading edge.

Figure 5 shows velocity contour of the turbine model, a sharp rise is observed in
the case of turbine B and C. This could be due to the presence of tubercle profile. The
turbulence in the region increases, and this increase in turbulence causes the flow
to reunite with the blade surface and thus the separation length will increase. The
increase in separation length helps in lowering the drag. To study a 3D model and
understand the effect of tubercle, a streamline plot of the wind flow has been shown
in Fig. 6 which shows the flow tends to move toward the through of the tubercle
and also it can be stated that flow shift to other planes this phenomena is difficult to

Fig. 4 Pressure contour

Fig. 5 Velocity contour

Fig. 6 a Streamline flow around tubercle profile. b Reattaching of flow
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Fig. 7 Pressure contour of TLE for model B at 0° to airstream

observed in a 2D study of the flow. The phenomenon of reattaching of the flow on
the tubercle blade due to the presence of tubercle profile has been shown in Fig. 6b.
It can be observed that the separation length increases due to reattachment of the
flow which is only possible due to an early separation caused by the tubercle profile.
Non-uniformity of the flow lines is due to chaotic flow that leads to turbulence.

TLE creates a variation in pressure at the point the airstream hits the blade and
the corresponding pressure profile as shown in Fig. 7, which explains the movement
of streamlined flow toward the valleys of the blade profile where (a) is the location
at the tip of the TLE, (b)–(i) represents the blade section at an interval of 1 cm each
from the leading edge, and (j) shows the wake region after 1 cm of blade.

The plots were generated for various locations whose velocity contours have been
compared with the graphs for better understanding. Planes were placed on various
sections to observe the effect of TLE. The turbine comparison has been divided into
three parts: near the base, middle section, and top of turbine.We observed a reduction
in wake region for Model B is greater in comparison to Model A and Model C as
illustrated in Fig. 8. The wake region shows considerably decreased in case of the
Model B that indicates a greater separation length.
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Fig. 8 Velocity on various plane of the domain

5 Conclusion

In this work, three turbine configurations marked asModel A,Model B, andModel C
are being tested and the results indicate that a tubercle profile increases the separation
length and decreases the wake region and subsequently the drag. The results further
explain the variability of flow over the blade profile. Near the end tips of the blade,
i.e., near base and top a tip loss occurred and resulted in the lower value of velocity
contourwhich can be clearly illustrated in the result. The tubercle profile shows better
results compared to the straight bladed profile. The result shows that the tubercle has
an advantage over straight blade turbines but we need to check more parameters like
torque to state a more decisive conclusion.
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Shorea robusta (Sal) Fallen Leaves
Briquette—A Potential Bioenergy Fuel
for Rural Community

Rajib Bhowmik and Bhaskor Jyoti Bora

Abstract Most of the rural household utilize loose biomass as fuel for cooking.
Direct combustion of loose biomass deteriorates the household air quality that indi-
rectly affects human health. Conversion of loose biomass in densified form can be
used as alternate cooking fuel. In the present study, Shorea robusta fallen leaves are
considered for briquette production. Four different pressures (4, 8, 12, and 16 MPa)
were applied for densification of the crushed leaves using manual hydraulic press.
Proximate analysiswas performed according toASTMstandards. The results showed
that the moisture content (M) was 6.21%while the fixed carbon (FC), volatile matter
(VM), and ash (ASH) are 16.56%, 72.80% and 4.43%, respectively, whereas ulti-
mate analysis depicts the elemental composition of the biomass fuel namely carbon,
hydrogen, oxygen, nitrogen, sulfur is found to be 44.56%, 4.16%, 43.69%, 0.43%,
and 0.59%, respectively. Higher heating value (HHV) of the Shorea robusta leaves
was determined using bomb calorimeter apparatus and found to be 17.43 MJ/kg. As
pressure increases from 4 to 16MPa, properties like briquette density increases in the
range 961.42–1592.36 kg/m3, shatter index increases from 80.59–94.37%, durability
increases from 67.26 to 92.28%, and water penetration resistance increases from
57.14 to 78.66%. Higher burning rate of 8.40 g/min can be seen for low-pressurized
briquette (4 MPa) whereas high-pressurized briquette (16 MPa) has a lower burning
rate of 2.67 g/min.
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1 Introduction

Energy is considered as one of the most essential needs of mankind. Both energy
production and utilization are the important indicators of a country’s economic
progress. Around 70% of the total population lives in rural areas and mainly depends
on solid biomass as cooking fuel [1]. There are different types of biomass feedstock
available in rural areas like agricultural and forest residue [2], coffee-pine wood
residue [3], switch grass [4], cotton stalk [5], banana leaves [6], and sawdust [7] that
are used for bioenergy production. Out of the different feedstock available, the end
user of the rural communities mostly depends on loose biomass, as loose biomass
is easily available and abundant for cooking and water heating purposes. With the
use of bioenergy, CO2 emission to the environment reduces. However, burning loose
biomass for household activity produces smoke, thereby deteriorates the indoor air
quality and consequently affects human health. On the other hand, loose biomass is
having low bulk density and therefore it is difficult to transport, handling, and storage.
Densification of loose biomass is one of the ways to reduce the carbon footprints and
address the above problems.

Several studies have been conducted by researchers on the production, physical,
and combustion properties of briquette from various feedstock. Chin and Siddiqui [8]
conducted experiments on the characteristics of biomass briquette produced using
die pressures ranging from 5 to 7 MPa. Results reveal that briquette quality was
improved and burning rate decreases with increase in applied pressure. Orisaleye
et al. [9] in their research work studied the effect of different input factors such as
pressure, temperature, hold time, and particle size during densification of corncob.
Significant factors like pressure, temperature, and particle size were identified as
prime factor that directly affects the briquette density whereas holding time does
not have any relation with briquette density. Li and Liu [10] performed experiment
on the briquette produced by applying pressures ranging from 34 to 138 MPa using
oak sawdust, cotton wood sawdust, and pine sawdust without binder and confirms
that oak sawdust logs were the strongest among the briquettes. Yumak et al. [11]
studied three different input parameters for densification of Soda weed (Salsola
tragus L) without binder. Optimum condition for producing soda weed briquetting
was evaluated by statistical analysis software and found that moisture ranging from
7 to 10% with an applied pressure of 31.4 MPa and temperature of 85–105 °C can
be applied for producing different briquette shapes. Zhang et al. [12] utilized millet
bran for briquette production and found that good-quality briquettes are produced
for a pressure range of 110–130 MPa. Kpalo et al. [13] performed experiment on
the production of hybrid briquettes by mixing different ratio of corncobs and bark
of oil palm trunk along with 10% by weight of waste paper as binder in order to
determine the performance of the produced briquette. Experimental result shows
that both 50:50 and 25:75 blended briquette gave similar values of boiling time, fuel
burning rate and specific fuel consumption. Among the various blended ratios, 50:50
ratio briquette showed higher thermal fuel efficiency. Navalta et al. [14] studied
the mechanical and thermal properties of two particle size bagasse briquette with
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three different %w/w biodegradable binders and concluded that both mechanical
and thermal properties of nano-lignocellulose and nano-cellulose binders showed
better results as compared to lignin binder. Chungcharoen et al. [15] investigated
the production rate, mechanical properties, and fuel properties of briquette produced
using different operating parameters and found that high production ratewas obtained
from mixture 65% cashew nut shell, 25% areca nut shell, and 10% by weight of
cassava flour along with compressed screw speed of 90 rpm. Lisseth et al. [3] studied
the production and characterization of densified briquette produced from a mixture
of coffee shrub and pinewood under different operating parameters using piston press
machine. Results reveal that high-quality briquette is produced by blending of two
different residues.

In the present investigation, Shorea robusta (Sal) fallen leaves were considered
for briquette production. The physical and combustion characteristics of Shorea
robusta leaves briquette were performed to confirm the feasibility of being used as
a bioenergy source for rural household.

2 Materials and Methods

2.1 Materials

Shorea robusta (Sal) is a large deciduous tree found in India. It is one of the most
important sources of hardwood timber in India. The fallen leaves from the trees are
collected from the nearby forest area. Hydraulic press was used for densification
process.

2.2 Shorea robusta Leaves Characterization

The proximate analysis is a standardized analysis for estimating fixed carbon,
volatile matter, moisture content, and ash. Ultimate analysis is done to determine
the elemental composition of the biomass sample. High heating value of biomass
was determined using oxygen bomb calorimeter as per ASTM standard.

2.3 Briquette Production

The collected leaves contain both raw and dried leaves. The raw leaveswere separated
and sun-dried for several days to remove any moisture present. Dried leaves are
chopped into small pieces with the help of hammer mill. A 2 mm sieve performs the
screening of chopped leaves. Screened chopped leaves are allowed to stand for two
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Fig. 1 Flowchart of briquette production

weeks for partially decompose. The decomposed leaves are then filled manually in
a 35 mm internal diameter cylindrical hydraulic press. Different pressures ranging
from 0 to 20 MPa with 5 s dwell time were applied to compress the loose biomass
for briquette production. The compacted pressure was recorded from the pressure
gauge. Vernier caliper determines the height and diameter of the produced briquette
(Fig. 1).

2.4 Proximate Analysis

Moisture content

A known quantity (m1) of briquette sample was taken in a silica crucible without
lid and kept in oven maintained at 105 °C. After 1 h of oven drying, the crucible
was taken out from the oven and kept in a desiccator for cooling. The oven-dried
sample was weighted again (m2). The moisture content (MC) was determined using
the relation

Moisture content(%) = m1 − m2

m1
× 100 (1)
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Volatile Matter

The same crucible containing oven-dried sample (m2) was covered with a vented lid
and placed in a muffle furnace at 950± 20 °C for 7 min. The crucible was taken out
from the muffle furnace and cooled to room temperature and weighted again (m3).
Volatile matter (VM) was determined using the relation

Volatile Matter(%) = m2 − m3

m1
× 100 (2)

Ash Content

The crucible containing residual sample (m3) from the volatile matter was taken and
then heated without lid in a muffle furnace at 700 ± 50 °C for 30 min. The crucible
was taken out from the muffle furnace, cooled in the desiccator, and weighted (m4).
Ash content (ASH) was determined using the relation

Ash Content(%) = m4

m1
× 100 (3)

Fixed carbon Content

Fixed carbon of the briquette sample was calculated using the relation.

Fixed Carbon (%) = 100− [M(%)+ VM(%)+ ASH(%)] (4)

2.5 Ultimate Analysis

CHNS analyzer was used to test the elemental composition. Oxygen content was
calculated by subtracting the sum total of carbon, hydrogen, nitrogen, sulfur, and ash
from 100%.

2.6 Physical Properties

Briquette density

Density of briquette was determined by knowing the volume of the compressed
briquette. A vernier caliper measures the length and diameter of the briquette and
therefore the volume was calculated. Digital weighing balance determines the mass
of briquette. Density was calculated using the following relation
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Briquette density = mass of the briquette

volume of the compressed briquette
(5)

Shattering Index

Transportation and handling of briquette from one place to another may result in
sudden breaking of the briquette, thereby reduces the strength of the briquette. In
this experiment, briquette is allowed to fall from a fixed height of 1 m as suggested
by Rajaseenivasan [16]. The experiment was carried out two times and the average
weight of the briquette before and after the experiment was noted. The percentage
weight loss of the briquettes was determined by

Weight loss(%) = Initial briquette weight− Final briquette weight

Initial briquette weight
× 100 (6)

Shatter resistance(%) = 100− weight loss(%) (7)

Tumbling Test

Durability is oneof the desirable qualities of anybriquette and canbedetermined from
tumbling test. In this experiment, initial weight of briquette (Wi ) before tumblingwas
recorded and the briquette was placed inside a 300mm× 300mm× 450mm cubical
box. The cubical boxwasmounted diagonally on a hollow shaft. The tumbling action
was carried out by rotating the cuboid for 15 min. The final weight of briquette (Wf)

after tumbling action was noted. The percentage weight loss due to tumbling action
is calculated by [17]

Weight loss (%) = Wi −Wf

Wi
× 100 (8)

Durability index (%) = 100− weight loss (%) (9)

Water resistance test

It is the resistance offered by the briquette from absorbing water in the form of
moisture during transportation and handling. Water absorption capacity of briquette
was determined by dispersing the briquette in a container having 150 mm of water
at room temperature for 30 s. The higher the water resistance of briquette, the more
is the weathering resistance. The percentage of water absorbed by the briquette can
be calculated by the following relation [18]

Water gained by the briquette (%) = Wf −Wi

Wi
× 100 (10)

Water resistance(%) = 100− water gained by the briquette(%) (11)



Shorea robusta (Sal) Fallen Leaves Briquette … 259

where Wi is the initial weight of the briquette before the test (g) and Wf is the final
weight of the briquette after the test (g).

2.7 Combustion Properties

Burning Rate

Burning rate is the rate at which specificmass of fuel is burned completely into ashes.
The experiment was carried out with an insulated wire gauge placed on the weighing
digital balance. Briquette was placed on the wire gauge, and it is ignited by means
of a Bunsen burner placed underneath the wire gauge. The time taken for complete
burning the briquette into ashes was noted using a stopwatch. After every 10 s, the
weight of the briquette was recorded until a constant weight was noted. The burning
rate was measured using the following relation

Burning rate = weight of the briquette burnt into ashes

total time taken
(12)

Water Boiling Test

Water boiling test was carried out as per the standard procedure [16]. In the present
study, cold start test was carried out to determine the amount of briquette required
to boil a definite volume of water. Initially, an aluminum pot containing 1 l of water
was taken and placed on the stove. Each briquette sample of known weight was
put at regular interval below the stove and ignited till the water reaches its boiling
temperature and was recorded using digital thermometer. Total amount of briquette
burnt to reach the boiling point was noted. The time taken to arrive at the boiling
point of water was also recorded using digital stopwatch. During the experiment,
specific fuel consumed was calculated with the following relation

Specific fuel consumed = mass of fuel consumed (kg)

total mass of boiling water (l)
(13)

3 Results and Discussion

3.1 Proximate and Ultimate Analysis

From Table 1 it can be seen that sulfur and nitrogen content in fuel was below 1%.
Previous study reveals the fact that the air pollution is minimized due to combustion
of briquette containing sulfur and nitrogen less than 1% [19]
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Table 1 Proximate and ultimate analysis of Shorea robusta leaves

Raw sample Ultimate analysis (wt%, dry basis) Proximate analysis (wt%, dry
basis)

HHV
(MJ/kg)

C H O S N M FC VM ASH

Shorea
robusta leaves

44.56 4.16 43.69 0.43 0.59 6.21 16.56 72.8 4.43 17.43

Fig. 2 Briquette density
with pressure variation

3.2 Physical Properties

Briquette Density

Variation of briquette density with pressure ranging from 4 to 16 MPa is shown in
Fig. 2. It can be observed that briquette density increases with increase in applied
pressure. The highest density of 1592.36 kg/m3 wasmeasured at 16MPa pressure and
lowest value of 961.42 kg/m3 can be observed for a pressure of 4MPa. As pressure is
increased, the bonding between leaves particle increases and porous structure reduces
and thereby accommodates more quantity of leaves particle per unit volume. Lower-
density briquettes are subjected to highly porous structure and hence may develop
crack during transportation, storage, and handling.

Shattering Index

Figure 3 represents the variation of briquette shattering index with pressure. The
lowest value of 80.59% shatter index can be observed for a 4 MPa pressurized
briquette and a maximum shatter index of 94.37% can be observed for 16 MPa
pressure. Briquette weight loss is severe in case of 4 MPa pressure briquette because
at this pressure the chopped leaves are loosely bonded during compaction process.
As reported by Moses and Augustina [20], shatter index should have more than
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Fig. 3 Effect of applied
pressure on shatter index of
briquette

or equal to 95% for easy transportation and handling. From the present study, it
can be concluded that briquette produced above 16 MPa can be a favorable option
considering shatter index.

Tumbling test

Figure 4 shows that durability of briquette was increased from 67.26 to 92.28% for a
pressure increase from 4 to 16 MPa, respectively. Mahadeo et al. [18] in their study
reported that briquette produced with durability index less than 70% can cause dust
emissions. Also, briquette with durability index above 80% is considered as quality

Fig. 4 Durability index
versus pressure
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Fig. 5 Effect of applied
pressure on water
penetration resistance

briquette for transportation, handling, and storage [21]. Therefore, the study reveals
that briquettes produced above 12 MPa pressure are good-quality briquettes.

Water Penetration Resistance Test

Good-quality briquette should have low affinity to water absorption during trans-
portation and storage for long time. It was found from Fig. 5 that the maximum
value of 78.66% resistance to water penetration can be seen for an applied pressure
of 16 MPa. The reason for this increase is due to the decrease in voids between
the chopped leaves particle of the compressed briquette and thereby reduces water
absorption. However, results reported by Rajaseenivasan et al. [16] show similar
trend of resistance to water absorption with pressure variation.

Burning Rate

Figure 6 depicts that the burning rate decreases significantly with pressure rise.
Increasing the briquette density decreases voids in the briquette sample and thereby
reduces the rate ofmass loss during combustion. Higher burning rate of 8.4 g/min can
be seen in case of low-pressurized briquette at 4 MPa. Higher-pressurized briquette
of 16 MPa has a lower burning rate of 2.67 g/min because cylindrical briquette
has higher packing factor that restricts airflow. As pressure increases, density of
briquette increases and hence ignition time increases. As a result, specific fuel
consumption decreases for densified briquette. It can be observed from Fig. 6 that
high-pressurized briquette (16 MPa) has low specific fuel consumption of 0.072 kg/l
while low-pressurized briquette (4MPa) is having a higher specific fuel consumption
of 0.126 kg/l.
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Fig. 6 Variation of burning rate and specific fuel combustion with applied pressure

4 Conclusion

From the study, it can be concluded that Shorea robusta leaves can be used for
briquette production in rural areas as cooking fuel. The physical properties of
briquette showed promising result above 16 MPa pressure and can be considered as
a promising biomass fuel for the rural community. This implied that higher-densified
briquettes are less inclined to damage during storage, handling, and transportation.
It can also be concluded from the combustion test that the specific fuel consumption
and burning rate were found to be lower for high-pressurized briquette. In addition,
greenhouse gas emitted during briquette combustion contributes less as compared to
open firing of unorganized biomass residue. This is because densified briquette has
higher calorific value as well as higher density. Apart from this, deforestation can be
prevented by proper utilization of loose biomass for briquette production that will
help in developing sustainable carbon sink.
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Design Optimization of Vertical-Axis
Wind Turbine Based on High Power
Extraction by Using Computational
Fluid Dynamics (CFD)

M. Ramesh, M. Senthil Kumar, R. Vijayanandh, K. Sundararaj, S. Balaji,
and S. Bhagavathiyappan

Abstract Vertical-axis wind turbine (VAWT) is evergreen and needfulmethodology
in the energy conversion through the wind. Comparatively, VAWT is more fit in all
environments because of its designmethodology,which turnedVAWT ismore imple-
mentable one in real-time conditions. Because of this peak, unique characteristics
of VAWT, this work desired to deal with the conceptual design and its optimiza-
tion based on high power extraction. Various power-enhancing methodologies are
submitted, in which the leading-edge modifications-based enhancement technique is
implemented in the various formation. Two different power optimization techniques
are imposed in the base model of VAWT, which are curved cut in the leading-edge
and sharp-edge cut in the leading edge. The engineering approach used in this work
for the entire comparative analysis is CFD. In this regard, the conceptual designs of
all the VAWT models are designed in CATIA. A CFD tool, ANSYS Fluent is used
as a solver for all the cases. Finally, the optimized model is selected based on the
high power extraction rate from VAWT.

Keywords CFD · Curvy cuts ·Modified leading edge (LE) · Renewable energy ·
Sharp cuts · VAWT

1 Introduction

The production of electricity by renewable resources plays a dominant role, pivotally
by solar and wind across the globe. In the innovation in the wind turbine based on
its axis, horizontal-axis wind turbine (HAWT) and VAWT convert the kinetic energy
from the wind to electricity by the rotor. In the consideration of maximum energy,
the HAWT provides the maximum but the difficulty attained with implication, wind
replenishment, besides with environment. The VAWT does not need the problems of
implication, wind direction, lower altitude, and relative environment, but the lacking
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criteria are high efficiency.With the proper aiding for environmental needs and ease of
implementation, VAWT will provide the appropriate choice for the rural and urban
areas across the world. From the study, VAWT on a conventional basis produces
higher torque, which reduces the overall efficiency. And also, with the effect with
a higher altitude, it exhibits lesser functionality, drag, and lesser reliability while
compared with HAWT. But for the low-scale setup and medium energy production
sector might attain with VAWTdue to its characteristics of higher stability, proximity
to the ground, stress uninducement, appropriate energy production. In this work, an
aerodynamical perspective to provide the better design of blades with the leading-
edgemodifications improves the harness of energy in terms of efficiency for the large
range solicitation in implementation with the help of numerical simulation [1–5].

2 Literature Survey

The article [6] dealt about the computational fluid behavior on the VAWT blades
and its comprehensive analysis through CFD with the help of Fluent. Lift coeffi-
cients, rotational force, drag coefficients, and power were played a major role in the
selection factors. Both steady and transient computational analyses were executed
under the various rotational velocities from 30 to 150 RPMs. The unstructured mesh-
based construction was used and thereby four mesh cases-based gird convergence
test was organized. The boundary conditions such as operating pressure, slip repre-
sentations, and fluid velocities were perfectly provided. The initial conditions such
as velocity–pressure coupling, accurate order, and turbulence model were listed.
Finally, the straight and helical kinds of VAWT blade setups were analyzed and
executed the optimization. The important observations are a tool used, boundary
conditions, turbulence model, mesh setup, dimensions of the control volume, and
selection factors. The article [7] was investigated the fluid dynamics analysis over
the VAWT through ANSYS Fluent, in which NACA 0015 was primarily used in the
profile of VAWT’s blades. The SIMPLE scheme-based coupler was implemented in
between the pressure and velocity over the VAWT and k-omega-based shear stress
turbulence model was used for the eddies’ capture in and around the VAWT, which
was located inside the control volume. The lift and drag coefficients were compared
with experimental results for validation purpose.After the validation, the comprehen-
sive analysis was computed between VAWT with modified leading edge and VAWT
without leading-edge modification. Besides the validation, the grid convergence test
was executed and thereby the optimizations were executed. At last, the VAWT with
straight LE was performed well than other models. The important observations are,
the type and name of the airfoil used, the implemented computational tool and its
computational procedures, the type pressure correction used, the turbulence model
used and types of LE modifications. The article [8] was simulated the cavity type
VAWT through FLUENT 14.5 CFD solver tool. The preprocessing was completed
with the support of GAMBIT, and 3D unstructured meshes were implemented. In the
later year of 2010, it was found that VAWT is been more comfortable cum efficient
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than other wind turbines. The fluid velocity was provided as 20 m/s and thereby
the computational simulations were carried out with the inclusion of k-omega SST-
based turbulence model. The major selection factors involved in this investigation
were drag and its coefficients. The proposed cavity-based VAWT was performed
well than other models and the computational results were compared with previous
experimental tests. The notable observations are turbulence model, the advantage of
VAWT and its lack of research activities, angle of attack, and inlet fluid velocity.
The article [9] has executed the comparative numerical analysis between Darrieus-
based VAWT and Savonius-based VAWT, in which the symmetrical airfoil of NACA
0012 was used as a fundamental design parameter. The 2D-based computational
simulation was executed with the support of ANSYS Fluent 15.0. The 2D fine struc-
tural mesh was created through the help of ANSYS Mesh Tool 15.0. The important
design dimensions such as the design of VAWT, control volume and its dimensions
were provided. In the solution part, k-omega SST-based turbulence model was used,
the coupled-based velocity—pressure coupling was used, and second-order-based
accuracy schemes were implemented in this 2D simulations. The important selec-
tion factors implemented were the coefficient of performance and torque. Finally, the
optimized VAWTwas selected based on transient computational simulation. Most of
the previous works used Fluent-based computational investigation and the common
observations were: symmetrical aerofoil was used, k-omega-based turbulence model
was used and the unstructured mesh was implemented. With these observations, the
current numerical simulation are been started.

3 Methodology Used—CFD

3.1 Conceptual Design

The symmetrical airfoil NACA 0012 is used in this VAWT with a chord length of
300 mm, the span of 1150 mm and the three blades are in the radius of 2000 mm for
analysis. The 3D models are generated with the help of CATIA and the models are
analyzed in ANSYS Fluent. There are two different types of cuts that are generated
in the leading edge (LE) of the blade. One is a saw tooth-based sharp cut and the
other is a curvy cut. The radius of the curvy cut is 6 and 4 mm based on the teeth.
The VAWT is taken to be having three blades for the analysis purpose [10–13].

The conceptual design of all the eight VAWT models is revealed in Figs. 1, 2, 3,
4, 5, 6, 7, and 8, wherein Figs. 1, 2, 3, and 4 corresponds for saw tooth cuts loaded

Fig. 1 Blade with five saw
tooth cuts at LE
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Fig. 2 Blade with 10 saw
tooth cuts at LE

Fig. 3 Blade with 15 saw
tooth cuts at LE

Fig. 4 Blade with 20 saw
tooth cuts at LE

Fig. 5 Blade with five small
curvy cuts at LE

on LE of VAWT and Figs. 5, 6, 7 and 8 corresponds for curvey cuts loaded on LE of
VAWT [14–17].

3.2 Computational Aerodynamic Analysis on Various VAWT
Model

The rectangular shape-based external control volume is surrounded by the VAWT,
wherein the dimensions are 10 times greater than the length of VAWT. The main
control volume of the VAWT is converted into small cells to get fine fluid properties
in the required places in and around the VAWT. In cells, the nodes and centroids are

Fig. 6 Blade with 10 small
curvy cuts at LE

Fig. 7 Blade with 15 small
curvy cuts at LE
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Fig. 8 Blade with 20 small
curvy cuts

Fig. 9 Discretized structure of various VAWT with control volumes

having the capacity to get the fluid properties with the help of CFD tool. Figure 9
is revealed the discretized models of the saw tooth and curvy cuts equipped on the
LE of the VAWT. In the mesh, proximity and curvature setups are incorporated and
thereby the fine unstructural cum tetrahedral elements are used for the construction
of the mesh. The grid convergence test is computed for 20 curvy cuts based VAWT,
in which Mesh Case 4 is selected as an optimized mesh facility to provide reliable
outcomes with the mesh computing process. The comprehensive mesh test report is
shown in Fig. 10. The same picked mesh is used in all nine simulation cases.

3.3 Boundary Conditions and Flow Behaviors

The flowing nature around the VAWT undergoes the effect of incompressible flow
condition. The variation of fluid density in and around theVAWT is an inconsiderable
one so it is assumed as constant, which has been directly provided through known
magnitude. Thus, the considerable fluid properties for this investigation are pressure
variation and velocity variations in three directions. These twoflowparameters-based
energy variations have beenmainly relayed on the formation of eddies so it needs to be
predicted effectively. Therefore, the pressure-based solver with k-epsilon turbulence
model and SIMPLE scheme-oriented pressure correction technique are selected as a
computational platform. The fluid velocity is given as 10 m/s, the operating pressure
is given as 101,325 Pa, which was extracted through fieldworks [18–22].
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Fig. 10 Test of grid convergence for VAWT-curvy cut

4 Results and Discussions

As per the flow nature-based boundary conditions, the CFD simulation is carried
out for nine VAWT models. The base VAWT model is included in this comparative
analysis for reference purpose, wherein the CFD predictions for base VAWT are
revealed in Figs. 10 and 11.

4.1 Base

See Figs. 11 and 12.

4.2 Five Saw Tooth Cuts at the Leading Edge of VAWT

See Figs. 13 and 14.
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Fig. 11 Pressure distributions on-base VAWT model

Fig. 12 Velocity variations on base VAWT model

4.3 Ten Saw Tooth Cuts at the Leading Edge of VAWT

See Figs. 15 and 16.
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Fig. 13 Pressure distributions on five saw tooth cuts at the leading edge of VAWT

Fig. 14 Velocity variations on five saw tooth cuts at the leading edge of VAWT

4.4 Fifteen Saw Tooth Cuts at the Leading Edge of VAWT

See Figs. 17 and 18.
In the first phase, the CFD analysis for the VAWT with saw tooth cuts are

performed. The predominant fluid properties of pressure and velocity are revealed
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Fig. 15 Pressure distributions on ten saw tooth cuts at the leading edge of VAWT

Fig. 16 Velocity variations on ten saw tooth cuts at the leading edge of VAWT

from Figs. 12, 13, 14, 15, 16, 17, 18 and 19, in which Figs. 12 and 13 correspond for
five saw tooth cuts at LE of VAWT, Figs. 14 and 15 correspond for 10 saw tooth cuts
at LE of VAWT, Figs. 16 and 17 corresponds to 15 saw tooth cuts at LE of VAWT,
and Figs. 18 and 19 correspond for 20 saw tooth cuts at LE of VAWT.
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Fig. 17 Pressure distributions on fifteen saw tooth cuts at the leading edge of VAWT

Fig. 18 Velocity variations on fifteen saw tooth cuts at the leading edge of VAWT

4.5 Twenty Saw Tooth Cuts at the Leading Edge of VAWT

See Figs. 19 and 20
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Fig. 19 Pressure distributions on twenty saw tooth cuts at the leading edge of VAWT

Fig. 20 Velocity variations on twenty saw tooth cuts at the leading edge of VAWT

4.6 Five Curvy Cuts at the Leading Edge of VAWT

See Figs. 21 and 22
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Fig. 21 Pressure distributions on five curvy cuts at the leading edge of VAWT

Fig. 22 Velocity variations on five curvy cuts at the leading edge of VAWT

4.7 Fifteen Curvy Cuts at the Leading Edge of VAWT

See Figs. 23 and 24.
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Fig. 23 Pressure distributions on fifteen curvy cuts at the leading edge of VAWT

Fig. 24 Velocity variations on fifteen curvy cuts at the leading edge of VAWT

In the second comparative phase, the curvy cut-based VAWT models were
analyzed. The major fluid properties of pressure and velocity are shown in Figs. 20,
21, 22, 23, 24 and 25, in which Figs. 20 and 21 correspond for five curvy cuts at
LE of VAWT, Figs. 22 and 23 correspond to fifteen curvy cuts at LE of VAWT, and
Figs. 24 and 25 correspond for twenty curvy cuts at LE of VAWT.
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Fig. 25 Pressure distributions on twenty curvy cuts at the leading edge of VAWT

4.8 Twenty Curvy Cuts at the Leading Edge of VAWT

See Figs. 25 and 26.

4.9 Comparative Analysis

The comparative aerodynamic performance results are provided in Table 1, in which
the 20 teeth curvy cuts have generated the higher rotational force, which is 42.5888N.
The eddy formations are quite higher in the presence of curvy cuts, which increased
the aerodynamic performance of VAWT than the base VAWT model.

5 Conclusions

The wind turbine is an emerging renewable energy device, as VAWT is more flexible
and suitable for implementation, and in this work, VAWTwith various design config-
urations was analyzed. Two different families are VAWT equipped with various saw
tooth cut and VAWT equipped with various curvy cuts and base VAWT model. In
each family, four different modifications are executed, which are the leading edge
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Fig. 26 Velocity variations on twenty curvy cuts at the leading edge of VAWT

Table 1 Aerodynamic
performance analysis on
various VAWT models

S. No. VAWT—types Exit velocity
(m/s)

Rotational force
(N)

1 Base 16.57 38.9578

2 5-saw tooth cut 14.28 38.5439

3 10-saw tooth cut 13.28 36.8640

4 15-saw tooth cut 13.73 41.9691

5 20-saw tooth cut 13.64 39.5411

6 5-curvy cut 14.35 39.0037

7 10-curvy cut 14.10 41.3711

8 15-curvy cut 14.17 42.2696

9 20-curvy cut 13.74 42.5888

modified with 5 cuts, 10 cuts, 15 cuts, and 20 cuts. CATIA is the design tool, which
is used for the construction of all nine different VAWT models. An advanced CFD
tool, i.e., ANSYS Fluent is used for the aerodynamic performance parameter studies
on various models. From the analysis, it is found that the blade with 20 teeth curvy
cut has higher rotational force about 42.5888 N. The probability for the increase in
the rotational force maybe because of the cuts that channel the flow over the blade
into narrower streamline producing higher velocities and reduction of flow over the
tip of the blades. This combined action results in the reduction of parasitic drag and
vortices at the tip of the blades. From this analysis, it is suggested that the wing with
20 teeth curvy cut is suitable for the vertical axis wind turbine.
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A Detailed Analysis on Carbon Negative
Educational Institute for Sustainable
Environment

Krishna Pai and Tejas Doshi

Abstract Carbon dioxide is the central ozone-harming substance that consequences
from human workout routines and reasons a hazardous atmospheric deviation and
climatic change. The ingesting of the herbal substances in non-renewable electricity
sources produces vitality and discharges carbon dioxide and one-of-a-kindmixes into
the world’s climate. Ozone-harming materials can be radiated through vehicle, land
freedom, introduction and utilization of nourishment, fills, made products, materials,
wood, streets, constructions and administrations and so forth. A carbon footprint is
the percentage of the measure of ozone-depleting substances, estimated in devices of
carbon dioxide, delivered through human exercises. An automobile footprint shall be
estimated of every individual or an association, and is many times given in massive
amounts of carbon dioxide equally every year. Hence, this paper manages the exam-
ination on outflow of carbon dioxide from special emanation inventories in any or in
a particular educational institute. The investigation has been embraced in the univer-
sity campus so as to check the measure of carbon dioxide and to recommend the
therapeutic measures which can be used to decrease the discharges as a piece of
social responsibility.

Keywords Carbon footprint · GHGs · Ecological footprint · LCA · CO2 · Absorb

1 Introduction

The impact of carbon footprint on the environment and its changes is due to the
effect of our exercises. It identifies and estimates the measure of ozone-depleting
materials, i.e. greenhouse gases (GHGs) through burning of petroleum derivatives
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for power, cooking and transportation that has tons (or kilogram) ofCO2 equivalent.A
carbon footprint is the entire arrangement of ozone-depleting substances introduced
by way of an organization, occasion, object or character through vehicle, emission,
land, creation and its utilization of the nourishment, merchandise, materials, timbers,
structures and administrations. The carbon footprint has two sections; i.e. the primary
footprint is a share of immediate emission of CO2 due to the burning of petroleum
merchandises such as family vitality utilization and transportation [1]. The discharges
can be controlled directly in this section. The secondary footprint is the proportion
of the backhanded CO2 outflows of the items that are used during entire lifecycle
related to their assembling and inevitable breakdown. The concept of carbon footprint
begins from the ecological footprint discussion leading to the concept of life cycle
assessment (LCA) [2].

2 Survey

Suitable outflow inventories are to be chosen to wreck down the carbon footprint
from the campus. These inventory evaluations are to be finished for one scholarly
year. The selected inventories are transportation, human activities, power, solidwaste,
food nourishment andmanufacturing, LPG and structures. The data obtained through
distinct attendant are accumulated and perceived [3].

2.1 Human Activities

Carbon dioxide discharged by means of a person for every day is important and is
proportional to the outflow of a single car in a 5 km stretch. People emanate 26 giga-
tons of CO2, while CO2 in the air is ascending at 15 gigatons for each year. Only for
breathing, each human discharges 1140 g of CO2 per day, assuming the consumption
of 2800 kcal of mean diet. The considered CO2 emission is in highest population
which includes teaching, non-teaching staff and the students of the institute.

2.2 Transports and Logistics

The most used fuel for transportation is fossil fuels. Worldwide, 13% of GHG emis-
sion is contributed by fossil fuels. Different fuels emit different amounts of CO2;
for instance, petrol emits 2.3 kg whereas diesel emits 2.7 kg of CO2 per L. The
transportation details for the institution include various types of vehicles based on
the fuel used, the covered distance and the fuel consumption. A distance of 1000 km
travelled by a car can emit 200–230 kg, whereas a bus can emit 1075 kg of CO2 into
the atmosphere [4].
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2.3 Power

The major emission inventory contributing to the carbon footprint of the institution
is electricity. The survey reveals that electricity also generates 1.297 lbs. The average
generation of CO2 per kW due to electricity usage results in heating of buildings.

2.4 Solid Waste

Oneof the least emission inventories considered is solidwaste. Solidwaste generation
is based on the income of the country. For instance, solid waste generation is 1.1–
5 kg, 0.45–0.89 kg and 0.52–1 kg per capita per day for high-income, low-income
and middle-income countries, respectively. The surveyed details include the solid
waste collected from canteen and hostels of the institution.

2.5 Food Nourishment and Manufacturing

The European Commission (2006) study mentions that the food consumption has
an impact of 20–30% on the environment. Fourteen percentage of GHG emission is
contributed by agriculture worldwide. The factors affecting the GHG production are
food and food type, for instance, food such as fruits and vegetables produces less
carbon footprint than food such as meat. In our survey, we have investigated food
consumptions for different zones.

2.6 Natural Gases and LPG

The utilization of 1 L of liquid petroleum gas can discharge 1.5 kg of carbon dioxide
to the air. Burning of 250 kg of wood adds 33 kg of CO2. The usage of LPG and
natural gas in canteens and hotels of the institute is investigated.

2.7 Structures

Structures contribute to carbon footprint considerably. About 12% of CO2 is emitted
into the atmosphere due to the materials used to construct the structure. The study
says that about 28 kg of CO2 is produced by square metre of brick work and around
0.0001867 tons per square metre per year. Forty percentage of carbon emission is
due to the structures and buildings.
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3 Methodology

Two phases are formulated to determine the carbon footprint, for example, charac-
terizing the carbon footprint and evaluating the carbon footprint [5].

3.1 Phase I: Define the Carbon Footprints

Each inventory is bounded by certain decision to abide the protocol of GHG.
Decisions include:

1. Defining the location of project: Select an instructive institution area as the
website for calculating carbon impression.

2. Defining the length of duration: Select the academic year, say (2019–’20).
3. Defining suitable and appropriate zones of the campus.

3.1.1 Defining GHG Inventory Parameters

1. Selection of appropriate emission inventory at each location.
2. Selection of the data loggers at each emission inventory.

3.2 Phase II: Quantification of the Carbon Footprints

3.2.1 Source Data Collection and Data Gaps Determination

1. The tedious process of collecting emission source data from identified data
loggers.

2. Gather the collected information.
3. From the collected data, identify/determine the data gaps.

3.2.2 Estimate and Model Missing Data

The second request of the data holders is initiated if there is a gap in the information
after uploading a database.

3.2.3 Conduct Procedural Quality Assurance

The quality and the accuracy of the project are assured by cross-checking and
verifying the data.
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3.2.4 GHG Emission Calculations

1. Unit conversion factors and emission factors are collected for each inventory
data base.

2. To obtain the compatibility of the available emission factor, it is required to
convert consumption quantities to a common unit.

3.2.5 Inventory Management Plan and Summarize Results

1. The database is used at different levels of granularity and in different formats
to report the emission data.

2. For the college campus, the carbon footprint is calculated zone-wise.
3. Determination of total carbon footprint.

3.2.6 Suggestive Measures/Remedies to Reduce Carbon Footprint

1. The inventories contributing to the high degree of emission are to be identified.
2. Recommend optimal measures to reduce CO2 emission in the identified

inventories.

4 Carbon Footprint Analysis

Themotivation of this investigation is tomake campus carbon negative by performing
the analysis of carbon footprint, which is one of the major contributors to the global
warming. KLE Dr. M. S. Sheshgiri College of Engineering and Technology campus,
Belagavi, was considered for survey study. This paper details the various carbon
emission inventories affecting the carbon footprint in the campus.

4.1 Carbon Emission Within Campus

The identified emission inventories have been investigated for the analysis of carbon
footprint within the campus as shown in Figs. 1 and 2 and Tables 1 and 2.
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Fig. 1 Layout of
KLEMSSCET campus

Fig. 2 Layout of parking
KLEMSSCET

Table 1 Various factors of
emission of carbon in campus
[4]

Emission inventory Carbon emitted (kg/month)

Human activates 37,620

Transports and logistic 5272.8

Power 46,723.20

Solid waste 7185

Food nourishment and
manufacturing

902.7

Natural gases and LPG 2670

Structures 1,110,352.32

Electrical equipments 10,498,122

Water usage 4,512,000

Total inventories 6,772,538.02



A Detailed Analysis on Carbon Negative Educational Institute … 289

Table 2 Calculation of emission of carbon in campus by various factors [4]

Emission inventory Calculation of carbon emitted

Human activates Total population of campus was 2800. Considering
carbon emission factor to be 1.14 kg/person/day. Total
amount of CO2 emitted by humans was
37,620 kg/month (considering 8 h working for day
scholars and staff; 24 h for hostelite)

Transports and logistic A survey on vehicle count was conducted for a period
of 7 days for a month. The average number of two
wheelers, cars and buses is 672, 32 and 8, respectively.
Therefore, amount of petrol consumed by the two
wheelers and cars was 0.1 L/day and 0.2 L/day,
respectively. Amount of diesel consumed by the bus
was 0.3 L/day. Carbon emission factor for petrol as
2.3 kg/L and for diesel as 2.7 kg/L. Total amount of
carbon emitted due to transports and logistics was
5272.8 kg/month

Power Amount of average electricity utilized in a month is
67,758 kWh. Carbon emission factor considered was
0.68956 kg/kWh. Amount of carbon emitted due to
power was 46,723.20 kg/month

Solid waste Considering population of campus to be 2800. Carbon
emission factor for hostel was 0.125 kg/person/day and
for day scholars and staff was 0.06 kg/person/day. Total
carbon emitted by solid waste was calculated to be
7185 kg/month

Food nourishment and manufacturing A survey was conducted to calculate total amount of
food production in the campus. As per the survey, it
was that amount of food production in the campus was
117 kg. Carbon emission factor considered to be 17%
of total food production. So, amount of carbon emitted
by food nourishment and manufacturing was
902.7 kg/month

Natural gases and LPG Amount of average natural gases and LPG consumed
per month is 1780 kg. Carbon emission factor
considered was 1.5 kg/month of natural gases and LPG.
Therefore, amount of carbon emitted due to natural
gases and LPG was 2670 kg/month

Structures Total area of campus is 68,797 m2. Total built-up area
of plinth is 11,978.87 m2, and total built-up area was
found to be 39,655.44 m2. Considering carbon
emission factor as 28 kg/m2 of brick work. Total carbon
emitted by all the structures is 1,110,352.32 kg/month

Electrical equipments Total amount of carbon emitted by electrical
equipments in the campus is 10,498,122 kg/month.
This number is considering all the electrical and
electronics equipments in the campus used for 24 h

Water usage By considering the usage of water under all the
above-mentioned inventories. The carbon emission by
water usage is found to be 4,512,000 kg/month

(continued)
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Table 2 (continued)

Emission inventory Calculation of carbon emitted

Total inventories 6772.53802 tons/month

Table 3 Carbon absorbed
within campus [4]

Carbon absorption Carbon quantity

Quantity of carbon absorbed via
greenery of the campus

4480 tons/month

Total quantity of carbon absorbed
with the aid of grass

43.212 kg/month

Total quantity of carbon decreased
via campus greenery

4480.043 tons/month

4.2 Carbon Absorbed Within Campus

The investigation of amount of absorption of carbon is considered for suggesting
remedial measures, and considering the greenery of the campus and the area of grass
grown as discussed in Table 3 plays an important role in the analysis [6].

Amount of carbon yet to be reduced = Total carbon emitted − Total carbon
absorbed = 2292.5 tons/month.

5 Results

Carbon negative campus can be achieved through various systems. There is a neces-
sity for making the structure and its surroundings carbon free. There are different
types ofmeasureswhich can be adopted tomake campus carbon negative fromcarbon
positive. Some remedial measures are discussed below.

5.1 Rainwater Gathering or Harvesting System

Rainwater gathering or harvesting is an innovation used to gather, omit on and
keep downpour water for later use from commonly smooth surfaces, for example,
a rooftop, land floor or rock catchment. RWH is the technique of gathering water
from rooftop, filtering and inserting away for extra employments. Water harvesting
is a fundamental approach of getting and keeping water the place where it falls.
It is viable that we can shop it in tanks for extra utilization or we can make use
of it to revive groundwater relying on the circumstance as shown in Figs. 3 and 4.
The framework constituted for RWH in the college offers stable and well structured
well-springs to have a high quality, low wastage and one of the kind water storage
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Fig. 3 RWH system at
hostel

Fig. 4 RWH system at main
building

system. RWH framework is monetarily much less pricey in improvement contrasted
with exclusive sources, for instance, indeed, channel, dam, streams, redirection and
so on.
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Fig. 5 Layout of MBA
Building

Fig. 6 Layout of civil
department

5.2 Solar Energy System

Solar energy system is transformation of sunlight hours into electricity using photo-
voltaic (PV) cell. The photovoltaic cell converts the sunlight energy into usable
electrical energy by three basic steps such as the light is absorbed and emits the elec-
trons, the free electrons constitute the electrical current and the current is collected
at the load [7] (Figs. 5 and 6).

5.3 Terrace Gardening

Terrace gardening not only absorbs the carbon from the atmosphere, but also
contributes to cooling effect of the building [8] (Fig. 7).
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Fig. 7 Layout of main building

5.4 Other Measures

The other suggested measures that can be effective in reducing the amount of carbon
emission by different identified inventories include plantingmore tress in the campus,
avoiding rampant consumerism, use of efficient fuels for transportation and adhering
to emission norms encouraging bicycles and electric vehicles in the campus such that
there is reduction in usage of petroleum products, using electricity of each building
effectively, adopting appropriate waste management techniques, following the do’s
and don’ts of the food consumption within the campus, efficient usage of LPG,
encouraging the usage of natural gas and eco-friendly building constructionmaterials
in an attempt to achieve the objective of carbon negative campus [9] (Tables 4 and
5).

All the emitted carbon is now absorbed by making use of the remedial measures.
Thus, campus or so-called campus is made carbon negative.

Table 4 Carbon reduction Remedial measures Amount of carbon reduced (KG/month)

Rainwater harvesting 165,745.61

Solar energy system 46,723.20

Green cover 2,252,000

Terrace gardening 162.24

Total 2,464,631.05

Table 5 Comparative results of carbon absorption and emission

Carbon emitted Carbon absorbed by
present green cover

Carbon absorbed by
measures

Carbon positive/negative
(carbon emitted—total
carbon absorbed)

6772.538 tons 4480.043 tons 2464.631 tons −172.13 tons
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6 Conclusions

With the presented study of analysis, it can be concluded that it is a need of the hour
to make our ecosystem free from positive carbon and move towards negative carbon.
The analysis carried out in the campus proved that we can obtain a negative carbon
campus. The suitable inventories were identified, and the optimal recommendations
were suggested at the end of the study. The study concludes that rainwater harvesting
system reduces carbon by 165,745.61 k kg/month, the solar energy system installed
on MBA Building, Civil Department, and Electronics and Communications Depart-
ment absorbed carbon by 46,723.20 kg/month. The greenery and the grass in the
campus absorbed carbon by 2,252,000 kg/month. The terrace gardening onMechan-
ical Block, hostel and canteen absorbed carbon by 162.24 kg/month. The above
recommended systems demonstrated an effect of—172.13 tons/month, contributing
to carbon negative environment.
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Abstract Adsorption refrigeration system has attained intrigue in the field of refrig-
eration and air-conditioning due to its potential in applying available low-grade
energy (waste heat from tail pipes of automobiles and solar heat) leading to savings
in energy requirements and no ozone depletion potential (ODP) and global warming
potential (GWP) emissions. The objective of the present work is to assess the perfor-
manceof various adsorbents like activated carbon, silica gel and zeolitewithmethanol
or water as refrigerants in an adsorption refrigeration system with respect to cycle
time.Also, amathematicalmodel is proposed fromfirst principles to probe the impact
of adsorption and desorption temperatures on the adsorption cycle performance. This
work enables us to determine the optimal adsorbent and refrigerant working pair
based on the available waste heat temperature and refrigeration capacity theoreti-
cally. The results obtained are contrasted with the empirical data from the issued
reports and are found to be in a reasonable agreement.
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1 Introduction

The applications of refrigerators and air conditioners in homes and offices around
the world are growing by leaps and bounds. Due to this growing demand, of all the
electricity produced worldwide more than 17% is being consumed by refrigeration
and air-conditioning sector and out of this 72% of energy is lost as waste heat [1]. In
addition to this, working medium used in these apparatuses also imparts to emission
of greenhouse gases and depletion of stratospheric ozone layer [2]. In the course of
recent decades, researchers have been trying to develop a refrigeration system that
has the potential to overcome these problems and found sorption cooling systems
to be a better substitute [3]. Sorption system includes both adsorption and absorp-
tion cooling systems. But, the main difference between them lies in sorbents (beds)
which are generally liquids in absorption and granular or compact solids in adsorp-
tion. Sorption cooling technique does not contain rotating parts as that of mechanical
vapor compression system,whichmakes themmaintenance free, no vibrations, lower
running costs and more reliable. Moreover, sorption systems effectively utilize avail-
able waste thermal energy like exhaust heat from tailpipe of automobiles, waste heat
from industries, etc., and also sources of renewable energy like sun’s energy [4].

Among sorption system, adsorption cooling systemdo not encounter the problems
of corrosion and crystallization as that of absorption systems. Thus, the adsorption
systems, which provide desired effect at low temperature levels, will be an optimistic
alternative for intuitive energy management and for a sustainable development of
refrigeration and cold production systems. In spite of its specific advantages, adsorp-
tion system has not been established as a commercially available technology. The
main reason for this can be attributed to the fact that adsorption systems usually have
lower thermal COP and lower SCP. However, these constraints can be surpassed by
upgrading the adsorption characteristics of the working pairs by inflating adsorbent
heat andmass transfer properties and by better heat governance during the adsorption
cycle. Hence, the most research on adsorption refrigeration system is concentrated
in enriching its performance through evaluating thermodynamic properties of the
working pairs [5–8].

The basic adsorption refrigeration system is the single-bed cycle which mainly
comprises a condenser, a refrigerant storage tank, an evaporator, a throttling device
and an adsorption reactor as appeared in Fig. 1a [9]. The adsorption bed is made up of
sort of solid element which substantially adsorbs and desorbs the refrigerant vapor.
The cycle comprises the following four steps: pressurized heating, desorbed conden-
sation, depressurized cooling and adsorbed evaporation. Adsorption refrigeration
system working principle is illustrated in Fig. 1b [9].

Adsorbent–refrigerant working pairs play a requisite role in an adsorption refrig-
eration system. The adsorbent ought to have attributes like large adsorption capacity,
good rapport with refrigerant and flat desorption isotherm. The characteristics of a
refrigerant are analogous to that inVCR systems, like right freezing point, no toxicity,
good thermal stability, large latent heat per volume, correct saturation vapor pressure,
no corrosion, nonflammable, etc. But practically, there are no single working pairs to



Performance Evaluation of Adsorption Refrigeration System … 297

Fig. 1 a Schematic diagram of single-bed adsorption refrigeration system. b Clapeyron diagram
of single-bed adsorption refrigeration cycle

totally meet all these necessities. But researchers found activated carbon–methanol
[10, 11], zeolite–water [12, 13] and silica gel–water [14, 15] working pairs closely
met these requirements and hence there are most regularly utilized working sets in
adsorption refrigeration systems.

As far as to our knowledge, meager studies are dealt with the variation of adsorp-
tion capacity of different adsorbent–refrigerant pairs with respect to time. Hence,
the present work aims at study of adsorption capacities of ACM, SGW and ZW at
various temperatureswith respect to time theoretically.Also,COPandSCPvariations
of these working pairs with time in adsorption refrigeration system are estimated.

2 Mathematical Modeling

Aggregated variable technique based mathematical model is adopted in the present
work and following assumptions have been made in formulating it.

1. Uniform dispersal of temperature and vapor pressure inside the adsorbent.
2. Refrigerant adsorbed is uniformly distributed inside bed and is in liquid state.
3. Pressure drop between bed, condenser and evaporator is ignored.
4. No heat loss from or to the ambient.
5. No accumulation of refrigerant and cooling and hot water in the pipes.

2.1 Thermodynamic Properties

Adsorption Isotherms. The adsorption equilibrium of silica gel–water is [16]
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Fig. 2 Cross-sectional view
of single-bed adsorption
refrigeration system

x = x0

[
p(Tw)

p(Ts)

]1/n
(1)

For silica gel–water working pair [16], x0 = 0.346 and n = 1.6
The simplified Dubinin–Astakhov equation [4] is employed to calculate adsorbed

quantity of activated carbon and zeolite at different temperatures.

x = x0 exp

[
−K

(
T

Ts
− 1

)n]
(2)

For adsorption, Ts = Te, and for desorption, Ts = Tc.
For activated carbon–methanol working pair, x0 = 0.682, K = 10.84 and n =

1.21.
For zeolite–water working pair, x0 = 0.331, K = 2.99 and n = 2 [3]

Rate of adsorption and desorption. Difference in adsorbed amounts is the driving
force for rate of adsorption or adsorption velocity [3].

dx

dt
= Ksap

(
x∗ − x

)
(3)

where

Ksap = 15Dso

R2
p

exp

(−Ea

RT

)
(4)
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Energy balance equation for desorption bed. During desorption process, bed is
heated by exterior heating fluid, transferring heat to the bed. Refrigerant adsorbed
by bed is desorbed and is condensed in condenser releasing heat to the surroundings
or to the cooling fluid. The energy balance of the bed in desorption is denoted by the
following equation:

d

dt
{[Ma(Ca + CrefX) + CcuMcu + CalMal]Tdes}

= MaHads
dxdes
dt

+ mhwChw
(
Thw,in − Thw,out

)
(5)

Hot water outlet temperature coming from desorption bed is given by

Thw,out = Tdes + (
Thw,in − Tdes

)
exp

(−UdesAdes

mhwChw

)
(6)

Energy balance equation for evaporator. Condensed refrigerant from condenser
is collected in evaporator, and heat from the refrigerating space is used to evaporate
the refrigerant which is adsorbed by bed.

Energy balance of evaporator is given by

d

dt

{[
CwMevpw + CMMM

]
Tevp

}

=
[
−LMa

dxads
dt

+ mcwCcw
(
Tcw,in − Tcw,out

)]
(7)

Chilled water outlet temperature from evaporator is

Tcw,out = Tevp + (
Tcw,in − Tevp

)
exp

(−UevpAevp

mcwCcw

)
(8)

2.2 Performance Evaluation of Adsorption Refrigeration
System

Adsorption kinetics can be used to determine the rate of adsorption and time needed
to reach equilibrium and to calculate adsorbed amount of adsorbent over period of
time. In order to calculate adsorption kinetics of SGW,ACMandZW, datamentioned
in Table 1 is used. For analyzing the system performance of SGW, ACM and ZW
adsorption refrigeration system, heating power and refrigerating effect of the system
are to be calculated.

Expressions for cooling and heating power
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Table 1 Thermodynamic
properties of adsorbents [17,
18]

Properties Silica gel Zeolite Activated
carbon

Dso
(
m2/s

)
2.54 × 10−4 3.92 × 10−6

Rp(m) 0.35 × 10−3 1 × 10−6

15Dso/R2
p (1/s) 7.35 × 10−3

Ea (J/mol) 4.2 × 104 2.8035 × 104 8.13 × 103

Cooling power = Qref =
∫ tcyc
0 Cwmw,e

(
Tchill,in − Tchill,out

)
dt

tcyc
(9)

Heating power = Qh =
∫ tcyc
0 Cwmw,h

(
Th,in − Th,out

)
dt

tcyc
(10)

Expressions for COP and SCP

COPandSCPare the two important parameters to analyze the performance of adsorp-
tion refrigeration system. SCP of adsorption refrigeration system is demarcated as
cooling power generated per unit mass of adsorbate

SCP =
∫ tcyc
0 mchCw

(
Tchw,in − Tchw,out

)
dt

Matcyc
(11)

COPof adsorption refrigeration system is demarcated as the ratio of cooling power
produced to the heat given to the system

COP =
∫ tcyc
0 mchCw

(
Tchw,in − Tchw,out

)
dt∫ tcyc

0 mhwCw
(
Thw,in − Thw,out

)
dt

(12)

3 Results and Discussion

From Fig. 3, it is obvious that rate of adsorption is very high in the beginning and
is gradually decreasing with increase in time. This is because, initially as there is
no adsorption, adsorption pores are free. As the adsorption process starts, adsorbate
starts filling into the process and as there is no resistance to adsorbate to get adsorbed,
rate of adsorption is high. Gradually, all the pores are filled with adsorbate and there
is no enough space to be filled. Hence, rate of adsorption decreases with increase in
time and reaches zero when equilibrium is obtained. Adsorption capacity of various
working pairs at different adsorption temperatures for same cycle time is presented
in Table 2.
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Fig. 3 Adsorption
capacities of ACM, SGW
and ZW at different
adsorption temperatures
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Table 2 Adsorbed quantity
of working pairs at various
adsorption temperatures

Working pair Temperature (°C) Adsorbed quantity (kg/kg)

ACM 40 0.2626

50 0.2212

60 0.1792

SGW 20 0.1299

30 0.1221

40 0.1032

ZW 40 0.2498

50 0.285

60 0.3034

From Table 2, it is noticed that adsorption capacity of adsorbate declines with
increase in adsorption temperature. This is because, as the adsorption temperature
increases, kinetic energy of gas molecules increases. This results in desorption of
previously adsorbed molecules. Increase in kinetic energy does not give enough
time for gaseousmolecules to settle down.As desorption temperature increases,more
amount of heat is provided to adsorbent bed and amount of desorption increases. Table
3 provides results obtained by evaluating refrigeration capacity of different adsorp-
tion working pairs at various adsorption and desorption temperatures. Refrigeration
capacity may vary with mass of adsorbent and adsorption/desorption time.

Desorption temperature of silica gel cannot be greater than 100 °C because
hydroxyl bonds present in silica gel break at higher temperature. Desorption tempera-
tures of ACMpair cannot be greater than 120 °C because decomposition of methanol
occurs from that temperature. Adsorption heat of ZW is higher than SGWsystem and
activated carbon system. ZW is stable at higher temperatures. Due to large adsorption
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Table 3 Refrigeration capacity of different working pairs

Adsorbent–refrigerant
working pair

Saturation
pressure (bar)

Adsorption
temperature
(°C)

Desorption
temperature
(°C)

Refrigeration
capacity (kW)

ACM 0.403744 40 90 0.4573

100 0.895

110 1.26

0.574825 50 90 0.1

100 0.525

110 0.987

0.943054 60 90 –

100 0.178

110 0.520

SGW 0.0233 20 70 0.686

80 1.203

90 1.5806

0.0423 30 70 0.510

80 1.02739

90 1.404

0.0736 40 70 0.083

80 0.600

90 0.977

ZW 0.0736 40 180 3.079

210 4.096

240 4.985

0.1231 50 180 3.021

210 4.037

240 4.926

0.1987 60 180 2.849

210 3.865

240 4.755

heat and higher desorption temperatures, performance of zeolite is poorer than silica
gel and activated carbon at lower temperatures than 150 °C.

Variation of COP and SCP of ACM, SGW and ZW system with cycle time is
presented in Figs. 4, 5 and 6, respectively. SCP along with cycle time increases
initially and reaches maximum value when the system reaches equilibrium. Further
with increase in cycle time, SCP diminishes as the adsorption rate of adsorbate
decreases with rise in time. On the other hand, COP escalates with cycle time as
it is well acknowledged that increasing cycle time enhances adsorption/desorption
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Fig. 4 COP and SCP of
ACM system
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Fig. 5 COP and SCP of
SGW system
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process. COP and SCP of SGW system are compared with the available data [18] in
Figs. 7 and 8 and found to be in good agreement.
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Fig. 6 COP and SCP of GW
system
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Fig. 7 COP comparison of
SGW working pair with
reference [19]
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4 Conclusions

The following inferences can be drawn

1. In the presentwork, a simple thermodynamic performance assessment of various
working pairs for an adsorption refrigeration system is introduced.

2. The analysis is according to energy conservation principle and DA equation.
3. Adsorption capacities of ACM, SGW and ZW adsorption refrigeration system

with respect to cycle time are calculated and presented.
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Fig. 8 SCP comparison of
SGW working pair with
reference [19]
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4. As adsorption temperature increases, adsorption capacity of working pairs
decreases, and as desorption temperature increases, desorption capacity of
working pairs increases.

5. ZW system is best suitable for adsorption refrigeration systems utilizing waste
energy available at high temperatures.

6. SGW system is ideal for systems utilizing waste energy available at lower
temperatures.

7. Change of COP and SCP with cycle time is presented graphically and found
that with increase in cycle time COP increases and SCP decreases.

References

1. Sachin, G., Narasimha, K.K., Ramakrishna, K., Abhishek, D.: Thermodynamic analysis
and effects of replacing HFC by fourth—generation refrigerants in VCR systems. Int. J.
Air-Condition. Refriger. 26(1), 1850013-1–1850013-12 (2018)

2. El-Sayed, A.R., El Morsi, M., Mahmoud, N.A.: Experimental investigation of a walk-in refrig-
erator performance using R290 as a retrofit for R22, Int. J. Air-Condition. Refriger. 26(4),
1850029-1–1850029-14 (2018)

3. Wang, R., Wang, L., Wu, J.: Adsorption Refrigeration Technology Theory and Application.
Wiley, Singapore (2014)

4. Choudhury, B., Saha, B.B., Chatterjee, P.K., Sarkar, J.P.: An overview of developments in
adsorption refrigeration systems towards a sustainable way of cooling. Appl. Energy 104,
554–567 (2013)

5. Returi, M.C., Konijeti, R., Dasore, A.: Heat transfer enhancement using hybrid nanofluids in
spiral plate heat exchangers. Heat Transf. Asian Res. 48(7), 3128–3143 (2019)

6. Faizan, S., Muhammad, S., Yasir, N., Muhammad, U., Sobhy, M.I., Yongqiang, F., Kiran, N.B.,
Abdul, N., Imran, A.: Steady-state investigation of carbon-based adsorbent-adsorbate pairs for
heat transformation application. Sustainability 12(17), 7040 (2020)



306 A. Dasore et al.

7. Naik, B.K., Muthukumar, P.: Energy, entransy and exergy analyses of a liquid desiccant
regenerator. Int. J. Ref. 105, 80–91 (2019)

8. Wang, K., Vineyard, E.A.: Adsorption refrigeration: new opportunities for solar. ASHRAE J.,
53(9), 14–22 (2011)

9. Hassan, H.Z.: Energy analysis and performance evaluation of the adsorption refrigeration
system. ISRN Mech Eng (Article ID 704340), 1–14 (2013)

10. Restuccia, G., Cacciola. G.: Performances of adsorption systems for ambient heating and air
conditioning. Int. J. Refriger. 22(1), 18–26 (1999)

11. Hu Eric, J.: A study of thermal decomposition of methanol in solar powdered adsorption
refrigeration machines. Sol. Energy 62(5), 325–329 (1998)

12. Zhang, L.Z.: Design and testing of an automobile waste heat adsorption cooling system. Appl.
Therm. Eng. 20(1), 103–114 (2000)

13. Tather, M., Erdem-Senatalar, A.: When do thin zeolite layers and a large void volume in the
adsorber limit the performance of adsorption heat pumps? Microporous Mesoporous Mater.
54(1–2), 89–96 (2002)

14. Chua, H.T., Ng, K.C., Chakraborthy, A., Oo, N.M., Othman, M.A.: Adsorption characteristics
of silica gel +water systems. J. Chem. Eng. Data 47(5), 1177–1181 (2002)

15. Alam, K.C.A., Saha, B.B., Kang, Y.T., Akisawa, A., Kashiwagi, T.: Heat exchanger design
effect on the system performance of silica gel adsorption refrigeration machines. Int. J. Heat
Mass Transf. 43(24), 4419–4431 (2000)

16. Rezk, A.R.M., Al-Dadah, R.K.: Physical and operating conditions effects on silica gel/water
adsorption chiller performance. Appl. Energy 89(1), 142–149 (2012)

17. Ghilen, N., Gabsi, S., Benelmir, R., El-Ganaoui, M.: Performance simulation of two-bed
adsorption refrigeration chiller with mass recovery. J. Fundam. Renew. Energy Appl. 7(3),
1–7 (2017)

18. Ko, D., Wardane, R.S., Biegler, L.T.: Optimization of a pressure-swing adsorption process
using zeolite 13X for CO2 sequestration. Ind. Eng. Chem. Res. 42(2), 339–348 (2003)

19. Gado, M.G., Elgendy, E., Elsayed, K., Fatouh, M.: Parametric study of an adsorption refrig-
eration system using different working pairs, In: 17th International Proceedings on Aerospace
Sciences and Aviation Technology (ASAT-17), pp. 1–15. Cairo (2017)



Forecasting Electricity Demand Using
Statistical Technique for the State
of Assam

Kakoli Goswami and Aditya Bihar Kandali

Abstract Accurately predicting the rise or fall in the electrical loadwith satisfactory
result requires a good forecasting model. Proper planning of power companies needs
a definite and accurate prediction of load. This in turn helps to supply energy to the
consumers in a reliable manner. Statistical forecasting scheme has been used to study
load for the state of Assam. Real-time load data of three years has been used in this
study. Daily electricity load of 10 a.m. for three consecutive years has been divided
into different data set for training and testing. The entire dataset has been provided by
the Assam State Load Dispatch Center. The analysis is carried out using regression
model. Performance of the different models has been evaluated using different accu-
racy measures. The final outcome helps to compare the regression models thereby
assisting in selecting the best model for forecasting electricity demand. The entire
analysis was carried out using MATLAB R2016a.

Keywords Forecasting electricity demand · Statistical method · Regression model

1 Introduction

Load forecasting forms an indispensable part of the operation and control of power
system and is a method of predicting accurately the rise or fall in electricity demand
[1]. Load forecasting can be either long-term, medium-term or short-term. Any form
of expansion of power utility leads to a complicated and distressed power system. On
the other hand, a distressed power system is at a high risk to cascade outages [2]. A
mechanism that enables regular supply of electricity without any interruption ensures
rapid economic and industrial growth of any region. A good reliable forecasting
model has become indispensable for the states situated in the north-eastern part
of India. In spite of numerous literatures on load forecasting, research on recent
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forecasting work on Assam is limited, thereby providing ample scope of research
work.

Load predicting techniques are in general divided as traditional methods and arti-
ficial intelligence (AI) methods [3]. Differences between these twomethods however
have been greatly reduced as a result of merging of different disciplines. Classical
forecasting techniques include statistical methods, regression methods and expo-
nential smoothing. Extensive literature work is available on forecasting electricity
demand [3–11].

2 Technique Used

The study has been carried out using statistical regression models namely autore-
gressive integrated moving average ARIMA) and seasonal autoregressive integrated
moving average model (SARIMA).

ARIMA is considered to be one of the simplest and most popular statistical
methods. Its popularity can be attributed to Box and Jenkins [12]. ARIMA model
consist of two forms of linear regressions, the autoregressive (AR) and the moving
average (MA) [13]. The model in its simplest form is written as

y(t) = c + a1yt−1 + a2yt−2 . . .+ ap yt−p + et (1)

y(t) = µ+ ut + m1ut−1 + m2ut−2 . . .+ mqut−q (2)

a1, a2,a3,…, ap, andm1,m2,m3,…,mq refer to the parameterswhile the subscripts
p, q refer to the order of the respective AR and MA portions with the constant
represented by the term c and the white noise denoted by the et. ut , ut−1, ut−2,
…, ut−q refer to the white noise terms or the error term. µ in Eq. (2) denotes the
expectation. The two regression models can be combined into a single regression
model ARIMA(p, q) as

y(t) = c + a1yt−1 + . . .+ ap yt−p + ut + m1ut−1 + . . .+ mqut−q (3)

In Eq. (3) “p” refers to theARor autoregressive terms used to represent the number
of observations from the past data taken to forecast a future data. “q” refers to theMA
or moving average terms representing the lagged values of the error terms. The first
move to develop thismodel lies in determining if the time series (TS) data is stationary
in terms of statistics and to look for any seasonality which can be used to develop
a statistical model. In case of data that is not stationary, differencing technique can
be used. This results in the ARIMA (p, d, q) model with d as the required degree of
differencing required to makes the time series (TS) stationary. The SARIMA model
can be used to deal with the seasonal changes that lead to periodic oscillations in
electrical load. This model is written as SARIMA (p, d, q)(P, D, Q)S where p,q and
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d have their usual meaning as in the ARIMA model. They refer to the AR order,
MA order and differencing order, respectively. The uppercase letters P, D, Q and S
convey the seasonality involved in the model.

3 Steps Adopted

There are four steps to identify the most appropriate model for forecasting. These
are test to check stationary followed by identification of the regression model, model
fitting and evaluating the performance of the model [14]. In this paper, we have tried
to analyze two types of statistical models using electrical load demand data for three
consecutive years.

This study used 24 hourly electrical loads. The 24 hourly load data corresponds
to 1095 different electrical load demand points. These load data has been presented
as TS in Fig. 1. Statistical measures of load data were calculated. Figure 1 clearly
shows periodic oscillations that result from seasonal changes. The ACF and PACF
plots of the time series are presented in Fig. 2. ACF and PACF plots assist in finding
the statistical correlation that might be present in the data. The ACF of white noise is
basically an impulse. So, while building the forecasting model, the left over residuals
should not have any predictability left and as such its ACF should be that of an
impulse. This is done using residual test.

3.1 Stationary Test

The elemental step to develop the regression this model is to make the time series
(TS) stationary such that the statistical characteristics do not change over time. In this
study, the differencing degree d for ARIMA and D for SARIMA has been assessed

Fig. 1 Time series (TS) plot of daily load data for three consecutive years
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Fig. 2 ACF plot and PACF plot of load data of Fig. 1

using ACF and PACF plots and supported by the use of augmented Dickey–Fuller
test (ADF) test using “adftest” command. The three plots of the first column in Fig. 3
show the original load data, its first-order differencing and second-order differencing,
respectively, together with their corresponding correlation function plots. It can be
observed from the figures that differencing the TS with non-stationary data leads to a
TS with stationary data. Figure 2 indicates there are significant spikes at multiples of
7. As a consequence, lag 7 seasonality may be used in forming the SARIMAmodel.
Figure 4 shows plot of lag 7 seasonality of load. This plot seems stationary when
compared with original load data TS plot.

Fig. 3 TS plot along with ACF and PACF of load data followed by the first-order differencing and
second-order difference
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Fig. 4 Plot of lag 7 load data

3.2 Model Identification

The next step after addressing the stationarity and seasonality is to determine the
parameter p and q (P and Q) for a model. This is referred to as model identification.
Different techniques can be found in literature for identification of model. This study
used the ACF and PACF plots for determining the parameters. The value of Akaike
information criterion (AIC), Bayesian information criterion (BIC) and log-likelihood
function (logL) was used in determining the best possible model; the model with the
minimumAIC, BIC values. Different ARIMAmodel configurations were formed by
varying the values of the parameters p and q [14, 15].

The ACF in Fig. 5 indicates a diminishing pattern indicating AR of order 1. PACF
shows the first prominent spike at lag 1. The next prominent spike is visible at lag 7.
In case of ACF, there is a diminishing pattern in multiples of 7. These information
can assist in building the SARIMA model with SMA(1) and S = 7.
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Fig. 5 ACF and PACF of lag 7 load data

3.3 Model Fitting

The entire load data set has been partitioned into training data and testing data as
shown in Fig. 6. The training data was used to train the various models. Table 1
represents the estimated parameter for each of the regression model. Any residual
autocorrelation was verified using the Ljung–Box Q-test present in MATLAB. If
residual ACF of a model is within the 95% significant level as in Fig. 7, it indicates
there is no correlation left in the residuals. However, if the residual ACF is not within
the significant level as shown in Fig. 8, it indicates that some correlation are still left
in the residuals.

Fig. 6 Load data divided into training and testing data
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Table 1 Estimated parameters and calculated error of ARIMA and SARIMA models

Forecasting 
Model

Log Likelihood AI
Criterion

BI
Criterion

RMSE MAE R MAPE

1.ARIMA(0,1,2) -2.41E+03 9.82E+03 9.83E+03 732 665 0.52 63

2.ARIMA(1,2,1) -4.37E+03 8.63E+03 8.66E+03 192 159 0.75 15
3.ARIMA(3,2,2) -4.37E+03 8.79E+03 8.79E+03 206 164 0.68 17
4.ARIMA(3,2,1) -4.32E+03 8.71E+03 8.74E+03 352 327 0.47 32
5.SARIMA
(0 1 1)(0 1 2)7

-5.78E+03 1.15E+04 1.15E+04 198 124 0.89 10

6.SARIMA
(0 1 2)(0 1 3)7

-4.59E+03 1.46E+04 1.46E+04 215 148 0.78 13

7.SARIMA
(1 0 2)(0 1 2)7

-4.67E+03 1.28E+04 1.28E+04 205 139 0.86 19

8.SARIMA
(2 1 1)(0 1 2)7

-4.78E+03 1.18E+04 1.18E+04 215 165 0.65 18

Fig. 7 ACF plot for the residuals of ARIMA model ARIMA(1,2,2) [16]

Fig. 8 ACF plot for the residuals of ARIMA model ARIMA(3,2,4) [16]
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3.4 Performance of the Model

The precision of all models has been checked using three different accuracymeasures
namely root mean square error (RMSE), mean absolute error (MAE) and correlation
coefficient R. Table 1 gives a summary of the results. Between the two types of
regression model used in our study, the results obtained using SARIMA have least
error with a better fit, thereby proving the superiority of SARIMA over ARIMA in
this study. Thus, it can be said that both types of regression models can be used for
predicting electricity load demand. However, for time series data, having seasonal
trend SARIMA offers a better forecast.

4 Results and Analysis

The results of Table 1 showSARIMA(0 1 1)(0 1 2)7 as themost deserving forecasting
model among the various model. This model was selected to forecast the electrical
load using the test data. Figure 9 shows that the predicted load follows the observed
load. This model may be used for long-term forecasting. SARIMA model has the
ability of extracting the seasonal characteristic of the time series data which is not
available with the ARIMA model.

Fig. 9 Forecasted load of SARIMA model
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5 Conclusion

In this study, statistical regression models were used to predict the electrical load
for Assam, a north-eastern state in India. This work helped in understanding the
advantages of the SARIMAmodel compared to the ARIMAmodel for periodic time
series data. SARIMA model takes into account the periodic variations of electrical
load and is thus advantageous for time series data that has a periodic nature. This
facilitated in obtaining better forecasting results. As a result, SARIMA outperformed
the ARIMAwith least error and better fit. SARIMAmodel when used along with AI
models may further show better prediction. The authors intend to use hybrid model
in their next forecasting model.
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Analysis and Prediction of Air Pollution
in Assam Using ARIMA/SARIMA
and Machine Learning

Th. Shanta Kumar, Himanish S. Das, Upasana Choudhary,
Prayakhi E. Dutta, Debarati Guha, and Yeasmin Laskar

Abstract The classical methods like autoregressive integrated moving average
(ARIMA) have been playing a vital role in solving time series problems. It is also
seen that themachine learning approach is gaining popularity in solving various prob-
lems including time series. In this paper, we compare ARIMA and machine learning
algorithms—linear regression, neural network regression, Lasso, ElasticNet, deci-
sion forest regression, extra trees regression, decision tree, AdaBoost, XGBoost.
Our primary focus is to find how well each model forecasts the seventeen years data
collected from Pollution Control Board Assam (PCBA). PCBA is monitoring air
through nationwide programs. This paper aims to analyze the spread of the pollu-
tants in the air focusing mainly on respirable suspended particulate matter (RSPM)
and to predict for the most polluted district. We found that data has a strong seasonal
structure, and the ARIMA model outperforms the machine learning algorithms as
all the methods tend to perform poorly in forecasting.

Keywords Time series · ARIMA · SARIMA · Machine learning · Air pollution

1 Introduction

Air pollution is causing hazardous problems to human health, plants, and animals.
In general, air quality is the state of the air around us, while ambient air quality is
the quality of outdoor air in our surroundings. Certain substances present in the air,
like particulate matter (PM10 and PM2.5), gases—nitrogen oxide, sulfur dioxide,
and carbon monoxide, can have severe effects on all living beings. PM2.5 refers to
atmospheric aerosol particles with a diameter of less than 2.5 µm. This particular
pollutant is so tiny that it can be easily inhaled while breathing, thus causing severe
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health hazards [1]. It has also been proved that air pollution also causes damages to
buildings and sculptures [2]. These pollutants can cause dangerous health effects in
human and other life forms if the permissible levels for each criteria pollutant are
crossed.

It is also a fact that there is an increase in energy demand; India, in particular, faced
a significant increase in fossil fuel consumption due to the growth in industrialization.
Thus, the substantial increase in vehicular emission, industrial emission, and the
burning of dried agricultural plants, the quality of air in rural and urban areas, is
deteriorating. Since the production of vehicles has increased in recent years, the
emissions thus produced have caused air pollution [3]. The result of this has affected
the inhabitants, especially humans and domestic animals, causing allergies, asthma,
cancers, etc. [4, 5].

The air quality status is represented in terms of air quality index (AQI) or air
pollution index (API), which is used as an air quality model in monitoring and
controlling air pollutants [6]. Over the years, a model that combines the AQI and
other scales has been used to assess the effect of air pollution on humans [7]. The air
quality indices (AQI) were first used by the US Environmental Protection Agency
(USEPA) and used bymany cities [8]. The approach helps to find the current status of
air in any location. Since it is indexed with time, forecasting AQI is mostly based on
time series models [9]. Overall, presently the RSPM level in the air is on an all-time
high throughout the different parts of the world.

The research in the field of air quality has evolved to a high standard. Predicting air
quality can help in identifying the industries whose emission is above the acceptable
threshold. It also warns the public to take the appropriate steps when needed. It will
also help in government to frame in administrative decisions.

2 Related Works

IBM is using machine learning techniques in monitoring the air quality data of
Beijing. With this, they can make a real-time prediction as well as warn for the
airborne pollutants. Using extreme learning machine is seen in [10], where a case
study ofHongKong has been performed to predict the concentration of air pollutants.
The use of the principal component regression technique is being observed in [11]
in predicting the air pollution of New Delhi concerning the daily air quality index
[12] proposed a hybrid model of artificial neural networks (ANNs) and ARIMA for
times series prediction. The application of a multilayer perceptron for predicting
the pollution levels is observed in [13]. They used the pollutants SO2, PM10, and
CO. They also used meteorological features such as temperature, wind direction,
pressure, humidity, and wind speed. They found higher errors for SO2 than other
pollutants.

Masih, A. proposes principles of machine learning techniques of ensemble
learning algorithms (ELA) [14], neural network (NN), and support vector machine
(SVM) algorithms are popular to forecast air pollution. Machine learning techniques
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mainly conducted in Europe and America. The paper discusses several studies based
on machine learning tools undertaken in air quality modeling. Hourly prediction of
air pollutants concentration like O3, PM2.5, and SO2 is seen in [15] using machine
learning. This paper proposes methodologies to predict the hourly concentration
of air pollution which is totally based on meteorological data of previous days by
formulating the prediction over 24 h as a multi-task learning (MTL) problem.

Use of big data and machine learning-based techniques to forecast air quality
is seen in [16]. Using big data, we can model the air system, which is consider-
ably dynamic, spatially expensive, and behaviorally heterogeneous. They combined
linear regression, neural network, dynamic aggregator, and inflection predictor while
implementing big data. They also demonstrated the use of machine learning predic-
tion models: ANN, genetic algorithm-ANNmodel, random forest, decision tree, and
deep belief network.

The air quality index study discovers that the particulate matter (PM), mainly
PM10, is the dominant pollutant in the index value [17]. PM10 is causing severe
public health issues because of their synergetic action. So, we have to look after
appropriate pollution control and management techniques like a plantation, green
belt, etc. to betterment public and environmental health.

Huiping Peng focused on the air quality analysis and prediction of six stations in
Canada of the air particulate like O3, PM2.5, and NO2 by using machine learning
models like—the stepwise multiple linear regression(MLR), online-sequential
multiple linear regression (OSMLR), multi-layer perceptron neural network (MLP
NN), and online-sequential extreme learning machine (OSELM) [18].

Sak, H. et al. explored LSTMRNN architectures which is very good for sequence
to sequence translation and can be used to model for speech recognition. In their
work, they showed that LSTMRNNs outperformsDNNs and conventional RNNs for
acoustic modeling. Their proposed approach makes great usage of model parameters
by addressing the computational efficiency needed for training large networks.

3 Methods and Materials

3.1 Air Quality Data and Study Area

This study emphasizes the analysis and forecasting of ambient trends in the air
pollution level of different districts of Assam, India. The dataset is collected from
the Pollution Control Board Assam (PCBA), Guwahati, for 17 years between 2003
and 2019. Some of the features collected are location, sulfur dioxide (SO2), nitrogen
dioxide (NO2), respirable suspended particulate matter (RSPN), date of collection.
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3.2 Dataset Preprocessing

After removing the unwanted columns, the dataset contained some missing values
that were imputed using interpolation techniques. The entries of both location and
date are erroneous. Many of the date entries were not in date format, and hence while
opening using pandas, we had to use special functions to handle it. The ‘location’
entries had a lot of misspelling, which had to be corrected. Also, trimming had to
be done both at the start and end of the locations. At most, care was taken while
preprocessing these features.

3.3 Methodology

The study’s main objective is to analyze and predict this RSPM value by examining
the efficiency of the ARIMA/SARIMAmodel and machine learning models, namely
linear regression, neural network, Lasso, ElasticNet, decision forest, extra trees, and
boosted decision tree.

3.4 Autoregressive Integrated Moving Average (ARIMA)

ARIMA is a popular statistical method for time series forecasting. The acronym
itself describes the features of the technique. The components are autoregressive
(AR), integrated component, and moving average (MA). Autoregression represents
the effects of the previous observations. The integrated component represents trends
and seasonality. Themoving average represents the effects of previous randomerrors.
The mathematical representation of the ARIMA model is given in Eq. (1) [15].

y
′
t = c + ∅1y

′
t−1 + . . . + ∅1y

′
t−p + θ1εt−1 + . . . + θqεt−q + θ1εt (1)

where y
′
t is the differenced series. The predictors in the right-hand side comprised

of lagged values of yt and lagged errors. The model takes the form ARIMA (p, d, q),
where,

p = order of the autoregressive part;

d = degree of first differencing involved;

q = order of the moving average part.
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3.5 Linear Regression (LR)

Linear regression is a well-known and well-understood algorithm that belongs to
both statistics and machine learning. It is defined as:

yi = β0 + β1x1i + . . . + βk xki + εi (2)

where i = 1, 2, …, n, y is the dependent variable, βi are the parameters, xi are the k
independent variables, εi are the errors, k is the number of features.

3.6 Regression Neural Network

Regression artificial neural networks predict an output variable given a function of
inputs. These input features can be either categorical or numeric, while the dependent
feature should be a numeric type. The weights are initialized randomly and are
updated by backpropagation.

Whilemodeling a regression neural network, gradient descent algorithms are used.
One popular algorithm is stochastic gradient descent (SGD). In SGD, we update the
weights in the negative direction of the slope leading to our goal. The error function
is given by:

E(w) =
∑ [

(w0 + w1x1 − y1)
2 + (w0 + w1x2 − y2)

2

+ . . . + (w0 + w1xn − yn)
2] (3)

where w’s are the weights. If we differentiate the above equation w.r.t the weights,
we get:

∂E0 = 1,

∂E1 = 2 × (w0 + w1x1− y1) × x1

Update of the weights is done using the following equation:

wn = wn − η × ∂E

∂wn
(4)

where η is the learning rate.
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3.7 Lasso Regression

It stands for ‘least absolute shrinkage selection operator.’ It performs regularization,
which adds a penalty equal to the absolute value of the magnitude of coefficients. If
the dataset consists of many data inputs of higher value, it becomes computationally
expensive. Moreover, the model derived from the training set, i.e., the output of the
training set, becomes very complicated. To reduce this complexity, we have to shrink
the magnitude of the regression coefficient. The penalty applied is given by:

+λ

p∑

j=0

|wj | (5)

A lambda value of zero is equivalent to the basic OLS equation, and larger the
value of lambda, the more features shrink to zero.

3.8 ElasticNet

ElasticNet is a combination of both Ridge and Lasso regression. Regularization is
the process of adding some penalty to the loss function. When there are tons of
variables/parameters, we need some sort of regularization, and we use ElasticNet
regression. Like Lasso and Ridge regression, ElasticNet regression starts with the
least squares and then combines the Lasso regression penalty with the Ridge regres-
sion penalty. We also use cross-validation for Lasso and Ridge penalty to find the
best values. When both the penalty of Lasso and Ridge is zero, then we get the orig-
inal least square parameter estimates. When the penalty of Lasso is greater than zero
and penalty of Ridge equals to zero, then we get Lasso regression and vice versa.
When both are greater than zero, we set a hybrid of two. The ElasticNet is good
at dealing with situations when there are co-relations between parameters. This is
because Lasso tends to pick just one of the co-related terms and eliminates the other,
whereas Ridge tends to shrink all the parameters together. The regularization is given
by:

∑n
i=1

(
yi − x J

i β̂
)2

2n
+ λ

⎛

⎝1 − α

2

m∑

j=1

β̂2
j + α

m∑

j=1

∣∣∣β̂ j

∣∣∣

⎞

⎠ (6)
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3.9 Extra Tree (Extremely Randomized Trees)

Extra tree classifier is much faster than the random forest. Instead of locally optimal
split for a feature combination, a randomvalue is selected for the split of the extra tree.
The point to split on is to randomly pick that leads tomore diversified treeswith fewer
splitters to evaluate an extremely random forest. When extra tree classifier was tested
with the readily available dataset, we observe that when we have a noisy feature in
our dataset, extra tree classifier seems to outperform random forest. However, when
all the features are relevant, and when we train both extra tree and random forest,
both achieve the same performance, be it in terms of accuracy. The randomness is
achieved from the random splits of all the observations and not from bootstrapping
of data.

3.10 Decision Forest Regression

While applying decision trees when trees are grown too thick, they tend to form
patterns that are irregular in nature. In most of the cases, the training sets suffer
from overfitting problem. Random forests come as a solution taking the average of
multiple deep decision trees that are trained on different forms using the same training
set which reduces the variance [16]. This is done by applying the general technique
of bootstrap aggregating or bagging. Given a training set X = x1, …, xn with the
dependent variable, Y = y1, …, yn, bagging repeatedly (B times) finds a random
sample with replacement of the training set. For b = 1, 2, … B times, regression tree
f b has been trained as can be seen in Eq. (7). After the final training, the predictions
for unseen sample x′ can be calculated by taking the average of prediction values
from all the individual regression trees on x′.

f̂ = 1

B

B∑

b=1

fb
(
x ′) (7)

As a result, there is a slight increase in the bias and loss of interpretability.
However, it greatly boosts the prediction accuracy.

3.11 AdaBoost

AdaBoost is another important ensemble classifier. It combines weak classifier
algorithms forming strong ones. A single classifier may perform poorly. However,
multiple classifiers are combined using a training set after assigning the right amount
of weight, and a better accuracy score is obtained for the final prediction [16].

It is based on the following principle:
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i. Retain the algorithm iteratively after choosing the training set depending on the
accuracy of the previous training.

ii. The weightage of each trained classifier is updated based on the accuracy
achieved.

A boosted classifier takes the form

FT (x) =
T∑

t=1

ft (x) (8)

where each f t being a weak learner which takes an object x as input and produces
the class of the object.

Each weak learner results to hypothesis, h(xi), for every sample in the training
set. At every iteration t, weak learning is chosen and assigned a coefficient αt such
that the sum training error, Et , is minimized.

Et =
∑

i

E
[
Ft−1(xi ) + αt h(xi )

]
(9)

3.12 XGBoost (eXtreme Gradient Boosting)

XGBoost is another ensemble classifier implementing gradient boosting. The advan-
tage of boosting method is that boosting creates trees with fewer splits. Since the
trees are small and not deep, they are easy to interpret. The parameters such as a
number of trees, learning rates, and depth of the tree can be optimally found using
validation techniques.

Boosting consists of three simple steps:

i. An initial model F0 is used to predict the target. It also produces a residual (y
− F0).

ii. A new model h1 is fitted to the residuals from the previous step.
iii. F1, the boosted version of F0, is formed by combining F0 and h1.

After m iterations we get,

Fm(x) = Fm−1(x) + hm(x) (10)
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3.13 Evaluation Metrics

Themodels’ performance is measured using root-mean-square error (RMSE), which
is given by:

RMSE =
√√√√1

n

n∑

i=1

(
yi − ŷi

)2
(11)

where yi are the actual values and ŷi are the predicted values for n observations.

4 Experiments and Results

4.1 Test for Stationarity

The air quality data taken from the Central Pollution Control Board (CPCB) is
found to be stationary. Different tests were performed before we conclude. We
divide the RSPM values into two halves and calculated mean and variance to
check if it is constant. We obtained mean1 = 4.625, mean2 = 4.551, variance1
= 0.283, variance2 = 0.177. Though the mean looks to be constant, the vari-
ance is not. Then, we continued with the augmented Dickey–Fuller (ADF) test and
Kwiatkowski–Phillips–Schmidt–Shin (KPSS) Test and obtained the result given in
Table 1.

Table 1 shows the ‘test statistics’ values of both the tests—ADF and KPSS—are
less than the critical values. Hence, we conclude that the series is stationary.

Table 1 Results for the test of stationarity

Augmented Dickey–Fuller
(ADF)

Kwiatkowski–Phillips–Schmidt–Shin
(KPSS)

Test statistic −3.356555 0.356935

p-value 0.012532 0.095717

#Lags used 15 15

Critical value (1%) −3.464337 0.739

Critical value (5%) −2.876479 0.463

Critical value (10%) −2.574733 0.347
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Fig. 1 Plot of the monthly RSPM level

4.2 Exploratory Data Analysis

When we plot the ‘RSPM by month,’ we observed that the pollution level is high
during the winter than the other seasons, as seen in Fig. 1. This may be because
winter is dry and dusty.

The most polluted three districts of Assam are Guwahati (107.83), Nagaon
(105.44), and Nalbari (94.52) as depicted in Fig. 2. The levels of RSPM indicated in
the figure are the average of the 17 years’ data.

4.3 Applying ARIMA/SARIMA

The moving average of RSPM with window size = 12 is found to be 91.6510 for
Guwahati. The trend is depicted in Fig. 3.

As the RSPM value exhibits seasonality, we use SARIMA. SARIMA model is
created for RSPM values with the order (p, d, q as 3, 1, 3) and (P, D, Q, s as 1, 1, 1,
12). The given order was found to be the best fit for the SARIMA model. Part of the
‘state space model results’ is given in Table 2.

The criteria—Akaike information criterion (AIC), Bayesian information criterion
(BIC), and Hannan–Quinn information criterion (HQC)—are used to estimate the
coefficient of the models. These criteria depend upon maximum likelihood. We use
that data to fit our model, and we would like to know howwell our model generalizes
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Fig. 2 Most polluted districts of Assam

Fig. 3 Moving average with window size = 12
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Table 2 Results from state
space model

Heads Values

Dependent variable RSPM

Model SARIMAX(3, 1, 3) × (1, 1, 1,
12)

Sample 01-01-2003 to 12-01-2019

No. observations 204

Log likelihood −880.207

Akaike information criterion
(AIC)

1778.413

Bayesian information
criterion (BIC)

1807.684

Hannan–Quinn information
criterion (HQC)

1790.269

out of sample predictions.Wewill fit ourmodel using one sample of data and evaluate
its predictive fit in other data. However, real-life data can be hard to combine, and so
we do not have much data or independent datasets to evaluate the fit of the model.
These criteria are used to fit the model accordingly and select the models with the
least values.

The prediction has been made for four years: 2020 to 2024. The model was found
to give root-mean-square error of 18.53 (Fig. 4).

The predicted value of RSPM value at Guwahati in 2020, as a sample, is given in
Table 3.

Fig. 4 Predicted values of RSPM till March 2024
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Table 3 Predicted RSPM
value of Guwahati for 2020

Date RSPM Date RSPM

2020-01-01 136.915 2020-07-01 52.042

2020-02-01 148.377 2020-08-01 51.731

2020-03-01 142.774 2020-09-01 55.872

2020-04-01 95.053 2020-10-01 67.435

2020-05-01 71.173 2020-11-01 96.170

2020-06-01 61.464 2020-12-01 122.208

Table 4 Comparison of
results from machine learning
algorithms

Score RMSE

Linear regression 0.6982 34.35

Neural network regression 0.7052 33.95

Lasso regression 0.6983 34.35

ElasticNet regression 0.6983 34.35

Decision forest 0.7120 33.56

Extra trees 0.7237 32.87

Boosted decision tree 0.7105 33.65

XGBoost 0.7133 33.48

4.4 Applying Machine Learning Algorithms

The air pollution dataset of ‘Guwahati’ is applied to themachine learning algorithms.
The result is shown in Table 4.

We can see that extra trees outperform all the selectedmachine learning algorithms
with a score of 0.7237 and root-mean-square error of 32.87.

5 Conclusion

We have compared the performance of ARIMA and machine learning algorithms:
Linear regression, neural network regression, Lasso, ElasticNet, decision forest
regression, extra trees regression, anddecision tree using the 17years dataset obtained
from PCBA. The ARIMA model outperforms the machine learning algorithms with
RMSE of 18.53 while extra trees, the best among the machine learning algorithms,
predictsRMSEof 32.87. It is to be noted that all themethods tend to performpoorly in
forecasting because there is randomness in the data. Further research will be required
on some techniques such as long short-term memory (LSTM).
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Assessment of the Electric Rickshaws’
Operation for a Sustainable Ecosystem

Sandeep Singh, B. Priyadharshni, Challa Prathyusha,
and S. Moses Santhakumar

Abstract With changing institutional environments and highermobility needs, elec-
tric vehicles have emerged as an alternative for commuting within an educational
campus. Notably, electric rickshaws’ operation inside an educational institution is
considered an energy-efficient and eco-friendlymode of the para-transit system. This
research paper presents a preliminary study conducted inside an educational institu-
tion to understand passengers’ preference for electric rickshaw usage and examines
commuters’ travel patterns. An online-based questionnaire survey was conducted
to collect the data concerning the dynamic aspects of usage and demand of the
electric rickshaws. The study used descriptive analyses to assess the users’ affinity
toward green policy adoption. The preference for using of electric rickshaws for
regular commuting was ranked the highest, thereby moving the campus to a sustain-
able transportation ecosystem. The user perception survey results reveal that there is a
positive response to preference for implementation of the electric rickshaw services,
which would have an impact on their daily usage of transport mode. The approach
can be used to estimate trip makers demand in similar campuses of other universities
and institutions towards adopting sustainable travel options like an electric rickshaw.
The study also confirms that the electric rickshaws type of para-transit systemunfolds
unprecedented opportunities to address environmental sustainability issues.
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1 Introduction

The mobility patterns and travel behavior of the in-campus commuters inside an
educational institution are distinct and complex compared to other commuters.
University students form a social group, virtually autonomous in terms of mode
choice decisionmaking, and are gaining attention, as the completion of such everyday
trips is rather complicated [1]. Hence, provision of a flexible mode of transport such
as a para-transit system indicates the role in ensuring quick mobility, reliable acces-
sibility, and excellent connectivity. The interest in renewable energy systems prolif-
erates as they could replace polluting internal combustion engines [2]. Also, the
feasibility of public transport in terms of connectivity, accessibility, and mobility has
to be studied and analyzed in detail [3]. Electric vehicles are a crucial key element in
the sustainable development of the transportation system as they could reduce energy
consumption and the pollutants emitted from the vehicles.

Electric vehicles (EVs) have seen overgrowing growth rates over the last few
decades. The EVs have even taken a substantial leap forward from early adopter tech-
nology toward becoming amainstreamconsumer product. The transition of fossil fuel
vehicles to EVs is unlikely to be achieved unless EVadoption barriers specific to elec-
tric rickshaws (e-rickshaws) are identified and overcome with immediate effect. The
EVs are the sustainable, efficient, and economical public transportation systems,
which reduces the depletionof resources andprovides an environment-friendly transit
system [4].

Nevertheless, research to date on the extent of usage of e-rickshaw and causes of
the e-rickshaw adoption barriers has been limited and mostly confined to anecdotal
shreds of evidence. In light of the above context, it makes a compelling objective
to investigate and perform a detailed study on the first of its kind, implementing
e-rickshaws inside the educational institution in the National Institute of Technology
Tiruchirappalli (NITT) campus, India.

2 Literature Review and Background

Many studies have been conducted to analyze the acceptance of EVs and the
influential antecedents on EV adoption.

Davison et al. [5], through their research, highlighted significant cultural differ-
ences and complexities in the travel behavior of students in theUnitedKingdom (UK)
and Ireland. Das et al. [6] analyzed the travel behavior of university students resided
on-campus and off-campus by studying the travel pattern and identifying transporta-
tion needs. Kotoulal et al. [1] examined various aspects of university students’ travel
behavior such as travel time, travel distance, safety, and comfort in theXanthi,Greece.
The authors’ findings verify that distance and time are the most critical factors for
both cases, while the use of public transport instead of walking increases the impor-
tance of economy and safety. In the latest study, Priye and Manoj [7] analyzed to



Assessment of the Electric Rickshaws’ Operation … 333

understand passengers’ perceptions of electric rickshaw safety in Patna, India, and
developed an empirical model to explore the overall safety perceptions of electric
rickshaw riders.

McLoughlin et al. [8] studied the effectiveness of electric bicycles and identified
the barriers to bicycle use that can be overcome throughpublic use of electric bicycles.
One such barrier is the choice of an alternatemode of transport line EV and the public
acceptance of its use, in terms of adoption by potential users.

Vazifeh et al. [9] proposed a novel methodology to perform data-driven opti-
mization of EV charging station locations in the city of Boston, which provides
computationally efficient solutions based on the genetic algorithm. The study results
show that the genetic algorithm provides solutions that significantly reduce drivers’
excess driving distance to charging stations, minimize overall energy overhead, and
promote data-driven planning as a viable solution for optimal EV charging station
location. Singh et al. [10, 11] used system dynamics simulation approach to model
and predict the vehicular fuel consumptions and fuel emissions and fuel costs. They
proposed sustainability based recommendations to reduce the fuel consumptions and
fuel emissions and fuel costs for an urban city in India.

In Indian Institue of Technology, Roorkee, Rastogi and Doley [12] conducted a
study to suggest a sustainable travel alternative and shift to e-rickshaws using logit
analysis. This analysis used the random utility theory for the modeling of discrete
data. These utilities were modeled based on multinomial logit (MNL) and nested
logit (NL) specifications.

The literature reviewed in this study summarizes that the significant barrier to
EVs is that consumers tend to resist new technologies that are considered new or
unproven, availability of charging infrastructure at the shorter distance, the initial
capital cost of the EV, and maintenance cost of the EV after purchase.

3 Study Methodology

In the present research work, an online-based user perception questionnaire survey
using Google Forms was carried out among the daily commuters inside the institute
campus for assessing the potential viability and the preference of the e-rickshaws. It
was circulated online among the campus people to capture information on their travel
patterns and preferences toward using the e-rickshaws. Two essential considerations
were involved in the user survey design, such as socio-economic and perception-
related information. In the year of study (2019), the students’ strength was 6000
(including undergraduates, postgraduates, and PhDs), and faculties and employees’
strength was 1000. Male students resided in 20 hostels, female students in 6 hostels,
and faculties in 30 residential locations. All these residential locationswere dispersed
throughout the campus. The travel was initiated from these locations and directed to
different destination locations (i.e., academic departments) in the daytime and other
locations during day and evening times. Sample data was collected inside the campus
through online questionnaire. About 10% out of the total population, which is around
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Fig. 1 Present choice of mode of transport inside the NITT campus

800, is taken for this study. The responses obtained from a Google Forms survey
reveal users’ willingness and perception inside the National Institute of Technology
Tiruchirappalli (NITT) campus regarding the implementation of e-rickshaws.

4 Results and Discussions

4.1 Choice of the Mode of Transport

The choice of transport mode inside an educational institute is unique due to the
availability of various modes of transport. Figure 1 depicts the choice of mode of
transport by the commuters inside the campus.A look at the presentmode of transport
inside theNITT campus shows thatmost commuters choose to use the non-motorized
mode of transport, such as the cycle. The higher percentage of choice of the cycle
mode of transport is 92.06%. This is reasoned to be due to the presence of more
number of students resided inside theNITTcampus and also due to certain restrictions
of the usage of the motorized mode of transport, such as a powered motorcycle.
Though the share of e-rickshaws is significantly less compared to cycle and walk, it
seems to be quite interesting to be in the third top mode of transport, which comes
around 2.81%. This indicates that the commuters (walking) are more likely to shift
to e-rickshaws and tend to shift more once and when implemented.

4.2 Trip Length-Frequency Distribution

Figure 2 depicts the trip length-frequency distribution of the commuters inside the



Assessment of the Electric Rickshaws’ Operation … 335

47.06

29.41

17.65

5.88

0
5

10
15
20
25
30
35
40
45
50

0 to 5 6 to 10 11 to 15 16 to 20

Pe
rc

en
ta

ge
 o

f t
rip

s (
%

)

Travel me (minutes)

Fig. 2 Present frequency of trip length inside the NITT campus

campus. The commuters trip length-frequency survey reveals that up to 47.06% of
the people prefer to keep the travel time of the trip shorter between 0 and 5 min. This
is reasonably due to the low distance between the origin and destination of the trips
made inside the NITT campus.

4.3 Living and Social Status of the Respondents

Figure 3 depicts the living status of the respondents. The preliminary surveyed
data reveals that 97% of the respondents were residing inside the campus, clearly
indicating the students of NITT.

Figure 4 depicts the gender distribution of the respondents. The questionnaire
data reveals that the surveyed respondents were mostly male students with 78%, and

Fig. 3 Living status of the
respondents

97%

3%

Inside campus Outside campus
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Fig. 4 Gender distribution
of the respondents

78%

22%

Male Female

the rest, females with 22%. The high male ratio confirms the more number of male
students inside the campus.

4.4 Age Distribution of Respondents

Figure 5 depicts the age distribution of e-rickshaw users based on the collected data.
The age distribution reveals that most of the users were in the age group of 18–
22 years, belonging to undergraduates who are comparatively more in number than
the other degree graduates.

It is evident from Fig. 5 that the proportion of male students is more compared
to the female students in the age group of 18–22 years inside the institution. Also,
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Fig. 6 Response to the
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most of the respondents were found to be in the age group of 18–22 years, which
cumulates to 57.4% out of the 100% respondents. People above the age of 30 years
were also interviewed and were found to prefer using the e-rickshaws (contributing
to 12.6%) considering their comfort and convenience compared to walking.

4.5 Preference for E-rickshaw by the Respondents

Figure 6 depicts the response to the importance of e-rickshaw by the respondents.
The respondents were further queried regarding the importance of e-rickshaws and
their cost to pay for a single trip. Almost 88% of the respondents indicated that they
feel e-rickshaw is essential and immediately required for implementing inside the
campus.

4.6 Preference for the Willingness to Pay for E-rickshaw

Figure 7 depicts the preference for the willingness to pay for e-rickshaw. One way
of implementing non-proportional assignment is to incorporate equilibrium to the
traffic flows that assign link cost functions, link travel cost, and path travel cost to
the network a way to minimize travel costs using a target trip matrix. A look at
the respondents’ willingness to pay for e-rickshaws service showed that 42% of the
people prefer to pay up to Rs. 5 per trip. However, it is surprising to note that nearly
25% of the respondents have agreed to pay double the latter, i.e., up to Rs. 10 per
trip.
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4.7 Preference for E-rickshaw Timing and Location

Figure 8 depicts the response to preferred timings for e-rickshaw service inside the
campus. The respondents were requested to prefer their timings for the e-rickshaw
service. The morning timing between 08:00 AM and 09:00 AM was the highest
preferred time. This is because of the class hours of the students, which is around
8.30 AM, followed by the noon timing between 12:00 PM and 02:00 PMwhere they
leave for lunch hours happened to be the highest, followed by 04:00 PM and 5.30
PM indicating students leaving back to their hostels.

Figure 9 depicts the response to the preferred location for transfer stations for
e-rickshaw service inside the campus. Later, the respondents were asked to prefer
the suitable location of the transfer stations for the e-rickshaw service according to
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Fig. 9 Response to the preferred location for transfer stations for e-rickshaw service inside the
campus

their travel pattern choice. Nearly, 351 respondents preferred to locate the transfer
station at the Class Rooms Zone (Orion), ranking it as the most preferred location,
followed by the transfer station at shopping complex and near main gate.

The efficient deployment of the network of public charging stations is an important
matter, which plays a major role in further increasing EVs’ market share in the near
future [9].

4.8 Summary

The structured online-based questionnaire–interview survey conducted within the
educational institute reveals that about 88% of daily commuters within the campus
prefer to use the e-rickshaws, which would have a significant impact on the mode-
shift. The service operation of e-rickshaws was found to be sustainable at Rs. 10 per
trip; however, 42% of trip makers preferred Rs. 5. The study also further identified
the best operational timing of the e-rickshaw inside the campus to be during the
morning between 08:00 AM and 09:00 AM. The most preferred ideal locations for
the transfer station for the efficient operation of the e-rickshaw were at the Class
Rooms Zone (Orion).

Though the other vehicle ownership mode (motorcycle) strongly influences
students’ mode choice yet considering the weather and comfort conditions during
summer and rainy seasons, students prefer to use the e-rickshaws. It can be noticed
that the institute commuters, especially the students, tend to have unique and complex
travel behavior since they move like a social group. The introduction of e-rickshaws
provokes the commuters to prefer and shift toward a more sustainable transportation
mode. Finally, this study interprets that the e-rickshaws can be a possible sustainable
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travel alternative that would majorly improve the mobility of the students at a low
cost as well as make the NITT campus a sustainable place to live.

5 Conclusions

Students’ mobility has a potentially significant impact on transport choices and travel
behavior. The study is focused on assessing the operation of the e-rickshaws inside
the NITT campus. The evaluation of the use of e-rickshaws through the online ques-
tionnaire survey provided many more insights that are relevant and useful for the
assessment of the e-rickshaw service. The study found that the tendency of pref-
erence for the e-rickshaws was high among the users (students) who are residing
inside the campus. This preference made a good case for implementing e-rickshaw
operations within the campus. Also, the analyses from the study suggest that the
introduction of e-rickshaws would lead to an increase in energy savings, a decrease
in fossil fuel energy consumption, carbon emissions, and other cost externalities.

It positively influences university-related travel regarding distances, frequency,
andmode: all of which have significant consequences for student travel sustainability
and the environmental impacts of that travel. On this basis, it can be concluded that the
e-rickshaws penetration could be advantageous for the energy-saving system since
the carbon intensity would reduce to a considerable level, and the energy would be
saved. Finally, it can be said that e-rickshaws can be considered to be a superior
para-transit system than an internal combustion engine vehicle like a motorcycle or
auto-rickshaw from an efficiency and environmental perspective.
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Location Potential Assessment
and Feasibility Marking for Solar Power
Generation on Basis of Source–Load
Matching Strategies

Veeresh G. Balikai , Amit Shet , M. B. Gorawar , Rakesh Tapaskar ,
P. P. Revankar , and Vinayak H. Khatawate

Abstract The changes in living standards globally and rise in population have
enhanced global energy consumption. The energy demand predictions for year 2050
present ‘energy security’ as a crucial parameter to development inmajority of nations
worldwide. The major policy matters linked to socio-economic progress now have
their focal point on this domain. The growing energy demand has translated into
irreparable ecology and environment damage. The global energy policy-makers
strongly suggest a gradual, but confirmed switchover to renewable energy forms.
The nature-based energy source being benevolent to environment offers technical
challenges to transform as viable sources. The conversion devices to tap solar energy
are more bulky than their coal or diesel fuelled counterparts. Thus, solutions to make
renewable attractive need a two-point strategy that includes thorough resource assess-
ment and effective equipment design. This article addresses these issues in relation
to use of solar energy for electric power generation. The solar energy assessment at
a location is based on use of established relations of ‘solar radiation geometry,’ to
obtain fairly good estimates. The load prediction for an application can be obtained
with a good accuracy for its use resource matching. There are also studies reported
toward improving reliability of renewable energy extraction adopting concepts of
maximum power point tracking. Thus, the second strategy of performance enhance-
ment explores domains of better cooling of devices and use of novel energy storage
materials. The SPV system to cater domestic load observed for typical urban house-
hold situated in three geographically distinct areas (A, B and C). The approach cited
solar potential at these locations against load to formulate universal applicability of
solar energy. The strategies of equipment selection and design to suit each case were
unique. Site potential assessment formed an essential component of overall design
viable function to deliver at least break-even energy output. The complete assessment
included economic feasibility along with environmental benefit delivered by solar
power installation. The location ‘A’ had fairly good solar potential, and hence, fixed
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panel was adequate to meet anticipated load. On the contrary, locations ‘B’ and ‘C’
situated in a different geographical location required tracked mode of installation
due to paucity in solar potential. The study also compared various modes of tracking
and inclination angle for solar collector.

Keywords Solar potential assessment · Load marking · Break-even generation ·
Green power

1 Introduction

Solar energy forms primary input to all ecosystems existent on the only living planet
in the Universe. The photosynthesis driven by plants helps in fixation of carbon
utilizing electromagnetic radiations. The plant matter forms as the perennial support
to life on earth as food to all living organisms. Thus, solar energy is immutable
support to all processes both natural andman-made. The developmental activities are
capable of being supported by this abundant and clean energy. The energy liberated
by nuclear fission reaction in the sun amounts to several trillion timesmagnitude than
total energy consumed by entire human race. The huge magnitude of solar energy
reaches earth in a time span of 8.5 min on a continuous basis, for several million
years. Therefore, solar energy qualifies to be a reliable and eco-friendly means to
meet all our energy needs. The technological today has made it possible to harness
solar energy for both process heat and electric power generation. The quest lies in
transformation to build more reliable and intelligent solar devices to match current
energy scenario that emphasizes sustainability as bedrock of development.

The major hurdle associated with solar energy utilization roots form the variable
and dilute nature of source that imposes challenges in selection of materials and
conversion mechanisms. The SPV technology has made rapid progress to operate
close to 20% efficiency and emerge as the largest renewable energy installations.
The popularity of solar energy is also attributed to its modular nature, competitive
pricing, minimum operating cost and ease in installation. The SPV system design
and installation follows standardized procedure as reported by several researchers.
The primary stage involves at least a year-long resource assessment at the site to
capture diurnal and seasonal variations. The thorough assessment of barriers that
lead to formation of shade on SPV modules helps in design of suitable orientation
to maximize the annual input solar energy. The tracking of SPV modules can be
proposed in case of locations with relatively poor solar insolation. The overarching
factor that decides overall system design will be the economics of the system against
existing power alternatives.
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2 Overview of Solar Radiation Modeling and Site
Implementation

The research findings revealed in this section can be broadly categorized into domains
of site potential assessment and feasibility marking. The former group summarizes
research findings that give insight into computational and experimental approaches to
predict solar energy at a defined geographic location. The latter compilation explores
adoption of site and situation specific strategies to make solar energy installations
viable in techno-economic context.

2.1 Site Potential Assessment Studies

Ulgen and Hepbasli [1] investigated solar potential in city of Izmir located in western
Turkey. The correlation to connect hourly diffuse radiation and monthly average
global radiation with hourly clearness index was developed. The study gains promi-
nence in the context of investigating atmospheric characteristics to assess solar
potential on basis of the correlation.

Ricci et al. [2] investigated ‘wind-solar’ street light system to facilitate higher
energy yield along with operational flexibility. The study explored various wind
turbines to obtain high power while in operation in hybrid mode with PV controlled
through maximum power point tracking.

Mousavi and Hizam [3] investigated solar energy assessment through sun-earth
calculations and isotropic models (Liu-Jordan and Koronakis) for non-beam part of
solar insolation. The Perez, Temps–Coulson, Klucher and Bugler anisotropic models
provided good solar estimates.

Zhang et al. [4] reported on solar water heater and SPV/T system at Shanghai city
for entire year of operation. The comparative measure revealed that conventional
solar heater fared less attractive against SPV/T version in terms of overall efficiency
estimates for the entire duration of year. The overall assessment indicated that PV/T
system to competitive in auxiliary heating operation mode.

Harrison and Jiang [5] assessed prediction accuracy of simulation modeling tool
against field tested date of energy output. The regulatory measures under Climate
ChangeAct dictatemandatory use of renewable energy in new residential or commer-
cial constructions. The solar potential assessment evaluated through simulation tools
revealed a energy assessment gap of 8.6%.

Mills [6] explored ‘Hybrid’ tool for efficiency assessment of coal-based plant. The
efficiency improvement could be realized by adopting hybrid mode operation with
either solar or natural gas. The strategy leads to flexibility in operation and reduced
emissions in generation.

Laseinde and Ramere [7] claimed solar power generation efficiency enhanced
through low-cost controlled tracking systems. The percent rise of 23.95 in efficiency
was reported by servo-based multiple-axis tracking.
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2.2 Feasibility Marking Studies

Yibing [8] investigated concentrated PV modules at various concentration ratios and
operating temperatures. The direct relationship of efficiency with concentration ratio
was indicated at same operating temperature. On contrary, temperature had inverse
relationship with efficiency for fixed concentration ratio that necessitated system
cooling either using air or water.

Cuce et al. [9] reported on passive cooling for Si-cell efficiency improvement. The
fins in PV cell cooling at different illumination and air temperature were studied.
The cooling at 600W/m2 insolation was highest, and efficiency varied inversely with
ambient temperature.

Rahman [10] has characterized SPV systems in MATLAB/Simulink. The charge
controller for battery was designed to reduce duty cycle to prevent battery over-
charge. The study aimed to regulate Inverter sine wave output for 220 Vac load at
low harmonic levels.

Mukherjee [11] studied embodied carbon footprint in silicon wafers manufac-
turing. The assessment of plant energy output and associated carbon credits earning
was reported. The overall environmental impact study of solar power forms pivotal
segment in the claim as green energy.

Ong [12] studied combined operation of heat pipe and thermo-electric module
in solar generation of process heat and electricity. The unique feature to effectively
transfer heat over large distance while operating with small temperature gradient
made the passive heat pipes a suitable choice. The commercial availability of heat
pipes and thermo-electric modules has made them viable in to low capacity, portable
and off-grid process heat and electric power utilities.

Gao et al. [13] reported on economics of solar energy-based cooling through SPV,
vapor absorption/compression on basis of economic indicators of annual cost. The
study finds relevance in widening scope of solar energy into wider range of domestic
applications.

Chen and Riffat [14] investigated combined heat and electricity through PV/T
collector. The heat accumulated by cooling PV module was used for process utility,
additionally leading to efficiency improvement of PV module. The PV/T concept
can be an effective structure for shading on adoption of suitable material to meet the
dual functional needs.

Maleki [15] investigated diesel generator to group with renewable energy sources
for off-grid power through optimization of system components and overall cost
of energy. The studies indicated that DG set operating in single-power source
mode functioned better compared to hybrid mode. However from environmental
degradation perspective, hybrid renewable power was preferred.

Baljit et al. [16] investigated multi-fluid characteristics for PV-T solar collector
using Fresnel lenses for four operatingmodes. The air andwatermediawere analyzed
in terms of flow and incident insolation to quantify absorber plate temperature and
operating efficiency.
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3 Computational Analysis in System Design

Simulation is the art and science of predicting system behavior through a conglomer-
ation of governing physical laws and experimental data sets. Physical device has oper-
ating characteristics that canbe transformed intomathematical expressions to connect
input and output variables. The common tools used formathematical analysis include
MATLAB and spread sheets. These tools have strong math-based libraries that can
transform the task of decision making much easier and thereby help in building
effective systems. This section highlights simulation studies on load and resource
assessment coupled to characterizing various strategies and overall economics.

3.1 Load and Resource Assessment Studies

The load constitutes important factor in SPV system sizing to optimize performance
and cost of power generation through prevention of oversize or undersize system
components. The load curves help match resource with demand to evolve strategies
for reliable and cost-effective power generation. The site load presented in Fig. 1
indicates power rating and net energy consumed during operation.

The typical household application has been cited for feasibility of adoption of
SPV system [17].

The other loads include may include water lifting requiring high-capacity SPV
installations to cater to water need of 50 L/day/person drawn through an average
head of 8 m. The accounted load for SPV system takes up worst-case scenario to
ensure adequate system reliability with desired autonomy. The higher duration of
autonomy dictates larger storage capacity and escalated project cost. The simulation
requires input data pertaining to specifications of devices that include inverter and

Fig. 1 Load used for the study
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storage batteries to assess component sizing.

Iext = ISC

[
1 + 0.033 cos

(
360n

365

)]
(1)

LST = Local time ± 4min(Lstd ± LLocation) + Eq. of time correction. (2)

Eq. of time correction = 9.87 sin(2B) − 7.53 cos(B) − 1.5 sin(B) (2A)

B =
(
360

365
(n − 81)

)
(2B)

Declination(δ) = 23.45 × sin

(
360

365
(284 + n)

)
(3)

Hour angle (ω) = 15◦(LST − 12) (4)

Incidence angleCθ = [
(CϕCβ + SϕSβCγ )CδCω + CδSβSωSγ

+Sδ(SϕCβ − CϕSβCγ )
]

(5)

Zenith angle (θZ ) = C−1[(CϕCδCω + SδSϕ)] (6)

Sunset hour angle (ωs) = Cos−1[−(tan ϕ tan δ)] (7)

No of sunshine hours = 2

15
× Cos−1[−(tan ϕ tan δ)] (8)

The solar resource availability for power generation depends on geographic lati-
tude of location, day of the year (n) other atmospheric conditions. The Eqs. 1–8
present solar radiation estimation. The relative position of sun and earth determines
the magnitude of solar insolation that undergoes a periodic variation as depicted
through sun-path diagram.

3.2 Characterization of Solar Energy Conversion Device
and Its Economics

The SPV module works on the principle of converting electromagnetic radiation
into dc power. The process is driven by magnitude of incident sunbeam as well as
the operating temperature. The physics of this conversion process being established
through I-V characteristics of a single solar cell provides a complete dynamics of
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electricity generation. The MATLAB software has been extensively used in studies
to depict the behavior of PV module using the input cell characteristics: 15 W, Vmp

= 18 V, Imp = 0.83 A, Cell Area = 0.06 m2 and operating temperature of 30 °C.
The solar intensity on tilted module and its influence on efficiency at various levels
of irradiation and temperature were investigated.

The economics of any energy conversion device sets a benchmark of its compet-
itiveness with existing alternatives. The study was based on a thorough analysis
for defined capital cost, operating cost and useful project life. The study based on
Eqs. 9–12 evaluates parameters of life cycle cost and energy cost.

f = (1 + i)n − 1

i(1 + i)n
(9)

LCC = Co + (Cm × f ) + Cr

[
1

(1 + i)n

]
− S

[
1

(1 + i)n

]
(10)

CR = LCC ×
(
1

f

)
(11)

Cost per kWh =
(

CR

365 × P

)
(12)

The economics of SPV power installation has been considered useful life of
20 year, initial cost of 12× 103 Rs, annual maintenance of Rs. 200, one-time replace-
ment cost (Cr) of Rs. 3 × 103 and annual rate of return on investment of 11% as
economics data. The evaluated output parameters included life cycle cost of Rs.
14,326.2, capital recovery of Rs. 1799 and cost per kWh of Rs. 1.232 as per the
estimates made for location A.

4 Results and Discussions

This section highlights the results obtainedwith respect to aSPV installation designed
for a typical domestic load Fig. 1 that highlights commonly used electric devices.

4.1 PV System Design for Estimated Domestic Load

As studied a typical household application was considered for design and estimation
of daily energy requirement; further calculations were done using this computational
tool. The data presented in Table 1 gives specifications related to Inverter energy
supply, total Ah-rating of battery for zero and defined power autonomy cases, number
of batteries in series and parallel combinations, No. of SPV panels in series and
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Table 1 Specifications of
designed SPV power system

Energy supplied to inverter (Wh) 4224.194

Daily energy need (kWh) 5.5218

Total Ah of battery 176.0081

No.of batteries/series/parallel 5/2/2.5 ~ 3

Total Ah with Autonomy/No. of batteries 528.0242/ 15

PV energy output (Wh) 5521.822

Power rating/Voltage/ current W/V /A 75/15/5

Series/ parallel SPV panels 1.6 ~ 2/7.66 ~ 8

parallel configurations. The state of autonomy defines the number of days the system
can support the load without any output delivered by SPV system. The higher range
of autonomy defined for the power system demands a large Ah-rating of the support
storage device. The quantity of autonomy for a installed SPV system depends upon
the availability of solar energy at the site f installation. A very sunny location with
adequate sunlight requires a fewer hours of autonomy as compared to the location
with poor availability of sunlight. The study cites three different locations A (5.36°
N, 75.12° E), B (28.61° N, 77.2° E) and C (53.55° N, 9.99° E) for investigations
with respect to SPV system for identical load. The study revealed that location ‘A’
lying in the close vicinity of equatorial region had a fairly good magnitude of solar
insolation as compared to locations B and C, situated beyond the tropic of cancer
(23.5° N latitude).

Figure 2a, b represents defined load in congruence to available insolation (hori-
zontal and inclined to latitude angle) with respect to locations A and B respectively.
The Eqs. 13A, and 13B and 14A, 14B respectively show Insolation on horizontal
and inclined surfaces for two locations. The common load shared by both locations
A and B is indicated by Eq. 15 gave their comparison.

I (hor)A = −0.005x6 + 0.3715x5 − 10.789x4 + 152.79x3

− 1109.7x2 + 4144.1x − 6659.7 (13A)

I (hor)B = 0.0019x6 − 0.1442x5 + 4.7196x4 − 84.982x3

+ 843.17x2 − 4001.1x + 6827.9 (13B)

I (inc)A = −0.0049x6 + 0.3676x5 − 10.68x4 + 151.43x3

− 1101.3x2 + 4107.6x − 6608.4 (14A)

I (hor)A = 0.0036x6 − 0.2718x5 + 8.7021x4 − 150.79x3

+ 1450.3x2 − 6966.3x + 12766 (14B)
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Fig. 2 a Variation of Load and Insolation for location A. b Variation of Load and Insolation for
location B

Load = 0.0054x6 − 0.4233x5 + 14.09x4 − 254.21x3

+ 2559.5x2 − 13158x + 26603 (15)

The energy gain on 30/8/2019 for SPV panel at 27° incline, facing due south at
location A was 19,713.57 and 31,084.05 kJ/m2-day respectively for horizontal and
Inclined for 5.512 kWh/day.
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4.2 Sun Tracking Modes to Improve Input Irradiation
Magnitude

The location relative to equatorial region decides the intensity of solar energy avail-
ability. The variations in solar energy on diurnal and seasonal basis at a location
become an important indicator of the overall performance of installed SPV system.
The option of solar tracking involves the relativemovement of the interception device
in a way that maximizes effective gain of solar insolation. The strategy of tracking
in based on instantly improving the angle of incidence to ensure a larger magnitude
of incoming solar energy to the collector. The study has investigated tracking as,

E-W axis Tracking: Slope = zenith angle. (Solar altitude track)—Mode 1
Incidence angle minima (Maximize beam irradiance)—Mode 2

N-S axis Tracking: Slope equating hour angle (Constant speed track)—Mode 3
Maximum beam irradiance—Mode 4

The daily solar irradiance cumulatively added up for the month and averaged,
as referred in Fig. 2. The four track modes are compared during 12 months of the
year indicated minimum incidence angle tracking gives maximum value against the
minimum observed for mode 1 tracking of solar collector. The choice of tracking gets
recommended only when nett gain exceeds the auxiliary energy consumed (Fig. 3).

The sun-path diagram (Fig. 4) helps track seasonal changes with respect to solar
azimuth angle and solar altitude angle. The computational tool can generate the sun-
path diagram for a given location to orient collector so as to maximize the energy
gain.

Fig. 3 Comparison of collector track modes
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Fig. 4 Sun-path diagram for select months of year

4.3 Economics of SPV System

The economics of power generation is expressed in terms of the cost per kWh gener-
ated. The SPV system involves capital investment and operating cost that decides the
cost of electricity. The location with a good sunshine obviously qualifies to have a
better economics compared to location with lower solar insolation. The investment
gets distributed for situations with higher generation and thereby reduces unit cot of
electricity generated. Figure 5 shows that increased energy demand per day, reduced
cost per kWh on account of the fact that solar module get designed for emergency
loads. On the contrary, low-energy demand situations have a lower kW rating of SPV
modules, but cost toward the balance of system that includes battery storage, relays
and other control systems remains marginally less. This leads to incomplete usage of
available solar potential; hence, the law of economics applicable to any other system
components applies to SPV systems as well. Larger volume of generation reduced
the unit cost of production as explained by learning curves of commodity pricing.

4.4 Simulation Studies on Solar Energy Accessibility

The magnitude of solar radiation at a location has dependence on latitude of loca-
tion, day of the year, time, slope angle and surface azimuth angle. The solar radi-
ation geometry literature provides reliable experimental and empirical correlations
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Fig. 5 Dependance of system load on cost per kWh

to predict the potential of solar insolation. These exercises are essential in design
of solar energy conversion devices. Figure 6a–c highlights variation of solar energy
available at location-A with respect to collector at different time of day, slope angle,
surface azimuth and latitudinal variations.

As indicated in Fig. 6a, intensity of solar irradiation on horizontal and tilted
surfaces indicated marginally higher values for former orientation with respect to a
due south collector position. The intensity peaked at solar noon on account of unity
value for air mass. Figure 6b indicated slope varied from zero to a maximum of 100°
showed intensity to exhibit a decreasing trend for higher slope. Figure 6c indicated
that surface azimuth angle of zero (due south position) was giving amarginally lesser
insolation for a collector at location A. Similarly, a positive value of surface azimuth
angle(east-wards alignment) gave a rise in solar irradiation against a drop for negative
azimuth values. The similar variation in the intensity of solar insolation as a function
of latitude angle can be obtained through relevant equations. The location closer to
equator has higher potential compared to places closer to polar regions.

The consequent observation made through the experimental and computational
studies strongly supported the approach ofmaking prior investigations for installation
of SPV systems. The tools used in the study helped in optimization of the system
design and thereby made SPV power generation competitive to existing alternatives.
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Fig. 6 a Solar insolation exhibiting diurnal variations. b Variation of solar insolation with slope.
c Variation of solar insolation with collector surface azimuth angle
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5 Conclusions

The studies performed on assessment of solar energy potential and subsequent
marking of the location have resulted in the following broad observations for on
site implementation.

Solar energy was established as viable option for both electric power generation
andprocess energyneeds on account of its huge potential and eco-friendly nature. The
implementation of solar energy programme on a large scale can curtail substantial
amount of carbon emissions.

The solar potential at the three identified locations A, B and C revealed that the
equatorial region had a large solar potential compared to the temperate region. Solar
energy showed wide variations based on geographical changes; however, India is
blessed with abundant solar energy potential.

The strategies of solar tracking can help optimize the nett solar energy gain on
account of time-based changes in collector orientation to map movement of sun in
the horizon. The tracking strategies can be adopted to make intelligent solar collector
that respond to diurnal-seasonal cycles along with climate induced aberration.

The future solar energy equipment are expected to be more responsive to vari-
ability factors associated with solar energy, and hence, development of hybrid renew-
able energy options could drastically enhance system reliability and carbon footprint
minimization.
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Gait Abnormality Detection without
Clinical Intervention Using Wearable
Sensors and Machine Learning
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Abstract The gait pattern varies from person to person. However, the gait of a
normal healthy human differs substantially from that of an individual with an abnor-
mal gait. The gait abnormalities could arise fromvarious underlying health conditions
such as rheumatoid arthritis, injuries, etc. The gaits of individuals could be studied to
differentiate healthy gaits from abnormal gaits which can help to identify underline
health conditions and for preventive medication. In this work, for the identification of
abnormal gait, we have used wearable sensors, comprising of tri-axial accelerometer
and tri-axial gyroscope that track’s the motion signatures produced while walking.
We have collected such motion signatures of healthy persons and persons with walk-
ing abnormalities over a period of time. Later performed classification on collected
data using different machine learning algorithms to segregate the cases with abnor-
mality which can be used for facilitating remote detection of gait abnormalities using
wearable sensors. With our approach, we have successfully classified different cases
with an accuracy of over 90% . In the future, implementing such models in the real-
world scenario could be very beneficial for the detection of gait diseases remotely
with the help of smart devices like smartphones without clinical intervention.
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1 Introduction

The gait analysis of human to determine the quality of walking is among the most
prominent fields of study; this is because gait is extensively affected by plenty of
underlying neurological or physical deformity. Different types of deformities have a
unique pattern which could be further exploited to detect any such situations. Such
patterns could be differentiated visually with keen observation. To standardize the
process, mostly wearable sensors and image processing techniques are often used
to study the gait of an individual. Image processing techniques often need hours of
visual data and hours of the resource-intensive training process. Image processing-
based classification has other disadvantages like the training needs to be performed
in several angles to maintain consistency and provide accurate results. To remember
the pattern of the gait for each step, image processing techniques would also require
memory-based learning techniques like a combination of convolution neural network
and recurrent neural network comprising long short-term memory techniques which
would make the model much complex and would not be practically feasible with the
present set of technology. Therefore, we have focused to work with wearable sensors
instead.

Previously, wearable sensors consisting of accelerometer and gyroscope have
often been used to study the gait of an individual; however, most of these studies
are mostly focused toward either feature extraction of the time series motion data or
machine learning-based classification of the gait of a specific disability and normal
gait [1, 2]. Figures 1 and 2 are the plot of sensor data of normal and abnormal subject,
respectively, and shows a clear deviated irregular pattern of peaks and trough, and
we were motivated by this to differentiate normal and abnormal gait pattern.

Toconduct our experiment,with consent from thehuman subjects,wehave tracked
15 healthy subjects and 15 subjects with different abnormal health conditions. We
have used scaling methods to normalize the data and we have implemented some of
the widely accepted machine learning classifiers (KNN, Random forest and more)
to isolate abnormal gaits from normal ones. The system is implemented by using
Android smartphones to collect data and computer to study those data. A plot of their
dataset given in Figs. 1 and 2 show that both are visually differentiable likewe can see
that for ’Ay’, in healthy gait, peaks are appearing near interval of 70–80 are almost
up to 12.5 but for abnormal gait, the peaks are irregular, ranging mostly between
10.5 and 12. Similar irregularities are visible for other features as well. Therefore
based on this observation, we can exploit the pattern to detect abnormality.

2 Related Works

Gait analysis has been widely performed in several research works. Some of the
methods have been developed with the help of various algorithms. The information
used for the study includes video data or sensor data. Attempts to identify different
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Fig. 1 Slice of gait sequence of a normal healthy individual

human activities such as walking, running has been demonstrated and the activities
have been successfully classified with the application of certain machine learning
algorithms like J48, Naive Bayes, SVM, MLP and attend high degree of accuracy.
Shoe-integrated wireless sensors were used in an attempt to quantify gaits where
people with healthy gaits and parkinsonian gaits were studied. In [3], uni-axial
gyroscopic sensorswere placed near the skin surface of the shank or things of subjects
and angular velocity of their movement were recorded. A correlation between shank
and thigh was verified. Smartphones embedded accelerometers were used to monitor
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Fig. 2 Slice of gait sequence of an abnormal individual

the status of walking of 30 patients with chronic lung disease were studied while they
walked for 6 min. They had evaluated a statistical model using the gait parameter to
evaluate health status through lung function [4–6].

In [7], authors have attached sensors in the leg to measure their strides, swing
and other gait features. Changing the foot, position and orientation is most likely
to induce variation in the data which could reduce the consistency of the model.
In this experiment, artificial techniques were used to simulate abnormal gait so its
consistency to detect gait abnormality when the model is exposed to the production
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environment. In [8] was another recent experiment where sensors were placed in
the foot, and they have used a threshold based detection system to study the gait.
In [9], experiments have been performed where sensors were placed in both legs
of the subject and observed the symmetry between the stride and swings of both
legs. Authors in [10] have tried to detect cerebral palsy with an uncertainty based
state-space model. Auto-encoder-based generative adversarial network technique
was used to study gait in [11]. Auto-encoder is a technique popular in neural network
algorithms where the training of the model is done with input and preferred output
being the same, but the number of nodes in the hidden layer is set low so unwanted
noise is filtered out and only significant features are passed on to the next layer in
an attempt to generate output which appears like input but have lesser noise. The
generative adversarial network attempts to create new sets of data based on previously
known ones. These techniques were used to generate artificial gait data and study on
them.

Till now all of these techniques have some flaw. In most cases, artificial approach
was taken to generate defective gait which could produce inconsistency during
deployment. On the other hand, the placement of sensors was mostly around the
foot and so changing in orientation, position, height of the subject and other feature
could impact the study of gait. This is why we have placed sensors on chest, with
the same position and orientation so that we have consistent data for everyone.

3 Methodology

In this section, we will discuss our methods of implementing the gait abnormality
detection model in details.

3.1 Experimental Approach

As mentioned earlier, smartphones contain various embedded sensors. We have
included a tri-axial accelerometer and tri-axial gyroscope in our study. We have
used Vivo V3 with Qualcomm Snapdragon 616 MSM8939 chipset, Octa-core (1.5
GHz, Quad-core, Cortex A53 + 1.2 GHz, Quad-core, Cortex A53) processor, Adreno
405 GPU (Fig. 3).

With the help of Android Studio 3.3.2, we have programmed amobile application,
which has two buttons, one to start and another to stop. In this, there is a text field
where we provide the name by which the data file would be created. To remove
redundancies and overwriting over a pre-existing file, we have added a timestamp
to the file name. When the start button is clicked, a new file is created in mobile’s
local storage with the name provided in the text box concatenated with the current
timestamp.We have used a collection rate of 100Hz± 1. Data recording stops when
the stop button is pressed and the data file is saved in the local storage.
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Fig. 3 Displayed the axes
orientation of smartphone
Tri-axial accelerometer and
Tri-axial gyroscope

The data file is generated in a .csv extension. It consists of 7 columns respectively
as x, y and z axes of the accelerometer, x, y and z axes of the gyroscope and time
elapsed since the beginning of recording in milliseconds.

3.2 Data Collection

We have prepared a belt with which we fit the smartphone at the chest right above the
sternum. After we have placed the smartphone, the volunteers were asked to walk
on a straight road with their comfortable pace. Volunteers were asked to walk for up
to 32 s (Fig. 4).

After collection of data, we have trimmed the datasets, first 2 s and last 2 s
from each dataset were removed so that we can avoid initial acceleration and final
retardation. So we have filtered datasets of 28 s for both healthy individuals and
unhealthy individuals. The tests were performed on 15 healthy volunteers and 15

Fig. 4 Our setup to attach
smartphone on chest
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unhealthy volunteers. Unhealthy volunteers have one of the health problems like
hemiplegia, osteoarthritis, rheumatoid arthritis, knee ligament fracture.

3.3 Classification Technique

We have pre-processed the dataset using Min-Max scaler method to transform the
dataset to fit within the range of 0 and 1 as our algorithms perform best in this range.
To scale dataset X, the following method has been implemented:

Xscaled = X − Xmin

Xmax − Xmin
(1)

Followed by normalization, we have tested four different supervised machine
learning algorithms to classify the gaits. We will discuss the performances of all
these classifiers in Sect. 4. The algorithms are described below.

K-Nearest Neighbour is a supervised machine learning algorithmwhich classifies
classes based onmajoritywins approach.WefindKNNas a suitablemachine learning
algorithm for this experiment, this is because the data points of the normal gait would
accumulate towardmean distribution space; however, the data points of the abnormal
gait appear to spread across a wider spectrum. Random forest classifier (RFC) is a
popular ensemble-based learning algorithm which reaches its decision by voting
from many different algorithms. We choose this classifier because it is immune to
overfitting. Next on the list, we have decision tree classifier (DTC) is a supervised
machine learning algorithm which belongs to an ensemble classifier family. We
chose DTC for the classification purpose because missing data does not affect much
on outcomes of DTC and also low pre-processing is required to train DTC model
making is a suitable algorithm to test the validity of other classifiers. Finally, we
have used extra tree classifier (ETC), in which the model samples the dataset without
replacement and nodes are split on random splits regardless of the fact whether it is
the best split or not. Thus, an extra tree classifier produces very low variance in its
outcome [12–17].

4 Results and Discussion

While walking, when a person walks forward, motions are initiated in multiple direc-
tion and orientation. There are some to and from forward motion, some sidewise
movements and some up and down motions. Now while we walk, when one foot is
away from the ground and the other in on the ground; this is when our body reaches
farthest from the ground. On the other hand, when both of our feet are on the ground,
this is when we are closest to the ground.
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When going away from the ground, we gain a linear acceleration against the
gravity and so according to the orientation of the Android device we have placed, the
magnitude of ‘Ay’ goes down. And conversely, when both our feet touch the ground,
this is when we accelerate along with the acceleration due to gravity and thus ‘Ay’
increases. So from our data, each time ‘Ay’ has touched the peak is when both feet
touch the ground and on the other hand, ‘Ay’ hits the trough when one leg is in the
air and the other is on the ground.

The data points for both normal and abnormal data are first trimmed from edges
and labelled as discussed in Sect. 3. Then we have combined the two different classes
in 1:1 ratio combining to 84,000 individual data points which are then randomly split
into two parts in 4:1 ratio for training and testing purpose. The dataset is then trained
with the classifiers, and the following performances are observed.

4.1 Performance Analysis

When the normalized data passed through the classifiers,wehave obtained the highest
classification accuracy of 93.8% with KNN and almost similar accuracy of 93.79%
was observed with RFC, followed by DTC, ETC with 89.18% and 85.65% respec-
tively. As the raw dataset is balanced, that is the number of rows of normal data
exactly equals the number of rows of abnormal data, the precision and recall would
equal accuracy of the classifier. Now the next parameter to test the performance
of our classifiers is resource optimization. ETC was the fastest to train by training
the model in 122.6 ms followed by KNN, DTC and RFC being the slowest which
took 16,202.7 ms. Based on the generation of output, DTC and ETC both performed
similarly by training the model within 7.433 and 7.527 s, respectively. Now as the
accuracy of KNN and RFC was higher compared to DTC and ETC, therefore we
can say that KNN performs the best among the classifiers when training time is con-
cerned, and RFC performs the best when the time to generate output is our concern.
The performances have been recorded in Tables 1 and 2.

Table 1 Performance of raw sensor data classification

Performance
metric

KNN RFC DTC ETC

Accuracy (%) 97.03 94.95 90.70 87.19

Precision 0.97 0.949 0.907 0.871

Recall 0.97 0.949 0.907 0.871

Time to build
model (ms)

176.3 16202.7 779.03 122.6

Time to predict
outcomes (ms)

1092.9 527.99 7.433 7.527
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Table 2 Health status detection results breakdown

Classifier Actual and
predicted normal
(%)

Actual abnormal,
Predicted normal
(%)

Predicted
abnormal, Actual
normal (%)

Actual and
predicted
abnormal (%)

KNN 48.92 1.72 1.23 48.10

RFC 48.27 3.15 1.89 46.67

DTC 45.63 4.76 4.52 45.06

ETC 43.85 6.50 6.30 43.33

After the classification, we can check the confusion matrix (Table 2) produced by
the classifiers while producing outcomes to test the reliability of the models. Out of
total of 16800 tested data points, detection with KNN was the most reliable as it has
accurately classified 16302 data with 290 and 208 false-positive and false-negative
errors, followed by RFCwith 15952, DTCwith 15238 and ETCwith 14648 accurate
predictions. 48.92% of the data was truly detected as normal, 48.10% of the data
was truly detected as abnormal, 1.7% abnormal subjects were detected as normal
and 1.23% normal subjects were detected as abnormal. From this, we can verify
our statement as mentioned in Sect. 3. That the normal gaits are clustered toward
its mean distribution where KNN detected all neighbouring points as normal and
discarded all remaining data points marking it as abnormal which are spread over
a wider spectrum. Similarly, RFC produced second highest accurate predictions as
RFC decides by gathering votes from multiple other classifiers. DTC and ETC, on
the other hand, were considerably good but not as good as KNN and RNN; this is
because these are made of datasets having high number of missing points; however,
our datasets have no such missing points, and therefore, these two classifiers could
not outperform KNN and RFC as we have expected it to happen.

5 Conclusion

Smartphones are now an integral part of our lives. Smartphones with its good com-
putational power and presence of different sensors make it a suitable device to track
ourmovements regularly. Identifying abnormal gaits while carrying our smartphones
could alert the patient so that they can consult a doctor.

With this paper, we have discussed collecting accelerometer and gyroscope data,
feature scaling and then we have used this to train the model and test the results and
discussed its accuracy, precision, recall and optimization metrics.

The experimental results reveal that our model could successfully isolate nor-
mal gaits and abnormal gaits with a maximum accuracy of 97.03% with K-Nearest
Neighbour Classifier. Random forest classifier also provided close results in obtain-
ing 94.95% accuracy. RFC proves to be 91 times slower than KNN for training;
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however, RFC performed twice as fast as KNN to predict results. Based on this,
KNN and RFC could be interchangeably used based on resources availability with
similar reliability.

The model could further be developed to detect specific abnormal pattern associ-
ated with particular disease reliably to accurately diagnose disease without clinical
intervention using widely available gadgets such as a smartphone.

Acknowledgements Wewould like to thankPrabhatAccuClinic, ProvaX-Ray andG.S. Enterprise
based in Uttar Dinajpur, West Bengal, for providing human subjects with consent to conduct the
experiment.
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Non-invasive Group Activity
Identification Using Neural Networks

Arindam Ghosh, Dibyendu Das, Ruma Ghosh, Sandip Mondal,
and Mousumi Saha

Abstract Human activity recognition has been a topic of discussion for long. Proper
identification would lead to better automation, surveillance, and more comfortable
living. Although single person activity is comparatively easier to detect and sig-
nificant research have been done recently, the challenge lies in identification of
group activity. Existing research for identification of group activity is either computer
vision-based or wearable device-based. However, computer vision might breach pri-
vacy and heavy in computation whereas wearable devices are based on people’s will
and might be discomforting as well. Therefore, in our proposed work we have used
linear data, i.e., distance of the person from the sensor to predict group activity with
high accuracy, at the same time it is non-invasive, and is automated. The proposed
work has been conducted using customized multiple ultrasonic sensor grids on 10
individuals in a closed lab environment. The evaluation of experimental results shows
an accuracy of 95.48% in group activity identification using neural networks.

Keywords Group activity · IoT · Machine learning · Sensors · Neural network

1 Introduction

As people tend to stay in closed rooms more often than outdoors, monitoring their
activities can help us implement room automation in the future. Atomic activities
might not prove that useful, in this case, because rooms tend to occupy groups of
people. Thus, the need for group activity detection arises. The work that has been
done related to human activity identification, can be mostly divided into two main
phases. The first being environment placed sensors and wearable sensors. Wearable
sensors [1] include mobile sensors, accelerometer, gyroscope, proximity sensors etc.
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These are generally worn by the individual or placed right above the individual.
Though this method has the ease of deployment and is easy to use. They are limited
by the very fact that it depends upon the will of the user. Also they mostly can
detect atomic activities and have to be synchronized with proper network to a central
machine, this also creates a problem of unknown number of sensing devices, since
we do not know how many people would be present in the room.

Environment placed sensors solve the issues faced with wearable sensors, since
they are independent of the users, and a fixed set of tools that can determine activi-
ties. This approach involves devices like cameras [2], PIR (pyro-electric) [3], acoustic
sensor [4], thermal sensors [5], etc. Most of the related work in group activity recog-
nition has been done using image recognition. But that not only is pervasive but
requires high computational power.

Some work regarding ultrasonic sensors have been like object detection done, but
as per our knowledge no group activity identification has been done using ultrasonic
sensors, which uses neural networks and performs with an accuracy above 90%. Our
proposed work uses an Decision Tree Classification for atomic activity recognition
from labeled data-set. Thereafter, the output of the model is used in a neural network
for determining the group activities based on distance reading of the person from the
ultrasonic sensors.

Organization: The proposed work has been organized in six sections. Section 1
consists of Introduction, Sect. 2 explains the lab setup for receiving the data through
ultrasonic sensors, Sect. 3 explains the noise reduction and machine learning models
used, Sect. 4 details the Experimental results, Sect. 5 gives the conclusion and Sect.
6 mentions the references

2 System Architecture

In this section, we have illustrated the sensor arrangement for capturing activity data
and processing technique used for recognizing group activity.

2.1 Working of Ultrasonic Sensors

We used the ultrasonic sensor, HC-SR04, in the suggested framework. Among the
large range of currently present sensors, the HC-SR04 sensors are low-cost industrial
sensors used to measure short distances. It consumes 5 V of power. It consists of two
components—Transmitter and receiver. The distance of the object from the sensors is
determined by using a sequence of ultrasonic pulses. The transmitter emits ultrasonic
wave, if an obstacle comes in the path of the ultrasonic wave, it gets reflected back
and is received by the sensor. The time elapsed between sending and receiving of this
ultrasonic signal along with the speed of sound in air, helps us determine the distance
between the object and the sensor using following equation S = T

2∗29 . Here, S is the
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distance, t is the time elapsed between sending and receiving of ultrasonic signal.
Sound travels at approximately 340 ms−1. This corresponds to about 29.412 µs/cm.
Since the sound travels away from the sensor, then it bounces off of a surface and
returns back, the time that is elapsed is for both way travel. Thus, we divide the time
by 2, to determine the time required for one way travel. The sensors that have been
used in the experiment have a distance range of 4 to 400 cm. HCSR04 operates in the
40 KHz frequency range. The sensors also have in-built noise filters which prevent
disturbance due to close proximity.

2.2 System Deployment

Our suggested approach utilizes grids of homogeneous ultrasonic sensors. Four ultra-
sonic HC-SRO4 sensors have been placed 55 cm apart at the four corner of the sensor
grid. Having considered the sensing coverage of each sensor, the given distance is
optimized tominimize the overlapping of sensing regions. Such panels are suspended
at a height of 2.5 m above the ground, facing downwards, covering a 72 × 72 cm2 of
field of view. The real scenario of deployment and the sensor grid is shown in Fig. 1a,
b. An region of 4 × (72 × 72) cm2 covers the four sensor grids. Because only one
person can sit or stand at any given time under a given sensor, we can identify activity
for a group of people at any given time, considering data from all the sensors used
in the grid.

Fig. 1 Deployment overview
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3 Data Processing Technique for Activity Recognition

The concept of this suggested approach is to facilitate automated recognition of
group behavior. Every particular ultrasonic sensormeasures distance and helps detect
atomic behaviors such as sitting, standing and dropping. When obtained from mul-
tiple sensors, this data lets us simultaneously assess group behavior inside the room.

3.1 Pre-processing of Sensor Data

Ultrasonic sensors have varying measuring ranges that suggest diverse scenarios
originating from several grids. The probability of random noise in records, however,
is very high. Sound might be reflected by various undesirable objects such as walls,
tables and chairs. To prevent this, certain thresholds have been used to eliminate such
a situation. After a variety of studies, these threshold values have been calculated
and are the most effective in reducing noise.

3.2 Identification of Atomic Activities

Since height varies among different users, so sensor reading also varies for activities
like sitting, standing, fall, etc. Thus, a range of values has been taken, this range
of values have been identified and used with labels for feeding a Decision Tree
Classification model. The dataset has been classified under four labels which are
empty, walking, standing and sitting. Serial dependencies have not been considered
in this classification model but this classification will help to form the group activity
identification from atomic activities.

After determining the various ranges from the given data, for all the four atomic
activities, these ranges are further used for various group activity identification like
walking, standing, sitting, gathering, separating, etc. These states are determined by
adding up all the labels output for each sensor of each atomic states to get a single
label instead of four. The data is then reduced using principal component analysis
and then clusters are formed using K-means clustering, on clustering we find 3 of
the states are redundant and can be merged with the rest of the states. The output
data is then fed to the neural networks to identify the group activity.

3.3 Recognition of Group Activities

The group-level features in our implementation can be broadly classified into six
categories. These are as follows:
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1. Walking in group: When two or more individuals walk in the same direction in
close vicinity.

2. Standing in group: When two or more individuals are in close proximity to
each other and in standing posture.

3. Sitting in group: When two or more individuals are in close proximity to each
other and in sitting posture.

4. Gather in group: When two or more individuals come from various directions
and converge at a point.

5. Separating from a group:When two ormore individuals were standing in close
proximity and then diverge.

6. Empty space: When no individual is present under the grid.

As discussed above, the sum of labels from atomic states has been made which were
identifying group activities into nine classes, however after reducing no. of columns
to two using Principal Component Analysis(PCA), and thereafter using K-means
over the group data to visualize the clusters, we identify that three of these classes
are redundant and can be merged with the existing classes, respectively. Thus, the
following changes are made from Fig. 2a, b.

Prediction of a single label, instead of four labels, results in better accuracy. The
NxN matrix is flattened to a vector. Thereafter, it is passed through a six-layered
neural network, with 512 neurons in the first five layers and 6 at the penultimate
layer. The structure of used neural network has been shown in Fig. 3.

Each input is fed to each neuron of the first layer. The first layer of neurons is
connected to the next layer via channels. These channels have weights associated
with them. Each neuron in the hidden layer has some bias associated with them.
Based on the sum of the product of weights and inputs with the bias a score is
decided. Based on this score, an activation function is used to decide which neurons
should be activated. This process is continued for all subsequent layers. The output
layer predicts the output. The output is in the form of probability for the six classes
present, indicating how likely that class can be an output for the given input. If this
value is found to be wrong based on already present labels, then the weights are
adjusted and the computation is performed again. After the process of training has
been done, the index with the maximum probability (argmax) is given as output.

4 Experimental Results

The experiment was carried out in two stages, the first being the identification of
atomic states and the second the identification of group states. The experiment has
been performed in a closed lab environment. Where a Decision Tree algorithm has
been used to identify the atomic states, a neural network has been used to identify
the group states.
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Fig. 2 Clusters for group states

Fig. 3 Neural network architecture for group activity recognition

4.1 Results of Atomic Activity Identification

We use Decision Tree to identify the range of values for the various distance data that
is received by the ultrasonic sensors to infer atomic activity. The highest accuracy
has been found in case of sitting, i.e., 97% since sitting is a static position and height
in case of sitting varies very little. The lowest accuracy has been detected during
walking, i.e., 95% because not only walking occurs in standing position where there
is a lot of variance in height but also it is a dynamic activity which is difficult to
detect. This data is then fed into a sequential neural network to identify the group
activities.
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Table 1 Illustration of experimental result of atomic activity

Activity Precision Recall F1 score Accuracy

Empty 0.97 0.99 0.98 0.96

Walking 0.56 0.33 0.42 0.95

Standing 0.75 0.87 0.81 0.96

Sitting 0.67 0.40 0.50 0.97

Table 2 Illustration of experimental result of group activity

Activity Precision Recall F1 Score Accuracy

Empty space 1 1 1 1

Standing in group 1 0.92 0.96 0.98

Sitting in group 0.94 1 0.97 0.98

Gather in group 0.92 0.9 0.91 0.97

Separating from group 0.93 0.94 0.93 0.97

Walking in group 0.97 0.96 0.96 0.98

4.2 Results of Group Activity Identification

The input is determined at the start of the experiment, thefinal state is given in the form
of a label, namely from 0 to 5, i.e., Empty Space, Standing inGroup, Sitting inGroup,
Gather in group, Separating fromGroup, andWalking in Group. Individual activities
were performed within a range of 110 cm and the group interaction zone is 140 cm.
This has been determined with respect to the different experiments conducted in the
test area. The group activity with the help of neural networks have been identified
with an accuracy of 95.48% and has an F1-score of 95.68%. A slight lower accuracy
has been observed in case of gathering and separating from group because these
were very dynamic activities. In case of standing or sitting in a group, all remain
still; in case of walking, all are in a state of motion; however, in case of gathering
and separating from group, some remain still while others remain in motion which
in some cases gets resulted in either being predicted standing or sitting or walking,
thus resulting in lower accuracy compared to others (Tables 1 and 2).

5 Conclusion

Our proposed work has tried to identify group activity recognition using ultrasonic
sensors and neural networks in a closed lab environment and has achieved an accuracy
of 95.48% and f1-score of 95.68%. This can be further extended in future to identify
complex intergroup and intragroup activities for better automation. Accuracy of
prediction of dynamic activities like gather and separation could also be improved.
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