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Abstract Sleep disorder diseases have one of the major health issues across the
world. To handle this issue, the primary step taken by most of the sleep experts
is the sleep staging classification. In this paper, we proposed an automated deep
one-dimensional convolution neural network (1D-CNN) for multi-class sleep stages
through polysomnographic signals. The proposed 1D-CNN model comprises eleven
layers with learnable parameters: nine convolution layers and two-fully connected
layers. The main objective of designing such a 1D-CNN model is to achieve higher
classification accuracy for multiple sleep stage classifications with reduced learnable
parameters. The proposed network architecture is tested on two different subgroups
subject sleep recordings of ISRUC-Sleep datasets, namely ISRUC-Sleep subgroup-I
(SG-I) and ISRUC-Sleep subgroup-III (SG-III). The proposed deep 1D-CNN model
achieved the highest classification accuracy of 98.44, 99.03, 99.50, and 99.03%
using the ISRUC-Sleep SG-I dataset and 98.51, 98.88, 98.76, and 98.67% using SG-
IIT dataset for two to five sleep stage classification, respectively, with single channel
of EEG signals. It has been observed that the obtained results from the proposed
1D-CNN model give the best classification accuracy performance on multiple sleep
stage classifications incomparable to the existing literature works. The developed
1D-CNN deep learning architecture is ready for clinical usage with high PSG data.
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1 Introduction

Nowadays, it has been observed that the neurocognitive system directly decides the
mental and cognitive performance in a particular task [1]. It’s very difficult to deter-
mine the subjects neurocognitive performance (NCP) very accurately either numeri-
cally or any standard evaluation procedures. Currently, NCP is an open challenge in
the medical domain concerning different diseases such as neurology disorder, reha-
bilitation, and psychology-related disorders. It’s also very difficult to assess with a
scenario of changes NCP with a known predictable manner. These types of diseases
are more challenging concerning analysis and to get proper diagnosis solutions.
Different sleep-related diseases are considered under these changes NCP cases since
the brain-behavior changes according to different stages of sleep [1]. Sleep is one of
the important ingredients for good human health and also responsible for maintaining
the fitness and functioning of the different core systems of our body. It also puts an
impact on our proper functioning of mental and cognitive systems.

For human life, a total of one-third of its duration is constituted of the sleep cycle.
It has been observed from several studies that sleep deficiency causes so many conse-
quences like inability to solve the problem, not able to make proper decisions, not
controlling the emotions, and reflected several changes in people [2, 3]. Sometimes
the improper quality of sleep influenced different types of sleep-related disorders such
as sleep apnea, insomnia, depression, narcolepsy, hypersomnia, breathing-related
disorders, and circadian rhythm disorders [4]. Sometimes it has been seen that sleep
deprivation is considered as stress-related disorders or sleep pathology, which causes
high risk in performing some common cognitive risks such as workplace incidents,
road accidents happened [5]. According to a report of the National Highway Traffic
Administration of USA, due to drowsiness, around one lakh car accidents happened,
as consequences more than 1500 death cases resulted and injuries cases reported
around 71,000 annually [6]. In this scenario, proper analysis of sleep stages is very
important for identifying the sleep-related irregularities. So that it is very essential
to analyze the sleep stage’s behavior and accurate scoring of sleep states is a very
crucial segment of the sleep staging process.

The polysomnography test is the primary step for any types of sleep-related
disorders. It is a combination of a different physiological signal which is useful
during analyzing the sleep patterns of an individual subject. Several polysomno-
graphic recordings are included such as the electroencephalogram (EEG) signal, the
electrooculogram (EOG) signal, and electromyogram (EMG) signals have tracked
the changes in behavior muscle tone. The entire sleep staging process is generally
conducted through visualizing the sleep patterns of the subject during sleep periods
by well-trained sleep domain technicians according to the Rechtschaffen and Kales
(R and K) [7] and the AASM sleep standards [8].

This traditional way of monitoring sleep stages methods has so many disadvan-
tages such as requires more sleep experts to monitor the sleep recordings, time-
consuming, and erroneous [9]. Due to more human interpretations during recording,



Automated Sleep Staging Using Convolution Neural Network ... 645

it may not report good classification accuracy in the diagnosis of sleep stage classi-
fication [10]. Based on the above-mentioned drawbacks, automated classification of
sleep stages is introduced, which ultimately gives benefits for quick diagnosis and
also reported with increases of high classification accuracy [11].

Sleep staging analysis and its scoring is a complicated procedure because of
changes in sleep characteristics related to different sleep stages and also its non-
stationary nature of the signal information.

2 Related Work

Most of the authors are proposed an automatic sleep stage classification system for
identifying the sleep patterns and diagnosis of several types of sleep-related disor-
ders [12-15]. In general sleep, staging procedures are conducted mainly on two
strategies, one with single-channel input recording, and the other is multi-channel
input recordings. In the first approach, only one channel is considered for extracting
the informative features about the sleep characteristics of the subjects. There is a
common approach taken by the different researchers during sleep staging as follows:
(1) acquisitions of the signals, (2) signal pre-processing, (3) extraction of the proper-
ties, (4) feature reduction, and (5) classification [16]. The (3) feature extraction step
is used for extracting the different characteristics parameter from preprocessed signal
stage (2). These feature values can be extracted in frequency, time, time—frequency
and nonlinear domains [17]. It has been seen that some of the ASSC system, one
additional step used by authors that is feature reduction or dimensionality reduc-
tion stage. It is very helpful in screening the relevant features for the classification
model. Currently, research on sleep staging plays an important role in NCP and
human—machine interaction (HMI). There are several studies related to automated
sleep staging using various physiological datasets and multimedia data, such as EEG,
EMG, EOG, ECG, and audio, etc. One of the most popular contributions of sleep
stage classification is the study of sleep behavior through human brain—computer
interaction (BCI). We now look upon some of the recent contributions presented by
different authors related to sleep staging using deep learning concepts.

2.1 Polysomnography (PSG) Based Sleep Staging Using
Deep Learning Approaches

Nowadays, the researchers are majorly focused on deep learning techniques for sleep
staging because of its robustness, scalability, and adaptability with related to handle
large amounts of signal recordings and it’s processing. Another important advan-
tage related to deep learning models is no need to require any explicit features for
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discriminating the subject’s sleep behavior. In [18], the author used a deep convo-
lution neural network for automated sleep staging with the input of single-channel
EEG. The model achieved an overall accuracy of 74%. Sors et al. [19] presented auto-
matic sleep stages scoring for five-sleep states based on one-channel of EEG using
the CNN model, and the results reported for the proposed model are 87%. Chambon
et al. [20] introduced a deep learning model with the concept of multi-variate signal
analysis such as EEG, EOG, and EMG using KNN. The proposed model reached
an overall accuracy of 80% with combinations of EEG + EOG + EMG. In [21]
the authors obtained five-layer convolution layers for classifying the sleep stages
based on two-channels of EEG and EOG signal and one-channel of EMG signal and
achieved result for the model is 83%. Tripathy et al. [22] introduced a novel approach
of sleep scoring based on coupling features of EEG data and RR time-series informa-
tion using deep neural networks. The model resulted in an average accuracy of 95.71,
94.03, and 85.51% for the classification in between NREM versus REM, deep sleep
versus light sleep, and sleep vs wake respectively. Cui et al. [23] proposed a sleep
scoring system with input of 30 s multi-channel signal information based on CNN
and fine-grained properties, the model reported an average accuracy of 92.2% with
the ISRUC-Sleep public dataset. Supra et al. [24] designed a system of sleep scoring
through extracted time-invariant information using CNN and find sleep stages tran-
sition information from the bidirectional LSTM network. The reported classification
accuracy performance reached to 86.2%. According to the existing contribution to
sleep scoring, major challenges found that choosing the correct features which helps
to distinguish the sleep stages. It has found that the maximum researchers extracted
the time, frequency, and time—frequency features, then after finalizing the relevant
features either manually or applied some conventional feature selection algorithm.
In some cases, this selection algorithm increases the complexity factor and consumes
more time. Another challenge related to feature selection is that some features are
well fitted for some of the subjects but the same may not apply for another one.
Sometimes this imbalance of sleep information may produce biased results with
conventional machine learning algorithms.

Another limitation regarding selected features, some of the features well suitable
for classification for some of the subject cases may be the same many not appli-
cable for other categories of subjects. This may create a problem to achieve higher
classification accuracy.

2.2 Contribution

The main contributions of our proposed research works are explained below:

1.  We propose a 1D-CNN architecture for classifying multiple sleep classes
based on multivariate signals using two different categories of subjects sleep
recordings.
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Table 1 Description of distribution of sleep stages

Subject category Sleep states Total epochs
w N1 N2 N3 REM (R)

SG-1 1000 519 1215 589 427 3750

SG-III 791 648 1098 729 484 3750

2. The complete sleep staging process was analyzed with the input of single-
channel EEG.

3. The proposed methodology uses fewer parameters for train the model and
extracting the prominent features from the input signal data automatically, which
sup-ports achieving the high classification accuracy incomparable to the earlier
contributions.

The remainder of the paper is organized as follows: Sect. 2 describes detailed
on the proposed methodology including experimental data preparation, data prepro-
cessing, feature extraction, and feature screening. Section 4 discusses the experi-
mental results of the proposed methodology results. Section 5 presents the brief
discussion about the proposed research work and makes result analysis with the
state-of-the-art methods. Section 6 ends with concluding remarks with future work
description.

3 Methodology

3.1 Experimental Data

In this paper, we used two different subgroups of sleep recordings, which were
recorded during the sleep hours of the subjects under the direct supervision of the
sleep experts of the Hospital of Coimbra University, Portugal. This dataset is called
as ISRUC-Sleep dataset [25]. In the present work, two different categories (ISRUC-
Sleep subgroup-I (SG-I) and ISRUC-Sleep subgroup-III (SG-III)) of the subjects
considered for the purpose of experimental works, under SG-I, all the subjects were
affected with the sleep diseases and SG-I1I, all the subjects were completely healthy
category. The sleep epoch distributions among the different sleep stages are presented
in Table 1.

3.2 Preprocessing

It has been better to remove the artifacts like muscle twitching, muscle movements,
and eye blinks information for the better analysis the sleep behavior of the subjects. To
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remove these irrelevant portions from the raw signal, we have applied a Butterworth
bandpass filter with order 10 at the frequency ranges of 0.1-60 Hz.

3.3 CNN Model Architecture

The proposed 1D-CNN model comprises 20 layers: nine 1-D convolution layers
(CONV-1 to CONV-9), nine max-pooling layers (Polling-1 to Polling-9), and one
fully connected layer. Apart from these layers, the proposed model considered nine
batch normalization and ReL U layers. The proposed 1D-CNN architecture is shown
in Fig. 1.

The proposed network extracted hierarchical feature information automatically
using a set of hidden layers. As we have mentioned earlier, the use of more FC layers
may increase the computational overhead. Therefore in this research work, we have
only considered one FC layer, and finally, the model resulted in a vector of size five
corresponding to five different classes of sleep stages, and at last, a softmax activation
function is applied in the FC layer to determine the final class label.

The main objective of designing such a custom model is to increase the classifica-
tion accuracy compared to the preexisting trained model. The first convolution layer
of the proposed model takes an input of preprocessed polysomnography signals of
size 3000 x 1 sample points , and the first layer model convolves it with 16 x 8
filters and with four stride ratios to produce the resulting feature map of size 750 x
16. The second layer of the proposed CNN model is the pooling layer; in this work,
we have considered max-pooling techniques with filter size 2 x 2 and a stride 1 to
produce a lower dimension size of output volume of size 375 x 16. The BN layer
and ReLU activation are applied over the output of each max-pooling layer of the
models. Next, to the pooling layer, we have again applied the second convolution
layer and it carried the previous convolution layer output information and convolves
it with 32 x 3 kernel of size with two stride ratios; it provides the output volume of
size 352 x 32.

Finally, the output result of the convolution layer is fully connected to five neurons
of a fully connected layer and applied softmax function to determine the probability
distribution over each class label and finally, the output decided upon the neurons
having the maximum probability score.

In this study, for model designing only three PSG signals and five sleep stages
of the ISRUC-Sleep subgroup-I and subgroup-III dataset are used. Besides, both the
subgroups datasets are split into 70% training data and 30% testing data.

4 Experiments and Results

The whole experiment was executed on the most popular and widely used ISRUC-
Sleep subgroup-I and subgroup-III datasets. In this study, we have considered both
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Fig. 1 Network architecture of the proposed one-dimensional convolution neural network for
two-five sleep states classification task
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Vil or e proposed modelHPer paamete usd Value
Batch size 25
Number of epochs 100
Learning rate 0.0001
Optimizer Adam

categories of subjects for sleep staging, (1) subjects affected with the sleep disorder
and (2) healthy controlled subjects.

4.1 Experimental Setup

In this research study, we have considered EEG signals, and the collected EEG signals
are segmented into a 30 s time frame. All the experiments of this proposed study
executed using MATLAB software with system configuration Intel Xeon 2.4 Ghz
CPU processor, 16 GB RAM, and used 4 GB GPU from NVIDIA Quadro K2200
platform running under Windows 10 operating system. The entire dataset was parti-
tioned into training and testing parts. For training, we selected 70% recordings from
the entire dataset, and the remaining 30% data were used for testing purposes.

The proposed 1D-CNN model recognizes the sleep behavior through learns high-
level properties using several cyclic executions and to achieve consistent performance
from the model, a set of hyperparameters are used during training and the detailed
hyperparameter settings for this research work are described in Table 2. To evaluate
the performance of the proposed 1D-CNN architecture, we considered confusion
matrix outcome with subject to sleep scoring using multivariate signals. The confu-
sion matrix four terms True Positive (TP), False Positive (FP), True Negative (TN),
and False Negative (FN) are used for measuring the sensitivity [26], precision [27],
F1 Score [28] and classification accuracy [29].

4.2 Results with the Input of ISRUC-Sleep Subgroup-I
Dataset Using EEG Signal

In this experiment, we considered with single-channel C3-A2 of EEG signal record-
ings of five sleep-disordered subjects. For this experiment also, the ratio for training
and testing is 70:30 with the same number of features are used. Table 3 presents the
confusion-matrix generated from the training set and testing set for five-state sleep
staging. The reported performance metrics results for the proposed methodology
is presented in Table 4. The overall accuracy performance for two-five sleep states
classification problems are presented in Table 5. The training and testing accuracy
performance for 100 epoch iterations is shown in Figure 2.
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Table 3 Confusion matrix of EEG for five state sleep staging

W NI N2 (N3 R
C3-A2 channel/training samples (70%)
w 695 |3 1 0 1
N1 5 305 3 4
N2 4 0 794 1
N3 1 5 408 0
R 1 10 0 380
C3-A2 channel/testing samples (30%)
w 125 0 2 0
N1 1 193 |5 0 0
N2 0 3 493 0
N3 0 3 194 |0
R 0 0 1 0 102

Table 4 Reported results of the performance metrics

Classification problem Sleep stages | Sensitivity (%) | Precision (%) | F1-Score (%)

Five class (training set) | Wake 99.29 98.44 98.86
N1 96.21 99.03 97.60
N2 98.88 99.50 99.19
N3 98.55 99.03 98.79
REM 97.19 98.45 97.81

Five class (Testing set) Wake 98.43 99.21 98.81
N1 96.98 97.97 97.47
N2 99.00 99.60 99.30
N3 97.98 98.98 98.48
REM 99.03 99.05 99.51

The highest classification accuracy performance as 98.88% with training samples
and 99.50% as testing samples.

The highest accuracy resulted for training set data as 98.88% and for testing set
data as 99.50% for four sleep state classifications. Similarly, the performances of
sensitivity, precision, and F'1-score reported more than 96% for all the five sleep
stages.

Results with the SG-III dataset

The experiment was conducted with the SG-III with same channel and the same
training and testing samples. The same model layer parameters used with the previous
dataset (SG-I dataset) were also applied for this dataset also (ISRUC-Sleep subgroup-
IIT).The graphical representation of resulted accuracy from both training and testing
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Fig. 2 Classification accuracy with the SG-I dataset: a training accuracy, b testing accuracy for
the two-five sleep classes

Table 5 Reported results for

Model te (%
two-five sleep class based on odel accuracy rate (%)

single-channel EEG using Sleep classes Training accuracy Testing accuracy
SG-I dataset (%) (%)

Two 99.29 98.44

Three 96.21 99.03

Four 98.88 99.50

Five 98.55 99.03

data using single-channel EEG is shown in Fig. 3. The detailed accuracy results for
two-five sleep states using SG-III dataset are given in Table 6.
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Fig.3 Classification accuracy performance with SG-III data: a training accuracy, b testing accuracy
for the two-five sleep classes

Table 6 Accuracy

Model accuracy rate (%)
performances values for

SG-III data Sleep classes Training accuracy Testing accuracy
(%) (%)
Two 98.64 98.51
Three 98.61 98.31
Four 98.49 98.12
Five 98.4 97.96
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Table 7 Accuracy performances values for ISRUC-Sleep subgroup-I/I1I data

Dataset | Input signals Accuracy rate (%)
Sleep classes
Two class (%) | Three class Four class Five class
(%) (%) (%)
SG-1 Single-channel 98.44 99.03 99.50 99.03
EEG_Subgroup-I
SG-1I Single-channel 98.51 98.31 98.12 97.96
EEG_Subgroup-III

4.3 Summary of Experimental Results

In the current research work, we have conducted sleep staging studies considering
two subgroups of sleep recordings (Subgroup-I/Subgroup-III) of the Sleep-ISRUC
dataset. For all the individual experiments, we used only the proposed 1 D-CNN model
and with the same training and testing dataset size (70:30). The proposed model is
effective with subjects to sleep scoring without any manual feature extraction or
feature screening. The reported summary results obtained from both the datasets
with the input of single-channel EEG using the proposed 1D-CNN model presents
in Table 7.

5 Discussion

Many similar research works have been conducted by different researchers on
multiple sleep staging using different methodologies through machine learning tech-
niques. Till now very few of the studies were conducted based on the 1D-CNN
model with deep learning techniques. The proposed 1D-CNN architecture can auto-
matically be learning high-level features from the input signals directly. The obtained
results indicate that the proposed scheme achieved improved sleep stages classifica-
tion accuracy compared to earlier similar contributed works using the deep learning
(DL) approach. Table 8 presents the performance comparison results between the
proposed methodology and the existing similar multiple sleep staging studies using
different deep learning techniques. It has been found that the proposed framework
achieved higher classification accuracies in comparison to the other state art of
the contributions. The proposed 1D-CNN model results indicated that the model
is performed excellently concerning two-five sleep stages classifications incompa-
rable to the existing literature works. It has been seen that several similar works are
completely based on handcrafted features and shallow classifiers. From this point,
the proposed model completely differs from the rest of the work and provides good
potential for sleep staging analysis. Despite the improved performance on classi-
fication accuracy, the proposed model reported some more advantages related to
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Table 8 Performance comparisons in between the proposed sleep study and the existing state-of-

the-art works
Study Dataset Number of Method Accuracy Rates (%)
channels/signals CcT=2 |crt=3/cTr=4/CT=5
[18] Sleep-EDF 1EEG CNN _ _ _ 75%
[30] Sleep-EDF 1EEG ID-CNN 97.85% | 94.23% | 92.24% | 90.48%
1EOG ID-CNN 98.06% |93.76% | 91.88% | 89.77%
1EEG + 1EOG | ID-CNN 98.06% | 93.76% | 91.88% | 89.77%
[31] Sleep-EDF 1EEG CNN + _ _ _ 82%
BLSTM
[19] SHHS-1 1EEG _ _ _ 87%
[32] Sleep-EDF 1EEG CNN . _ _ 91.97%
expanded 2EEG - o 9266%
Ensemble o - o 92.65%
[33] Sleep-EDF 1EEG PSD+CNN | __ 89.8% |833% |__
[34] Bonn Univ 1EEG DL + LSTM | 71.38% - -
[35] ISRUC-Sleep | 1IEEG DL + CNN _ _ 92.2%
[36] Sleep-EDF 1EEG DL + RNN _ _ 86.7%
+ LSTM
[37] Sleep-EDF 1EEG CNN - - _ 85.62%
[38] ISRUC 1EEG + 1EOG | Meta-learning | ___ _ _ 68.74%
(Subgroup-I) | + 1IEMG + Transfer
learning +
CNN
ISRUC 1EEG + 1 EOG | Meta-learning | ___ _ _ 73.89%
(Subgroup-1II) | + 1IEMG + Transfer
learning +
CNN
[39] Sleep-EDF 1EEG CNN 98.10% | 96.86% | 93.11% | 92.95%
[40] Sleep-EDF 1EEG DNN _ _ _ 83.6%
Proposed | ISRUC-sleep | 1IEEG 1D-CNN 98.44% | 99.03% | 99.50% | 99.03%
subgroup-I
ISRUC-sleep | IEEG 1D-CNN 98.51% |98.31% | 98.12% | 97.96%
subgroup-I11

the other works: (i) The proposed 1D-CNN model eliminates the traditional tech-
niques for classification using multi-stage pipeline architecture, which creates a lot
of complexity during execution and arises a lot of errors. (ii) The proposed model
learned the features automatically from the polysomnography signals during the
model training; therefore, it does not require any types of handcrafted features; (iii)
the proposed model used less number of learnable parameters for training model
incomparable to the existing some of the pre-trained DL models, (iv) with the
same hyperparameter values, the sleep staging performance is significantly improved
for two-five sleep states classification using both the subgroups of a dataset and
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(v) the proposed architecture obtains higher classification accuracy performance in
comparisons with the existing state-of-the-art works.

6 Conclusion

In this paper, we proposed a 1D-CNN model for automated sleep stage classification
using polysomnography signals. The proposed architecture contains nine learnable
layers, which helps to learn the features automatically from the single-channel EEG
signals. The main objective of designing such architecture is to improve the classifi-
cation accuracy results with better learnable parameters compared to the traditional
shallow learning models. The proposed 1D-CNN architecture achieved the highest
classification accuracy of 98.44, 99.07, 99.50, and 99.03% using the SG-I dataset;
similarly, the same model reported accuracy using the SG-III dataset of 98.51, 98.88,
98.76, and 98.67% with single-channel EEG signals for two-five sleep stages clas-
sification. The proposed model not required any types of handcrafted features and
shallow learning classification models for the classification of polysomnography
signals, and it can assist clinicians during the sleep scoring. In future, we will collect
the biomedical signals data from different medical institutes and test the efficiency of
the model. Further, we also focus on several tasks which ranging from classification
task to biomedical signal analysis. Furthermore, the proposed work to be extended
for different types of sleep related diseases. We will also include the data augmenta-
tion techniques to overcome the data imbalance issues. Finally, it has been observed
that the proposed framework improves the existing state of the art and achieves
better classification results for the two-five sleep classification tasks. The proposed
fully automated sleep staging classification systems could replace the traditional
error-prone classification models.
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