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Preface

The Global Navigation Satellite System (GNSS) is a system that uses space satellites
for positioning and navigation purposes. In the early stages of GPS development, this
technology was the domain of only a small number of professionals, and was most
widely adopted in fields such as the military, national defense, precision guidance,
land mapping, professional measurement, and atmospheric research. However, with
the arrival of the 21st century, this technology is becoming increasingly indispensable
in daily life, and is used for such purposes as vehicle navigation, mobile navigation,
anti-loss watches for children, and location-based services.

Currently, major GNSS systems include GPS in the United States, GLONASS in
Russia, the BeiDou system in China, and the Galileo system in the European Union,
among which GPS is the most mature and has the highest market acceptance. The
development of GLONASS stagnated after the disintegration of the Soviet, but has
been revitalized and is proceeding rapidly in the 21st century. Although China’s
BeiDou system had a late start, it has been developing at high speed. A regional
service system covering China and parts of the Asia-Pacific region was completed in
December 2012, and an international service system with global coverage is planned
for completion by 2020.

In this context, scientists and technicians inChina requiremore technical literature
about the research and design of the BeiDou receiver. However, since the BeiDou
system is still in the process of development and requires improvement in certain
aspects, mature technical literature remains scarce. The publication of this book
responds to this issue to a certain extent, and provides a reference for those who are
engaged in the research and design of BeiDou receivers and their algorithms.

The preliminary content of this book is based on my GPS Global Positioning
Receiver—Principles and Software Implementation, which was released by the Elec-
tronics Industry Publishing House in 2009. After the completion of this text, I spent
some timeworking on system design and algorithm research for the BeiDou receiver,
but focused mainly on project implementation. Later, I conducted research on the
implementation of the dual-systemsoftware receiver forGPSandBeiDou, andgained
a deeper understanding of the theoretical issues that I had not completely grasped
before. In 2011, Song Mei, Editor at the Electronics Industry Publishing House,
invited me to write a professional text about the BeiDou receiver. However, I felt
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vi Preface

that my technical knowledge was inadequate. Moreover, the BeiDou systemwas still
undergoing improvement and evolution, and much of the technology was immature
and unstable. Therefore, I did not accept Ms. Song’s invitation, as I was concerned
about technical accuracy, and did not wish to mislead readers. Later, with repeated
encouragement from Ms. Song, I finally decided to write the book. My reason was
that in a rapidly developing field like the BeiDou navigation system, it is unrealistic
to wait for technology to mature and stabilize. Staged summaries and discussions,
which the book contains, are also meaningful.

There are nine chapters in this book. Chapter 1 explains the space and time system
in the GNSS system, and introduces the basic principles of positioning, offering
readers (especially beginners) a basic understanding of the system’s framework.

Chapter 2 details the history of the GPS and BeiDou systems, and describes the
current state of the two GNSS systems and their future trajectories.

Chapter 3 explains the format of GPS and BeiDou signals and navigation
messages. This chapter is the basis for an understanding of subsequent baseband
signal processing, and is also the theoretical basis for implementing data demodula-
tion, bit synchronization, carrier synchronization, and sub-frame synchronization in
the design of the receiver.

Chapter 4 elaborates on the theoretical principles of signal acquisition and
tracking. Several technical solutions for signal acquisition that are used in engi-
neering practice are analyzed in detail, as well as the principles of carrier tracking
andPseudo-Randomcode tracking. In the last section of the chapter,GPS andBeiDou
sub-frame synchronization technology is also analyzed and compared.

Chapter 5 explains the most commonly used measurements of GNSS receivers,
including pseudo-range measurement, carrier phase measurement, and Doppler
measurement. The mathematical principles of observations and measurements, and
the noise features are also analyzed in this chapter, paving the way for a subsequent
understanding of the PVT solution.

Chapter 6 analyzes the calculation of a satellite’s position and velocity, including
GPS and BeiDou GEO/MEO/IGSO satellites, and provides an overview of the
extended ephemeris technology adopted in mainstream commercial receivers in the
market today.

Chapter 7 offers a detailed explanation of the theory and specific methods of
positioning, velocity, and time solution, and also analyzes several commonly used
Kalman filtering models in receivers. This chapter also includes part of the state
parameter estimation theory, as well as the principles of the least-squares solution
and the Kalman filtering solution.

Chapter 8 explains the RF front-end in the receiver, with emphasis on its principle
and the selection of performance parameters. Examples are given to illustrate the
key arrangement of the RF front-end, offering a well-rounded comprehension of the
receiver.

Chapter 9 details the source code of the GPS and BeiDou dual-system software
receivers designed according to the theoretical principles discussed in this book. At
the same time, the GPS and BeiDou dual-mode IF signals obtained in real situations
are processed and integrated into intuitive data curves and graphs to indicate signal
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acquisition, signal tracking, position velocity, and time resolution. It is recommended
that readers read the chapter with the software receiver source code for a thorough
comprehension of the theories introduced in the former chapters. Since some of the
formulae in the theoretical part of the book are slightly cumbersome, they are listed
as appendices for reference.

In the field of engineering technology, it is easier to know than to do. True
knowledge can only be achieved through concrete action, especially in terms of
GNSS receiver technology. In view of this, in the process of compiling material
for this book, I heavily emphasized the source codes of the GPS and BeiDou dual-
mode software receivers. These source codes, written in C and Matlab programming
languages, enable the implementation of functions such as signal acquisition, carrier
and pseudo-random code tracking, sub-frame synchronization, telegram demodula-
tion, satellite ephemeris position calculation, and PVT solution (least-squares and
Kalman filtering). Readers can also make situational modifications to the codes to
suit their own needs, and thus implement their own software receivers. All source
code can be downloaded for free from the website http://www.gnssbook.cn/. I have
posted my e-mail address and WeChat account on this website for the purpose of
academic communication.

In the process of writing this book, I received support from my colleagues at the
Institute ofMicroelectronics of the Chinese Academy of Sciences, fromwhose sharp
minds I have drawn great knowledge and inspiration. In addition, Song Mei, Editor
at the Electronics Industry Publishing House, gave me the utmost encouragement,
withoutwhich this book could not have beenwritten. Huang Jian, aMasters student at
the Institute of Microelectronics of the Chinese Academy of Sciences, participated
in the proofreading of the first draft of the book and the compilation of the GUI
interface in the source code of the software receiver. I would hereby like to express
my gratitude to the above-mentioned people. I would also like to thank my wife, He
Yan, and my children, who are my driving force. Due to my limited knowledge and
experience, and the rapid development of the GPS and BeiDou systems, mistakes
and imperfections are inevitable in this book.

I welcome corrections and critique from readers.

Beijing, China
January 2016

Yu Lu

http://www.gnssbook.cn/


Introduction

This book offers a detailed explanation of the principles of GPS and BDS dual-
system receivers from the perspective of electronic engineering and communication
technology. While describing the historical evolution of GPS and BDS systems, the
book also elaborates on almost all of the signal processing theories applied to GPS
and BDS receivers, from signal tracking and acquisition to satellite position velocity
calculation, model analysis of observed measurements, and positioning navigation
solutions. The author’s research and development experience in this field over many
years is also integrated in the discussion of the theories. While elaborating on theo-
retical knowledge, the book explains the GPS and BeiDou dual-system software
receiver by closely combining the theories, and gives the source code for the soft-
ware receiver, which realizes all of the theoretical points explained herein. Readers
can run the corresponding programwhile reading the theoretical part of the book, and
then analyze the results and modify the source code according to their own needs.
This will allow for a better understanding of the design theory of GPS and BDS
dual-system receivers and lay a solid foundation for further research.

The content of this book is substantial. Theoretically and practically useful, it
is suitable for engineers, technicians, and research institutes working on satellite
navigation and positioning in fields such as electronics, aerospace, surveying and
mapping, automatic control, geography, transportation, agriculture, forestry, remote
sensing, and planning, as well as senior undergraduate and graduate students in
electronicsmajors. It can be used both for academic reference and as a supplementary
textbook.
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Chapter 1
Positioning, Coordinate System,
and Time Standard

The Global Navigation Satellite System (GNSS) was invented to provide positioning
and navigating service for end users through radio-navigation signals sent by navi-
gational satellites from space. In general, GNSS refers to all navigational satellite
systems, including global, regional, and augmentative. Currently there are four main
globalGNSS systems, namelyGlobal Positioning System (GPS) in theUnited States,
GLONASS in Russia, BeiDou Navigation Satellite System (BDS) in China, and
Galileo in the European Union. Regional systems include China’s BeiDou-1, Japan’s
Quasi-Zenith Satellite System (QZSS), and the Indian Regional Navigation Satel-
lite System (IRNSS). Others, like WASS and EGNOS, are augmentation systems.
In terms of maturity and popularity, the USA’s GPS unquestionably ranks top. The
other global GNSS systems differ from GPS in radio frequency, signal modulation,
and navigation message, but their basic fundamentals for realizing positioning and
navigation are basically the same. In this sense, getting acquainted with GPS is a
good start point for beginners in the field of satellite navigation.

Starting from the basics, the first section of this chapter explains the fundamentals
of the GPS system in a comprehensible way, proving how simple they are. We avoid
using complicated theoretical derivation and equations, opting instead for simple,
daily language in order to retain readers’ interest and enthusiasm for theGPS receiver.

One purpose of the GPS receiver is positioning, so the receiver itself must be part
of a coordinate system in order to provide a meaningful position. Therefore, in the
second section of this chapter, we briefly explain a couple of different coordinate
systems, as well as conversions among commonly-used systems. GNSS has high
requirements on time, as precise time measurement has a direct impact on posi-
tional accuracy. Some scholars even claim that precise time synchronization must be
achieved for GNSS before it can be used for positioning. Hence, in the third section
of this chapter, we discuss some of the time systems that are commonly used around
the world, and analyze the relationships between them.
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1.1 The Question Raised

1.1.1 Basic Purpose and Basic Positioning System

It is commonly agreed that the fundamental purpose of a GPS receiver is positioning,
namely to answer the question:Where am I?Therefore, wewill start with positioning.

We live in a three-dimensional world, so the question above should be considered
in a three-dimensional way. However, it is easier to begin with two-dimensional
positioning, as the situation is more complicated in a three-dimensional space, and
too simple in a single dimension.

Consider this:Mr.A lives in a two-dimensionalworld, and his position is indicated
by two-dimensional Cartesian coordinates (seen in Fig. 1.1).

If Mr. A wants to know his coordinate (x, y), the simplest way is to measure
the distance between him and the two coordinate axes with a ruler. But this method
has major limitations. Firstly, Mr. A must know the position of the coordinate axes.
However, in real life, the concept of coordinate axes is abstract. For example, under
circumstances where virtual coordinate axes extend through mountains and oceans,
direct physical measurement is unattainable. Secondly, when Mr. A’s position is too
far away from the axes—say 1000 km—itwould not be possible to find a long enough
ruler.

To address these problems, Mr. A doesn’t choose the coordinate axes as his
measurement reference. Instead, he chooses two points with known coordinates on
the two-dimensional plane, P1 (x1, y1) and P2 (x2, y2) (seen in Fig. 1.2. In this case,
as long as he knows the distance between himself and P1 (x1, y1) and P2 (x2, y2)—
symbolically S1 and S2—he can work out his own coordinate (x, y) using the two
equations below:

S1 =
√

(x − x1)
2 + (y − y1)2 (1.1)

S2 =
√

(x − x2)
2 + (y − y2)2 (1.2)

Fig. 1.1 Mr. A lives in A
two-dimensional world
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Fig. 1.2 Mr. A uses two
reference points for
positioning

Equations (1.1) and (1.2) are non-linear, so the iteration method can be applied.
In the physical sense, the two equations indicate the track of two circles whose
intersection is Mr. A’s exact position. Of course, theoretically, there will be two
intersections, but one of them is often impossible, for instance, if an intersection is
in the sky, as Mr. A can only stay on the surface of the earth.

Instead of measuring coordinates directly, this alternative method measures the
distance between Mr. A and a specific reference point with a known position. There
are numerous ways of measuring distance, from simple methods like measuring with
a ruler to intricate approaches like triangulation, as well as distancemeasuring equip-
ment like laser range finders and ultrasonic range finders. Herewewill use an alterna-
tive method that it is currently applied in pseudo-range measurement among GNSS
receivers. Its basic principle is to identify the distance by recording the propagation
time of electromagnetic waves between the user and the reference point.

The propagation velocity of electromagnetic waves in free space, which equals
the velocity of light under normal circumstances, is constant and usually represented
by c. Thus, if we know the propagation time of electromagnetic waves from the
reference point to the user, we also know the distance between them, namely S1 and
S2 on the left side of Eqs. (1.1) and (1.2), through multiplying time by the velocity
of light.

One way to do this is to let the reference point flash once at a known time—ts.
When Mr. A sees the flash at tr , he can use equation S = c (tr − ts) to acquire the
propagation length, i.e. his distance from the reference point.

c stands for the velocity of light, which is 2.997 × 108 m/s. As Mr. A can see
flashes from two reference points, he will get two sending times—ts1 and ts2—and
two receiving times—tr1 and tr2. To make things simpler, point P1 and P2 can have
the same sending time, namely ts1 = ts2, hence we use ts to represent them both in
the analysis below. However, the receiving times differ for P1 and P2 unless Mr. A
stands in a position where P1 and P2 share the same distance from it. In other words,
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P1, P2, and Mr. A’s position form an isosceles triangle, otherwise tr1 and tr2 will
always be different.

Now,Mr.Ahas successfully turned ameasurement of distance into ameasurement
of time, so the next question is how to record tr1 and tr2?

The answer is quite simple. All we need to do is to put three clocks at P1, P2 and
Mr. A’s position respectively, and calibrate them to the same time. Then, we let P1

and P2 flash simultaneously, for example, at 7:00:00. If Mr. A sees the flash from
P1 and P2 at 7:00:01 and 7:00:02 respectively, he will know that his distance from
P1 equals the propagation distance of the flash in 1 s, and that his distance from P2

equals the propagation distance of the flash in 2 s.
Thismethod seemsworkable, asMr. A simply needs a clock to realize the distance

measurement, not a ruler. This is the fundamental theory behind GPS.
This way of recording time appears simple. However, problems emerge after

deliberation.
The first problem is this: how can Mr. A distinguish the P1 flash from the P2 flash

if they are identical? The second problem is ensuring that tr1 and tr2 are recorded
precisely. To thoroughly understand this problem, we must consider the absolute
value of the velocity of light. Light travels at 300,000 km per second. Therefore, if
Mr. A’s clock is slightly inaccurate and the time error is 1 ms, then the 1 ms error
will also appear in the recorded values of tr1 and tr2, causing a 300 km error in the
measurement of distance

(
2.997 × 108 × 1ms = 299.7 km

)
.Onemillisecond seems

minor in daily life, but it can lead to significant errors in situations like this.
The first problem is easy to solve. We can use a red flash for P1 and a blue flash

for P2 to distinguish them. In a broader sense, it means that a unique identification
(ID number) must be assigned to every reference point.

However, the second problem is more difficult to solve. To do so, it is necessary
to understand how a clock works.

1.1.2 The Workings of a Clock

Throughout the history of human civilization, despite changes in the world and
the development of technology, time has been measured through counting cyclical
events. In ancient times people looked to the rise and fall of the sun to delineate a day
and to record time. In the time of Galileo and Huygens, pendulum clocks recorded
time through counting the harmonic motion period of simple pendulum movement,
while the electronic age gave rise to clocks with electronic oscillators, which were
more stable. The clock signals that are extensively applied in modern digital circuits
work on a certain kind of cyclical event.

Quartz crystal oscillators are widely used to set the frequency in modern clocks.
For instance, the frequency of crystal oscillators in quartz clocks is 32,768 Hz. To
count seconds, a counter must be placed in the clock to count the oscillation periods
of the 32,768 Hz crystal oscillator. When the number of periods reaches 215, a signal
of 1 s is generated. However, only when the crystal oscillator oscillates precisely at
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32,768 Hz does the signal stand exactly for 1 s, as 32,768 Hz is the nominal value
of this oscillator, not the measured value. The two paramount evaluation indexes
of a crystal oscillator are the Accuracy and Stability of the oscillation frequency. A
difference between the nominal and measured value of the oscillation frequency is
almost inevitable, and this difference is called frequency accuracy. For example, if
the nominal value of the frequency of a crystal oscillator is 1 MHz, and the measured
value is 999,999 Hz, then the frequency accuracy will be 1 Hz. For greater precision,
we use the term Relative Frequency Accuracy. Its value is indicated as � f

f0
; � f is the

difference between the nominal andmeasuredvalue, and f0 is the nominal value of the
oscillator frequency. It is obvious that frequency accuracy is a ratio—a dimensionless
quantity—and can be represented as ppm, 1 ppm = 10−6. In the example above, the
relative frequency accuracy is 10−6 (1 ppm). The difference between the nominal
and measured value of the frequency varies with time. Its derivative with respect
to time indicates the frequency stability of the crystal oscillator. Frequency stability
correlates with many elements, including temperature, voltage, aging, and external
dynamic stress.

The below equation is used to calculate the value of relative frequency accuracy:

F = f − f0
f0

(1.3)

In Eq. (1.3), f0 is the nominal value and f is the measured value.
If we count the oscillation period of a crystal oscillator with a nominal frequency

as f0, and the counting time depends on the time set, which is represented by N here,
then theoretically the time recorded by the clock should be

T0 = N

f0
(1.4)

However, considering frequency accuracy, the actual time recorded should be

T0 = N

f
(1.5)

Suppose that � f = f − f0, then the time error should be

�T = T − T0 = N� f

f f0
≈ T0� f

f0
= T0F (1.6)

We use an approximation in Eq. (1.6) because under normal circumstances,� f �
f0.
From Eq. (1.6) we can infer that �T

T0
= F , which means that a time error is bound

to occur as long as the value of F is not 0 and the error value is proportional to the
value of F. If 1 s = F, then �T = F . In the physical plane, this conclusion suggests
that after we record the nominal frequency value of a crystal oscillator for 1 s, the
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difference between the length of time we get and the length of 1 s in theory is the
relative frequency accuracy of this oscillator. The application of this conclusion in
GPS system receivers will be elaborated in subsequent chapters.

Now, the problem facing Mr. A is that even if he tunes his clock to the same time
on the clocks at P1 and P2, influenced by relative frequency accuracy as discussed
above, he cannot expect accurate time information from his own clock after a while,
unless he tunes his clock constantly, which is impossible.

As we are looking for solutions to the second problem, a third issue arises: how
can we guarantee time consistency of clocks at P1 and P2 if absolute consistency of
time is unachievable? This problem arises because the forgoing discussion is based
on the hypothesis that P1 and P2 indeed flashes simultaneously so that they can share
the same sending time, otherwise the subsequent discussion will be impossible.

The third problem can be solved this way: there are merely two reference points,
so we can allocate a large budget to sophisticated technology to make two extremely
precise clocks. In fact, the satellites that work as reference points in the GPS system
are equipped with atomic clocks with rubidium or cesium oscillators, whose relative
frequency stability can reach 10–12–10–14. At the same time, the ground control
station monitors atomic clocks on the satellites at all times, and makes adjustments
when necessary.

However, what if Mr. A has an atomic clock as well? Can we solve the second
problem this way? Theoretically, the answer is yes, but in practice it is no, because
end users cannot afford receivers with atomic clocks due to the high cost of raw
materials and sophisticated technology.1 The reason why reference points can be
used to configure atomic clocks is that there are only a handful of reference points,
but there are tens of thousands of users.

A solution has not yet been found for the second problem.

1.1.3 A Modified System

Putting the second problem aside for the moment, suppose that Mr. A’s clock is
accurate enough to record the receiving time of the flash so that he can determine his
position using Eqs. (1.1) and (1.2), yet imperfections still exist. Now, the method we
use for positioning is as follows: let P1 and P2 flash at fixed instant, such as every
second sharp. For example, P1 and P2 flash simultaneously at 7:00:00, 7:00:01, and
7:00:02, and the color of the flash emitted from the same reference point every second
does not change.

There are two problems. First, Mr. A can only get his position once per second.
Thus, if he misses the flash of this second, he has to wait for another one at the next

1With the progress of technology and the reduction of costs, it is not impossible to consider the use
of an atomic clock in a GPS receiver. Some companies are already developing and producing Chip-
Scale Atomic Clocks, which are one centimeter in size and consume tens of milliwatts of power, and
can already be used in small receivers. These clocks may be considered in future receiver designs.
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second. The ideal positioning is that every time Mr. A looks at his clock, he can
also know his real time position. Second, if Mr. A is far away from the reference
point (for example, more than 300,000 km) it will take the flash more than 1 s to
reach him, which means that he cannot distinguish the flash sent 1 s ago from the
one that was sent 10 s ago because they are identical. Consequently, the distance
cannot be accurately calculated, and positioning is out of the question. We may call
this problem Ambiguity of a Whole Second, originating from the sameness of every
flash.

To address this problem, we need to modify the basis of our positioning system.
First, we should increase the frequency of the flashes at the reference points from
once per second to 106 per second, namely once per μs, while P1 and P2 still send a
red flash and a blue flash concurrently every μs. Then, we modulate the information
about the sending time carried by every flash, so that Mr. A can get the sending time
of this flash according to the modulated time information when it arrives. To read
this information, Mr. A must equip himself with a flash receiver as well as a clock,
which may appear as a function of an existing instrument to decode the modulated
information.

Figure 1.3 shows the improved flash-sending model at each reference point. The
red and blue flashes are sent concurrently, and the sending time ismodulated on every
flash. Something that needs to be stressed here is that strict synchronicity exists only at
reference points, not at the receiving point, i.e.Mr. A’s receiver. Obviously, the reason
is that the distance between Mr. A and the two reference points is different,hence the
propagation time of the flashes will not be the same. That is why the synchronicity
disappears at receiving ends.

What impact do the two modifications have on positioning?
First, every time Mr. A looks at the time on his clock, his receiver is bound to

receive a red flash and a blue flash as long as he can wait one more 1 μs. Even if the

Fig. 1.3 The red and blue flashes are emitted 1 μs apart, and the time of modulator emission is
also adjusted at each flash
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two flashes do not reach Mr. A in strict synchronicity, the time error will be less than
1 μs.

We already know that the distance error brought by 1 μs is roughly 300 m. If the
300 m error is tolerable, we can say that the two flashes arrive simultaneously and
the arriving time is what is shown onMr. A’s clock. As mentioned earlier, two flashes
with the same arriving time have different sending times.

If Mr. A’s receiver receives a red flash and a blue flash at tr, then he can work
out the respective sending times of both flashes from the modulated information on
them. Now, Mr. A has three observed times: ts1 and ts2, the sending time of the red
and blue flash, together with his local time tr . ts1 and ts2 are always accurate, as they
are provided by the atomic clocks at the reference points. Let us assume that Mr. A’s
clock is also an atomic one with extreme precision, which guarantees the accuracy
of tr. Then, the propagation time of the two flashes will be (ts1 − tr) and (ts2 − tr),
so we can write

S1 = c(ts1 − tr ) =
√

(x − x1)
2 + (y − y1)2 (1.7)

S2 = c(ts2 − tr ) =
√

(x − x2)
2 + (y − y2)2 (1.8)

1 μs is so short that almost any time Mr. A reads his receiver, he can get the
value of ts1, ts2, and tr to calculate his position. And because every flash carries the
information of its sending time, the problem of whole second ambiguity does not
exist either.

However, we should keep in mind that the feasibility of this modified system
depends on the premise that Mr. A is equipped with an atomic clock, which is
impractical. So, the second problem put forward in Sect. 1.1.1 is still unsolved.

Now if Mr. A uses a common clock with limited precision, then the local time
provided by the receiver every time he looks at it will be inaccurate, represented by
t ′r, as opposed to ts1 and ts2, which are precise because they are decoded from the
modulated signal carried by the flashes instead of directly shown on local clocks. If
the difference between t ′r and tr is b, i.e. t ′r = tr − b, then we can get the following
equations from Eqs. (1.7) to (1.8):

ρ1 = c
(
ts1 − t ′r

) =
√

(x − x1)
2 + (y − y1)2 + cb (1.9)

ρ2 = c
(
ts2 − t ′r

) =
√

(x − x2)
2 + (y − y2)2 + cb (1.10)

We use ρ instead of S in these two equations, as ρ is not the real distance. Its
difference from the real distance is b, a time constant. Thus, we call ρ the pseudo-
range. There are three unknown quantities (x, y, b) inmerely two equations, for which
they cannot be solved.
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After observing Eqs. (1.9) and (1.10), we can see that each equation includes
parameters for a specific reference point. There are two reference points, P1 and
P2, for Mr. A, so we can write two equations accordingly. Consequently, one more
equation is attainable if there is one more reference point, and the value of (x, y, b)
is easy to work out.

If we add a new reference point P3 (x3, y3) that emits green flashes concurrently
with P1 and P2, then Mr. A’s receiver will theoretically receive three flashes of
different colors per μs (seen in Fig. 1.4).

Correspondingly, we can write three equations:

ρ1 = c
(
ts1 − t ′r

) =
√

(x − x1)
2 + (y − y1)2 + cb (1.11)

ρ2 = c
(
ts2 − t ′r

) =
√

(x − x2)
2 + (y − y2)2 + cb (1.12)

ρ3 = c
(
ts3 − t ′r

) =
√

(x − x3)
2 + (y − y3)2 + cb (1.13)

Hence, Mr. A can find the value of (x, y, b). The second question mentioned in
Sect. 1.1.1 is solved. Both positioning information and the difference between t

′
r and

tr are found.Mr. A can use the difference to correct local time t
′
r . This is called precise

timing, which is an unexpected by-product.
As well as finding his position, Mr. A can also work out his local time. It can be

seen from Eqs. (1.11) to (1.13) that the accuracy of positional measurement and that
of time measurement are tightly coupled. The accuracy of pseudo-range ρi directly
determines the positional accuracy and time accuracy. There is a linear correlation
between time accuracy and positional accuracy, with the coefficient being 1/c. For
example, if the positional accuracy is 30 m, the time accuracy will be 30/c = 100 ns.
If the positional accuracy is 300 m, the time accuracy will be 300/c = 1 μs.

Themethod of using three reference points for positioning is presented in Fig. 1.5.
Now Mr. A can find his position (x, y), as well as the difference b between tr and the
accurate time.

Fig. 1.4 Mr. A receives three flashes at tr
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Fig. 1.5 Mr. A now needs
three reference points to find
his location and realize the
timing function

1.1.4 Summary of the Modified System

In Sect. 1.1.3, we improved the original positioning system and obtained a surpris-
ingly good result. Mr. A can now perform positioning calculations at any time, and
can also work out the exact time. Of course, the improved system is more complex.
As for the reference point, it flashes 106 times per second, and the sending time must
be modulated on every flash. Mr. A needs a receiver that can receive flashes from at
least three reference points, and can demodulate flash information. The advantage
of the modified system is that a precise local clock is no longer needed. Instead, an
inexpensive clock can be used to find out the correct local time.

This system is based on a two-dimensional world, but it is not difficult to apply it
to the three-dimensional world in which we are living. We add one axis into Mr. A’s
coordinates, giving (x, y, z, b). Correspondingly, there are four minimum required
reference points, and the number of required equations is also four.

ρ1 = c
(
ts1 − t ′r

) =
√

(x − x1)
2 + (y − y1)2 + cb (1.14)

ρ2 = c
(
ts2 − t ′r

) =
√

(x − x2)
2 + (y − y2)2 + cb (1.15)

ρ3 = c
(
ts3 − t ′r

) =
√

(x − x3)
2 + (y − y3)2 + cb (1.16)

ρ4 = c
(
ts4 − t ′r

) =
√

(x − x4)
2 + (y − y4)2 + cb (1.17)
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Equations (1.14)–(1.17) are the pseudo-range equations of GPS. The above illus-
tration involves reading the observed quantity of the pseudo-range in GPS receivers.
Themethods of observationwill be discussed in Chap. 5. In the design of the receiver,
more than four satellite observations will be obtained, so Eqs. (1.14)–(1.17) will
become overdetermined equations. In Chap. 7, we will explain how to gain a posi-
tioning result from more than four equations as accurately as possible by using the
methods of least square method and Kalman filtering.

The following are the basic requirements discussed in the sections above that
make this positioning system feasible.

i. Several reference points are needed, the coordinates of which are known.
ii. These reference points transmit certain signals that have unique identification

information (ID) to distinguish themselves from the signals of other reference
points.

iii. The reference points continuously transmit signals that can be received by other
receivers.

iv. The signals transmitted by every reference point are synchronized in time.
v. After receiving a signal from a reference point, the user can know the exact

transmission time of the received signal from its modulation information.
vi. The user has a clock, which doesn’t need to be precise.

These requirements may seem insignificant to beginners, but we hope you will
keep them in mind. Only when you finally grasp and appreciate GPS design will you
fully understand the overall process of GPS positioning and the principles of GPS
receivers, remembering the requirements.

These requirements show that GPS has a high demand for time synchronization,
which necessitates a strictly defined time standard as a reference. Besides, to get
an effective positioning result, it must operate within a strictly defined coordinate
system. Therefore, some of the most common coordinate systems and time standards
will be briefly introduced in the following two sections, as they form the basis for
subsequent chapters.

The positioning principles of GPS, BeiDou, GLONASS and Galileo are basically
the same. As long as you have grasped the basic principles of GPS positioning, the
positioning principles of several other GNSS systems are not difficult to understand.

1.2 Common Coordinate Systems

1.2.1 Earth Centered Inertial Frame

The inertial coordinate systemmust be stationary or moving at a constant speed with
no acceleration, so that Newton’s law of motion can be applied. The origin of the
inertial coordinate system can be at any point, and its three coordinate axes can be
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in any three mutually orthogonal directions. The coordinate axes in different direc-
tions define different inertial coordinate systems. The conversion between different
coordinate systems is detailed in Appendix B.

The selection of an inertial coordinate system should be considered if: the origin of
the inertial system coincides with the centroid of the Earth; the Z-axis and the Earth’s
rotational axis coincide; the X-axis and the Y-axis form the Earth’s equatorial plane;
and the X-axis points to the vernal equinox, which is on the intersection line of the
Earth’s equatorial plane and revolution track, so the Y axis, the X axis, and the Z
axis form a right-handed coordinate system. Since the spring equinox doesn’t change
with the Earth’s self-rotation, the X-axis can be considered as a fixed one. Any polar
motion can be considered to be fixed in a short time. Therefore, this inertial system
is called the Earth Centered Inertial Frame, abbreviated to the ECI frame. Figure 1.6
is a schematic diagram of the ECI coordinate system. The shaded area shows the
plane of the Earth’s orbit. There is an angle between the Earth’s rotation plane and
the ecliptic, known as the obliquity of the ecliptic. The two intersections between
the two planes are called the autumnal equinox and the vernal equinox. The Earth
passes the autumnal equinox on September 23 and the vernal equinox on March 21
every year. Both are the positions on the Earth’s orbit in which days and nights are
of equal length.

The Earth orbits the sun with a one-year orbital period, and the sun orbits the
Milky Way. The Earth’s axis also moves in space, including complex precession and
nutation. Figure 1.7 is from the official IERS website (https://www.iers.org/), and
shows the polar motion of the Earth’s rotation axis between 2003 and 2013. The
unit of the X and Y axes is an arcsecond. Simultaneously, due to the gravity of the
Earth as an irregular sphere and the gravity of the moon, the position of the Earth’s
centroid is also disturbed. Therefore, strictly speaking, the Earth Centered Inertial
Frame is not a real inertial system. It can only be considered to be an inertial system
for a short period of time.

Fig. 1.6 The ECI coordinate
system

https://www.iers.org/
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Fig. 1.7 The polar motion of the Earth’s rotation axis from 2003 to 2013

1.2.2 The Geodetic Frame

The Geodetic Frame is the latitude, longitude, and height (or altitude) coordinate
system that is often used in daily life, also known as the LLH coordinate system.
Before defining the Geodetic Frame, we should explain the term geoid.

The shape of the Earth is roughly a spheroid. The length between two poles
is slightly shorter than the diameter of the plane in which the Equator is located.
According to the relevant parameters of the WGS84 coordinate system,2 the semi
major-axis of the Earth is 6,378,137 m and the semi minor-axis is 6,356,752 m. The
semi minor-axis is nearly 20 km shorter than the semi major-axis. The ellipsoid of
the Earth rotates around the semi minor-axis, so it is a slightly flattened ellipsoid.
The center of the ellipsoid coincides with the Earth’s center, so only two pieces of
information are needed to define the ellipsoid coordinate system: the length of the
semi major-axis and the semi minor-axis, marked as a and b respectively. From these
two quantities, two other important quantities can also be derived:

Eccentricity(e): e2 = (
a2 − b2

)
/a2

2The ellipsoid model defined in other coordinate systems is slightly different fromWGS84, but the
difference is not very big, so taking WGS84 as an example does not cause serious confusion.
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Flattening( f ): f = (a − b)/a

The relationship between flattening and eccentricity is e2 = 2f − f 2. According to
the widely used WGS84 coordinate system, the eccentricity of the Earth’s ellipsoid
is 0.08181919, while the flattening is 0.00335281.

If the surface of the Earth were smooth, then the natural surface would be the
spherical surface of the revolving ellipsoid. However, in reality, the Earth’s surface
is uneven and abnormal, and the highest peak (Mount Everest) is nearly 20 km higher
than the lowest area (the Mariana Trench). In this circumstance, defining the geoid
is a very complicated process. In general, performing least-squares fitting on a huge
amount of data is required to obtain the definition. This data often includes geographic
mapping and gravity fields, which give different definitions of geoids in different
periods. Updates to measuring instruments and methods have greatly improved this
process. Since the start of the aviation era, remote sensing telemetry technology
based on an Earth-orbiting satellite has provided more effective measurements for
the geoid.

This book focuses on the design of the GNSS receiver, so we don’t need to spend
too much time and effort on the definition and measurement of the geoid. Readers
should simply view it as a geopotential surface that refers to the average global sea
level. The surface has the same potential gravitational energy everywhere on its face,
and the direction of the gravitational vector is perpendicular to the tangent plane
there. The concept of the geoid will be used when defining elevation.

Figure 1.8 helps us understand the definition of the Geodetic Frame. Point P is a
point somewhere on the geoid. The plane formed by point P and the Earth’s rotation
axis is perpendicular to the equatorial plane. It is called the meridian. The meridian
and the Equator have an intersection lineOQ. Thewell-known primemeridian passes
through the meridian of the Greenwich Observatory in England. The geodesic coor-
dinate of point P consists of three coordinate quantities, of which the definitions are
as follows (Fig. 1.9).

• Latitude: The angle between OQ and the normal point/vector on the surface of
the ellipsoid over point P is usually expressed as ∅. Latitude near the equator is
small, and gradually becomes larger as it moves towards the poles. The range of
latitude is [−90°, +90°]. It is positive in the northern hemisphere and negative in
the southern hemisphere, so the north pole is +90°, and the south pole is −90°.

• Longitude: The angle between OQ and the meridian measured in the equatorial
plane is generally expressed as λ. The range of longitude is [−180°, +180°], and
the east of the prime meridian is positive.

• Height: To make a projection from P to the geoid. The distance from P to the
projection point is the height, which is usually expressed by h.

On most parts of the Earth’s surface, the normal direction of point P in Fig. 1.8
does not pass through the center of the Earth, but with a small difference, except
when crossing point P at latitude 0° or ±90°. Therefore, the demonstration in the
figure is only approximate, and should not be used in practical application.
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Fig. 1.8 The geodesic coordinate system

Fig. 1.9 John Harrison’s four navigational clocks finally provided a solution to longitude
measurement. (Pictures from the internet)

The curve of the same latitude on the surface of the Earth is called the parallel,
and all parallels are circles. The higher the latitude, the smaller the radius of the
parallel. The curve of the same longitude is called the meridian. All meridians are
elliptical circles, and they stretch from the North Pole to the South Pole. Histori-
cally, latitude has been measured by gauging the elevation angle of the sun with a
nautical instrument such as a sextant, and correcting the nautical calendar. Accurate
measurement of longitude has experienced several obstacles, because the division
of the longitude line is artificial. Unlike latitude, whose lines have obvious natural
differences in geography, topography, and celestial movements, longitude cannot be
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gauged by directly measuring the angle of the sun. In the Age of Discovery that
began in the fifteenth century there were urgent demands for the positioning of fleets
in ocean voyages. A preponderance of shipwrecks in the seventeenth and eighteenth
centuries prompted an interest in achieving accurate maritime positioning. The most
famous shipwreck occurred on 2nd November 1707, when a fleet led by Admiral
Cloudesley Shovell of the Royal Navy defeated the French Naval fleet and sank on its
return due to fog. Nearly 2000 members of the navy perished in the maritime space
near the Isles of Scilly (latitude: 49.9334° N, and longitude 6.325° W). In 1714,
British Parliament passed the Longitude Act to legislate the search for a solution to
longitudemeasurement.Manymethods proposed, including the starmapmethod, the
lunar distance method, and the clock method. Eventually, the problem was solved by
a British craftsmen named John Harrison. He constructed a series of highly accurate
nautical clocks—known as H1, H2, H3, and H4—to maintain precise sailing time,
and the position of the Greenwich Observatory in England was determined as the
prime meridian. This was to secure Britain’s hegemony over the ocean for the next
nearly two hundred years.

The geodesic frame is not a Cartesian coordinate system but a polar coordinate
system, so the method in Appendix B cannot be used when performing coordinate
transformation. Likewise, the geodetic frame has some inconveniences. For example,
there will be different distances for the same longitude span at different latitudes. For
instance, longitude 1° near the Equator has a span of about 110 km, while latitude
60° only has a span of around 55 km.

The geodesic frame and navigation techniques have some interesting relation-
ships. For example, a nautical mile is defined as the arc length of one minute of the
Earth’s ellipsoid, which is about 1.855 km. Therefore, it can be more easily calcu-
lated that the length of the Earth’s Equator is about 360 × 60 = 21,600 nautical
miles. Today, the speed of a ship is often expressed in knots. One knot is one nautical
mile/hour. Because longitude lines are large circles, the geometric distance differs
by 60 nautical miles if the latitude is one degree different in the north–south direc-
tion. A ship sailing 60 knots in the north–south direction indicates that the latitude
has changed by one degree. This unit setting allows the ship to calculate its latitude
and longitude coordinates by its speed during navigation. This technique is known
as Dead Reckoning, or DR technology. Modern DR is often undertaken by inertial
sensors or other speed sensing devices.

In the GNSS receiver, the position coordinates of the satellite are represented
in the ECEF. The calculated user position coordinates are also represented in the
ECEF, but in many circumstances it is more common to use the geodetic frame.
Therefore, mutual conversion between the ECEF and the geodetic coordinate frame
is an important issue. The ENU coordinate system (explained later) needs to know
the longitude and latitude of the user before it can be determined.
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1.2.3 The ECEF Coordinate System

The full name of the ECEF coordinate system is the Earth-Centered-Earth-Fixed
coordinate system. It refers to all coordinate systems whose origins are the center of
mass, and whose coordinate axes are rigidly attached to the Earth. However, in the
field of GNSS, the ECEF system refers to a rectangular coordinate system with the
center of mass as its origin, with the X axis pointing to the intersection point of the
primemeridian plane (whose outline is 0° longitude) and the Equator, i.e. 0° latitude,
and the Z axis, which coincides with the rotation axis of the Earth, pointing to the
North Pole. The Y, X, and Z axes form a right-handed coordinate system, as shown
in Fig. 1.10.

Because the Earth revolves around both itself and the Sun, the ECEF coordinate
system is not inertial. Unlike the ECI inertial coordinate system, ECEF has an angular
velocity while revolving, and can be written as:

ωie ≈ (1 + 365.25) × 2π

365.25 × 24 × 3600
= 7.292115 × 10−5 rad/s (1.18)

Equation (1.18) is interpreted this way: it takes one year, namely 365.25 days,
for the Earth to revolve once around the Sun, and it revolves (365.25+ 1) rounds in

Fig. 1.10 The ECEF coordinate system
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a year, of which the extra round comes from the revolution of the Earth. Then, we
divide the radian with the time it takes, i.e. 365.25× 24× 3600 s, to get the angular
velocity. The angular velocity ωie is a vector, and since it rotates around the Z-axis
of the ECEF coordinate system, it is written as [0, 0, ωie]T .

Even though the angular velocity of the ECEF system is small in value, it should
not be neglected under certain circumstances. For example, in the following chapter,
the navigation positioning algorithm will explain why the rotation angle of the Earth
must be taken into consideration during the period when satellite signals travel from
space to the ground; the positions of satellites in the positioning system need to be
adjusted accordingly, otherwise positioning errors will occur.

Without exception, the parameters for theECEFcoordinate framewill be indicated
in every interface control document (ICD) of the GNSS system. Table 1.1 shows the
main differences in the coordinate frames of four GNSS systems.

Minor differences exist in the various coordinate systems in terms of origins,
semi-major axes of the Earth’s ellipsoid, flattening of the ellipsoid, and gravitational
constants, among which the semi-major axes and the flattening of the ellipsoid define
the shape and eccentricity of the Earth’s ellipsoid. Given that the ECEF coordinate
system is non-inertial, there must be an angular velocity of the Earth’s rotation.
Besides, the gravitational constant is closely related to the calculation of a satellite’s
orbit period, the principles of which will be elaborated in Chap. 6.

Inside the receiver, the position of satellites functioning as reference points is
indicated inside the ECEF system, along with the position of the user. However, the
ECEF coordinate is somewhat unintelligible to common users if the output is deliv-
ered directly, as most people are accustomed to positions in the form of longitude,
latitude, and height. Thus, the conversion between ECEF and the geodesic coordinate
system is significant.

Further analysis suggests that we can use the following equations to realize the
conversion:

x = (RN + h) cos(φ) cos(λ) (1.19)

y = (RN + h) cos(φ) sin(λ) (1.20)

z = [RN (1 − e2) + h] sin(φ) (1.21)

in which

RN = a√
1 − e2 sin2(φ)

(1.22)

The significance of RN is explained in Fig. 1.11. The elliptic plane in the figure
is the meridian plane that point P is on. If we draw a vertical line from point P to
the elliptic curve, and it intersects with the ellipse and Y axis at points N and T, then
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Fig. 1.11 The Significance
of RN

the value of RN is the linear distance between points N and T. However, the ellipse
in the figure is at variance with reality, as the eccentricity of the Earth’s meridian
plane is so small in value that the plane can be deemed a circle. The eccentricity is
exaggerated here to clarify the figure. The intersection angle of line TN and the X
axis is latitude ∅. Its derivation is too complicated, so it is defined in Appendix D.

Equations (1.19)–(1.21) show the relationship between velocity (ẋ, ẏ, ż) and(∅̇, λ̇, ḣ
)
in the ECEF system. If we take derivatives of time on both sides of

Eqs. (1.19)–(1.21), we get:

ẋ = (RM + h)[− sin(φ) cos(λ)]φ̇ + (RN + h)[− cos(φ) sin(λ)]λ̇
+ [cos(φ) cos(λ)]ḣ (1.23)

ẏ = (RM + h)[− sin(φ) sin(λ)]φ̇ + (RN + h)[cos(φ) cos(λ)]λ̇
+ [cos(φ) sin(λ)]ḣ (1.24)

ż = (RM + h)[cos(φ)]φ̇ + [sin(φ)]ḣ (1.25)

Then, we rewrite Eqs. (1.23)–(1.25) in matrix form:

⎡
⎣
ẋ
ẏ
ż

⎤
⎦ =

⎡
⎣

− cos(λ) sin(φ) − sin(λ) − cos(λ) cos(φ)

− sin(λ) sin(φ) cos(λ) − sin(λ) cos(φ)

cos(φ) 0 − sin(φ)

⎤
⎦

⎡
⎣

(RM + h) 0 0
0 (RN + h) cos(φ) 0
0 0 −1

⎤
⎦

⎡
⎣

φ̇

λ̇

ḣ

⎤
⎦ (1.26)
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RM in Eq. (1.26) can be defined as

RM = a(1 − e2)[
1 − e2 sin2(φ)

]3/2 (1.27)

Theoretically, ifwe knowhow to convert (∅, λ, h) to (x, y, z), we can also perform
the conversion backwards. However, it is difficult to achieve analytical solutions to
Eqs. (1.19)–(1.21), so we usually adopt the iterative method listed below to make
the conversion possible.

First, we initialize relative parameters:

h = 0

RN = a

p =
√
x2 + y2

Then, we iterate using the equations below until the solutions converge:

sin(φ) = z

(1 − e2)RN + h

φ = atan

(
z + e2RN sin(φ)

p

)

RN = a√
1 − e2 sin2(φ)

h = p

cos(φ)
− RN

In theory, from the above iteration process, we can get the value of ∅ directly
from arcsin [z/(1 − e2)RN + h], but practice proves that ∅ will converge much faster
through calculating atan( z+e2RN sin(φ)

p ). The iteration method shown above allows the
accuracy of ∅ to reach centimeter level after five iterations.

1.2.4 The ENU or NED Coordinate System

The mechanism of the ENU coordinate system is indicated in Fig. 1.12. We take
point P on the surface of the Earth as the origin of the ENU system. Then, we draw
a tangent plane of the Earth’s ellipsoid through P and make the Y axis point due
north, the X axis due east, and the Z axis in the direction of the norm. To distinguish
the ENU system from the ECEF system, which is also shown in the figure, we mark
axes X, Y, Z of the former as X ENU, Y ENU and Z ENU.
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Fig. 1.12 The relationship
between the ENU and ECEF
coordinates

By definition, the position of the ENU system is decided by that of point P and
will move with it. This is why some scholars also call it the Earth-fixed Coordinate
System.

In real life, people are used to marking the position of a certain point with regard
to themselves using terms north, south, east, and west, which are also applicable in
describing positions in a local ENU system. For example, due north of point P refers
to the direction along which the Y axis extends in the ENU system. Similarly, due
east is where axis X points. In the Earth-centered inertial coordinate system, the true
north of a certain point located in Shanghai, China, is completely different from that
of a certain point in San Francisco, USA. Thus, confusion will arise if we talk about
directions without knowing the position of relative reference points.

From Fig. 1.10, it would not be difficult to figure out a way to convert the ECEF
system to the ENU system. First, we rotate the ECEF system around the Z axis by
(λ + π/2) degrees. The rotation matrix can be written as

R1 =
⎡
⎣

cos(π/2 + λ) sin(π/2 + λ) 0
− sin(π/2 + λ) cos(π/2 + λ) 0

0 0 1

⎤
⎦ =

⎡
⎣

− sin(λ) cos(λ) 0
− cos(λ) − sin(λ) 0

0 0 1

⎤
⎦ (1.28)

Then, we rotate the coordinates around axis X by (π/2 − φ) degrees, the rotation
matrix of which is

R2 =
⎡
⎣
1 0 0
0 cos(π/2 − φ) sin(π/2 − φ)

0 − sin(π/2 − φ) cos(π/2 − φ)

⎤
⎦ =

⎡
⎣
1 0 0
0 sin(φ) cos(φ)

0 − cos(φ) sin(φ)

⎤
⎦ (1.29)
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So, the rotation matrix converted from the ECEF system to ECU coordinates is

Re2t = R2R1 =
⎡
⎣

− sin(λ) cos(λ) 0
− cos(λ) sin(φ) − sin(λ) sin(φ) cos(φ)

cos(λ) cos(φ) sin(λ) cos(φ) sin(φ)

⎤
⎦ (1.30)

The subscript e in Eq. (1.30) stands for the ECEF system, and subscript t (the first
letter of tangent plane) represents the Earth-fixed Coordinate System.

NED coordinates are similar to the ENU system, as they are converted from the
latter by interchanging its X and Y axis, and reversing the direction of its Z axis. In
this case, directions N, E, and D can still form a right-handed coordinate system. The
conversion can be written as

⎡
⎣
n
e
d

⎤
⎦ =

⎡
⎣
0 1 0
1 0 0
0 0 −1

⎤
⎦

⎡
⎣
e
n
u

⎤
⎦ (1.31)

Therefore, the conversion from the ECEF system to NED coordinates becomes

⎡
⎣
0 1 0
1 0 0
0 0 −1

⎤
⎦Re2t =

⎡
⎣

− cos(λ) sin(φ) − sin(λ) sin(φ) cos(φ)

− sin(λ) cos(λ) 0
− cos(λ) cos(φ) − sin(λ) cos(φ) − sin(φ)

⎤
⎦ (1.32)

No matter whether the ECEF system is converted to the ENU system or to NED
coordinates, the conversion matrix Re2t is a unitary one, namely

Re2tRT
e2t = I (1.33)

In physics, Eq. (1.33) can be analyzed in two steps. RT
e2t = R−1

e2t means the
conversion from the ENU system to the ECEF system, so the first step is to convert
vectors from the ENU system to the ECEF system and left-multiplying matrix. Re2t

means the conversion from the ECEF system to the ENU system. The whole process
brings no change to the original vectors.

The ENU system is broadly applied in GNSS receivers, and its most popular use is
in calculating a satellite’s elevation angle and azimuth. Since the position coordinates
of GNSS satellites and the calculated position coordinates of the user are all in the
ECEF system, we can assume that the vector of the relative position between GNSS
satellites and the user is (�x, �y, �z) ECEF, then convert it to the ENU system via
the Re2t matrix:

⎡
⎣

�e
�n
�u

⎤
⎦ = Re2t

⎡
⎣

�x
�y
�z

⎤
⎦ (1.34)



24 1 Positioning, Coordinate System, and Time Standard

The elevation angle α of the satellites is defined as the intersection angle between
the relative position vector (�x, �y, �z)ENU and the tangent plane between the east
axis and the north axis. The angle can be calculated using the equations below:

α = arcsin

[
�u√

�e2 + �n2 + �u2

]
(1.35)

or

α = arctan

[
�u√

�e2 + �n2

]
(1.36)

The azimuth β is defined as the intersection angle between the projection vector
of the relative position vector on the tangent plane and the north axis, i.e.

α = arctan

[
�e

�n

]
(1.37)

Matrix Re2t is also useful in the conversion of the velocity vector between the
ECEF and ENU systems, which is written as [ẋ, ẏ, ż]T in the ECEF system and
[vn, ve, vd ]T in the ENU system. So,

⎡
⎣
vn
ve
vd

⎤
⎦ =

⎡
⎣

− cos(λ) sin(φ) − sin(λ) sin(φ) cos(φ)

− sin(λ) cos(λ) 0
− cos(λ) cos(φ) − sin(λ) cos(φ) − sin(φ)

⎤
⎦

⎡
⎣
ẋ
ẏ
ż

⎤
⎦ (1.38)

By comparing Eqs. (1.38) and (1.26), we know that

⎡
⎣
vn
ve
vd

⎤
⎦ =

⎡
⎣

(RM + h) 0 0
0 (RN + h) cos(φ) 0
0 0 −1

⎤
⎦

⎡
⎣

φ̇

λ̇

ḣ

⎤
⎦ (1.39)

Equation (1.39) explains the relation between the velocity vectors of the north and
east and the changing rate of the longitude and the latitude. The inverse transformation
of Eq. (1.39) is

⎡
⎣

φ̇

λ̇

ḣ

⎤
⎦ =

⎡
⎢⎣

1
(RM+h)

0 0

0 1
(RN+h) cos(φ)

0

0 0 −1

⎤
⎥⎦

⎡
⎣
vn
ve
vd

⎤
⎦ (1.40)
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1.2.5 The Body Frame Coordinate System

Body frame refers to coordinates that are strictly affixed to moving objects. Here,
this means all objects that require navigation, like moving aircraft, cars, and vessels.
Generally, the origin of a body frame is a fixed point in or on the moving object,
for example, its center of mass. The axes of the frame point to the three orthogonal
directions of themoving object, and are usually represented by [u, v,w]. Theoretically,
we can set any directions for the axes as long as they are orthogonal. However, in
practice, for the sake of convenience we will make axis u extend along the forward
direction of the moving object, axis v towards its right, and axis w in a downward
direction. The three axes will then form a right-handed coordinate system, seen in
Fig. 1.13.

Since the body frame is strictly affixed to the moving object, it will doubtlessly
move with it (see Fig. 1.13). This pattern is similar but not identical to the ENU
system. For instance, when a moving object rotates around its mass point at a certain
position on the Earth’s surface, the ENU system stays the same while the body frame
rotates with it.

The body frame is closely related to attitude-control requirements. The translation
of a moving object decides the position of its center of mass, while the rotation of
the object around its center of mass decides its attitude, including its yaw, pitch, and
roll. We can rotate the body frame around axis u to get its roll, rotate it around axis v
to get its pitch, and rotate it around axis w to get its yaw. The definitions of the three
types of attitude are presented in Fig. 1.14.

Fig. 1.13 An illustration of a body coordinate system as it changes with the motion of the carrier

Fig. 1.14 Definition of the pitch, roll, and yaw
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The attitude of a moving object cannot be determined by observing a single
GNSS, but by two or more GNSS antenna arrays, and this measurement is called
GNSS attitude determination. Attitude measurement of moving objects using GNSS
is a GNSS attitude determination problem. Many scientific breakthroughs have been
made on this issue, and there is a wide array of relevant literature on the subject for
readers who are interested.

In a navigation system, the required position and attitude information of a moving
object is always linked to a certain navigational coordinate system, which generally
means a fixed reference coordinate system. Meanwhile, the body frame, relative
to the reference coordinates, changes with the movement of the object. Thus, to
realize a conversion from the body frame to the reference coordinates, we must
know the position and attitude of the moving object, which is usually achieved by
relative sensors fixed on the object, like an Inertial Measurement Unit (IMU). We
can tell from Fig. 1.14 that the navigation coordinates are of the NED kind, hence
the position and attitude of the moving object are also indicated in that coordinate
system. Since this book only deals with the contents of independent GPS receivers,
the body frame coordinate system is only briefly explained. Interested readers can
refer to publications on inertial navigation and integrated navigation.

1.3 The Time System

The seven basic units in the International System of Units (abbreviated as SI) are
metre (m), kilogram (m), second (s), ampere (A), kelvin (K), candela (cd), and mole
(mol). Time is one of the seven units, and is hitherto the most accurate measurement
of quantity in physics. As previously mentioned, although the accuracy of time
measurement has increased with time, its basic principles have not changed very
much. They consist of recording the passage of time through counting a periodic
phenomenon, like sunrise and sunset, the turning over of a sand clock, or the swinging
of a pendulum, and the oscillation of atomic clocks. Different periodic phenomena
lead to different time systems. Since Sect. 1.1.1 explains the importance of accurate
time synchronization andmeasurement to the functioning ofGPS system, this section
will elaborate on several major time systems in history and at present.

1.3.1 Solar Time and Sidereal Time

In ancient times, people recorded time by referring to the rising and setting of the
Sun. One rise and set suggested the passage of one solar day—the period in which
the Earth rotates once. However, if we compare two random solar days, it is easy to
see that they are not identical in length, which means that solar days are not uniform.
This is because the Earth’s orbit around the Sun is not a perfect circle, but an ellipse.
According to Kepler’s second law, the velocity of the Earth’s movement is faster on
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certain spots along the orbit and slower on others. Meanwhile, there is an angle of
intersection between the Earth’s equatorial and ecliptic planes, which means that the
rotation axis of the Earth is not perpendicular to the ecliptic plane—another factor
that willmake the length of solar days uneven. This gave rise to the hypothesis of a flat
sun, around which the Earth rotates at a constant speed in a hypothesized round orbit,
with its rotation axis perpendicular to the ecliptic plane. Under this circumstance, a
complete rotation period of the Earth is called a mean solar day.

A sidereal day is defined as the time in which the Earth rotates once, relative to a
distant star. The length of a sidereal day is not constant in the strict sense, which is
why the mean sidereal day was introduced to the system. The Earth revolves around
the Sun as it rotates, thus in the period of one year (here referring to the period in
which the Earth travels once around the Sun), the Earth will rotate one extra time
relative to a distant star. This means that a mean solar day is longer than a mean
sidereal day by approximately four minutes. The accurate value is:

The difference = 3600 × 24 s

365.25
≈ 236 s = 3m56 s

So, the approximate length of a mean sidereal day is 23 h 56 min and 4 s. In fact,
it takes half of the sidereal day (around 11 h 58 min and 2 s) for a GPS satellite to
travel around the Earth.

The time systems based on mean solar days and mean sidereal days are called
Solar Time and Sidereal Time respectively.

The mean solar time using the Greenwich Meridian as the baseline is called
Universal Time (UT). It is also a time system based on the Earth’s rotation. In the
early twentieth century, astronomers found out that the rotation velocity of the Earth
was not constant. Even though factors affecting its velocity are still unclear, the Earth
is rotating more and more slowly. Astronomers have also noticed that the movement
of the Earth’s poles and the change of seasons also affect the accuracy of UT. Taking
these things into consideration, they introduced three time standards—UT0, UT1,
and UT2—to the recording of UT. UT0 is the mean solar time recorded by multiple
observatories. Based on UT0, UT1 corrects errors brought about by the polar motion
of the Earth, and UT2 adds the effect that the change of seasons has on the Earth. In
brief, the relationships among the three versions of UT can be written as

UT1 = UT0 + �λ (1.41)

UT2 = UT1 + �TS (1.42)

In Eq. (1.41), �λ stands for the correction of polar motion, while in Eq. (1.42),
�TS is the correction of the Earth’s rotation velocity error caused by the change of
seasons.

Even after correction, UT2 cannot completely offset the slowing down of the
Earth’s rotation and other irregular variations. Therefore, UT2 is still an uneven time
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system. The 1 s obtained by this definition cannot meet the growing requirements for
time accuracy, and will unquestionably be replaced by more accurate and uniform
atomic time.

1.3.2 Dynamical Time

Dynamical Time is an important concept in astronomy. It is mainly used to describe
the movement of celestial bodies in certain coordinate systems and gravitational
fields, affected by some basic factors like general relativity and the inertial system.
Approximately speaking, the nearest inertial system to us is the coordinate system
whose origin is at the barycenter of the solar system, known as Barycentric Dynam-
ical Time (TDB).3 It considers the effect of relativity, and is continuous as well as
consistent. If we place a clock on the surface of the Earth, because of the rotation
of the Earth in the gravitational field of the solar system, the difference between the
time on that clock and TDB can reach a maximum of 1.6 ms.

While describing the movement of near-earth objects (NEOs), we should include
another form of dynamical time, namely Terrestrial Dynamical Time (TDT). This
originated from Ephemeris Time, which describes the time scale of NEO ephemeris.
Before the emergence of accurate atomic time, 1 s in ephemeris time was defined
by American astronomer Simon Newcomb as the 1

31556925.9747 of the time scale of
the year 1900. As people discovered the negative effect of the Earth’s rotation on
ephemeris time, it was replaced by TDT. On 1st January 1977, a deviation of 32.184 s
was added to TDT based on International Atomic Time (TAI):

TDT = TAI + 32.184 s (1.43)

1.3.3 Atomic Time and Coordinated Universal Time (UTC)

Universal time based on the Earth’s rotation can only reach an accuracy of 10−9.
With growing requirements for greater accuracy and stability, timing systems that
were created based on the rotation of the Earth were no longer sufficient. In the
1950s, an atomic time system was established based on the transition mechanism
among atomic energy levels. The updated definition of a second is the time it takes
for the transition radiation to oscillate 9,192,631,770 times in the zero-magnetic field
between two hyperfine levels of a cesium atom in its ground state at sea level. Atomic
time is accurate, consistent, and free from the influence of the Earth’s rotation and
revolution. TAI is the time system built through integrating data frommultiple atomic
clocks around the world. The starting point of atomic time should have overlapped

3The acronym here and the later TDT is from the word in French.
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with UT2 at 00:00 on 1st January 1958, but the former fell 0.0039 s behind the latter.
This was recorded as a historical fact.

Due to the high accuracy and stability of the frequency of atomic clocks, the
corresponding derived atomic time also has very high accuracy and stability in terms
of time. Currently, the frequency stability of a rubidium atomic clock can reach
10−12–10−13 in a day. Accordingly, the cumulative clock bias in a year is around 31
μs. Meanwhile, the stability of a hydrogen atomic clock can be as high as 10−14,
which means that the annual cumulative clock bias is an astonishing 3.1 μs.

However, the near perfection of atomic time has brought about a problem.With the
passage of time, a greater difference will appear between atomic time and universal
time. The reason for this is that the slowing of the Earth’s rotation will cause UT2 to
fall behind atomic time, and the gap will keep expanding. Figure 1.15 shows IERS’s
record of the change in the Earth’s rotation period from 1973 to 2008. The cause of
its loss of pace is still unclear, and hypotheses (such as the tide effect between the
Earth and the moon, the melting of icebergs, and the accretion of the centrosphere)
are yet to be verified.

To shrink the gap between the two time systems, the concept of Coordinated
Universal Time (UTC) was put forward. The basic timing unit was still seconds in
atomic time, but the concept of leap seconds was brought in. A leap second can
be both positive and negative, and reins the time difference between UTC and UT1
within 0.9 of a second. However, special attention is needed here to distinguish UTC
from UT, as UTC is an atomic clock in nature while UT is a system based on the
Earth’s rotation.

Fig. 1.15 Changes in the Earth’s rotation period between 1973 and 2008
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The International Earth Rotation Service (IERS) oversees the maintenance and
release of leap seconds. Normally, the release date is 30th June or 31st December
every year. If a leap second appears, then the length of the minute containing it is
61 s instead of 60 s. Therefore, in the long run, the UTC curve should resemble the
curve of a step function instead of a smooth one. Thus far, UTC has proven to be a
significant time standard influencing multiple sectors of daily life, as almost every
country in the world uses it as the standard time. It is also an important task for GPS
receivers to convert GPS time to UTC time.

IERS (https://www.iers.org) is an international organization that provides Earth
orientation parameters, having established a celestial agreement and terrestrial refer-
ence system. As well as the leap seconds mentioned earlier in this section, it is also
in charge of the detection and release of the polar motion issue in the ECI system
mentioned earlier, along with related data. IERSwas co-founded by the International
Astronomical Union (IAU) and the General Assembly of the International Union of
Geodesy and Geophysics (IUGG) in 1987, and started functioning the following
year. It currently has branches in the USA, Europe, and Australia.

1.3.4 GPS Time (GPST)

GPS time (GPST) is the time reference for theGPS system. It is a form of atomic time
by nature, and must be understood thoroughly if one is to grasp the principles of the
GPS receiver. The time reference forGPS time comes frommeasuring the frequencies
of a series of atomic clocks, including those installed in ground control stations and
carried by space satellites. The whole-second carry time of GPST synchronizes with
UTCdespite aminor difference of approximately 10 ns.However, unlikeUTC,GPST
is consistent, and is free from the concern of leap seconds. From this we can infer
that there will be jumps in the time difference between GPST and UTC.

The recording of GPS time started at the interlocking of midnight on 5th January
1980 and dawn on 6th January 1980, which was 00:00:00 on 6th January 1980 in
UTC. From then on, the time difference between the two systems has been growing
(its historical record is shown in Table 1.2. By the time this book is published (June,
2016), the difference will already have reached 16 s, with the latest jump second
having occurred on 1st July 2012, after which,

GPST ≈ UTC + 16 (1.44)

An approximate equals sign is used in Eq. (1.44) because, apart from the whole-
second difference between GPST and UTC caused by the accumulation of leap
seconds, there is still a difference of less than 1 μs within each second, whose value
can be computed with UTC time parameters broadcasted by GPS satellites.

https://www.iers.org
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Table 1.2 Historical records of GPST and UTC deviations

Date Julian day GPST−UTC

Jan. 1st 1980 JD 2 444 239.5 0

Jul. 1st 1981 JD 2 444 786.5 1

Jul. 1st 1982 JD 2 445 151.5 2

Jul. 1st 1983 JD 2 445 516.5 3

Jul. 1st 1985 JD 2 446 247.5 4

Jan. 1st 1988 JD 2 447 161.5 5

Jan. 1st 1990 JD 2 447 892.5 6

Jan. 1st 1991 JD 2 448 257.5 7

Jul. 1st 1992 JD 2 448 804.5 8

Jul. 1st 1993 JD 2 449 169.5 9

Jul. 1st 1994 JD 2 449 534.5 10

Jan. 1st 1996 JD 2 450 083.5 11

Jul. 1st 1997 JD 2 450 630.5 12

Jan. 1st 1999 JD 2 451 179.5 13

Jan. 1st 2006 JD 2 453 736.5 14

Jan. 1st 2009 JD 2 454 832.5 15

Jul. 1st 2012 JD 2 456 109.1 16

A new concept, the Julian Day (JD), is presented in Fig. 1.2. It is a type of long-
termday recordingmodel that excludes the recording of years andmonths,measuring
only the number of days since the Greenwich mean noon (UT 12:00) of 1st January
4713 BCE. This model is mainly adopted by astronomers as a singular calendar in
the astronomical field. Unlike today’s concept of a day, which is the time from one
midnight to another, a Julian day starts on noon of one day and ends at noon on the
next day. This is because astronomical observations are mostly carried out at night,
and the Julian day model is more convenient for recording astronomical events. One
Julian period4 is 7980 years. The first year of the recording of Julian days (4713
BCE) is also the first year of the latest Julian period.

4The derived Julian Cycle is related to three factors: the Solar Cycle, Metonic Cycle, and Indiction
Cycle. The Solar Cycle lasts for 28 years, the Metonic Cycle lasts for 19 years, and the Indiction
Cycle lasts for 15 years. The small common multiple of 28, 19, and 15 is 28× 19× 15= 7980. The
Solar Cycle and Metonic Cycle are determined by the orbit of the Sun and the Moon respectively,
while the Indiction Cycle was the period of taxation issued by the ancient Roman Emperor.
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However, Julian days are too lengthy to be used in practical situations. Instead,
the concept of a Modified Julian Day (MJD) was introduced. The last MJD started
on midnight on 17th November 1858, with the corresponding Julian day being
2,400,000.5, so we have

MJD = JD − 2 400 000.5 (1.45)

As for GPST, the corresponding Julian day for its starting point, 00:00:00 on 6th
January 1980, is JD 2,444,244.5.

Meanwhile, the relationship between GPST and TAI is much simpler, as they are
both forms of atomic time and possess continuity and evenness. The time difference
between them is fixed at 19 s, namely

TAI = GPST + 19 s (1.46)

The basic unit for measuring time in GPST is also seconds, but GPST considers
continuous time to be periodic. The period is one week, that is, 7 × 24 × 3600 =
604, 800 s. The count of seconds in GPST is cleared to zero at midnight on Saturday
or at dawn on Sunday every week. Its week count is incremented by 1, and the second
count is re-accumulated until the beginning of the next week. So when referring to
GPST, besides giving the second count in that week, we must also give the number
of weeks of the current GPST. In the GPS navigation message, 10 bites are used to
record the number of weeks, so the recorded number of weeks is the remainder of the
absolute number of weeks of GPST divided by 1024; when the number reaches 1024,
it will overflow and be cleared. Since the beginning of GPST, the number of weeks
has been cleared once, between midnight on 21st August 1999 and early morning on
the 22nd.

The radio navigation signals that are transmitted by each GPS satellite have
a continuous timestamp, which is consistent with the conclusions we obtained in
Sect. 1.1.4. Whenever a user receives the GPS satellite signal, they can get the trans-
mission time of the current signal through a simple calculation. This timestamp is
sent as a GPST and includes the number of GPS weeks and the count of seconds
in the current week. The navigation signals transmitted by all GPS satellites are
strictly synchronized, which is essential for the implementation of GPS positioning.
The synchronization relationship between different GPS signals and BeiDou satellite
signals is also detailed in Sect. 3.4.

1.3.5 BeiDou Time (BDT)

BeiDou Time (BDT) is the time base of the BeiDou satellite navigation system.
Similar to GPST, it is a form of atomic time whose time reference is derived from the
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time measurement of a series of atomic clocks, including observations from ground-
based monitoring stations and atomic clocks carried by BeiDou satellites. Since the
BeiDou satellite navigation system is still in a process of continuous promotion and
deployment, many aspects have yet to be perfected, so the detailed information about
BDT is difficult to find from published literature. Some of the conclusions about BDT
in this book are based on very limited literature, or are even inferred from analogies
with GPST and common sense. Therefore readers must take note that mistakes and
omissions are inevitable.

According to version 1.0 of the BeiDou Interface Control Document (ICD)
published on 27th December 2012, in BDT, time is accumulated as seconds of SI
units, and no leap seconds are involved. So, like GPST, BDT is continuous. The
starting epoch ofBDTwasUTC00:00:00 on 1st January 2006, and the corresponding
Julian day is 2,453,736.

BDT records time the same way as GPST, i.e. by counting the number of weeks
and the number of seconds in a week. The value of the latter is 604,800 s, so starting
from 00:00:00 on 1st January 2006, BDT adds one week to every 604,800 s counted,
and clears the count of seconds in the week. Since BDT is also a continuous time
system, its difference from UTC will inevitably widen. From 1st January 2006 to
2013, there were two adjustments in leap seconds, so as of May 2013, the time
difference between UTC and BDT was already 2 s.

Given that the number of weeks and the count of seconds in a week at the starting
epoch of BDT is

GPST = [1356weeks, 14.000 s]

we can infer that the relation between BDT and GDST is

BDTweek number = GPSTweek number + 1356 (1.47)

BDTweek seconds count = GPSTweek seconds count + 14 (1.48)

The issue of overflow must be considered in the calculation of Eq. (1.48), which
means that when the value (the second count in a week in GPST + 14) exceeds
604,800, we should increase the number of BDT weeks by 1.

As a conclusion of this chapter, Fig. 1.16 indicates the interrelation of several
time systems.
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Fig. 1.16 The interrelation of several time systems
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Chapter 2
Brief Introduction to the GPS
and BeiDou Satellite Navigation Systems

This chapter first gives a brief overview of the GPS system from the macro perspec-
tive, then gives a similar overview of China’s independently planned, designed,
and implemented BeiDou Satellite Navigation System. Emphasis is placed on
the comprehensive description of the satellite constellation, signal system, carrier
frequency band, performance index, and application scope of the GPS and BeiDou
systems from the perspective of top-level design. At the same time, some histor-
ical development events relating to the satellite navigation system are described and
remarked upon. This will provide readers who are new to the field with a preliminary
understanding of the system’s composition as well as the historical evolution of the
field, so as to grasp the characteristics of the existing systemand the direction of future
development. As a major event in satellite navigation in the twenty-first century, the
modernization of the GPS system will be described in detail in this chapter, and the
impact of this event on future GPS receivers will be analyzed. At the same time, the
performance evolution trend of future GNSS receivers will be analyzed in combina-
tionwith the deployment and implementation ofChina’s BeiDouSatelliteNavigation
System.

2.1 The History of the GPS System

The basic principle of GPS positioning is radio navigation, i.e. to navigate and posi-
tion bymeasuring the electrical signal parameters (such as amplitude, frequency, and
carrier phase) of electromagnetic waves during spatial propagation.

On 4th October 1957, the Soviet Union launched the first artificial Earth satellite,
Sputnik-I,whichwas thefirst step in using space satellites to achieve radio navigation.
Sputnik-I was a polished metal sphere with a diameter of 58 cm and a mass of
approximately 83.6 kg. Four transmitting antennae were installed on the exterior to
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broadcast continuous radio wave signals of 20.005 and 40.002 MHz. Its orbit was
elliptical, with an eccentricity of 0.05201, and its semi-major axis was 6955.2 km.
According to the basic properties of the elliptical curve, it can be inferred that the
orbital perigee distance was about 6593 km from the center of the Earth, and the
apogee was about 7317 km from the center of the Earth, considering that the radius
of the Earth is about 6378 km, so Sputnik-I basically travelled between 215 and
939 km from the ground plane. At the same time, Kepler’s law can be used to
calculate an orbital period of 92 min and 12 s and a flight speed of around 8 km/s.

Sputnik-I was not launched for navigation but for atmospheric observations. By
measuring its aerodynamic drag, the atmospheric concentration of the outer atmo-
sphere could be inferred. Information about the ionosphere could be gained through
observations of radio waves, and a series of interesting physical phenomena were
later observed (Fig. 2.1).

A few days after the launch of Sputnik-I, William Guier and George Weiffen-
bach—two physicists at the Applied Physics Laboratory (APL) at Johns Hopkins
University—discovered the Doppler shift phenomenon on Sputnik-I, which was
caused by radio waves.

Weiffenbach was completing his doctoral thesis on microwave spectroscopy, so
they used a 20 MHz receiver to pick up the 20.005 MHz radio wave from Sputnik-I.
The different frequency signal was within the range of sonic frequencies that can be
heard directly by the human ear. They later spent an entire night recording all of the
radio signals as the satellite rose above the ground and then fell below it. When they
analyzed the frequency of the complete radio signal, they discovered a change in the
radio frequency during the whole satellite operation. From that they quickly realized

Fig. 2.1 Sputnik-I: the first
artificial earth satellite
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that the curve can reflect changes in relative motion speed between the satellite and
the receiver. These changes are directly related to the satellite’s flight track and the
geographic location of the receiver. Combined with dual-frequency signal data from
the later Sputnik-II, Guier and Weiffenbach worked out the six orbital parameters
and three system parameters of the satellite operation, including the free electron
concentration of the atmospheric ionosphere.

Dr. Frank McClure, then deputy director of the Applied Physics Laboratory, was
aware of Guier and Weiffenbach’s work. He came up with an inverse proposition
that if the orbital parameters of the satellite are known, can the user’s position be
calculated based on the Doppler shift?

Guier and Weiffenbach quickly completed a theoretical analysis of this proposi-
tion. It showed that it was not only feasible, but also that the positioning accuracy
would bemuch higher than expected, because the unknown quantity is lower than the
positive proposition. The TRANSIT Navigation System was later developed from
their conclusion.

The TRANSIT Navigation System, also known as the Navy Navigation Satel-
lite System (NNSS), was originally designed to solve the positioning problem of
the Polaris Missile—a nuclear-armed submarine-launched ballistic missile. As the
precise location of the nuclear submarine itself could not be determined, the accuracy
of the target position of a missile attack could not be guaranteed. The Polaris nuclear
submarine was an extremely important part of the ternary system of the US strategic
nuclear force, so this was a major strategic problem.

It is worth mentioning that although the TRANSIT Navigation System was
designed to solve a strategic problem for the US military, when the United States
later decrypted navigation equipment and computer programs in 1967, some civilian
marine equipment and ships also began to use the TRANSIT Navigation System for
positioning.

The TRANSIT Navigation System was developed through a series of experi-
mental satellite launches, such as the TRANSIT −1A and −1B, and the subsequent
TRANSIT −5A, −5B, −5E, and −5C. Seven and a half years were spent on devel-
opment, after which the satellites were finalized and put into use. The final TRANSIT
satellite runs on a circular polar orbit with an orbital height of about 1075 km, an
orbital period of about 107 min, and a space flight speed of about 7.3 km/s. As
Fig. 2.2 shows, since the satellite’s orbit passes through the Earth’s polar axis, the
orbital distribution of the constellation resembles a huge birdcage with the Earth
inside it.

The transmission carrier frequency of the TRANSIT satellite was made up of the
150 MHz and the 400 MHz radio navigation signals. They were used to measure
the Doppler count of the received radio signal. The user could only receive a signal
from one TRANSIT satellite at any time, which is completely different from the later
GPS system.Whenever a TRANSIT satellite appears above the horizon, the receiver
begins to obtain navigation signals from the satellite, including six orbital parameters
and orbital disturbances. From these, the user can calculate the satellite’s position
at any time. The 150 and 400 MHz dual-frequency signals are used to eliminate the
effects of ionospheric delay, further improving the accuracy of positioning.
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Fig. 2.2 Distribution of the
constellation orbits of
TRANSIT satellites

Positioning using the TRANSIT Navigation System is carried out as follows:
when the TRANSIT satellite passes over the receiver, the receiver first locks the
radio navigation signal broadcasted by the satellite, then demodulates the satellite’s
ephemeris data and the track disturbance in the navigationmessage. It then calculates
the satellite’s position at any time, and the Doppler count of the satellite at different
orbital positions are calculated at the same time. The Doppler count here includes
information about the user’s position, which can be calculated by the hyperbolic
method in radio navigation. Under the conditions of the era, the process was compli-
cated and involved intensive data processing, requiring a sophisticated computer.
Figure 2.3 is a schematic diagram of the positioning of the TRANSIT receiver by
measuring the Doppler count of satellite signals at different times.

Figure 2.4 shows the Doppler countD(ti, ti +1) of satellite signals that the receiver
obtains from four time records (i= 0…3). T = ti+1 − ti is the time difference between
the two observations. If the technical details are not calculated, D(ti, ti + 1) is

Fig. 2.3 Positioning the
TRANSIT receiver by
Doppler counting
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Fig. 2.4 The general structure of the GPS system
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]
(2.1)

D(ti, ti + 1) indicates the difference in distance from the satellites to the receiver in
ti and ti + 1. Therefore, as long as the Doppler count value is accumulated three times,
the longitude, latitude, and frequency difference of the receiver can be corrected to
achieve positioning. In fact, because the receiver can obtain many Doppler counts
during a satellite’s flight, the receiver processes these redundant observations using
the least-squares method to gain an optimal user position solution. If the reader is
familiar with the GPS carrier phase observation, the D(ti, ti + 1) and GPS carrier
phase measurements are similar.

The positioning principle of the TRANSIT system determines the positioning
accuracy of objects that are stationary or slow moving. For an object moving at high
speed, there will be errors in positioning accuracy This is because the distance vector
between the receiver and the satellite is changing at two observations. This change
has two causes, one of which is generated by the orbital flight of the satellite, and the
other by the user’s motion. The former is composed of satellite ephemeris data. It can
be calculated more accurately, and the latter needs to calculate the position according
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to the user’s motion speed. In this process, the user’s speed error will correspond to
the estimated user position error.

In general, for slow-moving ships, the TRANSIT system can achieve a posi-
tioning accuracy of about 100 m. For stationary carriers, such as offshore oil drilling
platforms, the TRANSIT system can provide a 10 m accuracy through long-term
repeated data processing. Given the technical conditions of the time, this accuracy
index has been quite good. The main problem with the TRANSIT system is that it
cannot be continuously positioned because the satellite at the top of the day must
wait for a period of time before it can receive another satellite signal. The interval
may be several minutes or several hours, depending on the latitude, but the average
waiting time is 90min. Therefore, the TRANSIT system ismore suitable for offshore
ships. Its demand for positioning updates is infrequent, but it is not suitable for appli-
cations requiring frequent or continuous positioning. However, the significance of
the TRANSIT system is to enable the R&D department to gain initial experience in
satellite positioning and to verify the feasibility of positioning by satellite systems,
paving the way for the development of GPS systems.

The TRANSIT system is the first space radio navigation system in the world
that has been able to provide globally accurate positioning of satellites that require
only one precise orbit. It is also worth mentioning that the principle of positioning
of the TRANSIT system through Doppler counting is still applicable to GPS satel-
lites. In fact, when the GPS constellation has not yet achieved full global coverage,
in some areas where GPS constellations are poorly distributed, researchers have
tried to use Doppler counting of GPS satellites by using the positioning principle of
the TRANSIT system. Positioning is performed as described in Ref. [1]. Interested
readers can also achieve positioning today by observing the Doppler count of only
one GPS satellite.

In the 1960s and 1970s, a series of major events took place involving political,
military, and engineering technologies. These events affected the evolution of GPS.
The Cuban missile crisis of 1962 aggravated the US-Soviet nuclear arms race during
the Cold War. The United States decided to establish a ternary system of strategic
nuclear forces in its air, land and sea forces. The US Air Force’s Intercontinental
Ballistic Missile (ICBM) and the US Navy’s submarine-launched ballistic missiles
(SLBM) caused an urgent demand for high-speed, real-time, all-day, global coverage
navigation and positioning systems. These technical requirements far exceeded the
positioning capabilities provided by the TRANSIT system.

The Naval Research Lab developed the Timation satellite in 1967, based on the
TRANSIT system. ‘Timation’ was not an existing word in English, but a new term
created by combining the first three letters of ‘time’ and the last five letters of ‘navi-
gation’, to define a satellite and time system. In fact, the original purpose of the
Timation satellite was to solve a prominent problem in passive ranging positioning
technology, namely high-precision clock synchronization and time keeping issues.
The Timation-I (launched in 1967) and Timation-II (launched in 1969) satellites used
a special quartz crystal as the clock source, but it was not effective. The Timation-
III satellite (launched in 1974) made a breakthrough—using an atomic clock for
time-keeping within the system. A series of experiments performed by the Timation
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satellite verified the feasibility of a high-precision time synchronization system based
on space satellites. This conclusion was one of the most important foundations for
the normal operation of the GPS system.

Compared with the US Navy, the US Air Force (USAF) had greater demands
for high-performance navigation and positioning systems, because the US Navy’s
TRANSIT system was clearly unable to meet the requirements of highly dynamic
aircraft such aswarplanes andmissiles. In the 1960s, theUSAir Force backed a series
of navigation-related research projects, including MOSAIC, Program 57, and 621B.
Someof these plans are still State secrets, and it is difficult to finddetailed descriptions
from publications. However, some scattered conclusions can still be drawn. A plan
thatwas closely related toGPSwas the 621Bprogram,which developed andvalidated
a complex pseudo-random code-based ranging code scheme that is used in today’s
GPS systems.

A similar navigation project that was performed almost simultaneously during the
sameperiodwas theUSArmy’s SECORpositioning satellite system,which consisted
of three known ground stations and a space satellite. The ground stations sent posi-
tioning signals to the location to be determined by the satellite signal transponder.
The positioning signal was used to position the fourth unknown location. From this
perspective, the system was similar to the forwarding satellite positioning system.
The system launched 13 satellites in the 1960s, and undertook a series of experi-
ments. These results and conclusions, together with the Timation system and the
621B project, constitute the basis of the GPS system.

From these developments, we can see the development motivations and goals
of the GPS project, as well as the expected application scenarios. GPS was firstly
designed for military purposes, so it is not surprising that the US Department of
Defense (DoD) led the project.

In 1973, the US Department of Defense approved the overall structure of the GPS
project. Its original name was the Defense Navigation Satellite System (DNSS),
which was later changed to NavSTAR-GPS (an abbreviation of Navigation by Satel-
lite Timing and Ranging—Global Positioning System).1 Later this was is simplified
to ‘GPS’.

The GPS project is jointly managed by the US Air Force, the US Space and
Missile Center (SMC), and the NavSTAR-GPS Joint Project Office (JPO), of which
JPO consists of the Air Force, Navy, Army, Marine Corps, Department of Trans-
portation, and member representatives of the Defense Map Agency. There are also
representatives from NATO and Australia. The JPO plays an important role in the
advancement of the project. It is responsible for the development of the ground-
based monitoring station and area, as well as the updating of space satellites. It also
oversees the development of military receivers and PPS service terminals.

Below are some basic design features of the GPS system.

• 24 h of uninterrupted service;
• Global coverage;

1Or ‘Navigation Signal Timing and Ranging’.
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• 3D positional positioning and speed information; precise timing function;
• Continuous, real-time positioning;
• Unlimited number of users;
• Passive positioning for easy radio silence;
• Limited civil service accuracy; higher military service accuracy.

Although the original purpose of GPSwas military, decision makers soon became
aware of the huge market and business opportunities in the civil field, so added
the possibility of applying for civilian purposes from the start. However, in order
to prevent civilian GPS receivers from being used for military purposes, especially
against the national interests of the United States, the positioning accuracy of civilian
services is determined by a signal format that is lower than the accuracy of military
services. Selective availability, also known as the SA policy, further limits the posi-
tioning accuracy of civil services. After considering military and civilian needs, the
US Department of Defense divides the services provided by GPS into the following
two categories:

• Standard Location Service (SPS): Serving non-authorized users, including
applications for civil, commercial, and academic research;

• Precision Location Service (PPS): Serving authorized users.

The PPS service is controlled by a specially encrypted cryptographic technology
that is only available for DoD authorized users. The majority of civil users can only
use the SPS service, which is affected by the SA policy in the early stage of the
system. As a result, the positioning accuracy has been criticized, as it is only around
100 m. Also, there is a lack of dual-frequency observation to eliminate the influence
of the ionospheric delay. The US government announced the cancellation of SA
interference in May 2000. In 2007, the US Department of Defense announced that
future GPS-III satellites will not have the ability to impose SA interference, which
augurs the permanent abolition of SA policies.

The passive positioning method is designed to ensure radio silence in military
applications. Active positioning requires the end user to communicate with the satel-
lite via the uplink, thus inevitably exposing its existence. From this perspective,
the GPS receiver only passively receives and processes signals from the satellites,
answering the question “where am I?” This is different from the BeiDou-1 system
in China. The BeiDou-1 receiver is an active positioning method, so it not only must
know its own position, but also let others know where it is. The following chapter
will elaborate on the BeiDou system.

The satellite orbits have been selected well. Global satellite orbits are generally
divided into low, medium, and stationary. Low-orbit satellites have orbital altitudes
below 2000 km, and have both advantages and disadvantages for navigation posi-
tioning. The advantages are that the height of the satellite is low, the distance between
it and the user receiver is relatively short, and the path loss of the navigation signal is
relatively small, meaning that a low-power signal transmitter can be used. The satel-
lite is fast, and the spatial constellation distribution changes rapidly. It is therefore
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advantageous for localization algorithms that utilize satellite geometric spatial corre-
lation. However, the shortcomings are also obvious. First, the satellite’s transit time
is short, and the receiver needs to continuously capture new satellites, resulting in a
complex receiver control algorithm. The low orbit leads to an obvious atmospheric
drag effect, and the satellite orbit is disturbed. The number of low orbit satellites
required to achieve global coverage is much larger. One obvious example is a glob-
ally coveredMotorola’s Iridium system, which needs 66 satellites. The geostationary
orbit satellite is a geosynchronous satellite located 36,000 km above the Equator.
Although it only needs a small number of satellites to achieve global coverage, the
higher orbital altitude determines that the spaceborne signal transmitter must apply
more power. Since all satellites are located at the Equator, the positioning accuracy
cannot meet the requirements of users in high latitudes. Readers will understand this
after learning about the geometric precision factor in the GPS positioning algorithm.

Therefore, the GPS system finally selected amedium-orbit satellite with an orbital
altitude of about 20,000 km. The satellite transit time is several hours, depending
on the location. Moreover, the number of global-coverage satellites is moderate, at
twenty-four. At present, in order to improve the system’s performance, the number
of satellites in orbit at any one time can be as high as 30, and the path loss of the
medium-orbit satellite is also within the acceptable range. This does not impose
excessive demands on the power of the spaceborne signal transmitter.

According to Ref. [2], the implementation of GPS projects can be divided into
the following four stages.

1. Pre-research

From 1960 to 1972 there were experiments with various types of satellite posi-
tioning and navigation systems, accumulating experience, and solving a series of
technical engineering problems, including the signal system, carrier selection, time
synchronization, precise orbit determination, and terminal positioning equipment.
The operations of the TRANSIT system, the Timation system, the 621B plan, and
the SECOR system described above all occurred in this stage.

2. Conceptual Verification

This phase, from 1973 to 1979, verified the feasibility of GPS by launching test
satellites. The early Block-I satellite of the GPS system began to be launched in this
stage. However, before the launch of the first Block-I satellite, the United States also
launched two experimental navigation technology satellites (NTS). The navigation
signal used on the satellite NTS-2 was the GPS signal that was later adopted. The
NTS-2 satellite was launched from Vandenberg Air Force Base in June 1977, but
failed after eight months of operation. On the basis of the NTS satellite, 11 Block-I
satellites were subsequently launched. The last Block-I satellite failed in 1995. At
this stage, a large amount of design verification work was also carried out on the
control section and user terminal.
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3. Comprehensive Development and Design

From 1979 to 1985, 11 Block-I satellites were launched, and the provider and
commercial contracts for theBlock-II satelliteswere also determined. The developers
of the user terminal receivers were also initially identified. The terminal prototype
was tested in a large number of terrestrial and marine environments. Twenty-eight
Block-II satellites began development at this stage.

4. Deployment and Practice

This phase began in 1986 and continues to the present day. On 14th February 1989,
the first Block-II satellite was pushed into orbit in space by theDelta-II rocket. Nearly
two and a half years later, in June 1991, a hybrid constellation of Block-I satellites and
Block-II satellites was able to provide global two-dimensional positioning capabili-
ties. In December 1993, the JPO announced that it had achieved three-dimensional
positioning on a global scale. A spatial constellation of all 24 satellites was realized
in April 1994.

It is worth mentioning that in 1991, during the first Gulf War, the GPS system
had not yet achieved global coverage of satellite constellations, but was nevertheless
used in battlefield command, deployment and rescue of combat units, and precision
guidedweapons. It played an important role in the war, and greatly enhancedmilitary
capabilities, showing the huge potential of satellite navigation systems in the field
of warfare. As the US government cancelled the SA interference in 2000, GPS
technology and end products began to enter daily life. Today, GPS applications are
found in vehicle navigation, field rescue, outdoor sports, person tracking, seismic
monitoring, atmospheric monitoring, and location based services.

2.2 The Construction of the GPS System

While seemingly complex, the GPS system can be divided into three parts: the space
segment, the control segment, and the terminal segment, as shown in Fig. 2.4.

1. The Space Segment

The space segment is composed of 24 GPS satellites that are orbiting the Earth. At
the start of the GPS constellation design, to ensure that there were more than four
visible satellites at any time on any position on the Earth, the initial plan was to have
a minimum of 24 satellites. However, the number of on-orbit GPS satellites in the
Space network is always greater than 24, and the current number of ismaintained at 29
~ 31. The US officially refers to the 24 satellites that make up the GPS constellation
as the “core constellation” or “basic constellation”. The deployment of the core
constellation is designed to offer basic positioning within the GPS system on a
global scale. GPS satellites provide better, more reliable positioning results.
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GPS satellites orbit the earth in a nearly circular elliptical orbit. The orbital eccen-
tricity is between 0.002 and 0.01. There are slight differences in the orbital eccen-
tricity of the various satellites. Twenty-four GPS satellites are distributed on six
orbital planes, with a 55° angle between each orbital plane and the Earth’s equatorial
plane. The elevation of the adjacent orbital planes is 60°, with four to six GPS satel-
lites per orbital plane. The spacing between GPS satellites is not evenly distributed.
The long semi-axis of the orbit is around 26,560 km, and it takes the satellite about
11 h and 58 min to travel around the Earth. This is exactly half the length of the
stellar day. Consider the Earth’s rotation period of 24 h; from the perspective of the
ECI coordinate system, the GPS satellite has travelled two rounds when the Earth
completes one rotation, so the same GPS satellite orbits cover the same position
on the Earth at roughly the same time on two consecutive days. Strictly speaking,
observers at the same location on Earth every daywill find that the sameGPS satellite
appears from the horizon four minutes earlier than the previous day, which is due to
the time difference between the Earth’s rotation and the two orbital periods of the
GPS satellite. This also determines that observers at the same location on Earth will
observe almost identical GPS satellite constellation distributions at the same time in
the next two days.

The distribution of theGPS satellite constellation is shown inFig. 2.5a. Figure 2.5b
shows the distribution of GPS satellites on the six orbital planes in December 2007,
where the number on the orbit indicates the satellite’s PRN number. A total of 30
satellites are used for networking on the six orbital planes. Readers should note that
the status of the satellite constellation here is only for a specific period of time; the
information will be adjusted as the satellite is updated and maintained, or when it
fails.

The six orbital planes of the GPS constellation are represented by the letters A,
B, C, D, E, and F. The satellites in the orbit are represented by the numbers 1 ~ 4.

(a) Distribution of GPS satellite constellations (b) Distribution of satellites on the GPS orbital 

plane (December 2017)

Fig. 2.5 Satellite constellation map
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Each GPS satellite can be represented by two characters. One is the track number,
and the other is the satellite number within the orbit. For example, A1, B3, and E4
represent satellite 1 on orbital plane A, satellite 3 on orbital plane B, and satellite
4 on orbital plane E. The satellite number should not be confused with the satellite
PRN number. The former only indicates the slot number in the same orbital plane,
which is not the satellite’s PRN number.

GPS satellites have been through two generations since their inception, namely
Block-I and Block-II. Block-II includes the improved Block-IIA, Block-IIR, Block-
IIR (M), and Block-IIF series.

Block-I launched its first satellite in 1978, and by 1985 it had launched 11 in total.
The initial design life of the Block-I satellite was five years, but the actual operating
life ranged from four to 13.5 years. The satellite with the longest life span was the
third—the GPS I-3 or GPS SVN-3, where SVN-3 was the spacecraft number of the
satellite that was launched in October 1978 and failed in May 1992, after 13.5 years
of operation. The last Block-I satellite in operation as of March 1996 was the GPS
I-10, the 10th Block-I satellite. It was launched in September 1984, and its actual
working time was 11.5 years. The purpose of the Block-I satellite was to verify the
feasibility of the entire system and to identify problems in its workings, providing
valuable engineering information for the development of Block-II satellites. As of
November 1995, all services provided by the Block-I satellites were terminated.

Like the Block-I satellite, the Block-II/IIA satellite was developed by Rockwell
International in the United States. The Block-II series was improved on the basis
of Block-I. One of the design goals was to provide up to 14 days of positioning
service without any communication between the satellite and the control section.
Of course, the quality of service gradually deteriorated over time. This series of
satellites was equipped with a three-axis position stabilizer, which ensured good
positional control. The solar panels on both sides provided 710 W of power. The
satellite was also equipped with a hydrazine propulsion system to provide a certain
orbit correction capability. The clock reference was delivered by two rubidium and
cesium atomic clocks. The Block-II satellite had a mass of 1660 kg, and nine were
launched by the Delta-II rocket between February 1989 and October 1990. It had a
design life of 7.5 years, but the actual working life can be longer. The last Block-II
satellite stopped service in March 2007, and currently there are none in the GPS
constellation.

Compared with the Block-II satellite, the service time of the Block-IIA satel-
lite without communication connection increased to 180 days. The total mass also
increased from 1660 kg to 1816 kg. Nineteen Block-IIA satellites were launched
between November 1990 and November 1997. As of June 2013, there were still
eight Block-IIA satellites operating normally, taking up A3, A5, C2, C6, D4, E5, E5,
and F5 of the GPS satellite’s orbital plane respectively.

The Block-IIR satellite was developed by Lockheed Martin in the United States.
The letter ‘R’ in its name stands for ‘replenishment’. Its main purpose was to replace
the Block-II/IIA satellites that had reached the end of their operational lives. The
Block-IIR satellite did not receive many performance updates. The total mass of the
satellite increased to 2217 kg, the power of the solar panels rose to 800 W, and the
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predicted working life increased to 10 years. From July 1997 to November 2004,
12 Block-IIR satellites were launched. As of June 2013, they were still in normal
operation.

The Block-IIR(M) was also developed by Lockheed Martin in the United States.
The letter ‘M’ in the suffix stands for ‘modernized’. As its name suggests, the series
was developed to fit with the GPS modernization plan. Compared with the previous
series of Block-IIR satellites, the biggest improvements were the increase of the L2C
signal on the L2 carrier, and the addition of newmilitary code signals. The solar panel
power, satellite quality, and predicted working life were the same as those of Block-
IIR. Eight Block-IIR(M) satellites were launched from September 2005 to August
2009. As of June 2013, seven were working normally and one (GPS SVN-49) was
unusable. The Block-IIR and Block-IIR(M) (12 + 8 satellites) together constitute
the body of the current GPS constellation.

TheBlock-IIF satellitewas developed byBoeingCorporation in theUnited States,
with the letter ‘F’ standing for ‘follow-on’. Boeing expects to manufacture a total
of 12 Block-IIF satellites. The first was launched in May 2010. By June 2013, four
had been put into orbit. Compared to the previous Block-II/IIA/IIR/IIR(M) series,
the Block-IIF satellite has a longer predicted working life (12 years). It uses a hybrid
helium atomic clock to provide an extremely accurate clock reference, and has a
third civil signal (L5) that provides more flexible power control for military signals
to effectively counter blockage and interference from hotspots. As of June 2013,
three Block-IIF satellites were working normally, with SVN66 (corresponding to
PRN27) in the testing stage.

Table 2.1 shows the corresponding list of GPS satellites’ PRN numbers, SVN
numbers, and satellite types as of June 2013. The characters in the table indicate
the working status of the satellite, with ‘H’ indicating a healthy state. Among the
32 satellites, there are eight Block-IIA, 12 Block-IIR, eight Block-IIR(M), and four

Table 2.1 List of GPS satellite types, PRN numbers, and SVN numbers (June 2013)

PRN 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

SVN 63 61 33 34 50 36 48 38 39 40 46 58 43 41 55 56

IIA H H H H H H

IIR H H H H H

IIR (M) H H H H

IIF H

PRN 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32

SVN 53 54 59 51 45 47 60 65 62 26 66 44 57 49 52 23

IIA H H

IIR H H H H H H H

IIR (M) H H U H

IIF H H T

Note H—Healthy, T—in Test, U—Unavailable or unstable
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Block-IIF. It is worth noting that the information given in this table comes from the
US Coast Guard’s website (USCG). The information in the table will change over
time. Old satellites will gradually be replaced by new models. PRN numbers will
change due to satellite adjustment, so readers should make adjustments according to
the latest information on the official website when using the table.

The main task of the GPS satellite in the space segment is to broadcast the navi-
gation radio signal with which users on Earth can position themselves. The satellite
itself has a certain degree of fault tolerance and self-detection logic, and keeps the
same time as the ground control station. Satellite maintenance and status monitoring
can be achieved through communication, and the uploading of periodic navigation
messages is part of these maintenance and monitoring tasks. Satellite maintenance
and monitoring operations generally do not interrupt the broadcast of navigation
signals, but Block-IIA satellites generate intermittent interruptions of navigation
signals ranging from six to 24 s when uploading navigation messages. However, this
is rare.

2. The Control Segment

The control segment is a set of global networks that are responsible for tracking
the status of GPS satellites, detecting the quality of satellite signals, and analyzing
their positioning performance to send control commands and data to the satellites.
In physics, this mainly includes:

• a master control station (MCS);
• an alternate master control station (alternate MCS);
• four ground antenna stations;
• a global monitor station network (Monitor Stations).

Themaster control station is located at SchrieverAir ForceBase,Colorado, and the
alternate master control station is located at Vandenberg Air Force Base, California.
The master control station completes the core mission of the GPS control system,
and is equivalent to the nerve center of the entire control segment. The input of
the master control station comes from the navigation message from the monitoring
station network. The spatial position of theGPS satellite is obtained through complex
calculations. The status of the GPS satellite and its running orbit parameters are
monitored, and the abnormal satellites are detected and processed over time. The
navigation message is handed over to the ground antenna station to upload, and
the signal from the on-board atomic clock is monitored to ensure synchronization
between the GPS satellites. For the master control station to complete its task, it has
to be supported by the global monitoring station network.

The communication between the GPS monitoring station and the GPS satellite
is one-way. The navigation messages transmitted by the transit GPS satellites are
tracked, the atmospheric data and the navigation code transmitted by the ranging code
and the carrier observation satellite are obtained, and the information is then sent to
the master control station. The communication link between the monitoring station
and the master control station is the US Defense Satellite Communications System
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(DSCS). Since GPS satellites are medium-orbit satellites with a global trajectory,
the monitoring station must consist of multiple global networks to ensure real-time
tracking of all satellites.

At the start of the operation of the GPS system, there were only six monitoring
stations, all operated by the USAir Force. They were located in Hawaii and Colorado
Springs in the USA, Kwajalein in the South Pacific, and Ascension Island, Diego
Garcia, and Cape Canaveral in the Indian Ocean. Since 2006, 11 monitoring stations
have been deployed in the United States (two in Alaska and Washington DC) under
the responsibility of the National Geospatial-Intelligence Agency (NGA), as well as
in Ecuador (Quito), Australia (Adelaide), the United Kingdom (Hermitage), Bahrain
(Manama), South Korea (Osan), South Africa (Pretoria), New Zealand (Wellington),
Argentina (Buenos Aires), and Tahiti Island (Papeete). When all 17 monitoring
stations are put into operation, any GPS satellite can be tracked by at least three
monitoring stations in real time. This means that the integrity and accuracy of a
satellite’s orbital parameters and ephemeris data can be guaranteed, ensuring optimal
operation for the whole system.

The ground antenna station is responsible for data transmission with GPS satel-
lites. This data transmission is bidirectional, and is realized by S-band signal commu-
nication. The ground antenna station and the master control station also communi-
cate through the defense satellite communication system, sending ephemeris data,
clock correction data, and some control commands from the master control station
to the satellite. There are four ground antenna stations around the world, located in
Kwajalein and the Asuncion Islands in the South Pacific, Diego Garcia in the Indian
Ocean, and Florida.

Figure 2.6 shows the global distribution of the GPS control segment, including
that of the master control station, alternative master control station, monitor station,
and ground antenna.

3. The Terminal Segment

The terminal segment is also known as the user segment, and includes GPS users
from all over the world, covering a wide variety of applications. From national
organizations and government agencies to a company or individual, GPS receivers
can be designed and developed according to individual needs. On this basis, a series
of applications and services can be developed, so in this sense the terminal segment
is the most dynamic and creative part of the GPS system.

Since its inception, the GPS system has been designed to provide global users
with all-weather, continuous real-time, three-dimensional positioning and navigation
services. The work and infrastructure of the space segment and control segment
are built for this purpose. For the end user, positioning navigation and subsequent
applications are realized by the GPS receiver. Therefore, the terminal segment plays
the final and critical role in the GPS system, without which it is meaningless for the
space segment and the control segment to exist.
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Fig. 2.6 Global distribution of GPS control segments

Although the specific implementation of the terminal segment is diverse, the
infrastructure will include GPS receivers, antennae, and associated accessory equip-
ment. From the specific implementation form, it can be divided into the hardware
GPS receiver and software GPS receiver; from the application category, it can be
divided into the navigation receiver and professional surveying receiver. From the
accuracy of the service provided, it can be divided into precise positioning service
receivers (PPS) and standard positioning service receivers (SPS).Although the classi-
fications are different, the basic structure andprinciple ofGPS receivers are almost the
same. The hardware architecture includes antennae, RF front-ends, signal processing
units, microprocessor units, human-machine interfaces, and related ancillary facili-
ties. Modern software receivers may not include all of the above hardware units, but
a large number of signal processing and positioning solution algorithms are imple-
mented by software programming, which is similar in terms of the nature of signal
processing.

Early GPS receivers were introduced in the 1980s. They were designed primarily
to validate GPS concepts and system functions. Being limited to the technology
and manufacturing processes of that time, GPS receivers were very cumbersome
and limited in functionality. Figure 2.7 shows the world’s first human-operable GPS
receiver AN/PSN-8, developed and produced by Rockwell Collins in 1988. The
receiver weighed 17 lb, was battery powered, and consumed a high amount of energy.
At a price of about $40,000, it was limited to device technology, and could only be
designed in a single channel to process multiple satellite signals in a time-sharing
manner. Although the product was designed to be used by individual soldiers in the
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Fig. 2.7 AN/PSN-8—the world’s first manpower-operated GPS receiver

field, it was often used on off-road vehicles or helicopters because of its size and
weight.

After theAN/PSN-8was produced, theUSmilitary initially estimated the demand
to be around 900. However, the total demand in the following four years far exceeded
this figure, reaching 75,000. The subsequently improved version was also used in
the United States for Conventional Air-Launched Cruise Missiles (CALCM) and
Standoff Land Attack Missiles (SLAM). This shows the great potential of the GPS
receiver for military applications.

In 1983, when the Soviet Union shot down a South Korean 007 passenger airliner,
the then President Ronald Reagan announced that the USAwould provide GPS posi-
tioning services to civilian and commercial users around the world to improve navi-
gation accuracy and safety for aircraft. Since then, a large number of commercial
companies have been involved in the development and production of GPS receivers.
Various types of models, different performances, and GPS receivers for different
applications have mushroomed. Along with the continuous improvement of semi-
conductor device technology and advancement of packaging technology, miniatur-
ized, low-power, low-cost GPS chips and complete machines are becoming better
known.

Although modern GPS receivers have different shapes, they mainly contain the
same parts, as shown in Fig. 2.8.

The antenna is the first point at which the receiver obtains the satellite signal, so
its performance directly affects the subsequent performance parameters. Since the
polarization of GPS satellite signals is right-handed circular polarization (RHCP),
under normal conditions the receiver antennae are all right-handed circularly polar-
ized designs.A left-handed circularly polarized antenna is used only in certain special
applications, such aswhen receiving reflected signals. RFbandwidth is also an impor-
tant factor in selecting an antenna. The proper RF bandwidth minimizes noise while
ensuring that the signal is transmittedwithout loss. If the bandwidth is too narrow, the
signal energy is lost. If the bandwidth is toowide, the signal energy can be completely
passed, but at the same time,more noise ismixed into theRF front-end, so too large or
too small a bandwidth is not suitable. In general, for receiver antennae that process
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Fig. 2.8 The main functional unit modules of a modern GPS receiver

L1 C/A code signals, the RF bandwidth should be around 2.046 MHz. For dual-
frequency receiver antennae that process L1 and L2 P(Y) codes, the RF bandwidth
at L1 frequency must be guaranteed to be 2.046 MHz while the RF bandwidth at
the L2 frequency is 20.46 MHz. This dual-frequency GPS antenna is designed to
be more complex and costly. The antenna of the high-precision receiver must also
ensure that accurate RF signals of different frequency bands reach the phase center
of the antenna. Some of them also need to suppress multipath signals, such as choke
coil antennae. A low-noise amplifier can also be designed inside the antenna (LNA).
In addition to ensuring the gain of the antenna, it also helps to reduce the impact
of subsequent RF devices on the total noise figure of the system. Such an antenna
is called an active antenna, and vice versa, a passive antenna. When using an active
antenna, it is important to note that the LNA inside the antenna must be fed in a
suitable way, otherwise it will not work properly. Some special applications require
suppression of radio frequency interference, which is attenuated or suppressed by
special analog or digital signal processing. This type of antenna is called an anti-
jamming antenna, and is used in military applications. In physics, there are various
types of antennae, such as the helical antenna, the microstrip antenna, the patch
antenna, and the back cavity planar spiral antenna. The appropriate physical form
and mounting dimensions must be considered when installing the device.

The function of the RF front-end is to amplify and filter the RF signal received by
the antenna, filter out the out-of-band noise signal, and then mix it with the locally
generated carrier signal to obtain the intermediate frequency (IF) signal. At this time,
further amplification or filtering can be performed. After the signal is amplified to
the appropriate level, it is sent to the ADC for digital sampling and quantization. The
purpose of sampling is for subsequent digital signal processing. Generally speaking,
the RF front-end will output the sampled quantized digital signal, but some RF front-
endswill also output the analog IF signal, and the user can select the appropriateADC
to complete the sampling and quantization. The main parameters of the RF front-
end include RF bandwidth, noise figure, system gain (usually expressed in dB, i.e.
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decibels), RF signal frequency, AD sampling frequency, IF signal center frequency,
quantization bit width, and power consumption.

The signal processing unit and the main processor unit in Fig. 2.8 are combined.
The main reason is that the signal processing unit can be implemented by a
specific dedicated hardware chip, such as in the implementation of most commer-
cial receivers, or a code running on a piece of software, such as a software radio
receiver solution. However, from the perspective of signal processing, the specific
software or hardware implementation does not change the core algorithm principle of
signal processing. It requires complex baseband algorithms and navigation and posi-
tioning algorithms, which are often inseparable from the main processor’s instruc-
tion program, execution, and software scheduling. The signal processing unit and
the main processing unit are at the core of the entire receiver system and the system
overall, so they are closely related to the implementation of performance indicators
and functions.

The signal processing part is responsible for capturing and tracking theGPS signal,
implementing carrier synchronization, bit synchronization, and sub-frame synchro-
nization, and then performing demodulation of the navigation message, extraction of
the observationmeasurement, and further completing satellite ephemeris data collec-
tion and navigation positioning solutions, as well as processing the entire signal.
The process includes intensive mathematical operations and complex software logic
controls. In most cases, a large number of floating-point operations are required, so
the demands for computing and processing power on the main processor are very
high. A large number of operations and complex software processing often mean
an increase in power consumption. It is a good alternative to implement compu-
tationally intensive processing tasks using hardware logic, but this will inevitably
require certain cost and size of the hardware. The use of efficient and sophisticated
baseband algorithms plays a decisive role in reducing system power consumption,
and the size and cost of chips. In applications where product performance and power
consumption must be considered, the final solution is often a compromise between
the two.

After the main processor completes the positioning and navigation solution, the
location informationmust be transmitted to the user through a certain interfacemode,
or displayed through a device such as an LCD or an LED.Modern receivers can send
positioning results through RS232, RS485, USB, network card interface, SPI, IIC,
CAN bus, and other physical interfaces. Some receivers also have real-time data
storage function. The positioning results are placed in non-volatile storage media,
such as a flash memory card, USB stick, or portable hard drive, for later analysis and
processing.

The power supply unit is the power source for the whole system operation, and
it also ensures the normal operation of the system. The power supply can be imple-
mented by built-in, external, or battery-powered sources. It can be divided into linear
voltage regulation and switching mode. The requirements for the power supply vary
depending on the application. For example, a portable device must be powered by
a battery, and a battery charge and discharge management circuit must be provided
accordingly. When used outdoors, the power consumption of the system directly
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affects the length of battery life, so low-power design and complex power manage-
ment circuits must be considered for this application. The power performance param-
eters of the receiver mainly include power supply voltage, current capacity, ripple
parameters, and conversion efficiency.

Auxiliary equipment mainly includes cables, such as RF signal cables, data inter-
face cables, and power cables. Somedevices also require display devices, and systems
that provide data-assisted (A-GPS) and differential GPS (D-GPS) functions, as well
as a wireless link device, such as a digital radio or GPRS/CDMA/3G modem.

2.3 The GPS Modernization Plan

After more than 20 years of operation, problems began to arise in the GPS system.
Due to the advancement of new technologies and the development of devices, the
system functions and hardware and software facilities of the original system were
unable to meet the needs and application environment of the new era. Calls were
for updates and improvements to the system, and in 2000, US Congress officially
approved the GPS modernization plan.

GPS modernization, initially dominated by the US government and the military,
involved the modernization of the space segment and the control segment. However,
updates to the terminal segment inevitable followed due to the progress of space
satellites and the activation of new navigation signals. However, unlike the space
segment and the control segment, the modernization of the terminal segment was
spontaneously promoted by civil society, commercial companies, and academia.

The modernization of the space segment included the development and deploy-
ment of next-generation GPS satellites, namely the Block-III series, which added
new civilian signals L2C, L5, and L1C together with M-code (a new military signal)
based on the existing L1 C/A and L2 P(Y) signals.

The L2C and L5 signals were proposed for three main reasons:

1. Accurate correction of the ionospheric group delay required two signals of
different frequencies.

2. The demand for the availability of positioning signals continued to rise, espe-
cially in safety-related applications, while the original signals experienced
deficiency in this domain.

3. The requirements for the accuracy and rapidity of positioning results also placed
higher demands on GPS signals.

As a first step in GPS modernization, the US government abolished the SA policy
in May 2000, which resulted in a positioning accuracy of 10 m for civil single-
frequency receivers—an order of magnitude higher than the accuracy before the SA
policy was abolished. The initial purpose of the SA policy was to artificially reduce
the positioning accuracy of unauthorized users, or to control that of the unauthorized
GPS applications. However, upon realizing that the policy had an adverse effect on
the promotion of GPS in the civilian market, and that non-authorized users could
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Fig. 2.9 Comparison of GPS positioning errors before and after the abolition of the SA policy

offset the impact of SA on positioning accuracy at a small cost using differential
GPS technology, the US government ultimately decided to abolish SA policy.

Figure 2.9 shows the GPS positioning error recorded at the time before and after
the abolition of SA. The unit of the ordinate is meters, and that of the abscissa is
time. The light gray curve in the figure indicates the positioning error in the vertical
direction, and the dark gray curve indicates that in the horizontal direction. The data
was recorded by Rob Conley using a Trimble SV6 receiver at a GPS support center
in Colorado Springs, USA. The time of recording was around 04:05:00 on 2nd May
2000 in UTC time, when the SA policy lost its validity. The figure clearly shows that
the horizontal and the vertical position error had been significantly reduced since
the abolition. Further statistical analysis of the data shows that the positioning error
before the abolition was within a circle with a radius of 45.0 m (95% probability),
yet it shrank to 6.5 m (95% probability) after the abolition.

In 2008, Lockheed Martin won a contract for the modernization of the GPS space
segment. It was responsible for the development, testing, and deployment of the
Block-III satellite, and planned to launch the first and second Block-III satellites in
2014 and 2015 [3]. The Raytheon Company won the contract for the modernization
of the control segment in February 2010. The future control segment is called the
Next Generation GPS Operational Control System, referred to as OCX.

As the modernization of the GPS space segment continues, in the foreseeable
future the space constellationwill includeBlock-IIA,Block-IIR,Block-IIRM,Block-
IIF and Block-III satellites. Figure 2.10 is a schematic diagram of the navigation
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Fig. 2.10 Types of navigation signals emitted after the modernization of the GPS space segment

signals transmitted by various types of satellites in the space segment after GPS
modernization.

Lockheed Martin is the contract supplier for the future Block-III satellite.
According to its plan, in the future GPS-III satellites will be divided into three types:
IIIA, IIIB, and IIIC, manufactured on its A2100S platform. The A2100S platform is
a highly reliable mainstream satellite platform developed by LM, and the first A2100
satellite has been running stably for more than 13 years. The satellite platform adopts
a box-board structure and modular design to support multiple communication loads,
and can adapt to various launching platforms. TheBlock-IIIA satellite is scheduled to
launch in 2014. In addition to raising the number of L1C signals, it also increases the
signal strength received by users on the Earth’s surface, and leaves room for compat-
ibility with subsequent IIIB and IIIC. A “hot-spot” function aiming for local signal
enhancement will be added to Block-IIIC satellites. With the help of spot beams,
it will improve the signal intensity in hot-spot regions on the Earth to enhance the
anti-interference ability of GPS receivers in the region.

As described in Sect. 2.2, satellites included in the existingGPS space segment are
Block-IIA, Block-IIR, Block-IIR-M, and Block-IIF, where Block-IIA and Block-IIR
transmit L1 C/A signals and L1 P(Y), L2 P(Y) signals, yet only the L1 C/A signal is
for civil use. A newmilitary code signal and L2C signal is included in the navigation
signals transmitted by Block-IIR-M, of which the L2C signal is the second civilian
signal. The third civilian signal (L5) is transmitted by Block-IIF. In the future, the
fourth civilian signal (L1C) is expected to be added to Block-IIIA, but the activation
of this signal will depend on the implementation of the OCX [4]. Figure 2.10 shows
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the types of navigation signals that will be transmitted by various types of GPS
satellites in the future.

1. The L2C signal

The carrier frequency of the L2C signal is L2 (1227.6 MHz), which, together with
the original L1 frequency C/A signal, constitutes a dual-frequency navigation signal
for both business and civilian use. The direct advantage of this type of signal is that
ionospheric delays can be eliminated for civilian users through integrating data from
dual-frequency observation, thereby improving the positioning accuracy. The iono-
spheric delay is the delay occurring when the radio navigation signal passes through
a dispersion medium such as the ionosphere. The delay is inversely proportional to
the square of the carrier frequency, so the impact of the ionosphere can be completely
eliminated by integrating observations of the L1 and L2 frequencies. Prior to this,
civil receivers could only correct the ionospheric delay using a general model, such
as the Klobuchar model in Appendix E, or applying differential corrections obtained
from the data link. Therefore, the ionospheric error is a major factor affecting single-
frequency GPS receivers with an independent positioning function, which was also
a serious problem for the civilian market of GPS receivers before modernization.

There are two pseudo-random codes for the L2C signal—the CM code and the
CL code. 10,230 chips form one code period of the CM code, and 767,250 chips of
the CL code. The chip rate of the CM code and the CL code are both 511,500 bps,
for which the CM code repeats one period every 20 ms while the CL code repeats
one period every 1500 ms. The CM code and the CL code modulate the carrier in a
time division multiplexed manner, so the bit rate of the final combined pseudo-code
is 1.023 Mbps.

The L2C signal is still modulated in BPSK, and the bit rate of its navigation
telegram is 25 bps. Modulate the telegram into CM code in the form of 1/2 forward
error correction (FEC) code, and its final information bit rate will be 50 bps. To
distinguish it from the original navigation telegram, the L2C navigation message is
called CNAV, in which the letter ‘C’ indicates the civil signal. The format of the
CNAV message is still a 300-bit sub-frame. However, since the CNAV message is
more streamlined and efficient, it takes less time for a L2C receiver to collect all
ephemeris data and realize first positioning than the L1 C/A receiver.

Unlike the CM code, the CL code does not modulate the message bits, for obvious
reasons: the CM code is used to achieve fast capture of the signal, and the coherent
integration is longer necessary for the CL code because there is no data bit jumping,
making the acquisition of weak signals easier. Besides, in terms of signal tracking,
since there is no data bit hopping, the carrier tracking loop can be a pure phase-
locked loop instead of a Costas loop, and the performance of carrier tracking can be
improved by 6 dB. This is why the CL code has better performance in signal tracking.

For more on the L2C signal format and CNAV, see Ref. [5].
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2. The L5 signal

Before the plan for GPS modernization was put forward, the satellite navigation
community agreed that the civilian market was in urgent need of a civil navigation
signal with another frequency point other than the L1 frequency. That signal had to
meet the following three conditions:

(a) The impact of ionospheric delay can be eliminated through dual-frequency
observation.

(b) It has enough robustness to serve in safety sectors such as aerospace and aircraft
navigation.

(c) It performs better in signal acquisition and tracking, and has better positioning
accuracy.

At first, the Federal Aviation Administration (FAA) opposed the idea of using the
L2C signal as the second civilian navigation signal, mainly because its frequency
was not within the band allowed by the Aviation Radio Navigation Service (ARNS).
The ARNS band is the aeronautical radio navigation band allocated by the ITU for
safety services, and it must not be occupied by any other types of services.

Figure 2.11 shows the frequency range of ARNS and RNSS specified by the ITU
(International Telecommunication Union). The figure shows that the ARNS band is
divided into two segments. The first half is 1559~ 1610MHz, including the frequency
of L1 signals transmitted by GPS and GLONASS and the frequency of B1 signals
transmitted by China’s BeiDou satellites. The second half of the ARNS is 1151 ~
1214 MHz. It should be noted that the frequency of the L2C signal (1227.6 MHz)
is not within the ARNS frequency range. Instead, it falls in the wireless positioning

Fig. 2.11 The RNSS and ARNS frequency range stipulated by the ITU
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service frequency band, which may be affected by electromagnetic waves emitted
by high-power ground radar. This means that signal interference may occur, which
may even lead to positioning failure when severe.

Later, after careful investigationswith concerned parties, theUnitedStatesDepart-
ment of Defense and the Department of Transportation (DOT) decided to add a new
civil navigation signal with a frequency of 1176.45 MHz while retaining the L2C
signal. The frequency falls within the ARNS band and accords with requirements of
the US Federal Aviation Administration (FAA). The signal, of which the frequency
is named L5, is the third civil navigation signal.

Block-IIF and subsequent models of GPS satellites transmit L5 signals. The L5
signal is divided into a data channel and a pilot channel, which are respectively
modulated on the in-phase and quadrature carriers through BPSK (10). The pseudo-
code rate is 10.23 Mbps, the pseudo-code period is 1 ms, and the whole period
includes 10,230 chips. The navigation message rate is 50 bps, which produces a
100-bps bit stream, later modulated into the data channel, in 1/2 FEC encoding. The
pilot channel has no modulated data bits, which means that it allows longer coherent
integration and can provide more accurate phase tracking results and carrier phase
measurements. Besides, the integration of measurements of L1, L2C, and L5 signals
offers a greater range of combinations of wide lanes and narrow lanes, which is more
conducive to the rapid solution of carrier phase ambiguity.

The chip length of the L5 signal is only 1/10 of that of the L1 C/A signal, which,
together with the chip length of P(Y) code, is the shortest chip length of any civil
navigation signal so far. It is common knowledge that the shorter the chip length,
the higher the accuracy of the theoretical positioning accuracy, due to the higher
measurement accuracy of the pseudo-range observation. Therefore, the L5 signal
can provide higher theoretical positioning accuracy than the current L1 C/A code
signal. At the same time, in the multipath environment, shorter pseudo-code chips
contribute to better multipath suppression performance. Longer pseudo-code periods
can also elevate the spread-spectrum gain as well as better autocorrelation and cross-
correlation properties, allowing for more accurate acquisition of weaker signals from
occluded satellites without being interfered by cross-correlation peaks of stronger
signals from other satellites. All of these advantages make the L5 signal the most
likely to be widely used in safety applications in the future.

More on the L5 signal format and CNAV modulated on it can be found in Ref.
[6].

3. The L1C signal

The L1C signal has been proposed to facilitate compatibility and interoperability
between GPS and other satellite navigation systems in the world. It is expected that
the L1C signal will start to be transmitted by Block-III in 2015. By 2026, there will
be 24 satellites transmitting L1C signal in Space.

The frequency of the L1C signal is 1 575.42 MHz, which is the same as the
frequency of the existing L1C/A signal. As seen in Fig. 2.11, the L1C signal also
falls in the ARNS band. In order not to overly disturb the existing L1C/A signal
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spectrum, the MBOC modulation mode is adopted for the L1C signal. The carrier
component is also comprised of two parts: the in-phase component and the quadrature
component. The first is used as an exclusive channel for pilot frequency, while the
modulation of navigation messages is completed by the latter, which is used as the
information channel. The BOC (1, 1) mode is adopted for the pilot channel, and
the BOC (6, 1) mode for the information channel. The pseudo-code rate of the L1C
signal is 1.023 MHz, and its pseudo-code period is 10,230 chips. Its cycle length is
10 ms.

In the future, there will be more than four civil navigation signals on the L1
frequency, including L1 C/A for GPS, L1C, the E1 signal of the European Galileo
system, and the B1-C signal of China’s BDS. This means that L1 frequency GNSS
receivers in the future will receive and process navigation signals from multiple
systems using only one RF front-end device. Therefore, maintaining compatibility
and interoperability among multiple systems will be an important task for these
receivers.

In addition to the new civil navigation signals introduced above, a new military
code signal (the M-Code) will also be transmitted by the Block-III satellites. An
innovative spot beam antenna will be adopted for the military code signal. It can
change the beam of the transmitting antenna that is sent to specific regional hotspots
when necessary, so as to achieve local signal enhancement. Its maximum gain can
reach 20 dB, which means that the signal power of the M-Code received by users on
the surface of the Earth is no longer fixed. This technology is called ‘combat zone
signal enhancement’. TheM-Code is designed to be autonomously positioned. Here,
‘autonomous’ means that the receiver only needs to process the M-Code signal to
achieve positioning, unlike the P(Y) code, which requires the receiver to acquire and
track the C/A code before realizing its positioning. The advantage is that theM-Code
can be successfully located even when the C/A code signal is turned off or suffering
severe interference. Since this book focuses on the development of civilian signals,
the M-Code will not be detailed any further.

Figure 2.12 is a schematic diagram of the civil navigation signal provided by
the space segment after GPS modernization. Once the modernization is completed,
there will be more navigation signals available for civil users, and the design and
implementation of the receiver will be diversified. There will be more products for
different markets and applications, and one or more combinations of navigation
signals will be designed for different products to achieve specific performances. All
of this was unimaginable before GPS modernization.

2.4 An Overview of BDS

Satellite navigation systems have great national strategic significance and can
generate enormous domestic and international economic interests. This means that
all major industrialized countries around the globe are all implementing or planning
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Fig. 2.12 Civil navigation signals transmitted by various types of GPS satellites after GPS
modernization

to implement their own versions. As one of theworld’smost influential political,mili-
tary, and economic powers, China is no exception. BDS (officially named BeiDou
Navigation Satellite System) is a self-developed and independently operated global
satellite navigation system currently under implementation in China. It is known
internationally as BeiDou or Compass. BDS is one of the world’s four major GNSS
systems, together with America’s GPS, Russia’s GLONASS, and the EU’s Galileo.
The logo of BDS is shown in Fig. 2.13.

According to Ref. [7], the development of BDS has been carried out in the
following three steps.

Fig. 2.13 The BDS logo
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Fig. 2.14 Positioning principle of BDS-1

1. The construction of the experimental BeiDou navigation system;
2. The provision of regional service;
3. The provision of global service.

The experimental BeiDou navigation system constructed in the first step was
called ‘BDS-1’, and the system constructed in the second and third steps was the
‘BDS-2’. At the time of publication, the second step has been completed, and the
third step is under progressive implementation.

China began the construction of the experimental BeiDou navigation system in
1994. On 31st October and 21st December 2000, it launched two BeiDou satel-
lites. On 25th May 2003, the third BeiDou satellite was sent into Space, forming
a constellation consisting of two geostationary satellites (located at 80° and 140°
east longitude respectively) and an on-orbit backup satellite (located at 110.50° east
longitude). On the ground, there is a central control system, a calibration system,
and various user terminals, which together form BDS-1.

BDS-1 adopts the active positioning method with a three-ball intersection as its
basic principle. In Fig. 2.14a, the three spheres are centered on satellite 1, satellite
2 and the Earth’s center of mass. First, the ground control center sends an inquiry
signal to users in the service area through two satellites in the geostationary orbit.
The user will respond to one of the satellites if there is a request for the positioning
service. At the same time, the user will also send a response signal to the other
satellite. Then, the two response signals will be sent to the ground control station via
the satellite transponder, and the ground control station will calculate the distance
between the two satellites based on the two observations. It will then obtain the
elevation according to the digital map database or the user’s own altimeter. Thereby,
three equations related to the user’s position are generated, from which the user’s
latitude and longitude can be calculated. Figure 2.14b is a schematic diagram of the
positioning principle and information flow of BDS-1.

The implementation of BDS-1 solved amajor problem in China’s satellite naviga-
tion system. In the 1990s, whenChina’s domestic capital reserveswere limited and its
technology was underdeveloped, the inception of BeiDou was a major achievement
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for the satellite navigation industry. It made China the third country in the world to
establish a satellite navigation system after the United States and the Soviet Union.

Since the BDS-1 user terminal needs to establish a two-way communication with
the satellites, BDS-1 can not only conduct conventional positioning but can also
deliver short messages. That is, the user terminal can perform two-way message
communication through the satellite relay and the ground control center. A message
with nomore than 120Chinese characters can be transmitted each time, which allows
the user and others to know their location without turning to additional communi-
cation links—a unique function that is not yet available in the GPS and GLONASS
systems. It is also this function that allowed BDS-1 to play an important role in the
relief work after the Wenchuan Earthquake in 2008 [8].

1. Deficiencies of BDS-1

BDS-1 has been widely applied in China and its surrounding areas since its comple-
tion. It has also played an important role in mapping, telecommunication, water
conservancy, transportation, fisheries, exploration, forest fire prevention, earthquake
relief, and national security. However, it has also shown deficiencies, which are listed
below.

(1) BDS-1 is not a global satellite navigation and positioning system

Since there are only two geostationary orbit satellites in the BDS-1 space constel-
lation, global signal coverage cannot be achieved. What’s more, the positioning of
BDS-1 relies on the elevation database, which means that it is impossible to realize
positioning in areas where elevation information is unattainable. Besides, BDS-1 can
only effectively cover the area between 5° ~ 55° north latitude and 70° ~ 140° east
longitude.

(2) BDS-1 is not suitable for high-dynamic users

According to the positioning principle of BDS-1, the BeiDou systemmust go through
the process of inquiry-response-calculation-results return before the positioning
result is obtained. The whole process takes about 1 s, so the real-time performance of
BDS-1 is poor. This means that it is difficult to apply in high-dynamic applications
such as aircraft navigation and precision weapon guidance.

(3) BDS-1 offers inadequate concealment of the user’s position

This is caused by the positioning mechanism. When the user requires positioning,
the receiver must send information to the control center. Therefore, radio silence
will be compromised in this active positioning mode, which is disadvantageous in
the military field.

(4) The population of BDS-1 users is limited

BDS-1 is an active positioning system with two-way ranging, so the number of users
depends on the maximum data communication bandwidth of the satellite link. It
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is also related to the maximum rate of channel blocking, interrogation, and user
response. On the contrary, in the passive positioning mode that is adopted in GPS
and GLONASS, the navigation signal is broadcasted, and the user only needs to
passively receive and process it. Therefore, the user population of the two systems
is unlimited.

(5) The user terminal receiver is expensive,making it less competitive in themarket

The upward communication link in BDS-1 requires a transmitter to be equipped in
every terminal receiver, so they are not able to compete with GPS receivers in terms
of size, weight, power consumption, and price. For this reason, it comes off worse
in the market.

2. BDS-2

BDS-2 is designed to build a navigation system that is independent, open, inclusive,
technologically advanced, stable, reliable, and globally covered. It can provide all-
weather, all-day positioning, navigation, and time services with high precision and
high reliability. It can also deliver short messages.

According to Ref. [9], in the future BDS will cover the space segment, the
control segment, and the user terminal segment, similar to other GNSS systems.
The space segment contains 35 satellites, including five geostationary orbit (GEO)
satellites, three inclined geosynchronous orbit (IGSO) satellites, and 27 medium
earth orbit (MEO) satellites. The orbital information of five GEO satellites at 58.75°
east longitude, 80° east longitude, 110.5° east longitude, 140° east longitude, 160°
east longitude, IGSO, and MEO are shown in Table 2.2.

The future distribution of the BeiDou satellite constellations is shown in Fig. 2.15.
The large circular orbit parallel to the Earth’s equatorial plane is the orbit of five GEO
satellites, and the three large circular orbits at oblique angles to the equatorial plane
are the orbits of the IGSOsatellite,while the 27MEOsatellitesmoveon the remaining
three smaller elliptical orbits.

BDS will have basic functions such as passive positioning, speed measurement,
and timing. The positioning accuracy is 10 m (confidence 95%), the speed measure-
ment accuracy is 0.2 m/s, and the timing accuracy is 20 ns. Ref. [9] lists the signal
bands for the following three BeiDou satellites.

• B1:1 559.052 ~ 1 591.788 MHz;
• B2:1 166.22 ~ 1 217.37 MHz;

Table 2.2 IGSO and MEO
satellite orbit information for
BDS

Relative information MEO IGSO

Number of satellites 27 3

Number of orbits 3 3

Orbital altitude About 21,500 km About 36,000 km

Orbital inclination 55° 55°
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Fig. 2.15 Spatial
constellation distribution of
future BDS

• B3:1 250.618 ~ 1 286.423 MHz.

The basic parameters of the BeiDou navigation signal are shown in Table 2.3.
The B1 frequency in the BeiDou navigation signal is the same as the L1 frequency

of GPS. In the future, it can be interoperated more successfully with navigation
signals of GPS L1 C/A L1C, Galileo E1, and other systems such as GLONASS. The
B2 frequency falls within the ARNS band, so it can be applied more effectively to
the safety field. The B3 frequency is authorized, and is not available to unlicensed
users such as the mass commercial market. Table 2.2 shows that in the future, all
open service (OS)BeiDounavigation signalswill have information channels andpilot

Table 2.3 Basic parameters of the BeiDou navigation signal

Signal
component

Carrier
frequency
(MHz)

Pseudo-code
rate (cps)

Data rate
(bps/sps)

Modulation
method

Service type

B1-CD 1575.42 1.023 50/100 MBOC (6, 1,
1/11)

OS

B1-CP No

B1D 2.046 50/100 BOC (14, 2) AS

B1P No

B2aD 1191.795 10.23 25/50 AltBOC (15,
10)

OS

B2aP No

B2bD 50/100

B2bP No

B3 1268.52 10.23 500 QPSK (10) AS

B3-AD 2.5575 50/100 BOC (15, 2.5) AS

Note AS—Authorized service; OS—Open service
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channels, which will help to improve the signal acquisition and tracking performance
of future BeiDou receivers.

Similar to GPS, the ground control section is also included in the construction of
BDS-2. It is composed of a main control station, a time synchronization/injection
station, and a monitoring station, and is responsible for the operation control of
system navigation. The main control station is the operation control center of BDS.
Its main tasks include:

• Collection of navigation signal monitoring data transmitted by each time synchro-
nization/injection station and monitoring station, data processing, and generation
of satellite navigation messages;

• Task planning and scheduling, as well as system operation management and
control;

• Comparison of satellite time and ground time, delivery of navigation message
parameters to the satellite;

• Monitoring of satellite payload and analysis of abnormal situations.

The time synchronization/injection station is responsible for measuring satellite
time synchronization and transmitting navigationmessage parameters to the satellite.
The monitoring station continuously observes the satellite navigation signals and
provides real-time observation data for the main control stations. The function and
architecture of the ground control segment of the BeiDou system are very similar to
those of GPS. Readers can use relevant knowledge of the GPS ground control section
for reference.

On27thDecember 2012, theChinese government released theBeiDouNavigation
Satellite System Signal In Space Interface Control Document (Version 1.0), marking
the completion of the regional service system of the BDS-2. From then on, the BDS-2
provided navigation andpositioning services toChina and its surrounding regions and
countries. The space constellation of the BDS-2 consists of 14 satellites, including
five GEO satellites, five IGSO satellites, and four MEO satellites. The orbital height
of the GEO satellite is 35,786 km, which is fixed at 58.75°, 80°, 110.5°, 140°, and
160° east longitude. The orbital height of the IGSO satellites is 35,786 km, and the
orbital inclination is 55°. They are distributed in three orbital planes. The elevation
point of the orbital plane is 120° away from the right ascension; the orbital height of
the MEO satellite is 21,528 km, the orbital inclination is 55°, and the satellite period
is 12 h, 55 min, 23 s, which is slightly longer than the GPS satellite’s operating
cycle. Four MEO satellites are located within two orbital planes. Table 2.4 shows the
transmission record of the BeiDou navigation satellite.

It is worth mentioning that the 12th, 13th, 14th, and 15th BDS-2 satellites were
all successfully launched though the “Two Satellites in One Rocket” approach, using
the LM-3B carrier rocket. It was the first time that China used this method to launch
medium and high-orbit satellites. According to Ref. [10], the “Two Satellites in One
Rocket” and “Multiple Satellites in One Rocket” approaches will continue to be
adopted in the launch of MEO satellites, while the GEO and IGSO satellites will be
launched individually.
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Table 2.4 Transmission
record of the BeiDou
navigation satellites

Satellite type Launch date Carrier rocket Orbit

BDS-1-1 2000.10.31 CZ-3A GEO

BDS-1-2 2000.12.21 CZ-3A GEO

BDS-1-3 2003.05.25 CZ-3A GEO

BDS-1-4 2007.02.03 CZ-3A GEO

BDS-2-1 2007.04.14 CZ-3A MEO

BDS-2-2 2009.04.15 CZ-3C GEO

BDS-2-3 2010.01.17 CZ-3C GEO

BDS-2-4 2010.06.02 CZ-3C GEO

BDS-2-5 2010.08.01 CZ-3A IGSO

BDS-2-6 2010.11.01 CZ-3C GEO

BDS-2-7 2010.12.18 CZ-3A IGSO

BDS-2-8 2011.04.10 CZ-3A IGSO

BDS-2-9 2011.07.27 CZ-3A IGSO

BDS-2-10 2011.12.02 CZ-3A IGSO

BDS-2-11 2012.02.25 CZ-3C GEO

BDS-2-12, 2-13 2012.04.30 CZ-3B MEO

BDS-2-14, 2-15 2012.09.19 CZ-3B MEO

BDS-2-16 2012.10.25 CZ-3C GEO

Up until now, 16 BDS-2 satellites have been launched in total. Two are exper-
imental satellites, and the other 14 in-orbit satellites provide positioning services.
For BDS-2 to achieve global coverage by 2020, 24 more MEO satellites still need
to be launched. According to BeiDou News [10], major changes will be applied to
subsequentMEO satellites. At present, the fourMEO satellites in the regional BDS-2
system not only provide conventional navigation and positioning services, but also
undertake an important task, which is to test and verify the subsequentMEO satellites
in terms of orbit, launch,measurement and control, and large-system interface.Major
changes will be made to later MEO satellites in terms of platform and load, which
include increasing the predicted lifetime of the satellites, improving autonomous
survivability, designing new structural configurations to accommodate the “Mul-
tiple Satellites in One Rocket” approach, and providing space time benchmarks with
higher accuracy.

The service diagram of the regional BDS-2 system is shown in Fig. 2.16. It covers
most areas between 55° south latitude and 55° north latitude, 70° east longitude and
150° east longitude, as shown in the wire frame in the figure.

The smooth implementation of the regional BDS-2 service system marks a major
step for China in becoming a nation with advanced satellite navigation technology.
It also lays a solid foundation for the smooth progress of the third step of the BeiDou
project. However, there are still some important tasks to accomplish.
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Fig. 2.16 Coverage of the regional BDS-2 service

(a) Ensuring the solid and stable operation of the regional BDS-2 service system

Existing BeiDou satellites must be monitored and evaluated to ensure the safe, stable
and reliable operation of the satellite system. In order to further improve the reliability
of theBeiDou constellation, several backup satellites are needed to ensure that service
quality in the relevant area will not degrade or be affected when an inactive satellite
appears.

(b) Preparing for a global BDS-2 system

The signal system for global BDS in the future will be different from the current one.
Therefore, it is necessary to evaluate and test the new signal system through practical
engineering. At the same time, existing satellitesmust bemodified to increase service
life and self-sustaining ability.

(c) Production and launch of satellites in the global BDS-2 system

The intensive launch period for BDS-2 satellites has not yet begun, but reasonable
plans still need to be made for the production and launch of satellites.

(d) Key technology and marketing of the BeiDou navigation receiver

WhileBDS is achieving global coverage, theChinese government needs to learn from
the lesson of the Russian GLONASS system. The rapid deployment of GLONASS
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in the 1990s aroused great interest and expectation among international users at
that time, as the system’s positioning accuracy was even more accurate than the
GPS civilian positioning with the SA policy. However, with the degrading of its
economy, Russia lacked the financial resources to support continuous updates and
improvements to the GLONASS space constellation. As a result, the number of
available satellites declined, resulting in the continuous decline of service quality,
and a loss of trust in GLONASS from users and receiver manufacturers. This lack of
confidencemade reconstruction difficult. Therefore, strong policy support and capital
investment from the Chinese government is required for BDS before a virtuous cycle
of “government input—market application—financial return” is formed.

The Chinese government’s approach to implementing BDS is thorough and
intense, and the construction of its terminal segment needs similar attention.
Domestic and international satellite navigation receiver manufacturers have already
launched navigation chips or receivers based onBDS. Since the service of theBeiDou
navigation system is oriented towards global users, the competition that BDS receiver
equipment faces in the market will also be global. This is both an opportunity and a
challenge. On the one hand, domestic BDS users can choose products from global
GNSS receiver suppliers; on the other hand, BDS receiver manufacturers in China
can also sell their products on the global market.

This book focuses on the navigation signals of the regional BDS-2 service system.
If not specifically explained, the term “BeiDou” refers to the regional service system
of BDS-2.

References

1. Jiang Z (1994) Research on GPS doppler positioning method. China Navig 2
2. Navstar GPS User Equipment—Introduction, Public Release Version, NAVASTAR-GPS JPO

USAF, September 1996
3. Lockheed Martin Press Release. US Air Force Awards Lockheed Martin GPS III Flight

Operations Contract, 2008-05-31
4. Shaw M (2011) GPS modernization: on the road to the future, GPS IIR/IIR-M and GPS III.

UN/UAE/US Workshop on GNSS Applications, Dubai, UAE, January 16, 2011
5. Navstar GPS Space Segment/Navigation User Interfaces, IS-GPS-200G, September 5, 2012
6. Navstar GPS Space Segment/User Segment L5 Interfaces. IS-GPS-705A, June 8, 2010
7. China Satellite Navigation System Management Office. Beidou Satellite Navigation System

Development Report V2.2, December 2013
8. The use of Beidou satellite navigation system in disaster relief. Xinhua News, May 18, 2008
9. International Committee on Global Navigation Satellite Systems. Current and planned global

and regional navigation satellite systems and satellite-based augmentations systems.NewWork,
2010

10. China Beidou Satellite Navigation System website. http://www.beidou.gov.cn
11. Wu Y (1980) Development and applications of the transit navigation satellite system. Foreign

Space Technol 4
12. ChenW (1979) The first-generation navigation satellite system of the United States: the transit.

Foreign Space Dyn 5
13. Stansel TA Jr (1978) The current situation and future of the transit (trans: Wang G). J Navig

25(1)

http://www.beidou.gov.cn


72 2 Brief Introduction to the GPS …

14. Beard RL, Murray J, White JD (1986) GPS clock technology and the navy PTTI programs at
the U.S. naval research laboratory

15. Guier WH, Weiffenbach GC (1998) Genesis of satellite navigation. Johns Hopkins Apl Tech
Digest 19(1)

16. Dick SJ, Launius RD (2007) Societal impact of spaceflight, Chapter 17. National Aeronautics
andSpaceAdministration (NASA),Office ofExternalRelations,HistoryDivision,Washington,
D.C.

17. GPS Wing Reaches GPS III IBR Milestone, Inside GNSS, November 10, 2008
18. http://space.skyrocket.de/doc_sdat/navstar-2a.htm
19. Global Positioning management System IIR. Lockheed Martin Space Systems Company
20. Krebs G (2012) GPS-2R (Navstar-2R). Gunter’s space page. Retrieved 11 July 2012
21. http://en.wikipedia.org/wiki/List_of_GPS_satellites
22. http://www.gps.gov/systems/gps/space/
23. http://www.boeing.com/boeing/defense-space/space/gps/
24. http://www.navcen.uscg.gov/?Do=constellationstatus
25. Global Positioning System Standard Positioning Service Performance Standard, Department

of Defense, USA. Public Release, 4th edn, 2008
26. Adams TK (2006) The army after next: the first postindustrial army. Greenwood Publishing

Group
27. ION Navigation Museum URL, http://www.ion.org/museum/item_view.cfm?cid=7&scid=9&

iid=10
28. http://www.gps.gov/systems/gps/modernization/sa/data/
29. McDonald KD (2002) The modernization of GPS: plans, new capabilities and the future

relationship to Galileo. J Glob Position Syst 1(1):1–17
30. European Space Agency. http://www.navipedia.net
31. http://www.gps.gov/systems/gps/modernization/civilsignals/
32. Li J (2007) A comparative analysis of Beidou satellite navigation and positioning system and

global positioning system. Beijing Surv Mapp 1
33. Dai S, Ma C, Liao J (2010) An analysis and research of Beidou navigation and positioning

system. Comput Digit Eng 3
34. Tang J, Yu L,Wang S (2008) An analysis of the application status of Beidou satellite navigation

and positioning system. GNSS World China 2
35. China National Administration of GNSS and Applications (2009) Compass view on compati-

bility and interoperability. ICGWorking Group A Meeting on GNSS Interoperability, July 30,
2009

36. China Satellite Navigation System Management Office (2013) Beidou satellite navigation
system open service performance specification version 1.0, December 2013

37. Diggelen FV (2009) A-GPS, Assisted GPS, GNSS, and SBAS. Artech House

http://space.skyrocket.de/doc_sdat/navstar-2a.htm
http://en.wikipedia.org/wiki/List_of_GPS_satellites
http://www.gps.gov/systems/gps/space/
http://www.boeing.com/boeing/defense-space/space/gps/
http://www.navcen.uscg.gov/?Do=constellationstatus
http://www.ion.org/museum/item_view.cfm%3fcid%3d7%26scid%3d9%26iid%3d10
http://www.gps.gov/systems/gps/modernization/sa/data/
http://www.navipedia.net
http://www.gps.gov/systems/gps/modernization/civilsignals/


Chapter 3
GPS and the Signal Format
and Navigation Message of BDS-2

The GPS receiver works in the passive positioning mode. The positioning mode of
China’s BDS-2 is very similar to that of GPS, which means that the GPS/BeiDou
receiver only passively receives navigation signals from satellites, and calculate user
positioning through a series of software/hardware signal processing modules and
corresponding algorithms. So, understanding the structure of the satellite and satellite
signals is of great significance for grasping the principle and performance of each
module inside the receiver.

Code division multiple access (CDMA) is adopted for the navigation signals of
GPS and BDS, and signals transmitted by multiple satellites in each system share the
same carrier frequency. A pseudo-random code is an identification through which
multiple satellite signals sharing the same carrier frequency can be distinguished
from each other. It also broadens the initial signal bandwidth, which is key to
detecting and processing weak signals from the distant surface of the Earth. In addi-
tion, the tracking loop inside the receiver can provide pseudo-range measurement
after tracking the pseudo-random code phase, based on which position calculation
is achieved. Therefore, the pseudo-random code is of great significance to satellite
navigation signals.

A detailed introduction to the GPS and BeiDou navigation signals is presented
in this chapter, including carrier components, pseudo-random codes, and navigation
messages. With the modernization of GPS and the globalization of BDS-2, there will
be more variations in navigation signals in the future. However, due to the limitations
of space, this chapter will only cover the L1C/A code of GPS and theD1 andD2 code
of the B1 frequency of BDS-2.With an understanding of these basic signal structures
and properties, readers will more easily grasp the principles of other similar satellite
navigation signals, laying the foundation for further research.
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3.1 The GPS Signal

3.1.1 The Generation Mechanism of the GPS Signal

Figure 3.1 shows the generation mechanism of the L1 and L2 signals transmitted by
GPS satellites. In the figure, 10.23 MHz is the reference clock frequency generated
by the atomic clocks carried by GPS satellites. Generally, this frequency is recorded
as f 0, and all the clocks in the GPS signal generation are generated from it. The
10.23 MHz clock is multiplied by 120 to obtain a carrier with an L2 frequency of
1fv

227.6 MHz. Then, the carrier signal is transformed into an L2 signal through
BPSK modulation. At the same time, the 10.23 MHz clock is multiplied by 154
to generate a carrier with an L1 frequency of 1575.42 MHz, and the in-phase and
quadrature components will be obtained by the carrier signal through phase shifters.
Then, themodulo-two addition of the P(Y), C/A code and the navigationmessage are
respectively modulated to obtain the L1 signal. The 10.23 MHz is also the generator
clock of the pseudo-code of the P(Y) code, which drives the C/A code generator with
a 1.023 MHz clock divided by 10. As seen in Fig. 3.1, the BPSK signal modulated
at the L2 frequency can be a P(Y) code, a modulo-two addition of the navigation
telegram and the P(Y) code or C/A code, which is decided by a selector. Currently,
the L2 signal generally selects the modulo-two addition of the P(Y) code and the
navigation message.

The 10.23 MHz clock on the GPS satellite drives the P(Y) code generator, so the
chip width of the P(Y) code is approximately 0.1 μs, while that of the C/A code is
approximately 1 μs, which is 10 times the width of the P(Y) code. The navigation
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signal modulated by the P(Y) code provides high-precision location service (PPS),
while the navigation signal modulated by the C/A code provides standard location
service (SPS).

According to NavSTAR GPS Space Segment/Navigation User Interfaces [1], the
P code generator is driven by the 10.23 MHz clock, and generates P codes with long
periods (about 1014 chips). This process is repeated every seven days. TheUS govern-
ment encrypts P-codes through an “anti-spoofing” (AS) policy. The primary purpose
of this act is to protect authorized users from false GPS signals while restricting
unauthorized users from using PPS services. The encryption process is performed
by a special “Y code”. The Y code chip rate is the same as the P code, but the user
can only have access to the code with a key. The encrypted signal is generally called
the P(Y) code signal. Through the AS policy, the US government can control the
coverage of the PPS service. The PPS service is exclusive to authorized users. Unau-
thorized users, such as the civilians, can only use the SPS service provided by the
C/A code. As seen in Fig. 3.1, the SPS service only provides the C/A code signal
at the L1 frequency. Due to the lack of dual-frequency observation to eliminate the
effect of the ionospheric delay on positioning accuracy, the positioning accuracy of
SPS is slightly lower than PPS.

The P(Y) code period is very long, making direct capture quite difficult. However,
the period of the C/A code is short, so it is usually captured first. After the preliminary
information of the C/A code (such as the code phase and the transmission time) is
obtained, the capture of the P(Y) code is performed. In this sense, the C/A code is also
referred to as the “coarse code”. Newer technologies have been developed to capture
P(Y) codes directly. The L1M and L2M signals that emerged in GPS modernization
can also directly capture and locate the P(Y) code without the transitional C/A code.

In fact, influenced by the relativistic effect, the output frequency of the atomic
clock is not exactly 10.23 MHz; a manual offset is included. According to the time-
expansion notion within the special theory of relativity, since the GPS satellites
moves at a high speed, the time per day is shortened by about 7.2 μs if a clock
operating at the orbital speed of the GPS satellite is recorded. Besides, according to
the gravitational field theory of general relativity, the gravitational field is relatively
weak for satellites more than 20,000 km away from the Earth, which leads to the
acceleration of the clock. The time of one day recorded by the clock will increase
by 45.8 μs daily. The final result is an increase of approximately 38.6 μs per day. If
the on-board GPS clock is not adjusted, the position error caused by the time error
will reach 11 km after one day. So the GPS clock was manually slowed down by
38.6 × 10–6/(24 × 3600) ≈ 4.467 × 10–10 Hz, and the actual atomic clock output is
10.229,999,995,43 MHz. It is worth noting that the frequency correction here is to
fix the reference frequency of the atomic clock, and is unrelated to the position of the
satellite. If the flight speed and altitude of the satellite remain unchanged, a simple
frequency correction like this can solve the problem. However, since the satellite’s
orbit is an ellipse, its flight speed and gravitational potential will vary with position,
hence the impact of the relativistic effect on the satellite at different locations in the
flight orbit varies. In order to ensure the accuracy of the pseudo-range observation, a
relativistic correction for satellites in different positions will be included in the GPS
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satellite’s broadcast ephemeris. When measuring the pseudo-range, we should take
the correction into consideration to elevate the precision of pseudo-range observation.

If readers have different opinions on the correlation between clock accuracy and
positioning accuracy, it is time for us to look back at the impact of the SA policy
implemented earlier in the GPS system on the positioning accuracy. The intention
of the SA policy was to purposefully limit the positioning accuracy of unauthorized
users through GPS satellite signals, i.e. adding controllable errors to the positioning
measurements. To achieve this policy, an artificial “jitter” amount was added to the
satellite clock, which would affect the C/A, P(Y) code and carrier phase observation,
and ultimately affect user positioning accuracy. Authorized users can eliminate the
impact of the jitter with a key. Unauthorized users who do not have a key can also
eliminate the adverse effect by means of difference and the like. According to the
relevant literature, the main error of the positioning results of the autonomous GPS
receiver came from the SA policy during its implementation, where the horizontal
and vertical errors were 100m and 156m (95% confidence) respectively. The change
in positioning accuracy before and after the SA policy was abolished can be clearly
seen in Fig. 2.9.

The P(Y) code and C/A code generator in Fig. 3.1 generate 0 and 1 logic signals.
The navigation message is also displayed in 0, 1 sequences. The modulated BPSK
signal is obtained through modulo-two addition of the codes and the message. Here,
the modulo-two addition of the binary numbers is equivalent to the multiplication of
decimal numbers. The operation rules are as shown in Table 3.1.

BPSK is the acronym for binary phase shift keying. When the modulation signal
is 0, the carrier phase is unchanged; when it is 1, the carrier phase is inverted. The
modulated GPS signal is the composite signal generated by the modulo-two addition
of the navigation message and the pseudo-code. The frequencies of the modulated
carrier are 1575.42 MHz (L1) and 1227.6 MHz (L2). For the P(Y) code signal, there
are 154 L1 or 120 L2 carrier cycles within one chipwidth, while for C/A code signals,
there are 1540 L1 carrier cycles within one chip width. The final composition of the
L1/L2 navigation signal is shown in Fig. 3.2.

In Fig. 3.2, the C/A code of the GPS L1 frequency is set as an example. The
navigation message bit, pseudo-random code, carrier signal, and BPSK signal are all
included.Thepseudo-codeperiod of theC/Acode is 1ms, so the pseudo-randomcode
is repeated every 1 ms, and the carrier portion is synchronized with it. Also, it can be
seen from the figure that the clock of the navigation message at the bit transition time

Table 3.1 Modulo-two
addition

Operation number 1 Operation number 2 Result of the
modulo-two
addition

0 0 0

0 1 1

1 0 1

1 1 0
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Navigation message bit

Navigation message bit
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Time

Fig. 3.2 Composition of the GPS navigation signal

is synchronized with that of the pseudo-random code, and all these synchronization
relationships are guaranteed by theGPS onboard clock and subsequent clock circuits.
In fact, there are 1540 carrier cycles inside a C/A code chip (for L1 carrier signals).
Due to limitations of space, Fig. 3.2 does not adequately reflect this proportion. It
can be clearly seen that the carrier phase of the BPSK signal in the lower part of the
figure changeswith themodulo-two addition result of theC/Acode and the navigation
telegram bits. TheGPS signal of the P(Y) code can be similarly understood according
to Fig. 3.2.

Before GPS modernization, each GPS satellite transmitted navigation signals of
two frequencies, L1 and L2, where L1 carried both C/A and P(Y) code signal, and
L2 only carried the P(Y) code signal, as shown in Fig. 3.3.

P(Y) signal: Encrypted and only available for authorized users, modulated on both
L1 and L2 carriers with a chip rate of 10.23 MCP.

C/A signal: Open to the public, modulated only on the L1 carrier with a chip rate
of 1.023 MCP.

The navigation message rates on L1 and L2 are both 50 bps, and the width of
each information bit is 20 ms, so there are 20,460 C/A chips or 204,600 P(Y) chips
inside each navigation telegram. The rate of P(Y) chip hopping is 10 times that of
C/A chip hopping. Guaranteed by the precisely assembled on-board clock circuit,
the hopping of the navigation telegram and the pseudo-code is strictly synchronized.
Furthermore, thanks to the monitoring and correction of all of the GPS satellites’ on-
board clocks by theGPS control segment, the hopping clocks of respective navigation
message generated by all GPS satellites are also synchronized with the clocks of the
respective pseudo-code generators, which is a basic premise for the GPS system to
achieve positioning.

TheGPSnavigation signal consists of three components: the carrierwave, pseudo-
code, and navigation message. Its equation can be written as:

sL1(t) = √
2PCD(t)c(t) cos[ωL1t + θL1] + √

2PY1D(t)y(t) sin[ωL1t + θL1] (3.1)
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P(Y) signal: Encrypted and only 
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modulated on both L1 and L2 carriers 

with a chip rate of 10.23 MCP

C/A signal: Open to the public, 

modulated only on the L1 carrier 

with a chip rate of 1.023 MCP

Fig. 3.3 Navigation signals transmitted on the GPS L1 carrier and L2 carriers

sL2(t) = √
2PY2D(t)y(t) sin[ωL2t + θL2] (3.2)

where, c(t) and y(t) are C/A code and P(Y) code respectively, D(t) is the navigation
message data bits, and ω is the carrier frequency, whose subscripts L1 and L2 repre-
sent the L1 carrier and L2 carrier. PC, PY2, and PY1 are the powers of different signal
components. The C/A and the P(Y) code signal are modulated on the L1 carrier.
Although modulated on the same frequency carrier, the two signals are 90° out of
phase and remain “orthogonal”, thus enabling the receiver to obtain and distinguish
the two navigation signals.

The chip rate of c(t) is 1.023 MHz, and the width of each chip is about 1 μs, so
the error of one chip represents about 300 m in distance. The pseudo-random code
corresponding to c(t) is sometimes referred to as a “coarse code”. Its period is 1023
chips, which is 1 ms in length. The chip rate of y(t) is 10.23 MHz, which is 10 times
the C/A code rate, so the error of the corresponding chip represents 30 m in distance.
Thus, it can be deducted that the receiver using the y(t) code is theoretically nine times
higher than the C/A code in distance positioning accuracy. In reality, the positioning
accuracy of the receiver will be affected by many factors, and the pseudo-code chip
width is merely one of them.

D(t) represents the modulated navigation telegram bit. As its rate is 50 bps, the
length of one bit is 20 ms. The navigation message is intended to provide satellite
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ephemeris and almanac data, which are used to calculate the position and velocity
of the satellite. Parameters like satellite clock correction parameters, ionospheric
and tropospheric delay parameters, UTC time parameters, and satellite health are
also indicated in navigation messages. Apart from these parameters, the navigation
message is also helpful for obtaining the signal’s transmission time. As seen in
Chap. 1, it is a very important step for the receiver to acquire the sending time of the
signal, because the position calculation of the GPS satellite is directly determined
by its signal transmission time. Furthermore, in order to obtain the pseudo-range
observation, it is also necessary to know the signal transmission time of the satellite
at a certain time point.

After the navigation message and the pseudo-random code are multiplied, the
original signal bandwidth is stretched from 100 Hz to approximately 2 MHz (for
C/A codes) and 20 MHz (for P(Y) codes). The available spectrum representation of
the GPS signal is shown in Fig. 3.4.

The main purposes of the GPS signal using the spread spectrum signal are as
follows.

(a) The pseudo-random code is the identification of different satellite signals.

Equations (3.1) and (3.2) show that all satellite signals share the same carrier
frequency, which means that the spectrum of all satellite signals is mixed in the
spectrogram. The signal obtained by the receiver is also the coexistence signal of
multiple satellites. However, serious co-channel interference is not aroused thanks
to the fact that each satellite has its own unique pseudo-random code, which has a
strong autocorrelation.

(b) Broadening the frequency band lowers the signal-to-noise ratio of the received
signal.

This can be seen from the Shannon formula in information theory:

C = Blb(1 + S/N ) (3.3)

Fig. 3.4 Illustration of the GPS signal frequency spectrum on L1 and L2
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where, C is the channel capacity, B is the bandwidth of the channel, and S/N is the
signal-to-noise ratio. It is clear that if the value of C is constant, and if B is widened,
then S/N can be quite low. That is, the power of the received signal can be low or
even lower than the noise power.

(c) The chip phase of the pseudo-random code provides the necessary ranging
signal for positioning at the front end of the GPS receiver.

The code phase is directly related to the distance of the satellite signal trans-
mission. The receiver obtains the pseudo-code phase by detecting the position of
the correlation peak, thereby obtaining the pseudo-range observation and realizing
positioning.

In current major satellite navigation systems, the carrier modulation method of
the navigation signal may be different, but almost all of the ranging signals are
generated by the combination of the pseudo-random code and navigation message.
CDMA is adopted for the various satellite signals of the GPS, Galileo and BeiDou
systems, inwhich the pseudo-random code is indispensable. For Russia’s GLONASS
systems, FDMA is used for different satellite signals, so the differentiation of satellite
signals depends on different carrier frequencies. However, the combination of the
pseudo-random code and navigation message is still useful in the system. Different
from the former three, the navigation signals of all GLONASS satellites use one
set of pseudo-random codes, in which case only the second and third properties
the pseudo-random code mentioned above are embodied. It is worth mentioning
that since 2008, the Russian government has been considering transmitting CDMA
signals on new GLONASS satellites. It is expected that the newly launched K series
and later satellites will transmit two public CDMA signals, but there has been no
further news yet.

There are expected to be threemore civilian signals in the process of GPSmodern-
ization, namelyL1C,L2C, andL5.TheL2C frequency is the sameas theL2 frequency
point of the existing P(Y) code. L5 is the frequency of ARNS, a newly added
frequency band. The L1C frequency point is the same as the existing L1 frequency
point, the better to interact with the existing C/A code signal and signals of other
GNSS systems. Since the Galileo system, BeiDou system, and GLONASS system
have all launched new public service signals, the civilian satellite navigation signals
of the future will be more diverse, but their basic structures will remain similar.
Therefore, grasping the contents of this section will facilitate readers’ understanding
of relevant knowledge.

Table 3.2 shows the basic characteristics of the L1C, L2C, and L5 signals, from
which we can see that the three signals use forward error correction and pilot channel
mechanisms to ensure better data demodulation and baseband processing perfor-
mance. TMBOC modulation is used for the L1C signal to minimize the interference
between the distribution of the signal spectrum and the existing signals. Similar to
the L1 C/A signal, BPSK modulation is adopted for the L2C and L5 signals, so the
existing processing method can be transplanted easily into the processing of the L2C
and L5 signals in the future.
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Table 3.2 The basic characteristics of the L1C, L2C, and L5 signals after GPS modernization

Signal
type

Carrier
frequency
(MHz)

Multi−access
mode

Modulation
mode

Pseudo−code
rate (Mcps)

Modulation
content

Navigation
message rate

L1C 1575.42 CDMA TMBOC 1.023 Data I+
Pilot Q

50 bps/100 sps
FEC

L2C 1227.6 CDMA BPSK 1.023 CM+CL
time share

25 bps/50 sps
FEC

L5 1176.45 CDMA BPSK 10.23 Data I+
Pilot Q

50 bps/100 sps
FEC

Fig. 3.5 The spectrum distribution of navigation signals after GPS modernization

Fig£ure 3.5 shows the spectrum distribution of several GPS navigation signals that
the receiver can use after GPS modernization, including the signal spectrum of L1
C/A, P(Y), L1C, L2C, and L5. The new M-Code signal is not included in the figure.
Since pilot and data channels are applied to L5 and L1C signals, what is shown in
the figure is the orthogonal spectral components of the two channels. For technical
details on L1C, L2C and L5, please refer to its interface control document [1–3].

3.1.2 The C/A Code Generator

The pseudo-random code of the GPS signal varies among signals, such as the C/A
code on L1, the P(Y) code on L2 and L1, the CM and CL codes in the L2C signal,
the I5 and Q5 codes on L5, and the L1CD and L1CP codes on L1C. Although the
code length and bit content of these pseudo-random codes are different, their basic
mechanisms are very similar. With an in-depth understanding of the principle of one
of the codes, readers will quickly grasp the others. Here, the most common C/A code
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in the GPS receiver is taken as an example for detailed explanation. Readers can
refer to the technical documents for other pseudo-random codes for further study
and research.

The C/A code at the L1 frequency is essentially a Gold code. This Gold code
is obtained by the bitwise addition of the preferred pairs of two m-sequences with
different code words controlled by the synchronous clock. Unlike ordinary addition,
the addition method adopted here is modulo-two addition, which has been described
in detail in Fig. 3.1. The cross-correlation function between each code group of
the Gold code maintains cross-correlation between the original two m-sequences,
and the maximum cross-correlation value does not exceed that between the original
two m-sequences. When the relative phase relationship between two m-sequences
is changed, a new Gold code will be generated. So, the advantage of the Gold code
is that it can generate multiple independent code groups according to the preferred
pairs of two m-sequences, which is highly significant for the CDMA system. For
the specific application of GPS systems, it means that the system can accommodate
enough satellites, and the signals broadcast by different satellites can be distinguished
from each other by their respective independent Gold codes (C/A codes).

The C/A code used by GPS satellites is a balanced Gold code. Here, “balanced”
means that the number “1” in the overall sequence is at most one more than “0”,
which means there is basically no DC component, so the carrier suppression can be
better whenmodulating the carrier. If the balance of the pseudo-code is off, leakage of
the coded clock component will occur in the balanced modulator of the modulation
circuit. This will cause the spread spectrum signal at the transmitting end to lose
signal concealment, and will also be a waste of transmission power. For the receiver,
the carrier component is not sufficiently suppressed, so it will enter the subsequent
signal processing unit as a narrowband signal, increasing the internal interference
of the system. Therefore, the balance of the pseudo-code must be considered when
selecting the C/A code for the GPS satellite signal.

Many factors should be taken into consideration in the selection of C/A codes. One
is the autocorrelation that is as sharp as possible and a cross-correlation that is asweak
as possible for the code, which will be described in more detail in later chapters. The
second is the code length, because the longer the code period, the greater the spread
spectrum gain and the better the autocorrelation and cross-correlation properties will
be. However, if a code period is excessively long, the difficulty in signal acquisition
will increase, which will lead to a significant problem, namely that the uncertainty of
the pseudo-code phase will increase, and thereby the signal capture time will expand.
These two factors were taken care of in the initial GPS signal system through the
coexistence of theC/Acode andP(Y) code, as theC/Acodehas a short period of 1,023
chips, which equals the time length of 1 ms, so it can be captured quickly. However,
the period of P(Y) code is seven days, which makes it hard to capture, although it can
contribute an excellent cross-correlation suppression and autocorrelation function.
Therefore, the C/A code is generally captured first, and basic time information and
phase are obtained. The information is captured later by the P(Y) code.

The schema for the generation of a C/A code is given in ICD-GPS-200, the official
GPS document, as shown in Fig. 3.6.
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G1 Sequence

G2 Sequence

Reset logic 

initial

Shift Clock

Tap selector

C/A code

Fig. 3.6 Generation of the C/A code through a tap selector

As can be seen in the figure, the C/A code consists of two m-sequences, called
the G1 sequence and G2 sequence respectively. The C/A code used in each satellite
ranging signal is generated through the modulo-two addition of the G1 sequence and
G2 sequence after a certain tap selection. The bit number of linear shift register bits
per m-sequence is ten. According to the nature of the m-sequence, the period of the
G1 and G2 sequence are both 210–1 = 1023 chips, which is also the period of the
Gold code obtained through the modulo-two addition of the two sequences.

In Fig. 3.6, there are two linear-shift register groups and 10 registers in each group.
The upper half of the register set corresponds to the G1 sequence, and the lower half
of the register set corresponds to the G2 sequence. The frequency of the operating
clock of the shift register is usually 1.023 MHz. It is set by the actual pseudo-code
rate, which refers in the satellite to the octave of the 10.23 MHz clock output from
the atomic clock and in the user receiver, refers to the pseudo-code generated by the
local pseudo-code clock generator. It is usually outputted by a numerically controlled
oscillator (NCO) controlled by a pseudo-code loop whose frequency value is fine-
tuned around 1.023 MHz. The period of the Gold code is 1,023 chips, so driven
by the 1.023 MHz clock, the length of a pseudo-code period is 1 ms. That is, all
pseudo-code chips of one cycle are generated every 1 ms, and the length of each chip
is approximately 1 μs (≈0.977 517 μs).

The generator polynomial of the m-sequence is an important basis for theoretical
analysis of this sequence. The linear feedback tap configuration in Fig. 3.6 shows
that the generator polynomial of G1 and G2 is

PG1 = 1 + x3 + x10 (3.4)

PG2 = 1 + x2 + x3 + x6 + x8 + x9 + x10 (3.5)
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In Fig. 3.6, the content of the linear shift register of G1 is represented by r1i , where
i = 1, …, 10. When the rising edge of each clock comes, the content of the second
to 10th registers is updated by the content of the previous register. The content of
the first registers is updated by the feedback value F, and the whole process can be
expressed by the following formula:

⎧
⎪⎨

⎪⎩

F = r13 ⊕ r110
r11 = F

r1i = r1i−1, i = 2, · · · , 10

(3.6)

Similarly, the content of the linear shift register of G2 is represented by r2i , and
the update process of the register contents of G2 can be written as

⎧
⎪⎨

⎪⎩

F = r22 ⊕ r23 ⊕ r26 ⊕ r28 ⊕ r29 ⊕ r210
r21 = F

r2i = r2i−1, i = 2, . . . , 10

(3.7)

The initial phases of the registers of G1 and G2 are all set as “1”, namely 0x3FF.
Here, 10 “1”s are represented by hexadecimal numbers. The initial phase setting of
the registers is critical, as an unsuitable setting will not lead to the desired result. For
example, if the initial phases are all set as “0”, then the feedback value F will always
be “0”. As a result, the obtained m-sequence is also composed of “0”s.

The output C/A code is the result of the modulo-two addition of the last register
content of G1 and the contents of several registers of G2, which is

CC/A(k) = r110(k) ⊕ [
r2S1(k) ⊕ r2S2(k)

]
, k = 1, . . . , 1023 (3.8)

where, the subscripts s1 and s2 are the tap positions of the G2 linear shift register.
Changes to the generated C/A code can be achieved by changing the value of s1 and
s2.

Unlike generating a C/A code through changing the tap position, another method
generates different C/A codes by changing the delay phase of the G2 sequence. The
block diagram for this method is shown in Fig. 3.7.

Compared with Fig. 3.6, this method eliminates the tap selection logic and
increases the delay phase unit. TheG1 andG2 sequences are still generated according
to Eqs. (3.4) and (3.5), namely, the feedback tap settings of the G1 register and the
G2 register remain unchanged. After the G2 sequence is generated, it needs to delay
the Di chips and then perform the modulo two-addition with the G1 sequence. The
result is the C/A code stream, whereDi is the phase delay amount, and i corresponds
to the 37 C/A codes of GPS from 1 to 37. Each C/A code corresponds to a different
Di value.

The initial phase of the registers of G1 and G2 in the delay phase method are the
same as those in the tap selection methods, which is 0x3FF, or all “1”s. The content
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Fig. 3.7 Changing the C/A code through adjusting the phase delay of the G2 sequence

of the generated C/A code can be expressed as

CC/A(k) = r110(k) ⊕ r210(k + Di ), k = 1, . . . , 1023 (3.9)

During the exploration of the specific implementation of the delay phasemethod, a
third way of generating C/A codes emerges. Thismethod is enlightened by a property
of the m-sequence, which is that the modulo-two sum of an m-sequence and its own
time-shifted sequence is itself; the only change is the phase. Therefore, the output
of the G2 shift register corresponding to different phase delays in the phase delay
method can also be obtained by changing the initial phase of G2. This method is
called the initial phase method, as shown in Fig. 3.8.

G1 Sequence

G2 Sequence

Reset logic 

initial

Shift Clock

C/A code

Fig. 3.8 Generation of the C/A code through changing the initial phase of the G2 register
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The initial phase of the linear shift register of G1 in Fig. 3.8 is still 0x3FF, but the
initial phase of G2 is different according to the C/A code. Therefore, � i

1 . . . � i
10 is

used in the figure to represent different initial settings, and their superscript i, whose
value ranges from 1 to 37, represents the i-th C/A code.

In the initial phase method, the content of the register groups of G1 is still updated
according to Eq. (3.6), while that of the G2 register groups is updated according to
Eq. (3.10), where the only step added is the initialization of the phase of the G2
register when compared with Eq. 3.7.

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Initialize: [r2i ] = [� j
i ], i = 1, . . . , 10

F = r22 ⊕ r23 ⊕ r26 ⊕ r28 ⊕ r29 ⊕ r210
r21 = F

r2i = r2i−1, i = 2, . . . , 10

(3.10)

The content of theC/Acodegenerated by the initial phasemethod canbe expressed
by Eq. (3.11):

CC/A(k) = r110(k) ⊕ r210(k), k = 1, . . . , 1023 (3.11)

The C/A codes generated by the above three methods are the same. So one of
them can be selected according to the specific situation. For the convenience of
engineers, this book summarizes the specific configuration information of the three
methods in Table 3.3, including the tap selection of the tap setting method, the
Di value of the delay phase method, and the setting of � i

1 . . . � i
10 in the initial

phase method (represented by hexadecimal and binary numbers). Table 3.3 shows
the information of PRN1–PRN37 of GPS signals. Currently, PRN1–PRN32 is used
by the GPS space segment, while PRN33–PRN37 is reserved for ground services,
such as pseudo-satellite applications.

3.1.3 Autocorrelation and Cross-Correlation of C/A Codes

The autocorrelation functionmeasures the similarity of a signal with itself after being
offset on the time axis by a certain length of time. For a completely random function,
since its value at the current time point and the next one is completely uncorrelated,
its autocorrelation function should be 0 if the time offset is not 0. A typical example
is a white noise signal. When it comes to the autocorrelation function of the C/A
code, it is generally defined as a time-averaged autocorrelation function which can
be written as:

Ri,i (τ ) = 1

T

T∫

0

ci (t)ci (t + τ)dt, τ ∈ (−T/2, T/2) (3.12)
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Table 3.3 Summary of three methods for generating C/A codes

C/A code number Setting of the tap
selector (s1, s2)

Phase delay Di
(Unit: chips)

Initial G2 phasea

(In hexadecimal
notation)

(In binary
notation)

1 2⊕6 5 0x320 1100100000

2 3⊕7 6 0x390 1110010000

3 4⊕8 7 0x3C8 1111001000

4 5⊕9 8 0x3E4 1111100100

5 1⊕9 17 0x25B 1001011011

6 2⊕10 18 0x32D 1100101101

7 1⊕8 139 0x259 1001011001

8 2⊕9 140 0x32C 1100101100

9 3⊕10 141 0x396 1110010110

10 2⊕3 251 0x344 1101000100

11 3⊕4 252 0x3A2 1110100010

12 5⊕6 254 0x3E8 1111101000

13 6⊕7 255 0x3F4 1111110100

14 7⊕8 256 0x3FA 1111111010

15 8⊕9 257 0x3FD 1111111101

16 9⊕10 258 0x3FE 1111111110

17 1⊕4 469 0x26E 1001101110

18 2⊕5 470 0x337 1100110111

19 3⊕6 471 0x39B 1110011011

20 4⊕7 472 0x3CD 1111001101

21 5⊕8 473 0x3E6 1111100110

22 6⊕9 474 0x3F3 1111110011

23 1⊕3 509 0x233 1000110011

24 4⊕6 512 0x3C6 1111000110

25 5⊕7 513 0x3E3 1111100011

26 6⊕8 514 0x3F1 1111110001

27 7⊕9 515 0x3F8 1111111000

28 8⊕10 516 0x3FC 1111111100

29 1⊕6 859 0x257 1001010111

30 2⊕7 860 0x32B 1100101011

31 3⊕8 861 0x395 1110010101

32 4⊕9 862 0x3CA 1111001010

33 5⊕10 863 0x3E5 1111100101

34 4⊕10 950 0x3CB 1111001011

(continued)
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Table 3.3 (continued)

C/A code number Setting of the tap
selector (s1, s2)

Phase delay Di
(Unit: chips)

Initial G2 phasea

(In hexadecimal
notation)

(In binary
notation)

35 1⊕7 947 0x25C 1001011100

36 2⊕8 948 0x32E 1100101110

37 4⊕10 950 0x3CB 1111001011

aLSB Corresponds to � i
1, MSB Corresponds to � i

10

where, i represents the C/A code of the i-th PRN, and the subscript (i, i) stands for the
autocorrelation function of the PRNcode. This is convenient for the following presen-
tation of the cross-correlation function, as the cross-correlation function between the
C/A codes of the i-th and j-th PRNs can be represented by subscripts (i, j) by analogy.
T is the period of the C/A code. Assuming that the chip length is T c and the chip
number in one cycle is N, then T = NT c. For n-order linear feedback shift registers,
N = 2n − 1; for C/A codes, n= 10, which is the number of bits in the G1 and G2 shift
register banks. According to the previous section, T c of the GPS C/A code ≈0.977
517 μs, N = 1023, then T = 1 ms, so the C/A code period is 1 ms.

Equation (3.12) is the integral averaging of the product of the C/A code after a
delay of τ , since the C/A code is a periodic function, which is

ci (t) = ci (t + NT ), N = 0, 1, 2, . . . (3.13)

When substituting Eq. (3.13) into (3.12), we can see that Ri,i(τ ) is also a periodic
function with a period of T, which is the same as the C/A code period. This is also
the reason why the value of τ in Eq. (3.12) is in (−T /2, T /2).

The calculation of the C/A code autocorrelation function is directly shown in
Fig. 3.9. The uppermost waveform signal in the figure is ci(t), and the waveform
signal below it is ci(t) after τ , a period of delay. When the value of τ is positive, the
signal waveform moves to the right, and when it is negative, the signal waveform

Note :

The same 

part

A different 

part

Fig. 3.9 Calculation of the C/A code autocorrelation function
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moves to the left. The dark shade of the figure represents the same part of the two
waveform signals, while the lighter shade stands for the difference between them. It
is obvious that the product of the same part is 1, and the product of the different parts
is −1, so the result of the final integration is the difference between the cumulative
area of all the same parts and that of all the different parts.

When τ = 0, then ci(t) and ci (t + τ ) are perfectly aligned, then

Ri,i (0) = 1

T

T∫

0

ci (t)ci (t)dt

= 1

T

T∫

0

c2i (t)dt

= 1 (3.14)

Obviously, Ri,i (τ ) reaches its maximum value at this time.
When τ �= 0, we should consider the case where τ is an integer multiple of Tc

first, that is, τ = kTc, where k is a non-zero integer, then

Ri,i (kTc) = 1

T

T∫

0

ci (t)ci (t + kTc)dt

= Tc
T

1023∑

n=1

ci (n)ci (n + k)

= 1

N

1023∑

i=1

ci (n)ci (n + k) (3.15)

where ci(n) is the discrete value generated by the C/A code generator described in
Sect. 3.1.2, which is 0 or 1 in the digital logic circuit. Since the modulo-two addition
of the digital circuit corresponds to the digital multiplication here, we need to convert
the number 0 in the discrete code value to −1 to achieve the direct multiplication of
numbers here.

It can be verified in Eq. (3.6) that there will only be three different values of Ri,i(τ )
if τ is a non-zero integer multiple of Tc [4].

Ri,i (kTc) =
{−1

N
,
−β(n)

N
,
β(n) − 2

N

}
(3.16)

where β(n) = 1 + 2(n+2)/2, in which �x� refers to the largest integer that does
not exceed x. For the GPS C/A code, n = 10, then β(n) = 65, so, Ri.i (kTc) ={ −1
1023 ,

−65
1023 ,

63
1023

}
, where k = 1, …, 1022. Considering τ = 0 equals k = 0, we

can conclude that only four finite values of the autocorrelation function of the C/A
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code are available when the time is offset by an integer multiple of Tc, which are{
1. −1

1023 ,
−65
1023 ,

63
1023

}
.

This conclusion is true for all 37 GPS PRN codes. Figure 3.10 shows the auto-
correlation function calculated by taking the C/A code of PRN6 as an example. The
unit of its abscissa is Tc, namely a chip, while the unit of the ordinate is the value of
the autocorrelation function, which is not normalized here. Figure 3.10a shows the
autocorrelation function values for τ in the (0, T ) interval, and Fig. 3.10b shows that
autocorrelation function for τ in the (0, 5T ) interval. Its periodicity can be clearly
seen from this part. Apart from the maximum of 1023, the autocorrelation values at
other code phase delays are limited to −1, −65, and 63.

The autocorrelation function for a white noise signal n(t) is

Rn(τ ) =
{
1 When τ = 0
0 Others

(3.17)

The physical meaning of Eq. (3.17) is that the value of n(t) at the current moment
has no correlation with the signal value at any other moment, from which it can be
directly inferred that we cannot estimate or predict the value of n(t + τ ) at any other
moment from n(t) at the current moment. According to the signal and system theory,
the power spectrum and the autocorrelation function are a pair of FFT (Fast Fourier
Transform) pairs, and a flat noise spectrum similar to the white spectrum can be
obtained through the FFT spectrum analysis of the function of Eq. (3.17), which is
also how the “white noise” got its name.

Comparing the values of the autocorrelation function of Eq. (3.17) and Fig. 3.10,
we see that the autocorrelation function of the C/A code is somewhat similar to the
autocorrelation function of white noise. However, it is obviously not an autocorre-
lation function of true white noise. There is a clear difference between the two: the
autocorrelation function of the C/A code is a periodic function, while that of thewhite

(a) In a single cycle (b) In multicycles

PRN6  Auto Correlation of PRN6 PRN6  Auto Correlation of PRN6 (Multiple Period)

Fig. 3.10 The autocorrelation function of the GPS PRN6 C/A code
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noise is not. Besides, when τ �= 0, the autocorrelation function value of the C/A code
cannot always be 0, which is different from the real white noise. Therefore, we refer
to the C/A code and the similar Gold code as “pseudo-random” codes, indicating
that the autocorrelation function of this code is similar to a real random code but is
not one.

The situation is somewhat complicated when τ �= 0 and is continuously variable.
Firstly, we should consider the case where τ varies continuously between (0, Tc).
According to the previous analysis, when τ is 0 in Fig. 3.9, the value of Ri,i(τ ) is
maximized since the values of ci(t + τ ) and ci(t) are 100% identical. As τ gradually
increases, a difference between ci(t + τ ) and ci(t) begins to arise, while the length of
the same part between them decrease and it is linearly related to τ . When τ increases
to Tc, the value of Ri,i(τ ) resumes it in τ = kTc (when k = 1). It can be seen from the
overall process that the ratio of the same part of ci(t + τ ) and ci(t) to the total period
is linear with τ /Tc, in which the value of Ri,i(τ ) varies between 1 and Ri,i(Tc). When
τ is continuously changing in [kTc, (k + 1) Tc], a similar analysis can be made. At
this time, the value of Ri,i(τ ) varies linearly between Ri,i(kTc) and Ri,i((k + 1)Tc),
and the change is also linear with τ /Tc.

The above is a qualitative analysis of the trend of the function value ofRi,i(τ ) in the
case where τ is continuously variable, which will be demonstrated mathematically
below.Without loss of generality, consider that when kTc < τ < (k + 1)Tc and k is an
integer, then � τ = τ − k Tc. We can split the integral in Eq. (3.12) into two parts.
The first part is the �τ part of ci(t) and ci(t + τ ) in each chip, and the second part
is the (Tc − �τ ) part of ci(t) and ci(t + τ ) in each chip, then

Ri, i (τ ) = 1

T

T∫

0

ci (t)ci (t + τ)dt

= 1

T

1022∑

n=0

(n+1)Tc∫

nTc

ci (t)ci (t + τ)dt

= 1

T

1022∑

n=0

⎡

⎣
nTc+�τ∫

nTc

ci (t)ci (t + τ)dt +
(n + 1)Tc∫

nTc+�τ

ci (t)ci (t + τ)dt

⎤

⎦

= 1

T

1022∑

n=0

[ci (n)ci (n + k)�τ + ci (n)ci (n + k + 1)(1 − �τ)]

= Ri,i (kTc)

(
�τ

Tc

)
+ Ri,i [(k + 1)Tc]

(
Tc − �τ

Tc

)
(3.18)

The results of Eq. (3.15) are used in the final step of Eq. (3.18), from which we
can see that when kTc < τ < (k + 1)Tc, the value of Ri,i(τ ) varies linearly between
Ri,i(kTc) andRi,i((k+ 1)Tc), which takes the formof the connection betweenRi,i(kTc)
and Ri,i((k + 1)Tc).
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Figure 3.11 shows the calculation result of the autocorrelation function of the
PRN9 C/A code sampled at 16.368 MHz. In the Fig. 3.11a is a partial detail diagram
near the maximum value of the autocorrelation function, and Fig. 3.11b is that of the
autocorrelation function after a non-zero delay. As the sample rate is 16.368 MHz,
there are 16 sample points in each chip, so the minimum unit of delay variation of
the autocorrelation function is 1/16 Tc. As can be seen from Fig. 3.11, when [kTc, (k
+ 1) Tc] is continuously changing, the value of Ri,i(τ ) also changes linearly between
Ri,i(kTc) and Ri,i[(k + 1)Tc] in the form of a saw-tooth wave, which thereby confirms
the above analysis. It is also worth noting that the autocorrelation function values in
Fig. 3.11 are not normalized.

The width of T c is marked in Fig. 3.11. The autocorrelation function drops to
a lower value immediately after a delay of one Tc from the peak, which is one

(a) The partial detail near the maximum value of the autocorrelation function of the PRN9 C/A code

(b) The partial detail near a non-zero delay of the autocorrelation function of the PRN9 C/A code

Fig. 3.11 Partial details of the GPS PRN9 autocorrelation function at the maximum value and a
certain delay
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of
{ −1
1023 ,

−65
1023 ,

63
1023

}
. This feature causes the autocorrelation function of the C/A

code to present a sharp peak. This is good for ranging applications, as the ranging
accuracy directly relates to the sharpness of the autocorrelation peak: the sharper the
autocorrelation peak, the easier the measurement of the arrival time of the pseudo-
random code will be. As can be seen from Fig. 3.11, the smaller the T c, the sharper
the autocorrelation peak. For the GPS C/A code, Tc ≈ 0.977 517 μs, and multiplied
by the speed of light, it can be converted into distance. The corresponding distance
of a C/A chip is approximately 300 m.When it can be guaranteed by the receiver that
the measurement accuracy of the code phase of the C/A code is within 0.1 chip, the
distance error can be restricted within 30 m. Modern GPS receivers can have even
higher range accuracy when the signal from satellite has strong signal strength, for
instance, there is no obstacle between satellite and receiver antenna.

We refer to peaks that are different from the maximum autocorrelation peak as
secondary correlation peaks or side lobes. The largest autocorrelation peak is called
the main lobe. The greater the ratio of the main lobe to the side lobe, the lower the
possibility that the side lobe will be mistaken for the main lobe in actual processing.
Mistaking the side lobes for the main lobe will have catastrophic consequences, as
the distance error will deviate by hundreds or even tens of thousands of meters. To
understand this, readers only need to review the correspondence between the distance
and the C/A chip width. If N chips are staggered, the distance error will be 300 Nm.
The ratio of the maximum side lobes to the main lobes of the GPS C/A code is

max(side lobes)

main lobes
= 65

1023
≈ −23.94 dB (3.19)

The linear value is converted to decibels inEq. (3.19), indicating that themaximum
autocorrelation peak of the C/A code is at least 24 dB higher than the side-lobe peak.
Therefore, when the signal quality is good, it is still unlikely that the side lobes will
be mistaken for the main correlation peak.

Good autocorrelation of C/A codes is the basis for baseband signal processing,
including signal acquisition, pseudo-code tracking, and pseudo-range measurement
formation. It also plays a crucial role in suppressing multipath signals. This will be
elaborated in subsequent chapters.

Unlike the autocorrelation function, the cross-correlation function measures the
similarity of a signal and other signals after a certain period of time on the time
axis. It is defined as a time-averaged cross-correlation function whose mathematical
expression is

Ri, j (τ ) = 1

T

T∫

0

ci (t)c j (t + τ)dt, τ ∈ (−T /2, T /2) (3.20)

The definition of each parameter in Eq. (3.20) is the same as that in Eq. (3.12). The
only difference is that the subscript becomes (i, j), indicating the cross-correlation
between the C/A codes of the i-th and j-th PRNs.



94 3 GPS and the Signal Format and Navigation Message of BDS-2

Because the signals transmitted by different GPS satellites share the same carrier
frequency band, it is necessary to distinguish them by pseudo-code. In this case, the
cross-correlation function between different C/A codes must be 0, which is

Ri, j (τ ) = 1

T

T∫

0

ci (t)c j (t + τ)dt = 0 (3.21)

Equation (3.21) is the ideal case. If realized, it can lead to the conclusion that
ci (t) and cj (t) are orthogonal. In fact, different C/A codes are only approximately
orthogonal. PRN3 and PRN9 are taken as an example in Fig. 3.12. Compared with
the autocorrelation function value field, the calculated value of the cross-correlation
function, whose range is

{ −1
1023 ,

−65
1023 ,

63
1023

}
, only lacks the maximum value of the

former.
The cross-correlation of C/A codes is very important for the design of modern

receivers with high sensitivity. In places where strong and weak star signals coexist
(such as cities, canyons, or partially occluded constructions) there is a Line-of-
sight path between one or more satellites and receiver antennae, so the signal is
strong, while the signals of other satellites are weak due to occlusion. Therefore, it
is very likely to capture the cross-correlation peak of a strong star due to the coex-
istence of strong and weak signals. According to the above analysis, the ratio of the
autocorrelation peak and max cross-correlation peak is

autocorrelation peak

max (cross − correlation peak)
= 1023

65
≈ 24 dB

The cross-correlation function of 

the C/A codes of GPS PRN3 and PRN9 

Fig. 3.12 The cross-correlation function of the C/A codes of GPS PRN3 and PRN9
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Suppose that when the CN0 of a strong star is β dBHz, if the capture sensitivity of
the receiver is higher than (β − 24) dBHz and the weak star’s signal strength is lower
than (β − 24) dBHz, it is possible for the receiver to capture the cross-correlation peak
of the strong star. For example, in open-sky situations, the strength of GPS satellite
signals is often higher than 45 dBHz. On such occasions, if the capture sensitivity
of the receiver is higher than 21 dBHz, there is a risk of accidentally catching the
cross-correlation peak of the strong star.

3.2 The BeiDou Signal

BDS is expected to achieve global coverage by 2020, prior to which it will only
provide regional service covering China and the Asia Pacific region. At the time of
writing this book, the receiver users of the BeiDou II can only receive the navigation
signals defined in Ref. [5], so the navigation signals described in subsequent chapters
all belong to the regional BDS system.

3.2.1 BDS Signal Structure

BeiDou satellites transmit navigation signals in the B1, B2, and B3 frequency bands.
Since the navigation signals on the B3 frequency band are authorized and are not
open to the public, the navigation signals introduced here fall into the B1 and B2
bands. The nominal carrier frequency of the B1 signal is 1561.098 MHz, and that of
the B2 signal is 1207.140 MHz. Their mathematical expressions are

sB1(t) = √
2PB1IDB1I(t)cB1I(t) cos[ωB1t + θB1I]

+ √
2PB1QDB1Q(t)cB1Q(t) cos[ωB1t + θB1Q] (3.22)

sB2(t) = √
2PB2IDB2I(t)cB2I(t) cos[ωB2t + θB2I]

+ √
2PB2QDB2Q(t)cB2Q(t) cos[ωB2t + θB2Q] (3.23)

where P is the carrier power, c is the pseudo-random code, D is the navigation
telegram bit, and θ is the initial phase of the carrier. The subscripts of these quantities
areB1I, B1Q,B2I, andB2Q, indicating the I andQpaths of theB1 andB2 frequencies
respectively. ωB1 and ωB2 are the carrier angular frequencies of B1 and B2 signals.

It can be seen from Eqs. (3.22) and (3.23) that the navigation signals on the B1
and B2 frequencies are modulated thorough the QPSK method. However, by 1st
January 2013, the Chinese government had only disclosed the structure of the B1I
and B2I signals. The structure of the B1Q and B2Q signals has not been publicly
announced, so only the former will be described in this book. It is worth mentioning
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that although the Chinese government has not disclosed official documents for the
B1Q, B2Q, and B3 signal formats, engineers and researchers all over the world have
analyzed the characteristics of these undisclosed signals, such as pseudo-random
code generation, carrier frequency, and signal bandwidth [6–10], to which readers
can refer for a better understanding. However, the conclusions in these documents
are not officially recognized, or only refer to signals in the intermediate test phase
of the BDS plan that have not yet been determined. Therefore, they are for reference
only.

Since the B1Q and B2Q signals are not yet available, the QPSK signal represented
by Eqs. (3.22) and (3.23) can be regarded as BPSK signals, so its structure is similar
to that of GPS L1 C/A code signals. The conclusion can be easily understood by
comparing the first term of Eqs. (3.22) and (3.23) with that of Eq. (3.1). Because
of the similarity between the BDS signal and the C/A code signal of the GPS L1
frequency, the processing method of GPS signals can be easily applied to BDS
signals.

TheB1 andB2 carrier signals are generated by atomic clocks onBeiDou satellites,
but the reference frequency of these clocks has not yet been confirmed in public docu-
ments. The division among the carrier frequency, the pseudo-random code frequency,
and the navigation message frequency has not been described in authoritative public
literature. Therefore, it is impossible to draw a schematic diagram of the mechanism
of the B1 and B2 signals similar to Fig. 3.1.

Since BeiDou satellites and GPS satellites operate together in space, they are
inevitably affected by the effects of special and general relativity. However, unlike
GPS, the BeiDou space constellation includes geostationary orbit satellites (GEO),
tilted geosynchronous orbit satellites (IGSO), and medium-orbit satellites (MEO).
Therefore, the situation of on-board atomic clocks on the BeiDou satellite being
affected by the relativistic effect is more complicated than that of GPS satellites.
Scholars in China and elsewhere have already conducted research and analysis on
this issue. Table 3.4 shows a comparison of the effects of narrow and general relativity
on GPS satellites and BeiDou GEO/IGSO/MEO satellites.

The orbital altitude and average velocity of theGPS satellites andBeiDou satellites
are shown inTable 3.4.Because the special theoryof relativity is related to the velocity
of the satellite, the general relativity effect is related to the gravitational field strength
of the satellite, which is mainly determined by the orbital height of the satellite.

Table 3.4 Comparison of the effects of relativity on GPS and BDS satellites

GPS satellites BeiDou GEO BeiDou IGSO BeiDou MEO

Orbital altitude (km) 20,715 35,786 35,786 21,528

Average speed (km/s) 3.835 3.075 3.075 3.683

Time dilation (μs/day) −7.07 −4.54 −4.54 −6.52

Time gravitation (μs/day) 46.07 51.12 51.12 47.17

Synthetic effect (μs/day) 38.99 46.58 46.58 40.64
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The time expansion term in the table results from the influence of special relativity,
while the time gravitation term is influenced by general relativity. Their units are both
microseconds/days, i.e. the on-board atomic clock is observed in the time span of
one day, and the difference between the time of the clock and the standard time
is recorded in microseconds. It can be seen from Table 3.4 that the clocks on the
GEO/IGSO satellites and MEO satellites are different due to the relativistic effect.
The orbital height of the GEO/IGSO satellites is greater, resulting in a larger value
for time gravitation, while the average satellite speed is slightly lower than the GPS
satellites, so the time expansion is smaller. The combined effect means that the on-
board atomic clock becomes 46.6 μs faster per day. The orbital height of the MEO
satellites is similar to that of the GPS satellites, as is their speed. Therefore, the final
effect is that the on-board atomic clock of the MEO satellites is about 40.6 μs faster
per day, which is similar to that of the GPS satellites, at 38.99 μs per day.

According to the results ofTable 3.4, the on-board atomic clocks of theGEO/IGSO
satellites are adjusted by −5.39 × 10−10 Hz in frequency, and those of the MEO
satellites are adjusted by−4.28× 10−10 Hz, the negative sign indicating the slowing
of the clock. It should be noted that, like the adjustment of the on-board atomic
clocks on GPS satellites, what is adjusted here is only the reference frequency of the
atomic clock. When the satellite is operating in various positions, a position-related
clock correction amount needs to be provided, which is included in the navigation
message of BeiDou satellites.

The pseudo-random codes of the B1I and B2I signals have a code rate of
2.046 MHz and a code length of 2046 chips, so their code periods are both 1 ms.
The ratio between the carrier frequency and the pseudo-code rate of B1 and B2 is as
follows:

fB1 = 1561.098 MHz = 763 f0 (3.24)

fB2 = 1207.140 MHz = 590 f0 (3.25)

Here, f 0 = 2.046 MHz, which represents the rate of the BeiDou pseudo-random
code. Therefore, there are 763 B1 carrier cycles or 590 B2 carrier cycles within a
P1I or B2I pseudo-code chip.

Unlike GPS satellites, BeiDou satellites have two types of navigation messages:
D1 and D2.

The D1 navigation message is modulated on the B1I and B2I signals of the
MEO/IGSO satellites, and the D2 navigation message is modulated on the B1I and
B2I signals of the GEO satellites. The rate of the D1 message is 50 sps, and is
modulated by an NH code with a rate of 1.000 bps, while the D2 message has a rate
of 500 sps and does not have an NH code. The navigation message of the BeiDou
satellites is similar to that of GPS satellites, including satellite clock error correction
parameters, satellite ephemeris and almanac data, ionospheric parameters, tropo-
spheric parameters, UTC time parameters, and satellite operating conditions. The
signal transmission time of the satellite is also provided. The D2 navigation message
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Fig. 3.13 Signal spectrum of the regional BeiDou service system

also broadcasts the integrity and differential information of the BeiDou system, as
well as the ionospheric information of the grid point.

Figure 3.13 shows the spectrum of the navigation signal broadcasted by the
BeiDou Regional Service System. Since the B3 frequency is not disclosed, it is
not marked in the figure. The B1Q, B2Q, and B3I_Q signals are authorized signals.

The GPS signals and BeiDou navigation signals are compared in Table 3.5. The
GPS signals include L1 C/A, P(Y), L1C, L2C and L5 signals, not the latest M-code.
Meanwhile for the BeiDou signals, only the I signal of the B1 and B2 frequencies
are presented in the table, as the B3 frequency is authorized, and the B1Q and B2Q
are not yet disclosed.

3.2.2 BDS Pseudo-Random Code Generator

Similar to the GPS C/A code, the pseudo-random code modulated on the BDS B1I
and B2I signals is also a Gold code, but its number of series is 11, which means that
two 11th m-sequences are added to generate a balanced Gold code whose period is
211−1 = 2047 chips. However, the final pseudo-random code is generated through
artificially truncating one chip, so the BeiDou pseudo-random code is a truncated
code whose generating polynomial is

PG1 = 1 + X + X7 + X8 + X9 + X10 + X11 (3.26)

PG2 = 1 + X + X2 + X3 + X4 + X5 + X8 + X9 + X11 (3.27)
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Table 3.5 Comparison of GPS and BDS navigation signals

Item of comparison GPS signals BDS navigation signals

Satellite type MEO GEO/IGSO/MEO

Working frequency L1: 1575.42 MHz
L2: 1227.6 MHz
L5: 1176.45 MHz

B1: 1561.098 MHz
B2: 1207.14 MHz
B3: Unknown

Modulation mode L1 C/A: BPSK
L1C: AltBOC
P(Y): BPSK
L2C: BPSK, Time−sharing
modulation
L5: QPSK

B1-I/B1-Q: QPSK
B2-I/B2-Q: QPSK
B3: Unknown

Pseudo−code rate L1 C/A: 1.023 Mcps
P(Y): 10.23 Mcps
L2C: 511.5 kcps
L5: 10.23 Mcps

I channel: 2.046 Mcps(B1I,B2I)
Q channel: Unknown

Chip rate of the navigation
message

L1 C/A: 50 bps
P(Y): 50 pbs
L2C: 25 bps
L5: 50 bps

GEO ‘s’ B1I and B2I: D2 code,
500 bps
MEO/IGSO ‘s’ B1I and B2I: D1
code, 50 bps, NH 1 kbps
Satellite Q channel: Unknown

Multi-access mode CDMA CDMA

RF polarization RHCP RHCP

Satellite constellation An elliptical orbit with a
semi−major axis of
26,560 km, a eccentricity of
0.002–0.01, 6 orbital planes,
and a total of 30–32 available
satellites

MEO: An elliptical orbit with a
semi−major axis of 27,906 km
and an eccentricity of
approximately 0.01, distributed
over three orbital planes,
currently [*] has four satellites
IGSO: An elliptical orbit with a
semi−major axis of
approximately 42,164 km,
distributed over three orbital
planes, currently [*] has 5
satellites
GEO: An elliptical orbit with a
semi−major axis of
approximately 42,164 km above
the Equator, currently [*] has 5
satellites

[*] As of December 2012

The schematic diagram of the BeiDou pseudo-random code is included in the
official BDS document, BeiDou Navigation Satellite System Signal In-Space Inter-
face Control Document V2.0 (hereinafter referred to as BeiDou ICD) as shown in
Fig. 3.14.
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Shift control
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Fig. 3.14 Generation of the BDS pseudo-code with a tap selector

The method adopted in Fig. 3.14 is to set the phase taps of the G2 sequence, in
which different PRNnumbers correspond to different tap selector configurations. The
frequency of the shift clock is 2.046 MHz. For the BeiDou satellite, the frequency is
obtained by dividing the reference frequency of the atomic clock; for the user receiver,
it comes from the numerically controlled oscillator (NCO) output controlled by the
local pseudo-code tracking loop. The initial phase of the G1 and G2 register banks
is not all “1”s, but is set to

The initial phase ofG1 = [
0 1 0 1 0 1 0 1 0 1 0

]

The initial phase ofG2 = [
0 1 0 1 0 1 0 1 0 1 0

]

BDS is different from GPS in the initial phase configuration, as the initial phase
of the C/A code generator is all “1”s. Another difference is that unlike the GPS C/A
code, the BeiDou pseudo-random code is intentionally truncated by 1 bit, which
means that the G1 and G2 register sets are forced to be cleared when the working
clock counts to 2046, then reset to the initial phase, and then start anew.This operation
can also be understood as truncating the last bit from the 2047 bits generated from
the balanced Gold code. It is because of the truncation that the BeiDou pseudo-code
is no longer a balanced Gold code, and thus has different properties from the GPS
C/A code.

According to BeiDou ICD2.0, the BeiDou G1and G2 sequences are generated
in a very similar manner to the GPS C/A code. The processing is the same except
that the number of register groups and the tap methods are different. Specifically, the
update process of the G1 and G2 register sets is as follows.
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⎧
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G1 register sets:

F1 = r11 ⊕ r17 ⊕ r18 ⊕ r19 ⊕ r110 ⊕ r111
r11 = F1

r1i = r1i−1, i = 2, . . . , 11

WhenCLK = 2046, reset and set the intial phase of theG1 register

G2 register sets:

F2 = r21 ⊕ r22 ⊕ r23 ⊕ r24 ⊕ r25 ⊕ r28 ⊕ r29 ⊕ r211
r21 = F2

r2i = r2i=1, i = 2, . . . , 11

WhenCLK = 2046, reset and set the intial phase of theG2 register

(3.28)

The pseudo-random output code is the modulo-two sum of the last G1 register
and the contents of several G2 registers, with the first 2046 bits being taken, which
is

CBDS(k) = r111(k) ⊕ [
r2s1(k) ⊕ r2s2(k)

]
, k = 1, . . . , 2046 (3.29)

where the subscripts s1 and s2 in Eq. (3.29) are the tap positions of the G2 linear shift
register, and the generated BeiDou pseudo-code can be altered through changing the
value of s1 and s2.

Similar to the GPS C/A code, the BeiDou pseudo-random code can also be gener-
ated by setting the initial phase of the G2 linear shift register group and the delay
phase of the G2 sequence. The schematic diagram of the two methods is shown in
Figs. 3.15 and 3.16, in which the former indicates the principle of the delayed phase
method, and the latter explains the method of setting the initial phase. By comparing

Reset logic

initial

Shift Clock

G1 Sequence

G2 Sequence

BDS ranging 

code

Phase delay Di
i=1,∙∙∙,37

Fig. 3.15 Changing the BDS pseudo-random code through adjusting the phase delay of the G2
sequence
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G1 Sequence
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Fig. 3.16 Generation of the BDS pseudo-random code through changing the initial phase of the
G2 register

it with Figs. 3.7 and 3.8, readers will see that the two methods are similar in form to
the corresponding methods of generating GPS C/A codes.

The initial G1 and G2 phases in the delay phase method shown in Fig. 3.15 are
both [010101010], and neither sequences are truncated. This means their length is
2047 chips. The phase of the G2 sequence is delayed by a value of Di, in which
i ranges from 1 to 37, corresponding to the 37 BeiDou ranging codes. Then, the
new sequence obtained from the modulo-two addition of the G1 sequence and G2
sequences is truncated and the first 2046 chips are taken. The overall process can be
written as

CBDS(k) = r111(k) ⊕ r211(k + Di ), k = 1, . . . , 2046 (3.30)

In the method of setting the initial phase of the G2 register as shown in Fig. 3.16,
the initial phase and update steps of the G1 register are the same as those in the
former two methods. The difference resides in the steps of setting the initial phase
of the G2 register at reset.

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

G2 register sets:

Initialize:
[
r2i

] =
[
�

j
i

]
, i = 1, . . . , 11

F = r21 ⊕ r22 ⊕ r23 ⊕ r24 ⊕ r25 ⊕ r28 ⊕ r29 ⊕ r211
r21 = F
r2i = r2i−1, i = 2, . . . , 11

(3.31)

The different settings of Ψ 1
i…Ψ 11

i in Eq. (3.31) generate different BeiDou
pseudo-random codes. The final BeiDou pseudo-code sequence is the modulo-two
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sum of the last bits of the G1 and G2 register sets, in which the first 2046 bits are
taken, i.e.

CBDS(k) = r111(k) ⊕ r211(k), k = 1, · · · , 2046 (3.32)

There are 37 pseudo-random codes defined in BeiDou’s ICD, of which the first
five are assigned to the GEO satellites and the last 32 are assigned to the IGSO/MEO
satellites. Table 3.6 shows the tap configuration, phase delay, and initial phase
configuration (including hexadecimal and binary numbers) of all BeiDou pseudo-
random codes. The reader can select the appropriate generation method based on
real situation.

3.2.3 Autocorrelation and Cross-Correlation of BDS
Pseudo-Random Codes

There are 37 pseudo-random codes defined in the BeiDou ICD, five of which are
assigned to GEO satellites and the remaining thirty-two are assigned to IGSO and
MEO satellites. Since the BeiDou pseudo-random code is a truncated Gold code,
strictly speaking, the truncated pseudo-code is no longer a balanced Gold code, as
the number of “1”s in nearly half of the 37 BeiDou pseudo-codes is twomore than the
number of “0”s, while the number of “1”s and “0”s in other BeiDou pseudo-codes
is precisely equal. Besides, the “1”s in all GPS C/A codes are always one more than
the number of “0”s, from which it can be concluded that the balance of the BeiDou
pseudo-random code is not extremely skewed.

An important difference between the BeiDou pseudo-code and the GPS C/A
code is the value distribution of their autocorrelation functions and cross-correlation
functions. The definition of the autocorrelation function of the BeiDou pseudo-code
is the same as Eq. (3.12), which can be written as

Ri,i (τ ) = 1

T

T∫

0

ci (t)ci (t + τ)dt, τ ∈ (−T /2, T /2) (3.33)

where all the subscripts are defined the same as those of Eq. (3.12) but are replaced
with the corresponding terms of the BeiDou pseudo-code.

The autocorrelation function of theBeiDou pseudo-code is still a periodic function
whose period is the same as the BeiDou pseudo-code period, which is 1 ms. When
the time delay τ = 0, the value of Ri,i (τ ) reaches the maximum, but when τ �= 0
and τ is the integer multiple of the chip displacement, the autocorrelation function
of Ri,i (τ ) will no longer conform to the theoretical value of the balanced Gold code,
which means more than three different values will be taken.
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Table 3.6 Summary of the three methods for generating BDS pseudo-random codes

Pseudo-code
number

Satellite type Setting of the
tap selector
(s1, s2)

Phase delay
Di
(Unit: chips)

Initial phase of G2a

(In
hexadecimal
notation)

(In
hexadecimal
notation)

1 GEO 1⊕3 713 0x187 00110000111

2 GEO 1⊕4 1582 0x639 11000111001

3 GEO 1⊕5 1415 0x1E6 00111100110

4 GEO 1⊕6 1551 0x609 11000001001

5 GEO 1⊕8 582 0x605 11000000101

6 MEO/IGSO 1⊕9 772 0x1F8 00111111000

7 MEO/IGSO 1⊕10 1312 0x606 11000000110

8 MEO/IGSO 1⊕11 1044 0x1F9 00111111001

9 MEO/IGSO 2⊕7 1550 0x704 11100000100

10 MEO/IGSO 3⊕4 360 0x7BE 11110111110

11 MEO/IGSO 3⊕5 711 0x061 00001100001

12 MEO/IGSO 3⊕6 1580 0x78E 11110001110

13 MEO/IGSO 3⊕8 1549 0x782 11110000010

14 MEO/IGSO 3⊕9 1104 0×07F 00001111111

15 MEO/IGSO 3⊕10 580 0x781 11110000001

16 MEO/IGSO 3⊕11 770 0x07E 00001111110

17 MEO/IGSO 4⊕5 359 0x7DF 11111011111

18 MEO/IGSO 4⊕6 710 0x030 00000110000

19 MEO/IGSO 4⊕8 1412 0x03C 00000111100

20 MEO/IGSO 4⊕9 1548 0x7C1 11111000001

21 MEO/IGSO 4⊕10 1103 0x03F 00000111111

22 MEO/IGSO 4⊕11 579 0x7C0 11111000000

23 MEO/IGSO 5⊕6 358 0x7EF 11111101111

24 MEO/IGSO 5⊕8 1578 0x7E3 11111100011

25 MEO/IGSO 5⊕9 1411 0x01E 00000011110

26 MEO/IGSO 5⊕10 1547 0x7E0 11111100000

27 MEO/IGSO 5⊕11 1102 0x01F 00000011111

28 MEO/IGSO 6⊕8 708 0x00C 00000001100

29 MEO/IGSO 6⊕9 1577 0x7F1 11111110001

30 MEO/IGSO 6⊕10 1410 0x00F 00000001111

31 MEO/IGSO 6⊕11 1546 0x7F0 11111110000

32 MEO/IGSO 8⊕9 355 0x7FD 11111111101

33 MEO/IGSO 8⊕10 706 0x003 00000000011

34 MEO/IGSO 8⊕11 1575 0x7FC 11111111100

(continued)
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Table 3.6 (continued)

Pseudo-code
number

Satellite type Setting of the
tap selector
(s1, s2)

Phase delay
Di
(Unit: chips)

Initial phase of G2a

(In
hexadecimal
notation)

(In
hexadecimal
notation)

35 MEO/IGSO 9⊕10 354 0x7FE 11111111110

36 MEO/IGSO 9⊕11 705 0x001 00000000001

37 MEO/IGSO 10⊕11 353 0x7FF 11111111111

aLSB Corresponds to � i
1, MSB Corresponds to � i

11

Ri j (kTc) �= { −1
N

−β(n)

N
β(n)−2

N

}
(3.34)

where the definition of k, Tc, N, and β(n) is the same as in Eq. (3.16).
The value of the autocorrelation function of the BeiDou PRN code is distributed

between the maximum and the minimum value. If the value range is represented
by a histogram, a continuous distribution can be seen, which is different from the
three-valued characteristic of the GPS C/A code.

Computer simulation results show that the autocorrelation function values of
different BeiDou PRN codes are also different, and their range is between [(−170,
162), 2046]. When τ = 0, Rij (kTc) reaches the maximum value of 2046, and when
τ �= 0 but is limited to an integer multiple of the chip, the autocorrelation function
value is between (−170, 162).

The BeiDou PRN37 pseudo-code is taken as an example in Fig. 3.17, in which
the distribution and value range of its autocorrelation function is shown. The left
half of the figure is the value of the autocorrelation function, in which the abscissa
represents the delay amount in units of chips, and the ordinate is the unnormalized
autocorrelation function. It is clear that when the delay amount is 0, the autocorrela-
tion value will reach 2046 (its maximum). The right half of the graph shows the range

The autocorrelation function of BDS PRN37 The distribution of the value range of BDS PRN37

The only maximum value of  the 

autocorrelation function is 2046.

Fig. 3.17 The autocorrelation function (left) and the distribution of the value range (right) of BDS
PRN37
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distribution, in which the unnormalized autocorrelation value is on the abscissa, and
the number of autocorrelation results when the delay is within the range of [0, 2046]
chips is on the ordinate. When τ �= 0 and is limited to an integer multiple of the chip,
the autocorrelation function of PRN37 has a value range between (−138, 150) and
is continuously distributed within the range.

The autocorrelation function range of different BeiDou pseudo-codes varies. The
autocorrelation function values of all 37 BeiDou pseudo-codes can be obtained by a
computer simulation program, summarized in Table 3.7.

The definition of the cross-correlation function of the BeiDou PRN code is the
same as that of Eq. (3.20), which is

Ri, j (τ ) = 1

T

T∫

0

ci (t)c j (t + τ)dt, τ ∈ (−T /2, T /2) (3.35)

The subscripts in the above function need to be replaced by the corresponding
items of the BeiDou pseudo-code.

Like that of the autocorrelation function, the value range of the cross-correlation
functions of the BeiDou PRN codes also changes with the pseudo-codes. Suppose
that there areM PRN codes, the number of PRN pairs will be CM

2. When the value

Table 3.7 Range of the
autocorrelation function
(non-normalization) of BDS
PRN1–PRN34

PRN Range PRN Range

1 [(−122, 130), 2046] 2 [(−114, 122), 2046]

3 [(−126, 146), 2046] 4 [(−126, 110), 2046]

5 [(−118, 138), 2046] 6 [(−126, 126), 2046]

7 [(−146, 130), 2046] 8 [(−146, 138), 2046]

9 [(−142, 126), 2046] 10 [(−126, 138), 2046]

11 [(−170, 138), 2046] 12 [(−126, 122), 2046]

13 [(−146, 138), 2046] 14 [(−118, 130), 2046]

15 [(−130, 130), 2046] 16 [(−118, 134), 2046]

17 [(−138, 150), 2046] 18 [(−150, 142), 2046]

19 [(−122, 138), 2046] 20 [(−142, 114), 2046]

21 [(−134, 134), 2046] 22 [(−162, 162), 2046]

23 [(−162, 114), 2046] 24 [(−130, 134), 2046]

25 [(−142, 122), 2046] 26 [(−126, 126), 2046]

27 [(−138, 146), 2046] 28 [(−138, 114), 2046]

29 [(−106, 138), 2046] 30 [(−122, 134), 2046]

31 [(−158, 110), 2046] 32 [(−146, 118), 2046]

33 [(−134, 122), 2046] 34 [(−150, 126), 2046]

35 [(−134, 130), 2046] 36 [(−130, 138), 2046]

37 [(−138, 150), 2046]
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of M is large (such as M > 10), the value of CM
2 will also be large. Therefore,

it is not possible to enumerate the values of the cross-correlation functions of all
BeiDou pseudo-code combinations. It can be understood from computer simulation
that among all 37 BeiDou pseudo-codes, the value range of the cross-correlation
functions between PRN1 and PRN37 falls within (−210, 202), and the minimum
value (−210) occurs between PRN35 and PRN12, while the maximum value (202)
occurs between PRN24 and PRN36. Taking BeiDou PRN1 and PRN10 as examples,
the values of their cross-correlation functions and the range distribution are generated
by computer programs. The result is shown in Fig. 3.18. The left half is the value of
the autocorrelation functions, and the right half is the distribution of the value range
of the functions. It can be seen that the distribution of the cross-correlation function
and the autocorrelation function are similar, except that there is no maximum value
of 2046 of the former.

It should be noted that the above analysis is based on the fact that there is no
Doppler shift between two PRN codes. The result would be more complicated if
there was. In the case of zero Doppler shift, the ratio of the autocorrelation peak
and cross-correlation peak of the GPS C/A code is 20lg10 (1023/65) = 23.93 dB,
while and the ratio between the two functions of the BeiDou PRN codes is 20lg10.
(2046/210) = 19.77 dB. So, in the worst case, the cross-correlation suppression
among different BeiDou PRN signals is about 4 dB weaker than GPS. Therefore, it
is necessary to process the cross-correlation results in the acquisition ofweakBeiDou
signals.

When τ is not the delay of the whole digital film, the conclusion of Eq. (3.18) is
still applicable to the BeiDou pseudo-code. The analysis process is the same as that
of the GPS C/A code, and readers can analyze it themselves.

Further analysis of the characteristics of truncated Gold codes can be found in
Refs. [11, 12].

Fig. 3.18 The cross-correlation function (left) and the value range distribution (right) of BDS
PRN1 and PRN10
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3.3 Navigation Messages

This section will explain the navigation messages broadcasted by GPS and BeiDou
satellites. The contents of this section refers toRefs. [1, 5].GPSmainly covers theC/A
code modulated navigation message of L1, while BeiDou covers the D1 code and D2
code of GEO/IGSO/MEO, i.e. the B1I signal and the navigation message modulated
on the B2I signal. Due to the limitations of space, the navigation messages for the
newly added L2C, L5, and L1C signals in GPS modernization are not mentioned
here. Readers can refer to Refs. [1–3] for more technical details. In this section,
the BeiDou navigation message refers specifically to the navigation message of the
BeiDou regional coverage system. Since the navigationmessage of theBeiDouglobal
system has not been disclosed, it is not discussed here. The content and structure of
the future BeiDou system navigation message are likely to be changed significantly
compared with the existing navigation message.

3.3.1 The GPS Navigation Message

The navigation message modulated on the GPS signal is the data information broad-
cast by the GPS satellite, that is, D(t) in Eqs. (3.1) and (3.2), and the data rate is 50
bps/sps. Here, the meaning of bps is bits per second, and the concept of sps is the
symbol rate, i.e. the rate of the symbol sequence generated after the original data
bits are encoded by some channel. The channel coding can be CRC, interleaving, or
convolution, and its general purposes are to improve the correction and error detection
ability, and to increase anti-fading or anti-interference ability. The data of the GPS
L1 frequency C/A code signal is not channel coded, so bps and sps are the same here.
The length of each data bit in the GPS signal is 20 ms. The GPS receiver outputs one
data bit every 20 ms after entering stable signal tracking, which determines that the
maximum coherent integration time cannot be achieved in more than 20 ms during
signal acquisition and tracking processing. At the same time, it can be seen that the
data rate modulated in the GPS signal is relatively slow compared to other modern
high-speed communication systems. This setting is designed to provide sufficient
spreading gain for weak satellite signals, to ensure a sufficiently low error rate and
a reasonable baseband signal processing performance.

Navigationmessages play an important role in the overallGPS signal composition,
and each satellite continuously transmits its own unique navigation message. In a
nutshell, the role of navigation messages is as follows:

• To provide the signal’s transmission time and the satellite’s clock correction,
which, together with the tracking state of the tracking loop, will provide the
satellite’s precise launch time;

• To provide satellite ephemeris data, and allow the receiver to obtain the exact
position of the satellite based on the signal’s launch time and ephemeris data.
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• Toprovide additional information about the satellite, such as health status,whether
the Anti-Spoofing Technology (AS) is turned on, and satellite configuration
information (Block II/II-A/II-R).

• To offer ionospheric and tropospheric delay correction parameters that will
provide the amount of correction for observation during positioning, thereby
improving positioning accuracy.

• To provide almanac data for current satellites and other satellites. The almanac
data can be used to calculate the general position coordinates of the satellite. The
receiver uses this data to calculate the approximate orientation of the satellite for
obtaining a signal quickly.

We already know that GPS satellites, as the known points of dynamic positioning,
can determine their position given the precise signal transmission time when satellite
orbital parameters are known. Therefore, obtaining an accurate signal transmission
time is the key to GPS receiver positioning. However, strictly speaking, the precise
signal transmission time is provided by both the navigation message and the tracking
loop. The data bit length of the navigation message is 20 ms, which also determines
that the navigation message can only provide a transmission time accurate to 20 ms.
More accurate information must be provided by the tracking loop, especially the
pseudo-code tracking loop.

Based on a bottom-up concept similar to that in software engineering, navigation
messages can be divided into five different structural levels. The most basic structure
is a bit length of 20 ms; the higher-level structure is a word, consisting of 30 data
bits; the third-level structure is a sub-frame, consisting of 10 words, i.e. one sub-
frame contains 300 data bits; the fourth-level structure is the page or main frame,
consisting of five sub-frames; thefifth-level structure is a periodic navigationmessage
composed of 25 pages. Each satellite continuously transmits a periodic navigation
message consisting of 25 pages. The length of time for each level of the navigation
message is shown in Table 3.8.

Based on the above analysis, the structure of the navigation message is demon-
strated in Fig. 3.19. It can be seen that the GPS navigation message sends a
complete navigation message structure every 12.5 min, including 25 main frames,
125 sub-frames, 3750 words, or 75,000 bits.

The first word of each sub-frame gives the TLM code, and its Chinese name can
be translated into telemetry code. The telemetry code starts with an 8-bit leading
character, which is 10001011. The leading character is mainly used as the search
synchronization character. The ninth to 22nd bits of the telemetry word are reserved
for privileged users, and the 23–30 bit is the check code. How to apply this telemetry
code to the sub-frame synchronization in the demodulated message is described in
detail in subsequent chapters. The content of the telemetryword is shown in Fig. 3.20.

Table 3.8 The length of time for each component of the navigation message

Component Data bits Code Sub-frame Main frame (page) 25 main frames

Length of time 20 ms 600 ms 6 s 30 s 12.5 min
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25 frames

Frame

Sub-frame

Code

Data bits

Fig. 3.19 The components of the GPS navigation message and their length

TLM code

Synchronization code

10001011
Reserved Backup Check code

Fig. 3.20 Bit content of the telemetry code

The second word in the telegram sub-frame provides the timestamp mentioned
in the previous section, and is called a HOW word (crossover word or conversion
word in Chinese). In order to clearly understand how to obtain the launch time of
the current signal from the crossover word, we must first review the concept of GPS
time. Having read Sect. 1.3.4, we already know that GPS time treats continuous time
as a period of time in weeks, resetting every Saturday at midnight going into Sunday,
and then accumulating until the beginning of the next week. There are 604,800 s
in a week. The timestamp in the GPS signal is for GPS time in seconds. There is a
special word in the navigation message to describe this timestamp, which is TOW
(Time Of Week). The tracking loop of the receiver can know the transmission time
of the current signal according to the timestamp after being able to demodulate the
navigation message. As mentioned above, the content of the navigation message can
only be accurate to 20 ms. Here, we do not discuss how to increase the accuracy
of the launch time to the level required for positioning. Since each sub-frame lasts
for 6 s, a total of 100,800 (ie 604,800/6) sub-frames can be sent in one week, and
the GPS week count is incremented when the sub-frame counts to 100,799. The bit
content of a crossover word is shown in Fig. 3.21.

The first 17 bits of the crossoverword are the intra-week time represented by theZ-
number,which is broadcast in high-order first and low-order next.Here, theZ-number



3.3 Navigation Messages 111

HOW code

Reserved bit to guarantee that the 29 bit and 30 bit are 00

Check code

Truncated TOW-Count Message (17 bit) Sub-

frame ID

Fig. 3.21 Bit content of a crossover word

is a manually defined GPST timing unit with a length of 1.5 s, which is actually the
period length of the X1 sequence of the GPS signal generation. Obviously, one
sub-frame takes a total of four Z-numbers in time. The time of a week (604,800 s)
will have a total of 403,200 Z-numbers, which means that 19 bits are required in
binary, while the HOW in the navigation message only reserves 17 bits to record
the Z-numbers. This seems like a contradiction. In fact, the Z-number recorded in
the navigation message is a “truncated” Z-number, which is the result of discarding
the last two bits of the Z-number and retaining only the high 17 bit. The reason for
this is easy to understand: every 1 increase in the “truncated” Z-number means that
the GPST is increased by 6 s (4 Z-numbers), and 6 s is the length of a sub-frame.
So the “truncated” Z-number in the HOW can be thought of as a counter for the
sub-frame during the week. The maximum number that can be recorded by a 17-bit
binary number is 131,072, and the maximum value of the truncated Z-number within
a week is 100,800, so 17 bits are used here to indicate the count overflow problem
without a limited word length.

It should be noted that the Z-number provided by the second word of the current
sub-frame is the end of the current sub-frame and the intra-week count of the start
time of the next sub-frame, instead of the intra-week count of the current sub-frame
start time. Therefore, after decoding the 17-bit truncated Z-number of this sub-frame
by decoding in the receiver, youmust multiply this value by 6 and subtract 4.8 s to get
the start time of the next word in the current sub-frame. The reason for multiplying
by 6 has been explained earlier. The 4.8 s is because the HOW is in the second word
of the current sub-frame, and the next word (the third word) of this sub-frame has a
time difference of 4.8 s from the beginning of the next sub-frame. Figure 3.22 clearly
shows this, and it must be noted in the receiver programming, otherwise you will get
the wrong signal transmission time.

After obtaining the Z-number in the HOW, the GPS time of any subsequent time
can be obtained according to the bit count of the navigation message. In this regard,
the details of the process are illustrated by the following example. For example, the
truncated Z-number of the receiver demodulation to the current sub-frame is 1000.
From the above analysis, it can be understood that the GPS time from the third word
of the sub-frame is 1000× 6− 4.8= 5995.2 s, then at any time in the future, such as
at the 10th bit of the fourth word, the receiver can know that the current transmission
time is:
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Truncated Z-Count

Z-Count

Sub-frame n
Four Z-Counts

6 s

Z-Count+4

Sub-frame n+1

Fig. 3.22 The relationship between the Z-count of the current sub-frame and the time count in a
week

GPST = 1000 × 6 − 4.8 + 40 × 0.02 = 5996.0 s

The “40” in the formula is the 10th bit of the fourth word, that is, the bit number
from the starting bit number of the third word; 0.02 s is the length of one bit. It must
be pointed out that the GPST calculated by the above formula is unstable. This is
because the smallest unit of the navigationmessage is a bit, and the length of one bit is
20ms, so theGPST obtained from the navigationmessage has an ambiguity of 20ms.
That is to say, the portion of the transmission timewith an accuracy higher than 20ms
cannot be obtained by the navigation message. The transmission time obtained in
the above formula cannot be directly used for positioning because it will bring about
an error of thousands of kilometers. In order to solve this 20 ms ambiguity, more
precise information must be obtained from the state parameters of the pseudo-code
tracking loop. This problem will be solved after the receiver implements the tracking
of the signal.

So far, we have explained how to use the truncated Z-number to calculate the
rough GPST of signal transmission. It should be noted that although the Z-number
is provided by the HOW in the second word of each sub-frame, we cannot ignore
the effect of the TLM in the first word. This is because the TLM in the first word
provides the leading character, and the subsequent navigation message is correctly
demodulated only after synchronization with the leading character. Therefore, for
receiver to obtain the HOW, it must first demodulate and correctly identify the TLM.
In fact, in the internal software of the receiver, the first step in demodulating the
navigation message is to find the correct TLM character.

Thefirst twowords of each sub-frameof theGPSnavigationmessage are telemetry
words and crossoverwords, but the subsequent content is different. They canbasically
be divided into two categories: directly related to the positioning solution, or related
to other satellites. The former is set to calculate the exact position of the satellite,
mainly its orbit parameters, its health status, the positional accuracy URA, the clock
correction, and other parameters. The latter includes the almanac data of all satellites,
the ionospheric delay correction parameters, UTC time parameters, and information
on the health status of all satellites. The data directly related to the positioning
solution is repeated in the first three sub-frames of each sub-frame, and each main
frame is repeatedly broadcasted, i.e. every 30 s, so that the receiver can analyze the



3.3 Navigation Messages 113

information necessary for calculating positioning in the navigation message data of
up to 30 s. The data related to other satellites is dispersed in the fourth and fifth
sub-frames of different main frames. All of the broadcasts need 12.5 min, i.e. the
length of 25 main frames.

The telegrams directly related to the positioning calculation are mainly in the first,
second, and third sub-frames, and generally include the following data:

(1) First sub-frame

o Week-Number (WN): takes up the 61st to 70th bits, the meaning of which
has been explained above. Since WNwas reset once in 1999, the receivers
after that need to add 1024 when reading the number of weeks to get the
current correct GPS week.

o User-Range-Accuracy (URA): takes up the 73rd–76th bits. This parameter
gives the use of the satellite’s data to achieve positioning, and the resulting
user position is 1σ statistical error estimates. This parameter ranges from
0 to 15. The smaller the value, the more precise it is.

o Satellite health status: takes up the 77th–82nd bits. This parameter demon-
strates the health status of the satellite’s launching signal. The upper part
of the parameter (MSB) indicates the general condition of the signal: if
MSB = 0, it means that the navigation message data is normal; if MSB =
1, it means that the navigationmessage data is abnormal, and the lower five
bits indicate different abnormal conditions, including if the signal power
is slightly weaker than the normal value, if there is a certain component
data loss (P component or C/A component), or if the satellite is turned off.
In general, the satellite data is only used when MSB = 0.

o Issue of Data, Clock (IDOC): takes up the 83rd and 84th bits and the
211th–218th bits, among which the former is the upper two bits and the
latter is the lower eight bits. A change in this parameter means that the
satellite correction parameters have been updated and the receiver needs
to be ready to update its local satellite parameters.

o Estimated group delay differentia: takes up the 197th–204th bits and is
generally shown in TGD. This is a parameter that is used to compensate
for the group delay effect of the satellite clock.

o Satellite clock correction factor: a total of four correction factors. toc is
based on the 219th–234th bits, af0 is based on the 27th–292nd bits, af1 is
based on the 249th–264th bits, and af2 is based on the 241st–248th bits.
These correction factors are used in the calculation of satellite positioning.

The bit content of the first sub-frame is shown in Fig. 3.23.

To explain more clearly, the data bits contained in all 10 words in a sub-frame
are regarded as consecutive 300 bits. For example, the first word takes up the first to
30th bits, and the second word takes up the 31st–60th bits. It can be reasoned that the
10th word takes up the 271st–300th bits. The reason for this is that some parameters
take up different bit fields of multiple words. The following sub-frame contents are
also explained in this way.
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First word Second word Third word Fourth word Fifth word

Sixth word Seventh word Eighth word Ninth word Tenth word

L2 frequency C/A draft or P code indication L2 frequency P code indication

Satellite health status IODC upper 2 bits

IODC lower 8 bits

Fig. 3.23 Bit content of the first sub-frame of the GPS navigation message

(2) Second sub-frame

o IODE (Issue of Data, Ephemeris): takes up the 61st–68th bits of sub-frame
2. In fact, the 271st–278th bits of sub-frame 3 also transmit IODE data.
Normally, the two IODEs should be equal to the lower eight bits of the
IODC in sub-frame 1. Any time that the three pieces of data (the IODE
of sub-frame 2 and sub-frame 3, and the lower eight bits of IODC of
sub-frame 1) are not equal, it means that the ephemeris data has changed,
and the receiver should pay attention to receiving new ephemeris data.
Together, IODE and IODC provide users with a very convenient way to
check the validity of ephemeris data.

o Crs (Amplitude of the sine harmonic correction term to the orbit radius):
takes up the 69th–84th bits. The unit is m and the scaling factor is 2−5.

o �n (Meanmotion difference fromcomputed value at reference time): takes
up the 91st–106th bits. The unit is πrad/s and the scaling factor 2–43. This
is calculated by using the satellite’s average angular velocity and using the
formula

√
μ/a3 to obtain the difference between the values, whereμ is the

universal gravitational constant of the Earth for GPS satellites, and A is the
semi-major axis of the satellite’s elliptical orbit. From this relationship, the
average angular velocity after satellite’s correction is n = √

μ/a3 + �n.
o M0 (Mean anomaly at reference time): The upper eight bits take up the

107th–114th bits, and the lower 24 bits take up the 121st–144th bits. The
unit is πrad and the scaling factor is 2–31.

o Cuc (Amplitude of the cosine harmonic correction to the argument of
latitude: takes up the 151st–166th bits. The unit is rad and the scaling
factor is 2–29.

o es (Elliptical eccentricity of the satellite orbit): The upper eight bits take
up the 167th–174th bits, and the lower 24 bits take up the 181st to the
204th bits. The scaling factor is 2–33.

o Cus (Amplitude of the sine harmonic correction to the argument of lati-
tude): takes up the 211st–226th bits. The unit is rad and the scaling factor
is 2–29.
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o
√
a (The square root of the semi-major axis of the satellite): The upper

eight bits take up the 227th–234th bits, and the lower 24 bits take up the
241st–264th bits. The unit is m1/2 and the scaling factor is 2–19.

o toe (Ephemeris reference time): takes up the 271st–286th bits. The unit is
second and the scaling factor is 24.

The bit content of the second sub-frame is shown in Figure 3.24

(3) Third sub-frame

o Cic (Amplitude of the cosine harmonic correction term to the angle of
inclination): takes up the 61st–76th bits of the third sub-frame. The unit is
rad and the scaling factor is 2–29.

o Ωe (Longitude of the ascending node of the satellite’s orbit): the upper
eight bits take up the 77th–84th bits of the third sub-frame, and the lower
24 bits take up the 91st–114th bits. The unit is πrad and the scaling factor
is 2–31.

o Cis (Amplitude of the sine harmonic correction term to the angle of incli-
nation): takes up the 121st–136th bits of the third sub-frame. The unit is
rad and the scaling factor is 2–29.

o i0 (Inclination angle at the reference time): the upper eight bits take up the
137th–144th bits of the third sub-frame, and the lower 24 bits take up the
151st–174th bits. The unit is πrad and the scaling factor is 2–31.

o Crc (Amplitude of the cosine harmonic correction term to the orbit radius):
takes up the 181st–196th bits of the third sub-frame. The unit is meters
and the scaling factor is 2–5.

o ω (Argument of perigee): The upper eight bits take up the 197th–204th
bits of the third sub-frame, and the lower 24 bits take up the 211th–234th
bits. The unit is πrad and the scaling factor is 2–31.

o 
 (Rate of right ascension): takes up the 241st–264th bits of the third
sub-frame. The unit is πrad/s and the scaling factor 2−43.

o IODE: takes up the 271st–278th bits of the third sub-frame (meaning
explained earlier).

o IDOT: Inclination angle at the reference time: takes up the 279th–292nd
bits of the third sub-frame. The unit isπrad/s and the scaling factor is 2–43.

First word Second word Third word Fourth word Fifth word

Sixth word Seventh word Eighth word Ninth word Tenth word

The square root of the long semi-axis of the orbit

upper 

8 bit
lower 16 bit

upper 

8 bit
lower 24 bit

upper 

8 bit

Fig. 3.24 Bit content of the second sub-frame of the GPS navigation message
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First word Second word Third word Fourth word Fifth word

Sixth word Seventh word Eighth word Ninth word Tenth word

upper 

8 bit
lower 24 bit

upper 

8 bit

lower 24 bitlower 24 bit
upper 

8 bit

Fig. 3.25 Bit content of the third sub-frame of the GPS navigation message

The bit content of the third sub-frame is shown in Fig. 3.25
Data related to other satellites includes almanac data, ionospheric delay parame-

ters, UTC time parameters, AS marks, and health indicators. These are scattered in
the fourth and fifth of the 25 main frames, so the decoding must be treated differently
for the primary frame number corresponding to the current sub-frame. Table 3.9 lists
the contents of the fourth and fifth sub-frames of each main frame.

Data related to other satellites is not the information that is necessary for the
receiver to achieve positioning, but the overall performance of the receiver is closely
related to these parameters. The parameters of the almanac data are based on the
Kepler satellite model, which can basically correspond to the ephemeris data, but
without the disturbance correction term in the ephemeris data. The almanac data can
generally be considered as a subset or a “lite” version of the ephemeris data. The
purpose of the almanac data is to calculate the position of the satellite. However,
since the accuracy of the almanac is lower than that of the ephemeris, the calculated
satellite position error is large. Therefore, it is not used to directly implement the

Table 3.9 Bit content of the fourth and fifth sub-frames of the GPS navigation message

Number of sub-frame Main frame Number Description

Fourth sub-frame 1, 6, 11, 12, 16, 19, 20, 21, 22, 23, 24 Reserved

2, 3, 4, 5, 7, 8, 9, 10 Almanac parameters of
satellites 25-32

13 NMCT

14, 15 Reserved by the system

17 Special information

18 Ionospheric delay correction
parameters and UTC time
parameters

25 A-S marks and health
indicators of satellites 25–32

Fifth sub-Frame 1–24 Almanac parameters of
satellite 1–24

25 Almanac parameters of
satellite 1–24
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positioning function, but is used to search at the receiver. When the satellite is used,
its orientation is determined roughly in order to shorten the search time. The almanac
data can occupy fewer bits during the transmission process. As can be seen above,
a set of ephemeris data needs to be transmitted in three sub-frames, while a set
of almanac data can be transmitted by only one sub-frame. At the same time, the
accuracy of the almanac data is low, so the time validity period that can be tolerated is
much longer than for the ephemeris data. The ephemeris data generally has a validity
period of 2–4 h, while the almanac data has a validity period of several months, so
receiver can store it in non-volatile memory after demodulating a valid set of almanac
data. This information can then be used to improve the speed of searching for and
capturing signals.

There are eight ionospheric parameters, namely [α1,α2,α3,α4, β1, β2, β3, β4]. They
are based on the Klobuchar model and can be used to obtain pseudo-range without
differential correction or dual-frequency observation. The observation is corrected
to improve the positioning accuracy. The UTC parameter gives the cumulative leap
second correction betweenGPSTandUTC time, andother necessary clock correction
parameters that can be used to obtain an accurate UTC time based on the current
GPST. The satellite’s health indicator is used to detect the availability of satellite-
borne signals and to avoid the use of satellites that are not functioning properly. Due
to the limitations of space, a detailed description of these parameters is not offered
here. Interested readers can view them in Ref. [1].

3.3.2 The BDS Navigation Message

There are two kinds of navigationmessages for BeiDou satellites, namelyD1 andD2.
The D1 navigation message rate is 50 bps and is modulated with a 1 kHz secondary
code (NH code). The D1 navigation message is broadcast on the B1I and B2I signals
of the BeiDou IGSO andMEO satellites. The D2 navigation message rate is 500 bps,
and the D2 navigation message is broadcast on the B1I signal and the B2I signal of
the BeiDou GEO satellite. The content of the messages on D1 and D2 includes infor-
mation directly related to the positioning calculation, as well as information related
to other satellites. The D2message also includes enhanced service information, such
as difference and integrity information about the BeiDou system and the ionosphere
of the grid point.

The BeiDou navigation message was coded before transmission, and includes bit
interleaving and BCH coding. The main purpose of bit interleaving is to discretize
continuous errors, thereby improving the ability to resist continuous errors. The
processing steps of bit interleaving can be seen from the following operational
formulas.
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Input bit stream:

[b0, b1, b2, b3, b4, b5, b6, b7, b8, b9, b10, b11, b12, b13, b14, b15, b16, b17, b18, b19, b20,
b21].

After interleaving:

[b0, b2, b4, b6, b8, b10, b12, b14, b16, b18, b20] + [b1, b3, b5, b7, b9, b11, b13, b15, b17,
b19, b21].

The input bit stream in the above equation is serially processed at every other bit
to obtain two parallel sequences; one is an odd-decimated sequence, and the other
is an even-decimated sequence, and the number of bits per sequence is eleven. The
selected sequence length is 11 bits because the check mode of the BeiDou navigation
message is BCH (15, 11, 1) coding. That is, the code length is 15 bits, the information
bit is 11 bits, and the error correction ability is one bit. Therefore, before performing
BCH coding, it is first necessary to perform bit grouping on the input data to obtain
an information code group of 11 bits in length. Each of the two 11-bit information
code groups is BCH-encoded to obtain two 15-bit code groups, and then the two
code groups are subjected to one bit and serial processing to obtain a new 30-bit
to-be-sent code group.

At the receiver, the process is just the opposite. First, the demodulated data is
deinterleaved. In fact, the processing format is the same as the encoding. It is a 1-
bit serial-to-parallel conversion, except that this time, two sets of 15-bit input code
groups are obtained every 30 bits. The two input code groups performBCH decoding
to obtain an 11-bit information code group and a 4-bit check code word. They then
convert the two sets of information code groups and check code words into a 2two-bit
information bit and the 8-bit check bit, which is a word in the BeiDou navigation
message. The overall process of interleaving, deinterleaving, and BCH encoding
and decoding is shown in Fig. 3.26. The upper part is the schematic diagram of
the encoding process, and the lower part is the schematic diagram of the decoding
process.

The generator polynomial of the BeiDou BCH code is g(x) = x4 + x + 1, which
determines the coding block diagram of BCH (15, 11, 1), as shown in Fig. 3.27.

In the figure, the initial state of the shift register is 0, the switch K1 is connected,
and K2 is disconnected. As the 11 information bits of the shift clock pass through
the gate, the content is changed by K1 driving the shift register, and the tap setting
constitutes g(x). In the divider circuit, when all 11 information bits have been shifted,
the 4-bit check code word is reserved among [r1, r2, r3, r4]. Then, K1 is disconnected,
K2 remains connected, and a 4-parity bit is output so that it constitutes a 15-bit
BCH code with the previous 11-bit information. Then, K1 is connected and K2
disconnected. The shift clock drives the next cycle and repeats.

The block diagram for BeiDou BCH (15, 11, 1) is shown in Fig. 3.28. The 4-bit
shift register and feedback tap settings form the g(x) divider circuit, and the initial
state of the shift register is still all zeros. The input stream is also split into two paths,
one through the divider to generate a 4-bit error correction code, and the other in a
15-bit error correction buffer. When the shift clock completes 15 beats, among it the
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Fig. 3.26 Coding and decoding of the BDS navigation message

Input code stream

Clock and clear

Output

Fig. 3.27 Coding block diagram for BeiDou BCH (15, 11, 1)

[r1, r2, r3, r4] is a 4-bit error correction code. The error bit information is obtained
through the BCH error correction code figure, and then the information in the error
correction buffer is performed. The error correction here is obtained by using the
error correction code. The error correction here is performed by using the 15-bit
error correction signal obtained by the error correction code table and the buffered
input code stream. The contents of the error correction code table are shown in Table
3.10, where [r1, r2, r3, r4] is all 0. This means that there is no error, otherwise the
error bit in the input code stream can be corrected by finding the corresponding error
correction signal according to its content. It is worth noting that the above error
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Input stream

Clock and reset

BCH error correction code table

Fig. 3.28 The decoding process of BCH (15, 11, 1)

Table 3.10 BCH error correction codes

[r1, r2, r3, r4] 15 bit error correction signal [r1, r2, r3, r4] 15 bit error correction signal

0000 000000000000000 0001 000000000000001

0010 000000000000010 0011 000000000010000

0100 000000000000100 0101 000000100000000

0110 000000000100000 0111 000010000000000

1000 000000000001000 1001 100000000000000

1010 000001000000000 1011 000000010000000

1100 000000001000000 1101 010000000000000

1110 000100000000000 1111 001000000000000

correction mechanism only works when one bit of data is in error. If two or more
error bits are presented, the above mechanism cannot correct the error.

Similar to the structure of GPS navigation messages, the structure of BeiDou
navigation messages also includes superframes, main frames, sub-frames, words,
and bits. The concept of superframes here is a complete set of navigation messages.
Unlike the GPS navigation message, the BeiDou navigation message is divided into
D1 and D2 navigation messages, and the structure of the two is slightly different.

The superframe of the D1 navigation message lasts 12 min and contains 24 main
frames. One main frame lasts 30 s and contains five sub-frames. One sub-frame lasts
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six seconds and contains 10words. Oneword lasts 0.6 s, including 30 bits. Therefore,
a D1 superframe contains 36,000 bits.

The superframe of the D2 navigation message lasts six minutes and contains 120
main frames. One main frame lasts three seconds and contains five sub-frames. One
sub-frame lasts 0.6 s, and contains 10 words. One word lasts 0.06 s, and includes
30 bits. Since the bit rate of the D2 navigation message is 500 bps, the number of
bits transmitted by the D2 navigation message is 10 times that of the D1 navigation
message in the same time. A D2 superframe contains 180,000 bits.

The hierarchical structure of the D1 navigation message and D2 navigation
message and the time relationship between them are shown in Figs. 3.29 and 3.30
respectively. The format of the check code of the first word and the subsequent word
of each sub-frame is different; the check code of the first word is four bits, and the
check code of the subsequent two to nine words is eight bits. The difference between
two check codes is presented in the chart.

The content of the navigation message of the D1 code is very similar to that of the
GPS navigation message. Sub-frames 1, 2, and 3 transmit data directly related to the
positioning calculation, while sub-frames 4 and 5 transmit data related to other satel-
lites. Sub-frames 1, 2, and3 are broadcasted every 30 s,which ensures that the receiver
can demodulate the ephemeris and other data necessary for positioning calculation
within up to 30 s, while the contents of sub-frames 4 and 5 include satellite-related
data that varies according to the main frame number (or page number). A complete
navigation message requires 24 main frames, i.e. 12 min, to complete. Since each
main frame is repeated, the message content of sub-frames 1, 2, and 3 has no main
frame information; the message content of sub-frames 4 and 5 has a 7-bit main
frame, and the receiver is in the demodulation sub-frame. The 4 and 5 of the message
needs to be processed according to the main frame number. Figure 3.31a shows the
arrangement of the content of the D1 navigation message.

Navigation message 26 bit Check code 4 bit

Super-frame

Frame

Sub-frame

Word

Word 1

Word 2-9 Navigation message 22 bit Check code 8 bit

Fig. 3.29 Organizational structure and time length of the BDS D1 code navigation message
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Navigation message 26 bit Check code 4 bit

Super-frame

Frame

Sub-frame

Word

Word 1

Word 2-9 Navigation message 22 bit Check code 8 bit

Fig. 3.30 Organizational structure and time length of the BDS D2 code navigation message

(a) D1 Arrangement of navigation messages 

Basic navigation accommodation of the satellite

Basic navigation information of the satellite 

Synchronization information 

of all satellite almanacs with 

other system times

The integrity and differential 

information of the BDS system

Ionospheric information of all 

satellite alchemy sites and buried 

order synchronization information 

of other systems

(b) D2 Arrangement of navigation messages 

Sub-frame 1 Sub-frame 2 Sub-frame 3

Sub-frame 4 Sub-frame 5

Sub-frame 1

Sub-frame 2 Sub-frame 3 Sub-frame 4

Sub-frame 5

Fig. 3.31 Arrangement of the content of the D1 and D2 navigation messages
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The content of the navigation message of the D2 code is quite different from that
of the GPS navigation message. First, the superframe of the D2 code contains 120
main frames, while the superframe of the GPS has only 25 main frames, and the
number of main frames is more than that of GPS. Secondly, the main frame duration
of the D2 code is three seconds, which is only 1/10 of the duration of the GPS
main frame. This is because the data rate of the D2 code is 10 times the data rate
of GPS; the main difference is the navigation message content. In the arrangement,
the D2 navigation message not only contains data directly related to the positioning
calculation and data related to other satellites, but also includes the integrity and
differential information of the BeiDou satellite system. The data directly related to
the positioning calculation is transmitted in sub-frame 1, and 10 primary frames are
transmitted. The data related to other satellites is transmitted in sub-frame 5, and 120
main frames are transmitted. The BeiDou satellite system is intact. The completeness
and difference information are mainly in sub-frames 2, 3, and 4, and are transmitted
in six main frames. Figure 3.31b shows the arrangement of the content of the D2
navigation message.

Similar to the GPS navigation message, the sub-frame of the BeiDou navigation
message also contains the synchronization code and the time information within the
week. The first 11 bits of the first word of each sub-frame are the synchronization
code, and the content is “1110001010”. Before the receiver starts demodulating the
navigation message, it must first confirm the search for the synchronization code,
meaning that the sub-frame synchronization has been completed. The sync code is
followed by four bits of reserved information, followed by a 3-bit sub-frame number
and the upper eight bits of the SOW, as shown in Fig. 3.32.

SOW means the second-count in the week. This is because BeiDou is also repre-
sented by the number of weeks and the number of seconds in the week, so the SOW
information here is similar to the TOW information of GPS. BeiDou’s SOW has a
total of 20 digits, and amaximum range of 1,048,576 s. This is greater than 604,800 s,
so no truncation is required. The lower 12 of the SOW is transmitted in the upper
12 bits of the second word of each sub-frame, and any sub-frame of the D1 and D2
navigation messages is set as such, as shown in Fig. 3.32.

It should be noted that the secondminute corresponding to the SOW in the BeiDou
sub-frame refers to the time corresponding to the rising edge of the first pulse of the
synchronization code of the sub-frame, which is slightly different from the meaning
of the TOW information of GPS.

First word Second word

Synchronous code 11100010010

11 bit

retain

4 bit

SOW upper 8 bit Check code

4 bit

SOW lower 12 bit   

Fig. 3.32 Synchronization code and SOW information of the BDS navigation message
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The BeiDou Week Number (WN) information is transmitted in 13 bits, which
draws on the experience ofGPSmessages, because theBeiDouWNneeds to accumu-
late 8192 weeks. This will cause overflow clearing only after 157.1 years. Compared
with 19.6 years in the GPS navigation message, the overflow resetting period has
been greatly increased. Considering the life cycle of existing electronic products, a
receiver that is designed according to the existing BeiDou signal format does not
have to consider the problem of resetting the overflow of the BeiDou week during
the service period.

Themost important data directly related to the positioning solution is the satellite’s
ephemeris data, which is transmitted by sub-frames 1, 2, and 3 in the D1 navigation
message, and by sub-frame 1 in 10 main frames in the D2 navigation message.
The definitions of ephemeris data in D1 and D2 navigation messages are the same.
Of course, the two are different in the arrangement of their respective sub-frame
contents. Table 3.11 shows the definition of the parameters of the BeiDou satellite
calendar, the number of bits, the scale factor, and the unit. Such information and the
ephemeris parameters are applicable to the BeiDou GEO/IGSO/MEO satellite.

Table 3.11 Ephemeris parameters of the BeiDou satellite

Parameter Description No. of bits Scale factor Effective range Unit

toe Ephemeris reference time 17 23 604,792 s√
A Square root of

semi-major axis
32 2–19 8192 m1/2

E Eccentricity 32 2–33 0.5

ω Argument of perigee 32a 2–31 ±1 π

�n Mean motion difference
between computed value
and average motion rate

16a 2–43 ±3.73 × 10−9 π/s

M0 Mean anomaly at
reference time

32a 2–31 ±1 π

Ω0 Longitude of ascending
node of orbital plane at
weekly epoch

32a 2–31 ±1 π


̇ Rate of right ascension 24a 2–43 ±9.54 × 10−7 π/s

i0 Rate of inclination angle 32a 2–31 ±1 π

IDOT Inclination angle at
reference time

14a 2–43 ±9.31 × 10−10 π/s

Cuc Amplitude of cosine
harmonic correction to
the argument of latitude

18a 2–31 ±6.10 × 10−5 Radian

Cus Amplitude of sine
harmonic correction to
the argument of latitude

18a 2–31 ±6.10 × 10−5 Radian

(continued)
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Table 3.11 (continued)

Parameter Description No. of bits Scale factor Effective range Unit

Crc Amplitude of cosine
harmonic correction term
to the orbit radius

18a 2–6 ±2 048 m

Crs Amplitude of sine
harmonic correction term
to the orbit radius

18a 2–6 ±2048 m

Cic Amplitude of cosine
harmonic correction term
to the angle of inclination

18a 2–31 ±6.10 × 10−5 Radian

Cis Amplitude of sine
harmonic correction term
to the angle of inclination

18a 2–31 ±6.10 × 10−5 Radian

ais the binary complement. Its top digit is the sign bit

The arrangement of the content of sub-frames 1, 2, and 3 in the D1 navigation
message is shown in Fig. 3.33. The arrangement of the content of sub-frame 1 (10
pages) in the D2 navigation message is shown in Fig. 3.34. The receiver mainly
demodulates the ephemeris parameters according to Fig. 3.33. The information given
in Fig. 3.34 and Table 3.10 is not described in detail here.

The contents of sub-frames 4 and 5 in D1 navigation message are shown in Table
3.12.

Unlike the GPS navigation message, the BeiDou system moves the ionospheric
delay parameters to sub-frames 1, 2, and 3, and repeats every 30 s, so it can be obtained
when demodulating the BeiDou satellite ephemeris parameters. The ionospheric
parameters allow ionospheric correction to be used immediately when the solution
is obtained.

Table 3.13 shows the arrangement of the content of sub-frames 2, 3, 4, and 5 in the
D2 navigation message. Sub-frame 2 and sub-frame 3 transmit the BeiDou system
integrity and difference information and satellite identification, regional user distance
accuracy (RURA), and user differential Distance Error (UDRE) and equivalent clock
correction �t. Sub-frame 4 is reserved for use by the system. Sub-frame 5 transmits
all satellite almanac data, grid point ionospheric information, BeiDou time and other
satellite time system parameters, and UTC time parameters. For a more detailed
description and instructions on how to use this information, see Ref. [5].
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Fig. 3.34 Format of the first sub-frame of the BeiDou D2 navigation message1

3.4 Time Relationships Among Various Satellite Signals

In the previous sections of this chapter, we learned about the basic structure and
main features of the navigation signals transmitted by a single GPS and BeiDou
satellite.We already know that each satellite constantly broadcasts its own navigation
message, and that the signal is used every once in awhile. A timestamp is added to the
navigation message. For GPS signals, this time interval is six seconds; for BeiDou,
the time interval of the D1 signal is six seconds, and the time interval of the D2 signal

1Figs. 3.33 and 3.34 are extracted from Ref. [10].
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Fig. 3.34 (continued)

is 0.6 s. The data structure of the navigation message is skillfully organized so that
once the receiver has reliably kept tracking of the signal, the signal transmission time
at any point can be derived from the timestamp. However, what is often overlooked
by beginners is that the signals transmitted by all GPS satellites in space are strictly
synchronized in time, as are the signals transmitted by all BeiDou satellites. These
are the most fundamental qualities that allow GPS and BeiDou satellite signals to



3.4 Time Relationships Among Various Satellite Signals 129

Table 3.12 Content of the fourth and fifth sub-frames in the BDS D1 navigation message2

Sub-frame Main frame Contents

Fifth sub-frame 1–6 Almanac parameters of satellites 25–30

7 Health indicators of satellites 1–19

8 Health indicators of satellites 20–30, week numbers of the
almanac parameters

9 BDS time and other time system parameters

10 BDS time and UTC time parameters

11–24 Reserved for the system

Fourth sub-frame 1–24 Almanac parameters of satellites 1–24

Table 3.13 The content of the second, third, fourth, and fifth sub-frames in the BDS D2 navigation
message3

Sub-frame Main frame Description

Second 1–6 Integrity and difference information of the BDS system

Third 1–6 Regional user distance accuracy (RURA) and clock
correction parameters

Fourth 1–6 Reserved for the system

Fifth 1–13 61–73 Grid point ionospheric information

35 Health indicators of satellites 1–19

36 Health indicators of the BDS satellites 20 to 30, and the
number of weeks of the almanac data

37–60 Almanac parameters of satellites 1–24

95–100 Almanac parameters of satellites 25–30

101 BDS time and other time system parameters

102 BDS time and UTC time parameters

14–34 74–94 103–120 Reserved for the system

achieve positioning. In this sense, the satellite navigation system is not so much a
positioning system as a strict time synchronization system.

First, the atomic clocks on each satellite remain strictly synchronized. One of
the most basic characteristics of the atomic clock is its extremely high frequency
stability. In addition, the ground control station constantly monitors the state of the
atomic clock on the satellite and corrects the time error. Even if there is a deviation
between the atomic clock and GPST and BDT, the ground station sends corrections
at any time to maintain strict synchronization of the clocks on the satellite. In fact,

2The BeiDou system is in a period of rapid adjustment. This content may change in the future.
Please update it according to BeiDou’s official website at any time.
3See Footnote 1.
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the synchronization deviation of the atomic clocks on different GPS satellites is
controlled within five to 10 ns.

Under the premise that the atomic clocks on the satellites are synchronized well,
the navigation signals transmitted by different GPS and BeiDou satellites have
the basic conditions for maintaining synchronization. Taking GPS satellites as an
example, GPS time is divided into 100,800 time slots in a week. Each time period
is six seconds—exactly the same length as one sub-frame signal. Between midnight
on Saturday and Sunday morning, all GPS satellites start transmitting the first sub-
frame of the week based on the time provided by their atomic clock, then the second
sub-frame and so on, until the following Saturday and week thereafter. The point
of alternating is in the morning. Therefore, from the starting point of the navigation
message, the navigation signals transmitted by all GPS satellites at the same GPS
time have the same timestamp. The same conclusion can be drawn from a similar
analysis of the BeiDou satellite.

Another point that is easily overlooked by beginners is that the pseudo-code phase
in the signals transmitted by different satellites is also synchronized. Although the
pseudo-codes of different satellite modulations are different, at the same time (GPST
orBDT), all pseudo-code phases are the samewhen the navigation signals of different
satellites leave the transmitting antenna of the satellite.

The pseudo-code phase synchronization here is only for the same satellite navi-
gation system. The pseudo-code phases of one GPS satellite and another GPS satel-
lite are synchronized, as are the pseudo-code phases of one BeiDou satellite and
another BeiDou satellite. However, the pseudo-code phases of a GPS satellite and a
BeiDou satellite are not necessarily synchronized because of the inherent systemic
bias betweenGPST andBDT.However, this strict phase synchronization relationship
no longer exists when they are received by the receiver antenna. This is explained in
Fig. 3.35.

Fig. 3.35 Navigation signals
from different satellites have
different path delays
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Figure 3.35 shows the situation of four GPS satellites and four BeiDou satellites.
Four satellites were chosen because this is the minimum required to achieve three-
dimensional positioning. Of course, if a joint solution is used, a total of eight satellite
signals are available here. Since each satellite is located at a different location in
space, the distance from the receiver antenna is different. It is assumed that the four
GPS satellites are γGi, i = 1, 2, 3, 4 from the receiver antenna, and four BeiDou
satellite distance receivers. The antennae are γBi, i = 1, 2, 3, 4 respectively, so the
transmission time of the navigation signal from the satellite to the receiver is:

GPS satellite: τGi = γGi/c, i = 1, 2, 3, 4

BD satellite: τGi = γBi/c, i = 1, 2, 3, 4 (3.36)

c is the speed of light. τGi and τBi are different here.
If at time t, the receiver antenna receives signals from the eight satellites, then

the received signal is actually transmitted eight times before the current time. These
eight moments are respectively:

tGSV,i = t − τGi

tBSV,i = t − τBi (3.37)

The subscripts BSV and GSV represent the BeiDou satellite and the GPS satellite
respectively: i = 1, 2, 3, 4.

Since τi is different, tSV,i will also become jagged, so the navigation signals of
different satellites at the antenna end of the receiver no longer maintain a strict time
synchronization relationship, but show a difference between satellite signals. The
phase relationship reflects the user’s location information. At the same time, only
when all satellite signals are strictly synchronized at the transmitting end does the
seemingly chaotic signal phase at the receiving end make sense. Otherwise, if the
phase of the signal is already randomly distributed at the transmitting end, then the
phase at the receiving end has no meaning at all. The task of the receiver is to obtain
the user’s position information using a certain algorithm based on these seemingly
chaotic signal phases (tSV,i). This process is shown in Fig. 3.36.

Figure 3.36a shows the situation when four GPS satellites and four BeiDou satel-
lites transmit signals. The upper part of Fig. 3.36a is the signal transmitted by the
GPS satellite, and the lower part is the signal transmitted by the BeiDou satellite.
Both the GPS and BeiDou satellites transmit the sub-frame 1–5 signal. The BeiDou
IGSO/MEO satellite signal (D1 code) is used here for convenience. The sub-frames
of the four GPS satellites are time-synchronized. The rising edge of sub-frame 1
of the GPS satellite is represented by Z-number (n), and the sub-frames of the four
BeiDou satellites are also time-synchronized. The rising edge timing of sub-frame
1 of the satellite is represented by SOW(n). The figure shows a systematic time
deviation between the GPS satellite signal and the rising edge of the sub-frame of
the BeiDou satellite signal. The figure is represented by T. This time deviation is
the systematic deviation between GPST and BDT. It is estimated as a system state
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Fig. 3.36 Time relationships among different GPS and BDS satellite signals at the time of
transmission and reception
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quantity, which will be explained in detail later. The pseudo-code phase of the signal
is not shown in the figure, but within each data bit, the pseudo-random code phases
in different satellite signals of the same satellite system are synchronized.

Figure 3.36b shows the receiver antenna receiving information. The dotted line in
the lower half of Fig. 3.36b indicates that the Z-number (n) and SOW(n)moments are
aligned with the corresponding moments of the upper half. This can be understood
as observing the signal transmission timing and signal reception from the same time
frame. It can be seen that the sub-frame synchronization relationship among the four
GPS satellites and the four BeiDou satellite signals has been disturbed at the time
of signal reception. Some satellites have more postponement and others have less. A
signal with a long postponement indicates that the satellite is further away from the
receiver antenna, and vice versa.

The strict synchronization relationship between different satellite signals is
the premise through which satellite navigation systems can achieve positioning.
Figure 3.36 shows that only the signals from different satellites maintain a strict
synchronization relationship at the time of transmission, and the transmission delay
τi of different satellite signals becomesmeaningful.Different transmissiondelays and
the distance between the satellite antenna and the receiver antenna have a strict linear
correlation. This is also a fundamental element of the premise of pseudo-range obser-
vation and the working principle of GPS and BeiDou receivers. Only by grasping this
premise can we understand the physical meaning behind the pseudo-range equation.
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Chapter 4
Capture and Tracking of the Signal

The GPS and BDS satellite signals are down-converted from the radio frequency
to the intermediate frequency through the RF front-end. In order to demodulate
the navigation message, it must undergo a series of signal processing operations
such as carrier tracking, pseudo-code tracking, bit synchronization, and sub-frame
synchronization. In some literature, carrier tracking and pseudo-code tracking are
called carrier synchronization and pseudo-code synchronization respectively. They
are the same process but with different names. In this process, signal acquisition can
be seen as the first step in signal processing within a GPS receiver. Only after signal
acquisition is completed is it possible to start signal tracking. Signal tracking includes
carrier tracking and pseudo-code tracking, performing carrier tracking and pseudo-
code tracking respectively. After completion of carrier and pseudo-code stripping,
the signal is the satellite data “bit”, which is the navigation message. Then, signal
demodulation, extracting pseudo-range observations, extracting carrier phase and
Doppler observations, and other baseband signal processing can be performed.

All code division multiple access (CDMA) systems have signal acquisition prob-
lems, because multiple signals share the same carrier frequency. They only distin-
guish each other by orthogonal coding, so the signal existing in the received signal
must first be judged. Further, the approximate carrier frequency and pseudo-code
phase of the signal are searched. BDS and GPS systems are no exceptions as typical
code division multiple access systems. Moreover, the high-speed movement of space
satellites makes signal acquisition more complicated and difficult. The direct reason
for this is the high-speed change of the relative distance between the satellite and
the receiver. The Doppler shift caused by the carrier frequency changes drastically.
“Time To First Fix (TTFF)” measures the time it takes for the receiver to power up
to achieve effective positioning. Generally, without auxiliary information, the GPS
receiver spends most of its time on signal acquisition in all TTFF sessions. Hence,
increasing the speed of signal acquisition is significant for shortening TTFF.
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After the GPS and BDS receivers have completed the signal acquisition, they have
a general estimate of the carrier frequency and pseudo-code phase of the signal. The
term “general” is used here to describe the result of signal acquisition compared to the
outcome of the tracking loop. In general, based on the result of the signal acquisition,
the accuracy of the estimation of the carrier frequency is in the range of a few hundred
hertz to several tens of hertz, and the estimation accuracy of the pseudo-code phase
is within ±0.5 chips. This accuracy is not sufficient to achieve demodulation of the
navigation message data, since the demodulated data must generally be entered after
going into a stable phase locked state, where phase locking refers to both the carrier
phase and the pseudo-code phase that is being kept locked. At the same time, with the
relativemotion of the satellite and the receiver, the carrier frequency and pseudo-code
phase of the signal received by the antenna can still change in the moment. What’s
more, the clock drift and random jitter of the receiver’s local clock can also affect the
locking of the acquired signal. Therefore, if the carrier tracking loop and the pseudo-
code tracking loop are not continuously dynamically adjusted, the acquired signal
will quickly become unlocked. Essentially, signal tracking is a dynamic adjustment
strategy for loop parameters, which is taken to achieve stable tracking of the signal.

In this chapter, we first lay out the basic concepts of signal acquisition and why
the receiver should perform it. The purpose of signal acquisition is explained. Then,
several commonly used methods of signal acquisition are detailed, including hard-
ware correlators,matched filters, and software FFT based signal acquisitionmethods.
Two parallel acquisition schemes are introduced for the requirements of high sensi-
tivity receivers: the combination of matched filters and FFT, and the fast acquisition
method using phase compensation and synchronous data blocks, carrying out perfor-
mance analysis and computational analysis of the two schemes. Based on the signal
acquisition, the basic principle, theoretical model, and performance analysis of the
signal tracking loop are explained in detail. The linear phase-locked loop, frequency-
locked loop, phase detector, and discriminator are introduced, as well as the GPS and
BDS receivers. In accordance with the characteristics of the hardware, the imple-
mentation method of the Costas loop will be explained. Furthermore, we process the
actual data for different tracking loops, and analyze and compare the results.

4.1 Signal Acquisition

4.1.1 The Concept of Signal Acquisition

In CDMA systems, signals transmitted by different sources are distinguished by
different pseudo-randomcodes. In general,CDMAsystems can share the samecarrier
frequency and time. Signal acquisition problems exist in all CDMA systems. There
are several reasons for this.

Reason 1: Since all sources of the CDMA system share the same carrier frequency
and channel time, signals from all possible sources are inevitably mixed together at
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the antenna of the receiver.When the receiver is power on, it has no idea which signal
source the current antenna is receiving from. This problem is especially significant
in satellite navigation receiver systems because the receiver can only receive satellite
signals that fall within the Line-of-Sight of the antenna. It is impossible for the
receiver to receive when the satellite is running to the back of the Earth. Only after
knowing the source of the currently received signals can the receiver track and decode
them. In this sense, signal acquisition is a step that must be completed by GPS and
BDS receivers before subsequent signal processing.

Reason 2: The introduction of pseudo-random codes broadens the spectrum of the
signal, and accordingly the power of the signal can be reduced to a very low level. In
the case of GPS and BDS signals, because the distance between the satellite and the
ground exceeds 20,000 km, a huge path loss occurs. In layman’s terms, the received
signal level is often much lower than the background noise level. That is, the signal
is “annihilated” by noise. In this case, weak signals must be extracted from the noise
by signal capture.

Reason 3: According to the characteristics of CDMA signals, strong autocorre-
lation of pseudo-random codes must be used to achieve signal tracking and data
demodulation. However, the premise is that the correct pseudo-random code phase
must be foundbefore the strong autocorrelation function can be used, and the random-
ness of the receiver power-on period determines the phase randomness of the received
signal. Therefore, the pseudo-random code phase of a signal must be informed by
signal acquisition. In fact, this complements the first reason: only after the correct
pseudo-code phase is found and the spike of the autocorrelation function is obtained
can the pseudo-code modulated signal contained in the received signal be known.

For GPS and BDS signals, there is a particular reason why signal acquisition
becomes more necessary and more complex, namely the Doppler effect.

Considering the motion of satellites, we first take GPS satellites as an example
to arrive at some general conclusions, and then apply these conclusions to the BDS
satellite. As described in the previous section, the GPS satellite is a medium-orbiting
satellite that moves at a constant time in space. We can roughly estimate the speed of
the satellite’s movement. The orbit of the satellite is near-circular. Here we approxi-
mate it as a circle without introducing too great an error (after all, the eccentricity of
the GPS satellite orbit is only about 0.01), so the satellite trajectory can be considered
as a circle with a radius of 26,560 km. The cycle of the satellite is about 11 h and
58 min, or 43,080 s, so we can estimate its average angular velocity:

ω = 2π/43,080 ≈ 1.4585 × 10−4 rad/s

It should be pointed out here that, strictly speaking, the motion of the satellite is
not in uniform velocity. According to Kepler’s second law, the satellite is the fastest
in the perigee, but its orbit is near-circular, the difference is not very great. Then the
estimated average satellite speed is:

Vs = r · ω = 2.656 × 107 × 1.4585 × 10−4 ≈ 3.87 (4.1)
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Due to the Doppler effect, this high-speed motion will inevitably cause a Doppler
shift in the signal obtained by the receiver. Simple estimation shows that the frequency
shift caused by the signal of the L1 carrier frequency can reach

δfL1 = v

c
fL1 ≈ 20.3 kHz (4.2)

In fact, the Doppler shift is only related to the radial velocity component of the
relative motion. Assuming that the receiver is in a stationary state on the Earth’s
surface, a Doppler shift of up to 20 kHz must be generated by the satellite facing
the Earth’s surface where the receiver located. In general, the satellite always travels
around the Earth, so the radial velocity component of its relative motion cannot
reach 3.87 km/s relative to a certain point on the Earth’s surface. Figure 4.1 offers a
quantitative analysis.

The position of the GPS satellite in Fig. 4.1 is denoted by P, the position of the
receiver is denoted by A, the flight path of the satellite is indicated by the dotted
line circle, and the point O is the center of mass of the Earth, where the satellite’s
orbit is approximated as circular, and the center of the circle is at pointO. The radius
of the Earth (that is, the distance of AO is Re) and the distance of the satellite’s
orbit from point O (that is, PO) is represented by Rs. Apparently Re ≈ 6378 km,
and Rs ≈ 26,560 km. Suppose that the angle between the satellite and the receiver’s
connection AP and OP is θ, and the radial speed between the receiver and the user
when the receiver is at rest is

Vd = Vs sin(θ) (4.3)

Applying the cosine theorem and the sine theorem to the triangle AOP, there is

Fig. 4.1 The relationship
between the Doppler shift
and the observation angle of
GPS satellites
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Re

sin(θ)
= |AP|

sin(α)
(4.4)

|AP| =
√
R2
e + R2

s − 2ReRs cos(α) (4.5)

Substituting Eq. (4.5) into Eq. (4.4) yields an expression of sin(θ ):

sin(θ)= Re sin(α)√
R2
e + R2

s − 2ReRs cos(α)
(4.6)

Then the equation of the radial velocity V d is:

Vd= VsRe sin(α)√
R2
e + R2

s − 2ReRs cos(α)
(4.7)

In Eq. (4.7), V s, Rs and Re can all be regarded as constants. Only the angle of α

changes with the position of the satellite. What we care about is when V d can obtain
the maximum value, and what that maximum value is. Then, taking the derivative of
α for Eq. (4.7) and letting it be 0, we get

dVd

dα
=VsRe[cos(α)(R2

e + R2
s ) − ReRs cos2(α) − ReRs]

[R2
e + R2

s − 2ReRs cos(α)]3/2 = 0 (4.8)

Solving Eq. (4.8) we see that when cos(α) = Re
Rs
, V d takes the maximum value

VsRe
Rs

. If you look more carefully at Fig. 4.1, AP and OA are at right angles at this
point. That is, the satellite is at the moment when the horizon rises from point A.
The maximum value of V d at this time:

VdM = VsRe

Rs
≈ 3870 × 6378

26,560
≈ 929.3m/s (4.9)

Tsui makes a similar analysis of this problem in Ref. [1], concluding that the
maximum radial velocity component of the relative motion between the receiver and
the satellite on the Earth’s surface is about 929 m/s. This outcome is consistent with
the outcome of (4.9). The resulting maximum Doppler shift is

fdM = VdM
fL1
c

≈ 929.3 × 1575.42 × 106

3 × 108
≈ 4880.3Hz (4.10)

Here, c is the speed of light and f L1 is the carrier frequency of L1. The above
analysis concludes that the maximum Doppler shift that GPS satellite signals can
produce for stationary receivers on the Earth’s surface often does not meet the above
assumptions. First of all, the receiver cannot be in a static state. Regardless of the
motion dynamics of the receiver carrier itself, an object that is stationary on the
surface of the Earth is always in motion as the Earth rotates. Secondly, only the
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receiver antenna position is in the orbit plane of the satellite in the above analysis,
otherwise the velocity in the radial direction between the satellite and the receiver is
not simply V s sin(θ ), but rather the multiplicative sinusoidal component of the angle
between the vector of the satellite receiver and the satellite’s orbital plane. However,
Eq. (4.10) can still be considered as a good reference value for the upper limit of the
Doppler shift obtained by receivers on the Earth’s surface, because the flight speed
of satellites is the main factor of the Doppler shift in general civilian applications.

The above analysis can also be applied to the L2 frequency, but since the carrier
frequency value of the L2 frequency is not as high as L1, the Doppler effect produced
by the same radial velocity is not as obvious as the L1 frequency, so it is omitted
here. Readers can analyze it by themselves.

The situation for the BDS satellite is slightly more complicated. On the one hand,
the BDS carrier frequency is different from that of GPS. On the other hand, because
the BDS space constellation contains three kinds of satellites (GEO/IGSO/MEO),
the orbital height of the various types of satellites is different. The flight speed and
flight range are different, which results in different Doppler shift results for different
types of BDS satellites, meaning that they need to be analyzed separately.

Figure 4.2 shows the projection of the trajectory of BDS GEO/IGSO/MEO satel-
lites on the Earth’s surface. The GEO satellite uses PRN1 as an example, the IGSO
satellite uses PRN6 as an example, and theMEO satellite uses PRN11 as an example.
The figure only shows one cycle. The satellite trajectory is 12 h and 55 min for the
MEO satellite and 24 h for the GEO/IGSO satellite. TheDoppler shift forMEO satel-
lites can be similarly analyzed using GPS satellites, but GEO and IGSO satellites
and MEOs are different. If the analysis is carried out according to the method for
GPS satellites, then the orbital radius of GEO is 42,100 km, and the average speed is

GEO Satellite

MEO Satellite

IGSO Satellite

Fig. 4.2 The satellite track of the BDS space constellation GEO/IGSO/MEO



4.1 Signal Acquisition 141

Vs = r · ω = 4.21 × 107 × 2π/(24 × 3600) ≈ 3.07 km/s

However, the objects on the surface of the Earth also move with the Earth’s
rotation. The GEO satellites and the objects on the Earth’s surface remain relatively
static. Therefore, calculating the maximum Doppler shift of GEO for stationary
receivers on the Earth’s surface according to Eq. (4.9) is obviously unreasonable.
The situation for the IGSO satellite is more complicated, as can be seen from its
flight path, so it is even more impossible to calculate the maximum Doppler shift by
Eq. (4.9).

In practice, the maximum satellite operating speed in a cycle can be calculated
based on the GEO/IGSO satellites’ orbital parameters broadcast by the BDS satellite,
such as ephemeris data and almanac data. The calculated speed is the flight speed in
the ECEF coordinating system. Then, the Doppler shift of the receiver is calculated
relative to the Earth’s surface. According to the satellite’s actual orbital parameters,
the maximum speed of the GEO satellite can be calculated to be between 80 and
90 m/s, and the maximum flight speed of the IGSO satellite is about 2800 m/s.
Considering when the satellite appears in the horizon direction of the receiver, the
maximum Doppler shift is generated, so there is

(4.11)

(4.12)

42,100 km is the orbital radius of the GEO and IGSO satellites. The maximum
Doppler shifts of the BDS GEO and IGSO calculated at the B1 frequency according
to Eqs. (4.11) and (4.12) are

fdM,GEO = VdM,GEO
fB1
c

≈ 13.6 × 1561.098 × 106

3 × 108
≈ 70.8Hz (4.13)

fdM,IGSO = VdM,IGSO
fB1
c

≈ 424.2 × 1561.098 × 106

3 × 108
≈ 2207.4Hz (4.14)

The BDS MEO satellite can be calculated using Eqs. (4.1) and (4.9).

Vs,MEO = rMEO · ωMEO = 2.791 × 107 × 1.3531 × 10−4 ≈ 3.78 km/s (4.15)

VdM,MEO = Vs,MEORe

Rs,MEO
≈ 3780 × 6378

27,900
≈ 864.1m/s (4.16)

fdM,MEO = VdM,MEO
fB1
c

≈ 864.1 × 1561.098 × 106

3 × 108
≈ 4496.5Hz (4.17)
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From the above analysis, it can be seen that for the BDS receiver on the Earth’s
surface, the maximum Doppler shifts produced by the GEO/IGSO/MEO satellites
are approximately 70.8 Hz, 2207.4 Hz, and 4496.5 Hz respectively.

In addition to the Doppler shift due to the high-speed motion of the satellite, the
deviation of the receiver’s own RF clock crystal also shifts the received signal carrier
frequency to a theoretical value. Theoretical calculations show that a crystal devia-
tion of 1 ppm can cause a carrier frequency deviation of 1.57 kHz on the L1 carrier
frequency and a carrier frequency deviation of 1.56 kHz at the B1 frequency. There-
fore, in the design of the RF front-end of the receiver, the quality of the crystal’s
frequency stability is critical, as it not only affects the performance of the subse-
quent tracking loop, but also determines the search range of the signal capture. In
the absence of a priori information, the carrier frequency search range of the satellite
signal is determined by the Doppler shift and the crystal stability. The crystal oscil-
lators used in the RF front-end of modern GPS receivers are generally temperature
compensated crystal oscillators (TCXO), which have a frequency stability of±1 ppm
or a higher crystal stability. If a±1 ppm crystal is used, the Doppler frequency search
range for GPS and BDS GEO/IGSO/MEO satellites needs to add ±1.57 kHz (GPS
satellite) and ±1.56 kHz (BDS satellite) in Eqs. (4.10), (4.13), (4.14), and (4.17).

Considering these factors comprehensively, it can be considered that the GPS and
BDS signals finally obtained by the receiver antenna not only have an ambiguity in
the pseudo-code phase, but also have a certain amount of ambiguity in the carrier
frequency. In order to achieve stable tracking of the signal, it is necessary to solve
the problem of pseudo-code phase ambiguity and carrier frequency ambiguity at the
same time.

Signal capture inGPS andBDS receivers can be considered as a three-dimensional
search. The first dimension is from the direction of the PRN code, the second dimen-
sion is the direction from the pseudo-code phase, and the third dimension is the
direction from the Doppler shift.

From the direction of the PRN code, if there is no auxiliary information at the
beginning of the receiver power-on, and there is no knowledge of the current zenith
satellite constellation distribution, the number of PRN codes of GPS satellites that
may exist in the signal received from the antenna is thirty-two. All possible BDS
satellites have a PRN code of 37 (this range can be narrowed down to 14 BDS
satellites before the BDS Global System is completed in 2020), and every possible
PRN must be tried one by one. If there is other auxiliary information to reduce the
search volume, the search time can be greatly shortened. For example, Warm-Start
or Hot-Start involves the use of past almanac data or ephemeris data and local time
saved by the receiver. In cases where the local approximate position is known, the
current elevation of satellites can be roughly derived. The distribution of the GPS
and BDS satellite constellations greatly limits the search space of the PRN code, thus
shortening the time required for the search process.

From the search of the pseudo-code phase direction, it is first necessary to generate
a local pseudo-code. This local pseudo-code is correlated with the input signal by
setting different local pseudo-code phases. By using the strong autocorrelation of
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the pseudo-code, a strong correlation value can be generated only when the pseudo-
code of the local code and the signal are aligned, and once the correlation value of a
certain pseudo-code phase exceeds a predetermined threshold. It can be considered
that the correct local pseudo-code phase is found. As can be seen in Sects. 3.1.3
and 3.2.3, the position of the autocorrelation spike is very sensitive to the pseudo-
code phase. If the pseudo-code phase difference exceeds one chip, the spike will be
quickly lost. Thus, once the high correlation peak appears, it can be considered that
the difference between the pseudo-code phase of the input signal and the phase of
the local pseudo-code is already within one chip.

The search from the Doppler shift direction is obtained by multiplying and inte-
grating the value of the local carrier and adjusting the local carrier. If the carrier
frequency of the local carrier and the input signal are very close, the input signal is
obtained by coherent integration. The high frequency carrier component is removed,
and the difference frequency component (i.e. the component close to zero frequency)
is accumulated. Since the possible carrier frequency values of the input signal are not
known in advance, it is necessary to try by setting different local carrier values. The
selection of the frequency step is based on a compromise between search sensitivity
and search efficiency: for a certain frequency search interval, the small frequency step
increases the number of frequency bins to be searched, thereby directly increasing the
coverage of all frequency search range. With the amount of work required, the result
is increased search time, but the benefit is to increase the sensitivity of the search.
The relationship between sensitivity and frequency step size is further explained in
conjunction with the mathematical expressions in Sect. 4.1.2.

Figure 4.3 shows a two-dimensional search diagram for a given GPS signal with a
PRN. The ordinate on the left represents the search range of the pseudo-code phase,
and the abscissa represents the search range of the Doppler shift. The search range

Phase of the pseudo-code 

When the signal is present

Doppler shift

Fig. 4.3 Two-dimensional search graph for signal capture
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of the pseudo-code phase is 1023 chips. Of course, if the BDS signal is searched, the
search range of the pseudo-code phase should be 2046 chips, and the search step value
of the pseudo-code phase in the figure is�T c. The search range of theDoppler shift is
set to [−6500 Hz, 6500 Hz], which can be considered as [(±5.0 kHz)+ (±1.5 kHz)],
where the two values of 5.0 and 1.5 kHz are analyzed before. The search step value of
the Doppler shift in the figure is �f D. According to the previous analysis, the search
step value�T c of the pseudo-code phase should be smaller than a pseudo-code chip.
The smaller the �T c, the more refined the search result will be. However, this will
cause increased computational complexity. The Doppler frequency shift search step
�f D is related to the length of the coherent integration time. A simple conclusion
is that the longer the coherent integration time, the smaller the Doppler search step
value, otherwise the correlation peak is easily missed. When the local pseudo-code
phase and Doppler shift are aligned with the pseudo-code phase of the input signal
and the Doppler shift, the correlation peak shown on the right side of Fig. 4.3 will
appear for the shape and statistical properties of the correlation peak. This analysis
will be expanded in subsequent chapters.

In actual signal capture, the search of the pseudo-code phase and the search of
the carrier frequency are actually done at the same time. This is because, if only
the pseudo-code phase search is completed and the carrier component still exists,
then the signal obtained by multiplying the input signal and the local pseudo-code
after completion of the pseudo-code stripping is still a high frequency with respect
to the integration time. The signal and correlation operation must pass through the
integrator. The integration of the high frequency signal does not result in a very high
peak. Conversely, if only the carrier frequency search is completed and the pseudo-
code component still exists, then the input signal multiplied by the local carrier will
become a low frequency component, but the existence of the pseudo-code means that
the signal will still be a spread spectrum signal, so high correlation peaks will not
appear after passing through the integrator. Only after the simultaneous completion
of the pseudo-code stripping and carrier stripping will the obtained low-frequency
continuous wave signal have a relatively high correlation peak through the integrator.
Therefore, in the actual signal capture process, the local pseudo-code phase and the
local carrier frequency are set at the same time. The correlation operation is then
performed, and finally the correlation result is checked to determine whether signal
capture has been realized. That is to say, carrier stripping and pseudo-code stripping
are both indispensable.

4.1.2 Signal Capture Based on the Time Domain Correlator

The basic structure of the time domain correlator commonly used in GPS/BDS
receivers is shown in Fig. 4.4.

The “time domain” here is relative to the FFT-based search algorithm that will
be introduced later, because the FFT algorithm itself involves frequency domain and
time domain conversion, and the correlator here only operates on the time domain.



4.1 Signal Acquisition 145
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generator
Pseudo-code

generator

Pseudo-code
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Control logic signal

Threshold

decision

Fig. 4.4 The basic structure of the time domain correlator

The time domain correlator here can process GPS signals as well as BDS signals,
and only needs to adjust the pseudo-code generator and pseudo-code clock to adapt
to GPS and BDS signals. For convenience, if no special explanation is given, the
subsequent explanation will be based on the GPS signal.

The time domain correlator includes a local carrier generator, a local pseudo-code
generator, I-channel andQ-channel waymultipliers, an integrator, and corresponding
control circuits. The input signal is the ADC-sampled IF digital signal output from
the RF front-end. It is first multiplied by the sin() and cos() components of the local
carrier to obtain the I-channel and Q-channel components, and then correlated with
the local pseudo-code at a certain pseudo-code phase respectively. The correlation
operation is performed at the code phase, and finally the integration result is given
by the integrator. The time of the integrator is an integer multiple of 1 ms, that is, an
integer multiple of the C/A code period. The control circuit controls the frequency
of the local carrier. At a fixed carrier frequency, the phase of the local pseudo-
code is slid. The phase sliding range is from 1 to 1023 chips, and the step value
of each pseudo-code sliding can be set to be less than or equal to the value of one
chip. Generally half a chip is a good choice—a reasonable compromise between the
required computation and the correlation peak’s capture fineness. For each carrier
frequency and pseudo-code phase, the I/Q correlator outputs the correlation result.
If the correlation operation of all 1023 chips is completed at the current carrier
frequency value and the spike exceeding the threshold has not been obtained, the
current carrier frequency is changed, and then all 1023 pseudo-code phase searches
are repeated. The steps described here are two-dimensional searches for a PRN
code. When all the current possible carrier frequencies and pseudo-code phases are
completed, the relevant peaks that do not meet the requirements are still present,
indicating either that the currently received signal does not include the PRN pseudo-
code signal, or that the signal corresponding to the PRN code is too weak. Therefore,
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the control logic needs to consider changing the current PRN code and re-searching
all of the possible pseudo-code phases and Doppler shifts.

Mathematical formulas can be used to illustrate the process of signal acquisition
and the relationship between capture sensitivity and efficiency.

The input signal is the IF sample of the RF output. Its mathematical expression
is as follows.

sIF(t) = √2PsC(t − τ)D(t − τ) cos[ωIFt + φ(t)] + n(t) (4.18)

In this equation, Ps is the signal power; C(t) is the C/A code with a value of ±1;
τ represents the time delay brought about during transmission;D(t) is the navigation
message bit, as described above, of which the bit rate is 50 bps;ωIF is the intermediate
frequency carrier frequency,whose value is determined by theRF circuit andDoppler
shift;ϕ(t) is the initial carrier phase; n(t) is white noise, and its power spectral density
is considered constant, with N0/2 as an indicator.

The local carrier generator outputs two signals, which are expressed respectively
as

Ica(t) = √
2 cos[(ωIF + �ω̂)t + φ̂0] (4.19)

Qca(t) = √
2 sin[(ωIF + �ω̂)t + φ̂0] (4.20)

The frequency of the local carrier is ((ωIF + �ω̂)), which is different from the
carrier frequency of the input signal by �ω̂, where �ω̂ is unknown. One of the
purposes of signal capture is to adjust the local carrier frequency so that �ω̂ is as
small as possible. Different frequency wells correspond to different �ω̂. When the
capture is achieved, the frequency difference is small, and when the receiver starts
to stabilize the tracking signal, the frequency difference can be considered as close
to zero.

The I/Q signals of the local carrier are respectively sent to themixer andmultiplied
by the input signal. The results are

I(t) = √2PsC(t − τ)D(t − τ) cos[ωIFt + φ(t)] × √
2 cos[(ωIF + �ω̂)t + φ̂0]

(4.21)

Q(t) = √2PsC(t − τ)D(t − τ) cos[ωIFt + φ(t)] × √
2 sin[(ωIF + �ω̂)t + φ̂0]

(4.22)

Since there is an integrator behind the multiplier, it can be regarded as a low-pass
filter, so the high-frequency components in the above equation can be ignored. The
following simplified results are obtained:

I(t) = √PsC(t − τ)D(t − τ) cos[φ(t) − �ω̂t − φ̂0] (4.23)
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Q(t) = √PsC(t − τ)D(t − τ) sin[φ(t) − �ω̂t − φ̂0] (4.24)

It should be noted that Eqs. (4.23) and (4.24) only represent the signal components
of the mixer output. The noise components are listed separately. They are as follows:

nI(t) = n(t) × √
2 cos[φ̂(t)] (4.25)

nQ(t) = n(t) × √
2 sin[φ̂(t)] (4.26)

Its mean valueE(nI)=E(nQ)= 0, and power spectral density PSD(nI)= PSD(nQ)
= N0/2. The noise amount of Eqs. (4.25) and (4.26) has a phase rotation compared
with the original noise amount, but the power spectral density has not changed. For
this conclusion, we only consider the case where white noise and ejφ̂(t) are multiplied
in the frequency domain to correspond to the translation of the spectrum, but the
spectrum shape and distribution do not change at all.

Assuming that the local pseudo-codegenerated by the local pseudo-codegenerator
can be expressed as C(t − τ̂ ), which is compared with Eq. (4.18), then the deviation
of the pseudo-code phase of the local pseudo-code and the signal is �τ = τ − τ̂ .

Assuming that the integration time isT I, the output of the I-channel andQ-channel
integrators are

IP =
TI∫

0

√
PsC(t − τ)C(t − τ̂ )D(t − τ) cos[�ω̂t + δφ0]dt + N I

= D
√
Ps

TI∫

0

C(t − τ)C(t − τ̂ ) cos[�ω̂t + δφ0]dt + N I (4.27)

QP =
TI∫

0

√
PsC(t − τ)C(t − τ̂ )D(t − τ) sin[�ω̂t + δφ0]dt + NQ

= D
√
Ps

TI∫

0

C(t − τ)C(t − τ̂ ) sin[�ω̂t + δφ0]dt + NQ (4.28)

In the above twoequations, δφ0 = φ̂0−φ(t);T I is the integration time, as described
above—generally the C/A code period, which is an integer multiple of 1 ms; the bit
rate of D(t) is 50 bps, so D(t) remains unchanged within 20 ms. Generally, T s <
20 ms is selected, soD(t) can be considered constant within the integration time, and
can be moved outside the integral number.

It is now possible to explain how to acquire the signal by adjusting the local
pseudo-code phase and the local carrier frequency according to Eqs. (4.27) and
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(4.28). In Eqs. (4.27) and (4.28), there are two variables τ̂ and�ω̂. They are difficult
to analyze, so we can fix one variable first and analyze the influence of the change
of the other variable on the integrator result.

First, assuming that the local carrier frequency and the carrier frequency of s(t)
are exactly the same, that is, �ω̂ = 0, then Eqs. (4.27) and (4.28) become

IP = D
√
Ps cos[δφ0]

TI∫

0

C(t − τ)C(t − τ̂ )dt + N I

= D
√
Ps cos[δφ0]R(�τ)TI + N I (4.29)

QP = D
√
Ps sin[δφ0]

TI∫

0

C(t − τ)C(t − τ̂ )dt + NQ

= D
√
Ps sin[δφ0]R(�τ)TI + NQ (4.30)

R(�τ) in Eqs. (4.29) and (4.30) is a pseudo-code autocorrelation function as
defined by Eq. (3.12). According to the analysis of the autocorrelation property of
the PRN code, this result indicates that when the phase of the sliding local pseudo-
code is consistent with the pseudo-code phase of the input signal, the integrator
output reaches a maximum value; when the phase difference is greater than one C/A
chip, the integrator output becomes a noise-like output.

Now suppose that the phase difference between the local pseudo-code and the
input signal pseudo-code is 0, i.e. �τ = 0, we can find the effect of the change of
the local carrier frequency on the output of the integrator. At this time, Eqs. (4.27)
and (4.28) become

IP = D
√
Ps

TI∫

0

C2(t − τ) cos[�ω̂t + δφ0]dt + N I

= D
√
PsTIsinc

(
�ω̂TI
2

)
cos

[
�ω̂

2
TI + δφ0

]
+ N I (4.31)

QP = D
√
Ps

TI∫

0

C2(t − τ) sin[�ω̂t + δφ0]dt + NQ

= D
√
PsTIsinc

(
�ω̂TI
2

)
sin

[
�ω̂

2
TI + δφ0

]
+ NQ (4.32)

If sIP and sQP are the signal parts of IP and QP respectively, then the signal power
represented by Eqs. (4.31) and (4.32) is
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Fig. 4.5 The relationship between the peak and frequency error of normalized correlator under
different coherent integration time lengths

P = s2IP + s2QP = PsT
2
I sinc

2(�ω̂TI/2
)

(4.33)

The function sinc(x) behaves near the zero point: when x → 0, then sinc(x) → 1;
the maximum value of the sinc(x) function is 1. It can then be concluded that when
�ω̂ → 0, the integrator outputs themaximum signal power. This is shown in Fig. 4.5.

Figure 4.5 shows the relationship between the result of normalizing the peak power
value of the correlator and the frequency error under different coherent integration
times. The figure shows four different integration times: 1, 2, 5, and 20 ms. In the
figure, the abscissa is the carrier frequency error in Hertz, and the ordinate is the
normalized signal power value of the output, which is the ratio of the power output
of the correlator to the maximum power. The figure shows that for the integration
time of 1 ms, the normalized power decreases as �ω increases in the main lobe.
When �ω = 1000 Hz, there is no signal power output; the maximum value of the
first side lobes is around �ω = 1430 Hz, but the normalized side lobes have a
maximum value of 0.047 and a decibel of −13 dB, indicating that the first side lobes
and the main lobe peaks differ by about 13 dB. For the integration time of 20 ms, the
corresponding frequency error is reduced to 50 Hz when the output power is close
to zero for the first time, and the maximum value of the first side lobes is about �ω

= 72 Hz. At this time, the normalized first side lobes are still about 13 dB away
from the main lobe peak. The effect of the frequency step size of the search on the
sensitivity can be understood easily from this figure. The longer the integration time,
the faster the curve in the graph decays, which means that the signal power outputted
by the integrator is more sensitive to the error of the carrier frequency. Therefore,
the larger the frequency step, the larger the possible frequency error and the weaker
the signal component of the correlator output, so the easier it is to miss the signal.
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Figure 4.5 also shows that the longer the integration time, the narrower the width
of the main lobe, which means that the same carrier frequency error is more likely
to lose signal power in the case of long-term integration. Therefore, the longer the
integration time T I, the smaller the step size of the carrier frequency search �f D
should be. In practice, the step size setting of the carrier frequency search must be
considered in conjunction with the integration time. In general, �f D = 1/T I can be
set. Of course, it can be set smaller, but this means that the number of frequency
wells required to cover the same Doppler range is increased, thereby increasing the
calculation.

From Eq. (4.33) we can also see the effect of the length of the integration time on
the output of the integrator. The longer the T I, the larger the value of T Isinc(�ω̂T I/2),
which means that the stronger the signal outputted by the integrator, the worse the
tolerance to the carrier frequency error, and the greater the possibility that a data
bit jump occurs in the longer integration time. If the bit jump occurs during the
integration time, the coherent integration result will be offset. The shorter the T I, the
output of the integrator, the weaker the rate is. However, T I can be no shorter than
one C/A code period, so 1 ms is the shortest integration time.

The correlation peaks in Fig. 4.5 have been normalized so that the effect of the
change in integration time length on the correlation peak intensity of the integrator
output is not seen. Figure 4.6 shows the relationship between the output peak and
frequency deviation of the non-normalized correlator. The integration time is 1, 2,
and 5 ms. The maximum correlation peak obtained by the integration time of 20 ms
is too high. The details cannot be clearly displayed in one figure, so the correlation
peak of the 20 ms integration time is not given in Fig. 4.6. It can be seen from the

Fig. 4.6 The relationship between the peak and frequency error of non-normalized correlators with
different coherent integration times
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figure that the longer the coherent integration time, the larger the peak value of the
correlator output; the main lobe width is narrowed, i.e. the frequency selectivity is
stronger. This can be seen as two results of increasing the length of the coherent
integration time. On the one hand, it is possible to obtain a stronger correlation peak,
which is advantageous for finding a weaker signal; on the other hand, the tolerance
to the carrier frequency error deteriorates, and the frequency search is performed.
The step size must be shortened, otherwise it is prone to missed detection.

The term “coherent integration” can be more clearly explained by combining
(4.31) and (4.32). The concept of coherence comes from the coherentwave in physics,
which is defined as twowaves with the same frequency, the same phase, and the same
direction of propagation.What is the relationship between the coherent integration in
the receiver and the coherent wave in physics? There is no strict uniform definition,
but coherent integration means that the continuity of the carrier phase is maintained
during the integration process. It is only necessary to observe the integration process
of the I-channel and Q-channel for a longer period of time. The integral interval of
Eqs. (4.31) and (4.32) is [0, T I], and the change integration interval is [T I, 2T I].

IP,1 = D
√
Ps

2TI∫

TI

C2(t − τ) cos[�ω̂t + δφ0]dt + N I

= D
√
PsTIsinc

(
�ω̂TI
2

)
cos

[
3�ω̂

2
TI + δφ0

]
+ N I (4.34)

QP,1 = D
√
Ps

2TI∫

TI

C2(t − τ) sin[�ω̂t + δφ0]dt + NQ

= D
√
PsTIsinc

(
�ω̂TI
2

)
sin

[
3�ω̂

2
TI + δφ0

]
+ NQ (4.35)

If Eqs. (4.34) and (4.35) are written in the plural form, then

IP,1 + iQP,1 = D
√
PsTIsinc

(
�ω̂TI
2

)
e
j
[
3�ω̂
2 TI+δφ0

]
+ N I,Q(TI) (4.36)

If the integral interval is changed to [2T I, 3T I], then

IP,2 + iQP,2 = D
√
PsTIsinc

(
�ω̂TI
2

)
e
j
[
5�ω̂
2 TI+δφ0

]
+ N I,Q(2TI) (4.37)

By analogy, the integration interval can be continuously changed, and a result
similar to Eqs. (4.36) and (4.37) can be derived. The carrier phase in the equation
changes with time at the angular frequency �ω̂. It can be seen from Eqs. (4.36)
and (4.37) that the I-channel and Q-channel integrals maintain the continuity of the
carrier phase, but only if the modulo operation of Eq. (4.33) is performed.
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∣∣IP,1 + iQP,1

∣∣2 = PsD
2T 2

I sinc
2

(
�ω̂TI
2

)
,

∣∣IP,2 + iQP,2

∣∣2 = PsD
2T 2

I sinc
2

(
�ω̂TI
2

)

It can be seen that the continuity of the carrier phase no longer exists, leaving only
the amplitude information, as shown in Fig. 4.1. It should be noted that in order to
keep the expression concise, the noise term does not appear in the above equation.

In cases where the local carrier phase and the carrier phase of the input signal are
strictly synchronized, the real part of the signal IP,k contains all the signal energy,
and the imaginary part QP,k is 0 or only the noise term, which is not required at
this time. For the modulo operation, only the IP,k threshold decision can be made.
However, in cases where the frequency difference or phase difference cannot be
strictly synchronized, the modulo operation is necessary. At this time, the single-
channel IP,k or QP,k will rotate with the carrier phase difference.

Therefore, the signal energy value cannot be directly obtained from the modulo
operation, and the carrier signal phase value is removed. The measured signal energy
value is independent of the carrier phase difference, so the threshold decision can be
stably performed.

In the left half of Fig. 4.7, only IP,k + iQP,k , k = 0, 1, … in the complex plane;
the right half is the I-channel and Q-channel results of the integral in the complex
plane after the modulo operation. If only coherent integration is performed, then
IP,k + iQP,k rotates at a certain angle, where the angle represents its carrier phase.
This means that the phase information can be clearly seen, and the result after the
modulo operation no longer has phase information.

So far, we have analyzed the influence of the pseudo-code phase error and carrier
frequency error on the signal power outputted by the correlator. It can also be seen
that the process of signal acquisition is to constantly adjust the local carrier frequency
and pseudo-code phase until the process of the pseudo-code phase difference and
carrier frequency difference are both zero. Of course, an error of 0 is an ideal state.
In fact, as long as the threshold is less than a certain value, the integrator outputs a

Integration only Integration and modulo

Fig. 4.7 Coherent integration and carrier phase continuity
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strong correlation resultwhen the signal is present and the signal strength is sufficient,
thereby transferring control to the tracking loop.

Although the process by which the time domain correlator acquires the signal is
not difficult to understand, it reveals the principle of signal acquisition. In particular,
Figs. 4.5 and 4.6 illustrate the integration time length and frequency error versus
the correlation peak. The effects of several signal acquisition methods in subsequent
chapters are specific, but some are different in specific implementations. The math-
ematical principles behind them and the final conclusions are similar to the time
domain correlators, which can be understood in this section.

The shortcomings of the time domain correlator are also obvious. It can be seen
from the structure that for a combination of carrier frequency and pseudo-code phase,
the time for completing one integration is fixed, that is, all possible pseudo-code
phases are completed in the series. Combined with carrier frequency, the time of
each integral operation is determined by the coherent integration time T I. Assuming
that there are N frequency points and M pseudo-code phases to search, the total
time overhead required is N × M × T I, and it can be seen that all frequency and
phase combinations are completed. The search time is also fixed, which limits the
speed of the search, especially if the acquisition time of the weak signal takes too
long. Therefore, the acquisition engine of modern receivers often no longer uses
the time domain correlator for capture. One solution that can improve search speed
is to increase the number of correlators, and use multiple correlators to process in
parallel at the same time. This is to reduce the time overhead by increasing the use
of hardware resources to increase the search speed. Parallel correlators can also be
added to achieve serial hybrid search processing [2, 3], but their degree of parallelism
is limited. At present, another improved method is to store the digital samples of the
intermediate frequency data, and then use the high-speed logic circuit to process the
data with a very high clock, that is, a buffer-playback mode. The processing speed of
this mode is determined by the clock speed. The high-speed clock can speed up the
acquisition, but increase the complexity of the circuit, while the power consumption
of the high-speed logic circuit is quite large.

4.1.3 Signal Acquisition Based on the Matched Filter

According to the signal system theory, the matched filter is a linear filter with the
largest ratio of the instantaneous power of the signal to the average noise of the
noise under white noise conditions. It is an optimal filter. The transfer function
of the matched filter is the conjugate of the signal spectrum, so the matched filter
must exactly match the spectrum of the input signal. Once the input signal changes,
the original matched filter must change its transfer function to accommodate the
new signal spectrum. In this sense, the matched filter can also be considered as
related reception. The meaning of the two is the same, except that the matching
filter emphasizes the representation in the frequency domain, and the related concept
focuses on the expression of the time domain.
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Fig. 4.8 Block diagram of baseband signal capture using matched filters

Therefore, it is easy to imagine the use of matched filters for GPS and BDS signal
acquisition. The principle of capture using a matched filter is shown in Fig. 4.8.
Considering that modern matched filters are often implemented on digital signals,
discrete time domain representations are used here. The input sampled signal is
subjected to the necessary down-conversion and down-sampling processing to obtain
an intermediate frequency or baseband signal, which is then driven by the sampling
clock and associated with the matched filter. Each drive clock produces a correlation
result output. h(0), h(1), …, h(N) are matched filter coefficients. According to the
matched filter theory, they should be arranged in reverse order of pseudo-code values,
i.e. C(N − 1), C(N − 2), …, C(0), where C is the pseudo-code value and N is the
number of sample points in a pseudo-code period. If the sampling clock is set to
1.023 MHz, with one sampling point in each pseudo-code chip, then N = 1023,
and the output value of the matched filter of each sampling clock corresponds to the
correlation result of a pseudo-code phase, and all 1023 pseudo-code phase correlation
operations can be completed with 1 ms or 1023 sample clocks.

Assuming that the sample sequence of the input signal is represented by s(n), the
output of the matched filter can be expressed as

MFout(i) =
N−1∑
k=0

s(i − k)h(k) =
N−1∑
k=0

s(i − k)C(N − 1 − k) (4.38)

Equation (4.38) shows that the output of the matched filter is actually the corre-
lation value between the input signal and the local pseudo-code signal. In physics it
is the same as the time-domain correlator’s sliding correlation method in Sect. 4.1.2,
except that this method adjusts the phase of the local pseudo-code every time the
coherent integration is performed. The phase of the local pseudo-code of thematched
filter method is fixed, the phase of the input signal is sliding, and the output is at its
maximum when the phases are identical.

Note: The block diagram shown in Fig. 4.8 is based on the baseband signal. If
the input signal is an IF signal, the parameters of the matched filter must take the
IF carrier component into account. In this case, the matched filter coefficients need
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Fig. 4.9 Block diagram of IF signal capture using matched filters

two sets, corresponding to the I-channel and Q-channel components. Figure 4.9 is a
block diagram of the matched filter capture when inputting IF sampled data. At this
time, a carrier generator is used to generate the I-channel and Q-channel components
of the Doppler shift signal. The signal is multiplied by the pseudo-code value as a
matched filter. As the coefficient, the corresponding accumulator link increases the
modulo operation. Each time a different Doppler shift value is set, the coefficients
of the matched filter need to be changed, and the accumulated modulo output of
each sample clock matched filter corresponds to the correlation output of different
pseudo-code phases at the carrier frequency. When the input signal and the local
pseudo-code are in phase, and the intermediate frequency carrier frequency is the
same as the frequency of the local carrier generator, the accumulation and modulo
unit outputs the maximum correlation peak.

Although the output of the matched filter and the physical meaning of the output
of the time domain correlator are the same, in terms of implementation form, the
matched filter can output the relevant result under the current pseudo-code phase
when each sampling clock arrives. In this way, the correlation result of all pseudo-
code phases can be completed within one pseudo-code period. In this sense, the
matched filter is equivalent to 1023 parallel time domain correlators, realizing the
pseudo-code domain (time domain) parallel search. In the dimension of the carrier
Doppler frequency, serial processing is still needed, so parallel search in the carrier’s
Doppler shift dimension is not implemented.

The above analysis is for the GPS signal. For the BDS signal, the coefficient
of the matched filter must correspond to the BDS pseudo-code. Assuming that the
sampling clock is 2.046 MHz, one sampling point within each pseudo-code chip,
then N = 2046. In this case, the chip result of the correlation result of the matched
filter output is 1 pseudo-code chip. If the sampling clock is changed to 4.092 MHz,
with two sampling points in each pseudo-code chip, N = 4092 at this time. The chip
precision of the correlation result outputted by the matched filter is half pseudo-code
chip. Chip precision increases, meaning that the computation needs to be doubled.
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4.1.4 Signal Capture Based on FFT

The basic idea of the scheme is based on the relationship between DFT and signal
convolution. The convolution of the real-time domain corresponds to the multiplica-
tion of the frequency domain, and the multiplication of the time domain corresponds
to the convolution of the frequency domain.

s(t) ⊗ h(t) ⇔ S(f ) · H (f ) (4.39)

S(f ) ⊗ H (f ) ⇔ s(t) · h(t) (4.40)

s(t) and h(t) in Eqs. (4.39) and (4.40) correspond to two time-domain signals respec-
tively.S(f ) andH(f ) correspond to their Fourier transform respectively, and⊗denotes
a convolution operation.

If the result of multiplying the intermediate frequency signal s(t) of the ADC by
the in-phase component and the quadrature component of the local carrier generator
is regarded as two intermediate variables sI(t) and sQ(t), that is:

sI(t) = s(t)
√
2cos[(ωIF + �ω̂)t] (4.41)

sQ(t) = s(t)
√
2sin[(ωIF + �ω̂)t] (4.42)

The output of the local pseudo-code generator is recorded as a local signal sL(t)=
C(t), and the correlation results of the integrator outputs of I-channel and Q-channel
are

I(τ ) =
TI∫

0

sI(t)sL(t + τ)dt (4.43)

Q(τ ) =
TI∫

0

sQ(t)sL(t + τ)dt (4.44)

The convolution expression for any two time domain signals x(t) and y(t) is

Z(t) =
TI∫

0

x(τ )y(t − τ)dτ (4.45)

Comparing Eqs. (4.43), (4.44), and (4.45), it can be seen that the signal outputted
by Eq. (4.45) and the integrator are very similar in mathematical expression. The
only difference is the symbol of the function argument τ.
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If we perform a Fourier transform on Eq. (4.43), we obtain

DFT{I} =
TI∫

0

⎡
⎣

TI∫

0

sI(t)sL(t + τ)dt

⎤
⎦e−j2πf τdτ

=
TI∫

0

sI(t)

⎡
⎣

TI∫

0

sL(t + τ)e−j2πf (t+τ)dτ

⎤
⎦ej2πftdt

= SL(f )

TI∫

0

sI(t)e
j2πftdt

= SL(f )S
∗
I (f ) (4.46)

Here, SL(f ) and SI(f ) are the Fourier transforms of sL(t) and sI(t) respectively,
and SI*(f ) is the complex conjugate of SI(f ). The same treatment of Eq. (4.44) can
lead to a similar conclusion, that is

DFT{Q} = SL(f )S
∗
Q(f ) (4.47)

Equations (4.46) and (4.47) can be rewritten as

I(τ ) = IDFT
[
DFT(sL) · DFT∗(sL)

]

Q(τ ) = IDFT
[
DFT(sL) · DFT∗(sQ

)]

The DFT* in the above equation represents the conjugate operation of the Fourier
transform. Therefore, that the integral I-channel and Q-channel operations in the
time domain correlator can be performed by applying DFT to the input signal and
the local signal, and thenmultiplying the conjugate. The result is obtained by an IDFT
inverse transform. Since the DFT and IDFT of the sequence have fast algorithms, the
processing speed can be greatly improved comparedwith the conventional operation.

Most of the actual engineering practice deals with discrete sequences, that is

sI(t) discretization ⇒ sI(0), sI(1), . . . , sI(N − 1)

sQ(t) discretization ⇒ sQ(0), sQ(1), . . . , sQ(N − 1)

sL(t) discretization ⇒ sL(0), sL(1), . . . , sL(N − 1)

The corresponding I(τ) and Q(τ) are discretized into I(k) and Q(k), k = 0, 1, …,
N − 1
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I(k) =
N−1∑
i=0

sL(i)sI(	i + k
N ) (4.48)

Q(k) =
N−1∑
i=0

sL(i)sQ(	i + k
N ) (4.49)

The operation [·]N in the above equation is to take the remainder of N, that is
	i + k
N = mod(i + k, N).

The correlation operation here is of the cyclic kind, not linear; this is similar
to the relationship between circular convolution and linear convolution. Because of
this cyclic correlation, the length of the input and output sequences here is N. If it
is linearly related, the length of the input sequence is N and the length of the output
sequence will be 2N − 1.

It can be seen from Eqs. (4.48) and (4.49) that the conventional method is used
to recalculate N times the multiplication and addition operations every time k is
changed, and traversing the complete part k requires a total of N2 multiplication
operations; while using FFT, a total of three times FFT and N-time multiplication
and addition operation is required. If N lb(N) is assumed for the multiplication and
addition operation required for one FFT, the total multiplication and addition oper-
ation amount is [3lb(N) + 1]N, which can reduce the operation by an order of
magnitude. In practice, the FFT of the local pseudo-code signal can be calculated
and stored in advance, so that a part of the calculation can be reduced in real-time
capture.

Using FFT to implement signal capture, the actual signal processing flow is briefly
described below:

Step 1: Multiplying the input intermediate frequency signal and the in-phase
and quadrature signals outputted by the local carrier generator, and obtaining a
complex signal IL + jQL of the baseband through the low-pass filter;
Step 2: Performing an FFT on the complex signal obtained in the first step;
Step 3: Performing FFT on the pseudo-code signal outputted by the local pseudo-
code generator and taking a conjugate;
Step 4: Multiplying the results of the second and third steps and making the
product into an IFFT transform;
Step 5: Modeling the IFFT result of the fourth step and applying a threshold to
the result. If the appearance of the spike is strong enough, it indicates that signal
capture has been achieved. The position corresponding to the peak corresponds
to the pseudo-code phase. At this time, the frequency value of the local carrier is
the carrier frequency where the signal is located. If there is not a strong enough
spike, the local carrier is reset. The frequency of the device is the value of the next
frequency well, repeating Step 1 to Step four.

Figure 4.10 is a schematic diagram of the signal processing flow for sampling this
method.
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Local pseudo-code 
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Conjugation

Fig. 4.10 Principle of signal capture based on the FFT algorithm

The above FFT method can obtain the correlation result of all N pseudo-code
phases after completing one process (two FFTs and one IFFT), so parallel processing
of the pseudo-code domain is realized, and the search of the Doppler shift dimension
is still Serial, that is, each time the frequency of the local carrier generator is changed,
a new process needs to be performed, namely two FFTs, one IFFT, and N times
multiply and add operations.

The sampling rate of the points participating in the FFT operation determines the
pseudo-code precision of the correlation peak result. The sampling frequency can
be measured by the number of sampling points in the unit chip. This processing can
better adapt to the different chip rates of GPS and BDS signals. For example, if the
number of sampling points in a unit chip is one, the chip precision of the correlation
peak obtained by the FFT is one chip; if the number of sampling points in the unit
chip is two, the chip precision of the correlation peak is half. So, for a more accurate
chip precision, it is necessary to increase the sample rate. At the same time, the
operation will increase.

The length of the signal sequence involved in the FFT operation determines the
Doppler shift accuracy of the result. If the signal length is T I, the Doppler frequency
resolution of the correlation peak is 1/T I Hz, so it is determined according to the
signal length when setting the frequency step value. The basic principle is that the
step value is less than or equal to 1/T I Hz. This is consistent with the conclusion
in Fig. 4.6 of the time domain correlator. The signal length of the FFT operation
is equivalent to the integral length of the time domain correlator, so the longer the
signal length, the sharper the correlation peak shape, the higher the peak value and
the frequency, and the more sensitive the error. Figure 4.11 shows the results of FFT
capture of a GPS signal. Figure 4.11a is for processing 1 ms data, Fig. 4.11b is for
2 ms data, and Fig. 4.11c shows the processing of the 5 ms data. The frequency step
values were distributed at 1 kHz, 500 Hz, and 200 Hz in the three cases, and the
shape and peak value of the correlation peak verified the previous analysis. It should
be noted that the length of the signal sequence is limited by the data bit hopping and
cannot exceed the length of one data bit. Therefore, the frequency accuracy cannot
be improved by increasing the length of the signal sequence without limitation.

We will now discuss another signal capture scheme using the FFT method.
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(a) FFT length 1 ms (b) FFT length 2 ms 

(c) FFT length 5 ms 

Fig. 4.11 FFT capture results for GPS signals of different time lengths

Considering the intermediate frequency signal shown in Eq. (4.18), we multiply
the local pseudo-code signal C (t − τ̂ ) and the intermediate frequency signal to
obtain

y(t) = √2PsC(t − τ)C(t − τ̂ )cos[ωIFt + φ(t)] + n′(t) (4.50)

Since the signal length of the general coherent processing is less than 20 ms,
the GPS navigation telegram can be regarded as a constant, so D(t) in Eq. (4.18)
is removed. n′(t) is the result of the multiplication of the original noise term and
C(t − τ̂ ), because C(t − τ̂ ) = ±1, and C(t − τ̂ ) is the balance code, so the mean
and variance of the noise n′(t) are the same as n(t). When the pseudo-code phase
difference �τ = τ − τ̂ is 0, Eq. (4.50) becomes

y(t) = √2Pscos[ωIFt + φ(t)] + n′(t) (4.51)
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It can be seen that y(t) becomes a mixed signal of a continuous wave signal
and additive noise, because n′(t) has flat spectral characteristics of white noise, and
the continuous wave has line spectrum characteristics. Therefore, in Eq. (4.51), a
spectral spike in the continuous wave component can be observed by performing a
DFT transform. The principle of the overall process is shown in Fig. 4.12.

The block diagram based on this idea is shown in Fig. 4.13.
The form in Fig. 4.13 is very similar to the matched filter method. The IF input

signal is driven by the sampling clock to slide a pseudo-code phase each time. After
each sliding phase, the input signal is multiplied by the local pseudo-code C(t).
However, the multiplied result is not the cumulative output given by the accumulator,
but the peak of the spectrum after DFT. When the maximum peak exceeds a certain
threshold, it means that a pseudo-code is captured. The pseudo-code phase at this
time indicates the pseudo-code phase information of the input signal at this time,
and the position in the FFT sequence where the spectral peak is located indicates the
magnitude of the Doppler shift amount.

This method differs from the method in Fig. 4.10 in that it performs pseudo-code
stripping by serially sliding the pseudo-code phase and multiplying it, so it is serially
processed in the pseudo-code phase dimension. However, through an FFT operation,

Continuous wave
Spectrum of mixed signals

White noise

Fig. 4.12 Mixed signal of a continuous wave and white noise, and its spectrum

Sampling of the 

input signal

Sampling clock

DFT Threshold decision Output

Fig. 4.13 Multiplying the input signal and local pseudo-code to perform DFT processing
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it is possible to achieve signal search in all Doppler shift coverage, so it can be
considered parallel in the dimension of the Doppler shift.

The GPS signal is taken as an example to analyze the computation required for
the method. Since the GPS C/A code period is 1023 chips, the input signal has a
time length of 1 ms, taking N = 1023. In this case, the input IF signal sampling
frequency needs to be reduced to 1.023 MHz, as shown in Fig. 4.10. The sampling
clock f s is 1.023 MHz, and the local pseudo-code signal is also 1023 samples. Each
sampling clock is equivalent to sliding the pseudo-code phase of the input signal by
a pseudo-code chip and then multiplying it by the local pseudo-code sample value.
As a result, 1023 samples are obtained, and the FFT of the sample sequence after
multiplication can obtain the correlation result of all Doppler shifts in the case of
the pseudo-code phase. A total of 1023 × 1023 points of FFT is required, and the
calculation is striking. If N is changed to 2046, the pseudo-code phase accuracy
becomes half of a pseudo-code chip. However, the operation is larger at this time, so
the method is not widely used in practice.

The above analysis is based on the GPS signal. If the signal is for BDS, the
calculation is larger, as the pseudo-random code of the BDS signal is 2046 chips,
which is twice the pseudo-code period of the GPS signal. Therefore, if the same chip
precision is used, the calculation is four times the calculation for processing GPS
signals.

Due to the above situation, because the spectral resolution of the N-point FFT
is f s/N, the Doppler shift range covered by the N-point FFT is f s/2 (considering
the Nyquist frequency). In the above example, f s = 1.023 MHz, the Doppler shift
coverage is 515.5 kHz, and the Doppler shift range of relative motion between satel-
lites and users mostly falls within the range of [−10 kHz, +10 kHz], which can be
seen directly toN. Point-by-phasemultiplication of points to perform FFT operations
results in a lot of invalid results, and is a waste of computational effort. Of course, it
is also possible to use the chirp Z-transform (CZT transform) to search only for the
frequency range in which the Doppler shift may exist [4].

Although this FFT capture method is of little significance in practice, it shows
theoretically that parallel processing can also be performed in the dimension of a
Doppler shift. If the two-dimensional parallel processing of the pseudo-code phase
dimension and the Doppler shift dimension can be realized, the speed of signal
acquisition will be greatly accelerated.

4.1.5 Signal Acquisition Combing Short-Time Correlation
Matched Filter and FFT

If we compare Fig. 4.9 with Fig. 4.13, we can see that the two are very similar in
form. The only difference is that in the processing of the latter step, the matched filter
scheme in Fig. 4.9 accumulates and outputs the result of multiplying the matched
filter coefficients with the input signal samples, and the FFT scheme in Fig. 4.13
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performs DFT processing and modulo decision. The scheme in Fig. 4.9 implements
parallel processing of pseudo-code phase dimensions, while the scheme in Fig. 4.13
implements parallel processing of Doppler shift dimensions.

Analyzing the scheme in Fig. 4.9, the biggest problem is that the accumulation of
the last step of the matched filter results in the loss of the frequency information of
the continuous wave sequence after the pseudo-code stripping, so the carrier signal
must be added to the local signal to achieve pseudo-code stripping. At the same time,
carrier stripping is performed. The scheme in Fig. 4.13 is implemented without any
accumulation during carrier stripping, and spectral analysis of all multiplied samples
must be performed by FFT to find possible Doppler shifts, which leads to invalid
frequencies and coverage, and unnecessary computational waste. Therefore, it can
be considered as combining the two to realize two-dimensional parallel processing
[5, 6]. The basic idea is to segment and accumulate the sequence after pseudo-
code stripping, so as to ensure the smooth completion of this stripping. At the same
time, a valid Doppler frequency range is preserved in the sequence of numbers that
guarantees the summation of segmentation.

The signal processing block diagram of this new scheme is shown in Fig. 4.14.
The scheme divides the result ofmultiplying thematched filter coefficients and the

input data into L segments, as shown in Fig. 4.14. Assuming that the length of each
segment of data is T p, the total coherent integration time is LT p. As a result of accu-
mulating the multiplication of each time segment, a total of L accumulated sums is
obtained. The L accumulated sums are sent to theDFT unit, and the capture of signals
can be completed by taking the modulus of the results and making threshold judg-
ments. This scheme splits the matched filter in Fig. 4.8 into L shorter matched filters,
so it is called a short-time correlation matched filter. This is the simple process of the

input signal

Sampling clock

DFT Threshold decision Output

Short-term related 

time period 1

Short-term related 

time period 2

Short-term related 

time period L

Fig. 4.14 Capture scheme with short-term correlation matched filter and FFT
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short-term correlation matched filter and FFT acquisition scheme. The following is
a mathematical analysis, which is based on the GPS signal.

Consider a GPS IF data sample sequence of 1 ms in length, which can be denoted
as

sIF(mTs) = √2PsC(mTs − τ)cos[ωIFmTs + φ0] + n(mTs), m = [0,N − 1]
(4.52)

In Eq. (4.52), T s is the sampling interval, C is the pseudo-random code, ωIF is the
intermediate frequency carrier frequency, ϕ0 is the initial phase, and n(mT s) is the
Gaussian white noise, fitting the N(0, σ2) distribution. The value of m is 0 to N −
1, indicating that the number of samples in 1 ms is N. Since there is no navigation
telegram jump in a pseudo-random code period, the navigation message bit item is
ignored here.

The length of each short-term correlation integral isM samples. Here,T p is used to
indicate the duration of the short-term correlation, so T p =MT s. Then, the short-term
correlated accumulated output of the ith segment is:

Ii =
(i+1)M∑
k=iM+1

sIF(kTs) · cos(ωL · kTs) · c(kTs) (4.53)

Qi =
(i+1)M∑
k=iM+1

sIF(kTs) · sin(ωL · kTs) · c(kTs) (4.54)

In Eqs. (4.53) and (4.54), ωL is the local carrier frequency and c(kT s) is the local
pseudo-random code. After simplification, the result is

Ii = 1

2

√
2PsR(τ ) · sin

(
�ω
2 Tp
)

sin
(

�ω
2 Ts
) · cos[i�ωTp + ϕ] + NI(i) (4.55)

Qi = −1

2

√
2PsR(τ ) · sin

(
�ω
2 Tp
)

sin
(

�ω
2 Ts
) · sin[i�ωTp + ϕ] + NQ(i) (4.56)

In Eqs. (4.55) and (4.56), �ω = ωIF − ωL is the carrier frequency difference
between the input signal and the local signal; ϕ is the fixed phase difference, and its
value is

ϕ = 1

2
�ω(TP − Ts) + φ0

R(τ) is a normalized short-term correlation function, defined as follows:
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RL(τ ) = 1

M
·

(i+1)M∑
k=iM+1

C(mTs − τ) · c(mTs) (4.57)

The N I and NQ in Eqs. (4.55) and (4.56) are still Gaussian white noise, fitting the
N(0,Mσ2) distribution.

When the phase of the local pseudo-random code and the pseudo-code phase of
the input signal are the same, τ → 0; when the local carrier frequency and the input
signal carrier frequency are the same, �ω → 0, and the signal energy term of the
short-time correlation integral is

lim
τ→0
�ω→0

√
I2i + Q2

i =
√
Ps

2

TP
Ts

= M

√
Ps

2
(4.58)

The short-term correlation score is only 1/L of the total correlation integral
compared with all related points, which is also in line with intuitive thinking, because
the number of samples participating in the operation is only 1/L of the total number
of samples.

If τ = 0 is fixed and �ω is changed, the curve of Eq. (4.58) is similar to that
of Figs. 4.5 and 4.6. The longer the short integration time, the higher the signal
correlation peak but the sharper the shape, indicating a stronger frequency selection.
Conversely, the lower the signal correlation peak of Fig. 4.6 but the wider the shape,
the weaker the frequency selectivity.

The short-term correlation result is a sequence of numbers {In − jQn, n= 1,… L}
with a sampling interval of T p. The number of samples in all periods is L. Performing
FFT transformation on the sequence, the result is

F(ωk) =
L−1∑
n=0

(In − jQn)e
−jωk nTp (4.59)

In Eq. (4.59), ωk = 2πkfp
L , k = 0, . . . ,L − 1, fp = 1

Tp
.

The signal component of (In − jQn) is as follows:

Signal{In − jQn} = 1

2

√
2PsR(τ ) · sin

(
�ω
2 Tp
)

sin
(

�ω
2 Ts
) · ej(n�ωTp+ϕ) (4.60)

Here, in order to make the equation more concise, we only consider the signal
component of (In − jQn), then substitute Eq. (4.60) into Eq. (4.59) and simplify it to
obtain the real and imaginary parts of F(ωk).

Re[F(ωk)] = 1

2

√
2PsR(τ ) · sin(

�ω
2 Tp)

sin(�ω
2 Ts)

· sin(
�ω−ωk

2 LTp)

sin(�ω−ωk
2 Tp)

· cos(Φk) (4.61)
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Im[F(ωk)] = 1

2

√
2PsR(τ ) · sin

(
�ω
2 Tp
)

sin
(

�ω
2 Ts
) · sin

(
�ω−ωk

2 LTp
)

sin
(

�ω−ωk
2 Tp

) · sin(Φk) (4.62)

In the equation, Φk = (L − 1)(�ω − ωk)Tp + ϕ.
With the beat of the sampling clock, the input signal is equivalent to sliding the

pseudo-code phase; each time one sampling point is slipped, L short-term correlation
matching filters output L short-term correlation results. When the phases of the local
pseudo-code and the pseudo-code of the input signal are aligned, R(τ) = 1, and the
normalized signal power component is

|F(ωk)|norm =
∣∣∣∣∣
sin
(

�ω
2 Tp
)

sin
(

�ω
2 Ts
) · sin

(
�ω−ωk

2 LTp
)

sin
(

�ω−ωk
2 Tp

)
∣∣∣∣∣ (4.63)

The first term in Eq. (4.63) is provided by short-term correlation, and the second
term is provided by FFT processing, which is analyzed below.

When �ω → 0, the first term reaches the maximum value:

max
�ω

{∣∣∣∣∣
sin
(

�ω
2 Tp
)

sin
(

�ω
2 Ts
)
∣∣∣∣∣

}
= Tp

Ts
= M

When ωk → �ω, the second term reaches the maximum value:

max
ωk

{∣∣∣∣∣
sin
(

�ω−ωk
2 LTp

)

sin
(

�ω−ωk
2 Tp

)
∣∣∣∣∣

}
= LTp

Tp
= L

Therefore, when �ω = 0, ωk = 0, the maximum value of Eq. (4.63) is obtained.

max
�ω,ωk

|F(ωk)|norm = ML (4.64)

FFT processing can only obtain the results of L frequency points, in other words,
ωk can only take a finite discrete value. Therefore, only when the local carrier and
the input signal carrier frequency are equal (at this time the 0 processing results of
FFT processing) will the short-term correlation result reach the maximum value. The
processing result is the same as the processing gain for the time domain correlation
processing of all input signals, both of which areML, wherein the short-time correla-
tion providesM times the gain, and the FFT provides L times the gain. The matched
filter implements a parallel search of the pseudo-code phase dimension,while theFFT
implements a parallel search of the Doppler shift dimension. Although this method
provides the same processing gain as the conventional method, the two-dimensional
parallel search in the frequency domain and the time domain is realized, and the
processing speed of the conventional method is greatly improved.

The short-term correlation matched filter and FFT scheme can be seen as an
improvement to the FFT scheme shown in Fig. 4.13. Meanwhile, Fig. 4.13 can be
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seen as a special case of the short-term correlation matched filter and FFT scheme,
where L is the full sample sequence. As for the number of samples, the length of the
data block for each short-term correlation operation is M= 1. There is no short-term
correlation operation in the scheme shown in Fig. 4.13, which results in the number
of samples participating in the FFT operation being the number of samples in the
total integration length. However, in this way, the Doppler frequency coverage is very
wide. It covers a lot of invalid areas, and at the same time leads to a huge computation.
By combining short-term correlation and FFT, the number of samples participating
in the FFT operation can be greatly compressed. Calculations can be reduced by
controlling the Doppler frequency coverage area within a reasonable range, making
full use of the time domain parallel of the matched filter and the frequency domain
parallel of the FFT.

Assuming that the total IF data length is T ms, where T is selected as an integer
greater than or equal to 1, and is equally divided into L segments, the length of
each segment is T p = T /L ms. Since the number of points participating in the FFT
operation is L, it is generally taken that L is a power of two, or that L is converted
to a power of two by zero padding. The frequency resolution of the FFT operation
is inversely proportional to T, which is 1000/T Hz, so the frequency coverage of
the FFT operation is L·1000/T Hz. The more segments, the larger the frequency
coverage, and the more Doppler shift results can be obtained by one FFT.

Taking the data length of 1 ms as an example, we can consider two cases, the first
of which is a segmentation configuration of L = 8, and the second is a segmentation
configuration of L = 16. In both cases, the frequency resolution is 1 kHz. In the first
case, the 8-point FFT can cover the 8 kHzDoppler shift searching range; in the second
case, the 16 kHz searching range can be covered. Although the more segments, the
wider the Doppler shift range of the FFT coverage, it does not mean that the number
of segments can be increased without limit to achieve better results, because the
first term in Eq. (4.63) also affects the final processing gain. When the number of
segments is larger, it allows for a wider range of Doppler frequency coverage, but
those FFT results that deviate from the true Doppler frequency are attenuated by the
effects of short-term correlation envelopes.

Figures 4.15 and 4.16 showcaseswhere 1ms of data is divided intoL= 8 segments
and L = 16 segments respectively. The dotted line shows the short-term correlation
integral envelope, that is, the function envelope of the first term in Eq. (4.63). The
solid line inside the dashed line is the result of each frequency point of the FFT
operation. The FFT points in the two figures are 8 and 16 respectively, so there are 8
solid peaks and 16 solid peaks each. The final processing gain is determined by the
combination of the short-term correlation integral envelope and the FFT operation.
It can be seen from the figure that when �ω → 0, the first result of the FFT (i.e. the
first solid line peak) gets the maximum value. However, as �ω increases, the other
results of the FFT are attenuated, and although the last result of the FFT can cover
the Doppler frequencies of 8 kHz/16 kHz, its attenuation has exceeded 10 dB.

Figures 4.15 and 4.16 also show how segmentation has no effect on frequency
resolution and only affects frequency coverage. Although the frequency coverage in
Figs. 4.15 and 4.16 is 8 and 16 kHz, the frequency spacing between adjacent solid
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Short-term related integral 

envelope

Fig. 4.15 Processing gain of short-term correlation + FFT, from 1 ms IF data divided into 8
segments

Short-term related 

integral envelope

Fig. 4.16 Processing gain of short-term correlation + FFT, from 1 ms IF data divided into 16
segments

peaks is 1 kHz, which is determined by the length of the sample sequence involved
in the operation. In this example, the data length is 1 ms, so the interval between
the peaks is 1 kHz. If the data length is 2 ms, the frequency interval between the
solid peaks becomes 500 Hz. Therefore, the frequency resolution can be increased
by lengthening the sequence, and the Doppler frequency coverage can be improved
by increasing the number of L segments.
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In practical applications, the total data length involved in the short-termcorrelation
matching filter and FFT processing cannot exceed the maximum length allowed by
the data bit hopping, otherwise the problem of correlation peak cancellation will
occur. For the GPS signal, since the GPS data bit length is 20 ms, the maximum
data length is less than 20 ms. In terms of the BDS signal, the 1 kHz NH code is
modulated on the D1 code, so the maximized length when the data does not jump is
only 1 ms. This limits the processing performance of the method to the BDS signal
to some extent.

4.1.6 Signal Capture Based on Data Blocking and Frequency
Compensation

Consider the data of length L ms, where L ≥ 1 is an integer. Suppose that there is
a total of N sample points in 1 ms, then N is obviously determined by the sampling
frequency. Then, there is a total ofNL sample points in Lms.We divide these sample
points into L data blocks. Each data block contains exactly 1 ms of data samples, as
shown in Fig. 4.17.

Generally, signals will contain signals from multiple satellites. Here, we first
analyze the signal of one satellite. The discrete data sample sk(n) obtained by the
satellite with a PRN of k can be expressed as

sk(n) = Dk(nts)Ck(nts)e
j2πfk nts + vk(nts) (4.65)

Here ts is the sampling period, Nts = 1 ms. n ∈ [0, NL − 1], Dk is the navigation
message data bit, andCk is the pseudo-randomcode. f k is the signal carrier frequency.
Due to the Doppler shift, the carrier frequency of each satellite is different. The value
is between the theoretical intermediate frequency plus [−5 kHz,+5 kHz]. This search
range needs to be adjusted based on different crystal oscillators. vk (nts) is Gaussian
white noise that fits theN(0, σ2) distribution. Since the carrier amplitude in Eq. (4.65)
is 1, the noise power is actually normalized here:

σ 2 = N0Bw

2A2

where A is the actual received carrier signal amplitude; Bw is the signal bandwidth
of the RF front-end; and N0/2 is the noise bilateral power spectral density.

Data block 1 Data block 2 Data block L

Fig. 4.17 L ms sample data is divided into blocks, with each block including 1 ms of data
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To omit the noise term in Eq. (4.65), consider only the signal portion. If the length
of L is less than the telegram bit period, then Dk can be regarded as a constant, and
the pseudo-code signal Ck(i) is a periodic function. For GPS and BDS signals, the
period is 1 ms, which is represented by discrete fields:

Ck(its) = Ck [(i + N )ts], i = 0, 1, . . . , (L − 1)N − 1

There are three components in the signal part of sk(n): {Dk , Ck , ej2π fkt}, where the
components Dk and Ck are unchanged at the same position of different data blocks.
So, if these corresponding samples of the same position of the block in L data are
superimposed, then

L−1∑
i=0

sk(n + iN ) = Dk(nts)Ck(nts)e
j2πfk nts

L−1∑
i=0

ej2πfk iNts +
L−1∑
i=0

vk(nts + iNts)

= S{sk(n)}G(L, fk) +
L−1∑
i=0

vk(nts + iNts) (4.66)

In Eq. (4.66), S{sk(n)} is the signal component in sk(n), and G(L, f k) is a new
gain function.

G(L, fk) =
L−1∑
i=0

ej2πfk iNts , n = 0, 1, . . . ,N − 1 (4.67)

Through the block superposition described above, the L segment data is merged
into a piece of data, and the accumulated signal component is equivalent to the
original signal multiplied by the function G(L, f k). The properties of G(L, f k) are
shown as follows:

G(L, fk) =
L−1∑
i=0

ej2π fk iNts ⇒ |G(L, fk)| ≤
L−1∑
i=0

|ej2π fk iNts | = L (4.68)

Equation (4.68) shows that the maximum value that G(L, f k) can take is L, which
is obtained when ej2π fkiNts = 1. When G(L, f k) takes the maximum value, it means
that the original signal is amplified L times. The value of G(L, f k) is related to f k .
Direct block accumulation of the input signal does not guarantee that G(L, f k) is
the maximum value. A carrier adjustment signal with a frequency of �f k can be
generated locally. The signal is a continuous wave signal, which can be expressed as
pk(n) = ej2π�fknts. Multiplying pk(n) and the input signal sk(n) to obtain a new signal
yk(n) after the carrier frequency adjustment,

yk(n) = Dk(nts)Ck(nts)e
j2π(fk+�fk )nts + vk(nts)e

j2π�fk nts (4.69)
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The introduction of pk(n) only changes the carrier frequency of the original signal,
and has no effect onDk and Ck . The noise component in Eq. (4.69) is a certain phase
of rotation on the original noise component, but the power spectral density does not
change. Here, a new white noise signal is denoted as vk′(t).

Now, we accumulate a similar block of yk(n),

Yk(n) =
L−1∑
i=0

yk(n + iN ) = S{yk(n)}G(L, f ′
k ) +

L−1∑
i=0

v′
k(n + iN ) (4.70)

In this equation, the definitions of f k′ = f k + �f k, G(L, f k′) are the same as they
are in Eq. (4.67).

Analyzing G(L, f k′) shows that when f k′Nts is an integer, then ej2πf k
′iNts = 1, ∀i

∈ [0, L − 1]. At this time, the L term’s accumulation term in G(L, f k′) is 1, which
accumulates and gets the maximum value. Since N · ts = 1 ms, the condition that
f k ′Nts is an integer is as follows:

mod(f ′
k , 1 kHz) = 0 (4.71)

Here, mod(x, y) means that x takes a modulo operation on y. The meaning of
Eq. (4.71) is that f k ′ is an integer multiple of 1 kHz. When this condition is satisfied,
G(L, f k ′) achieves the maximum value L, so

Yk(n) = S{yk(n)}
L−1∑
i=0

ej2πi[certain integer] +
L−1∑
i=0

v′
k(n + iN )

= S{yk(n)} · L +
L−1∑
i=0

v′
k(n + iN ) (4.72)

That is, the signal strength in the accumulated data block is enhanced.
In fact, Eq. (4.72) is still possible for the original f k . For example, after the

Doppler shift, the signal carrier frequency is exactly an integer multiple of 1 kHz, so
the original signal can be directly accumulated to increase the signal strength.

It is only because the effect of the Doppler frequency is uncontrollable that we
cannot guarantee that the received signal carrier frequency satisfies Eq. (4.71). The
introduction of the carrier adjustment signal pk(n) allows us to control the value of f k ′
to satisfy Eq. (4.71), which can increase the signal strength after carrier adjustment
by L times.

Regardless of complicated mathematical equations and analysis from the intuitive
perspective, the original signal cannot be directly accumulated because the starting
carrier phase of each 1 ms data block is not synchronized. The introduction of pk(n)
means that the starting carrier phase of the adjusted signal per data blocks is the
same, and does not affect the data bits and pseudo-code bits in the signal structure.
In this sense, pk(n) can be regarded as the carrier phase adjustment sequence. In the
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data sequence after phase adjustment, the data bits of the signal remain unchanged,
the pseudo-code bits remain at a periodicity of 1 ms, and the initial carrier phase of
multiple data blocks is also synchronized. Thus, accumulating multiple data blocks
leads to a linear accumulation of signal strengths, the magnitude of which increases
in signal strength and is proportional to the number of data blocks participating in
the accumulation. The entire process can be shown as Fig. 4.18.

For convenience of description, we refer to �f k which can hold Eq. (4.71) as
‘optimized’ �f k. Below are the characteristics of the optimized �f k.

1. The optimized �f k is only valid for satellite signals with a PRN of k.

The reason for this conclusion is obvious. Because theDoppler shifts of various satel-
lite signals are different, the result of the carrier frequency being 1 kHz is different,
so the optimized �f k of different satellites must be searched. Since the result of the
carrier frequency’s 1 kHz remainder determines �f k, the next property of �f k can
be derived.

2. The optimized �f k is cyclical, and it is the reciprocal of the data block period.

In the above analysis, if �f k is optimized for the signal of satellite k, then (�f k + n
× 1 kHz) is also optimized for the signal of satellite k, where n is an arbitrary integer.
Further analysis shows that the period is inversely proportional to the length of the
unit data block. If the length of the unit data block is 1 ms, the period is 1 kHz; if the
bit block length is 2 ms, then the period becomes 500 Hz, and so on.

3. Accumulating the data after phase compensation of the optimized �f k can
increase the signal-to-noise ratio by 10 lgL decibels.

Accumulating the L data block increases the signal strength by a factor of L and
increases the signal power by a factor of L2. For the noise term, assuming that the
noise in the original signal is Gaussian white noise, its distribution is vk′ (n + iN)
~ N(0, σ2), and the accumulated noise is

∑L−1
i=0 v′

k(n + iN ) ∼ N (0,Lσ 2), in which
the power increase of the noise is L times. However, the speed of the noise increase

Data block 1 Data block 2 Data block L

Fig. 4.18 Increased signal strength by data block accumulation after carrier phase adjustment
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cannot keep up with the speed of the signal power increase. When L = 10, the signal-
to-noise ratio will increase by 10 dB; when L = 20, the signal-to-noise ratio will
increase by 13 dB, but L cannot exceed the period of the navigation message bit
transition.

There is no shortcut to find the optimized�f k. It can be searched according to the
above second characteristic. The search range is [0, 1 kHz]. Compared to the original
Doppler shift range, the search range of �f k is much smaller. The step frequency of
the search can be determined according to the characteristic ofG(L,�f k).Figure 4.19
is the G(L, �f k) for the various L and �f k codomains.

As can be seen in Fig. 4.19, the larger L is, the narrower the main lobe of G(L,
�f k). This is consistent with Fig. 4.6 because L corresponds to the length of the data
involved in the accumulation, which is equivalent to the integral length in Fig. 4.6.
In general, the width of the first zero-crossing point of G(L, �f k) can be selected
as the search step value of �f k. When L = 5, the search step of �f k can be set to
200 Hz. When L = 10, the search step is set to 100 Hz, so the maximized sensitivity
loss due to frequency error is about 2 dB.

After determining the frequency step value, a set of �f k is generated. Each �f k
can obtain a carrier phase compensation and the accumulated data YkI , (n) as shown
in Eq. (4.72), where the subscript l corresponds the number of �f k. The remaining
question is how to find the optimized �f k from these I 1 ms data blocks.

The first processing method is to perform a squaring operation on the l data
blocks. After squaring, the signal components in Ykl, (n) become continuous wave
signals, and the FFT operation is performed to find the peak value of the spectral

Fig. 4.19 Normalized G(L, �f k) for different L values
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components. The frequency position corresponding to the peak and the pseudo-code
phase position are analyzed to know the number and the pseudo-code phase of PRN
contained in the signal. Based on this idea, squaring both sides of Eq. (4.72) will
give:

Y 2
k (n) = Dk(n)

2Ck(n)
2ej2π2(fk+�fk )nts · L2

+ V (n)2 + 2LV (n)Dk(n)Ck(n)e
j2π(fk+�fk )nts (4.73)

In Eq. (4.73), V (n) = ∑L−1
i=0 v′

k(n + iN ) is the noise term after the L block is
accumulated. Since vk ′(n + iN) are spaced from each other in 1 ms, and can be
considered as independent of each other, then V (n) ~ N(0, Lσ 2). To simplify this
analysis, it can be written as

ηn(L) = V (n)2 + 2LV (n)Dk(n)Ck(n)e
j2π(fk+�fk )nts (4.74)

Performing a theoretical analysis on ηn(L), we can obtain

E[ηn(L)] = Lσ 2 (4.75)

var[ηn(L)] = 2L2σ 4 + 4L3σ 2 (4.76)

The signal-to-noise ratio after square operation can be obtained:

(4.77)

In Eq. (4.77), when 2L/
σ 2 >> 1,

The signal spectrum obtained by the square operation is relatively obvious.
When 2L/

σ 2 << 1,

The above equation approaches 0 in the case of 2L
/
σ 2 << 1, so a significant

signal spectrum cannot be obtained by the square operation at this time. From these
theoretical analyses, it can be seen that for a strong signal, the signal spectrum can be
detected by a squaring operation. The squaring operation of the weak signal makes
the detection of the signal spectrum worse. The length limitation of the data bit jump
makes it impossible to satisfy the condition 2L/

σ 2 >> 1 by simply increasing L.
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Therefore, the capture effect of this method on weak signals is not obvious. Note
that σ2 in the above analysis is the normalized noise power in the IF sampled data.
For GPS and BDS, there is often σ2 > 1.

Another method is to perform the FFT capture shown in Fig. 4.10 forl data blocks.
The larger the l is, the larger the number of FFTs and IFFTs required, so significant
computation must be performed.

In order to achieve the accumulation of data blocks in the above process, the
optimized�f k must be searched. The search process attempts to cover the [0, 1 kHz]
range by serially trying different �f k. Inspired by the characteristics of the carrier
phase of the sampled signal at the same position of the data block, the FFT algorithm
can be used to search for �f k, as shown in Fig. 4.20.

Figure 4.20 rearranges the data in Fig. 4.17 and divides it into a two-dimensional
matrix. Each thick frame in the figure represents an IF sampling sample. The arrow
between the sampling points indicates the direction of the data stream. Looking from
the horizontal direction of the matrix, the data is divided into L horizontal blocks;
from the vertical, the data is divided into N vertical blocks. Each horizontal block
represents 1 ms of sample data, and each vertical block has L data. The time interval
between the data is 1 ms.

Firstly, considering the ith vertical block,where i= 0, 1,…,N − 1,which contains
L data, respectively

[s(i), s(N + i), . . . s((L − 1)N + i)]

Horizontal 

block 0

Horizontal 

block 1

Horizontal 

block L–1

Vertical block 0 Vertical block 1 Vertical block N–1

Fig. 4.20 Rearranging IF data samples by horizontal and vertical blocks
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Regardless of the noise term first, the mathematical expression of each sample in
the vertical block is

⎧
⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

s(i) = CkDke
j2πfk iTs+φ0

s(N + i) = CkDke
j2πfk (i+N )Ts+φ0 = s(i)ej2πfkNTs

...

s[(L − 1)N + i] = CkDke
j2πfk (i+(L−1)N )Ts+φ0 = s(i)ej2πfk (L−1)NTs

(4.78)

In Eq. (4.78), the meanings of Dk , Ck , and f k are the same as in Eq. (4.65).
SinceNTs= 1ms, the sampling frequency of the sampled data in the vertical block

is 1 kHz. If the carrier frequency ω0 is divided into integer multiples and remainders
of 1 kHz,

fk = F · 1 kHz + �fk (4.79)

Here, F is an integer, 0 < �f k < 1 kHz, so the sampling point in the ith vertical
block can be simplified to s(i), s(i)ej2π�fkNTs, . . . , s(i)ej2π�fk (L−1)NTs .

Performing FFT transformation on these L sample points, according to the theory
of FFT transformation, the L results are

Y (i,m) =
L−1∑
n=0

s(i)ej�ωk nNTse−jωmnNTs (4.80)

InEq. (4.80),ωm = 2πmfp
L , m = 0, 1, . . . ,L−1,where f p =1kHz.�ωk =2π�f k,

in the latter analysis the subscript k is removed for simplicity. After simplification,
Eq. (4.80) can be written as:

Y (i,m) = s(i)
1 − ej(�ω−ωm)LNTs

1 − ej(�ω−ωm)NTs
(4.81)

Replace the data of the ith vertical block with Y (i, k) to obtain a new data block
matrix as shown in Fig. 4.21.

At this point, the data in the mth horizontal block can be written as:

s(0)A(m), s(1)A(m), . . . , s(N − 1)A(m),m = 0, 1, . . . ,L − 1

In this equation, A(m) = 1−ej(�ω−ωm)LNTs

1−ej(�ω−ωm)NTs , Considering the sampling moment of the
mth horizontal block data, A(m) is a public term that is irrelevant to the sampling
time.

After FFT and rearrangement of the vertical block data, the data sampling interval
in the horizontal block isT s, and the number of sampling points isN, which includes a
periodic pseudo-random code signal. If we apply the FFT capturemethod in Fig. 4.10
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Horizontal 

block 0

Horizontal 

block 1

Horizontal 

block L–1

Fig. 4.21 Vertical block data and data block matrix after FFT

to N, we can obtain the information of the pseudo-code phase. The whole process is
shown in Fig. 4.22.

In Fig. 4.22, all horizontal block data is multiplied by the FFT of the local pseudo-
code + carrier mixed signal by FFT, and then the IFFT transform is used to obtain
the correlation result of all pseudo-code phases. A detailed analysis of the overall
process is offered in Sect. 4.1.4. The only difference is that the IF data participating in
the correlation operation has a common factor A(m). After simplification, the model
of A(m) is

Pseudo code + 

carrier signal

Horizontal 

block 0

Horizontal 

block 1

Horizontal 

block L–1

Fig. 4.22 FFT code phase parallel capture for horizontal block data
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|A(m)| =
∣∣∣∣∣
sin
[

�ω−ωm
2 LNTs

]

sin
[

�ω−ωm
2 NTs

]
∣∣∣∣∣ (4.82)

The maximum value of Eq. (4.82) is L, which is achieved when �ω = ωm. In
this sense, A(m) can be regarded as a frequency selection factor, except that the part
below f k Hz is selected below 1 kHz. The 1 kHz portion of f k, which is integer F
in Eq. (4.79), is determined by setting the local carrier frequency by FFT capture of
the horizontal block data.

The local carrier frequency setting interval in Fig. 4.22 is fixed at 1 kHz, and 10
frequency points are required to cover the frequency range of [−5 kHz, +5 kHz].
Corresponding to each frequency point f i, i = 0, 1, …, 9, a set of mixed signal data
of the local pseudo-code and carrier can be obtained. After the FFT of this data, the
multiplication of the FFT of L horizontal blocks, and the performing of IFFT, an L ×
N matrix is finally obtained. The longitudinal coordinate of the matrix (0, 1, …, N −
1) corresponds to the pseudo-code phase information, and the horizontal coordinate
(0, 1, …, L − 1) corresponds to the carrier’s Doppler frequency information, where
the Doppler frequency value corresponding to the mth row of data is

f (m) = fi · 1 kHz + ωm, m=0, 1, . . . ,L − 1 (4.83)

The above equation shows that the search resolution of the Doppler frequency is
determined by ωm. From the definition of ωm above, the frequency granularity of
ωm is 1 kHz divided by L, so the larger the L is, the higher the Doppler frequency
resolution will be. In practice, in order to consider the requirements of the fast FFT
algorithm, L is generally a power of two. However, the total duration of the data
cannot exceed the boundary of the data bit transition. Therefore, L can be 2, 4, 8, or
16. If L = 4, the frequency resolution is 250 Hz; if L = 8, the frequency resolution
is 125 Hz, and so on.

In the actual design, the FFT operation of the mixed signal of the local pseudo-
code + carrier can be completed ahead of time and stored in the RAM. The FFT
capture is directly read from theRAMto participate in the operation so the calculation
can be reduced. The price is an increase in RAM capacity overhead. In this case,
the operation of each horizontal block data requires two FFT operations—one for
the FFT operation of the horizontal block data, and the other for the IFFT operation
on the multiplied data. For an L × N input data block, if the Doppler frequency
range is [−5 kHz, +5 kHz], a total of 2L × 10 number of N-point FFT operations
are required, considering that the FFT operation on the vertical block data needs N
number of L-points FFT operation to be performed. The total FFT operation is

CBlock = 10 × 2L number ofN-point FFT + N number of L-point FFT

If the FFT capture is performed directly on the L × N input data, the scheme
of pre-storing the FFT result of the local pseudo-code and the carrier mixed signal
is still adopted, and the number of frequency points required to achieve the same
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Doppler frequency resolution is 10 × L. However, each frequency point still needs
to complete two FFTs, but at this time, the number of data points of the FFT is L ×
N, and the total FFT operation is

CNormal = FFT of 20 × L number ofLN -point

If the calculation amount of the n-point FFT is nlb(n), the total operation amount
of the block processing is

CBlock = 20 · L · N · lb(N ) + N · L · lb(L) (4.84)

The total amount of computation for regular FFT processing is

CNormal = 20 · L · LN lb(LN )

= 20 · L2 · N · lb(N ) + 20 · L2 · N · lb(L) (4.85)

When L > 1, it is obvious that the value of Eq. (4.84) is smaller than Eq. (4.85).
Figure 4.23 shows the comparisonof the operations of the twomethods corresponding
to several different L lengths when N = 1024. The scheme of block processing and
then FFT capture achieves fast capture by making full use of the FFT fast algorithm
to reduce computation.

T
o
ta

l 
ca

lc
u
la

ti
o
n

Regular FFT capture

Data partitioning and FFT capture

L value

Fig. 4.23 Comparison of computation between time block processing when L = 1, 2, 4, 8, 16, and
conventional FFT
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4.1.7 Threshold Setting for Signal Capture

The previous sections explained several different methods of signal capturing.
Although the specific implementation details of these methods vary, the mathemat-
ical principles are not the same. Ultimately, the threshold is created to determine
whether satellite signals exist. Also, the carrier frequency of the signal and an esti-
mate of the pseudo-code phase is determined. Some basic knowledge of coherent
integration and threshold decisions has been described in Sect. 4.1.2. This section
provides a detailed theoretical analysis of the setting of threshold decisions.

According to the analysis in Sect. 4.1.2, when the pseudo-code phase difference
between the local pseudo-code and the input signal is �τ and the carrier frequency
difference is �ω̂, the coherent integration result of the I-channel and Q-channel
integrated outputs is

IP = D
√
PsTIsinc

(
�ω̂TI
2

)
R(�τ) cos

[
�ω̂

2
TI + δφ0

]
+ N I (4.86)

QP = D
√
PsTIsinc

(
�ω̂TI
2

)
R(�τ) sin

[
�ω̂

2
TI + δφ0

]
+ NQ (4.87)

The definitions of the parameters in Eqs. (4.86) and (4.87) are the same as in
Eqs. (4.31) and (4.32). N I and NQ are Gaussian white noises, fitting the N(0, σ2)
distribution. If A = √

PsTI is defined, then when the pseudo-code phase and the
carrier frequency are strictly aligned, the signal to noise ratio is

SN = A2

σ 2
(4.88)

Note: The signal-to-noise ratio here is not the signal-to-noise ratio of the IF
data, but the baseband signal-to-noise ratio after carrier stripping and pseudo-code
stripping.

In cases where the carrier frequency error is not 0, since there is phase rotation,
it is impossible to make a threshold decision only by the value of IP. The reason for
this has been explained in Sect. 4.1.2. In this case, by using the pair (4.86) and (4.87)
to perform the modulo operation to obtain the decision threshold:

∣∣IP + iQP

∣∣ =
√
I2p + Q2

p

= A

∣∣∣∣sinc
(

�ω̂TI
2

)∣∣∣∣R(�τ) + NR (4.89)

Equation (4.89) indicates a random variable whose distribution is Ricean.
Ricean distribution is named after the American scientist Stephen O. Rice, who

analyzed the statistical properties of this random variable in 1945 [7]. The most
common description of Ricean distribution is a certain amplitude of sine wave.
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The envelope probability density function distribution of the narrowband Gaussian
process can be expressed by the following formula

p(z|A, σ ) = z

σ 2
e− (z2+A2)

2σ2 I0

[
Az

σ 2

]
(4.90)

In this equation, A is the amplitude of the sine wave; σ2 is the variance of the
narrow-band Gaussian process; I0(x) is the first-order zero-order modified Bessel
function. Figure 4.24 is a probability density function for the Ricean distribution,
which gives a plot of the probability density function for six different A values. It
can be seen that the probability density function curve of the Ricean distribution is
determined by A and σ2, where A determines the approximate position of the center
of the curve, and σ 2 determines the degree of concentration of the curve.

When capturing a signal, there are two situations: no signal exists, or only a noise
component exists. This case is denoted by H0 hypothesis. Another situation is that
there is a signal, and the superposition of the signal and the noise is similar to a sine
wave plus a narrow-bandGaussian randomprocess, so it conforms to the definition of
the above-mentioned Les distribution. This situation is denoted by theH1 hypothesis.

In the situation of theH0 hypothesis, A = 0, at which time Eq. (4.90) degenerates
into Rayleigh distribution, where the probability density function is determined only
by σ2:

p(z) = z

σ 2
e− z2

2σ2 (4.91)

So we can consider the Rayleigh distribution as a special case of Rice distribution.

Fig. 4.24 PDF function for Rice distribution
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With the knowledge of the probability density distribution of H0 and H1, the

threshold decision can be regarded as the judgment of the random variable
√
I2p + Q2

p

according to the preset threshold value V t: when
√
I2p + Q2

p exceeds the threshold

value, the signal is presented as a statement when
√
I2p + Q2

p does not exceed the

threshold.
So, under the assumption of H0 and H1, there are four cases:

1. Under the assumption of H0,
√
I2p + Q2

p exceeds the threshold.

2. Under the assumption of H1,
√
I2p + Q2

p does not exceed the threshold.

3. Under the assumption of H0,
√
I2p + Q2

p does not exceed the threshold.

4. Under the assumption of H1,
√
I2p + Q2

p exceeds the threshold.

Figure 4.25 vividly illustrates the physical meaning of the four decision results
by using a graphical combination of probability density distribution functions. The
area of the shaded part under the probability density function curve indicates the
probability of occurrence of the corresponding event. The (a) event is called a false
alarm event, indicating that the signal is incorrectly considered to exist in the absence
of a signal, and its probability is represented by Pfa. The (b) event is called a missed
detection event, indicating that there is a signal present. It is erroneously considered
that no signal exists, and its probability is represented by Pm. The (c) event is called
a correct discarding event, indicating that in the absence of a signal, it is correctly
considered that no signal exists, and its probability is represented by PT . The (d)
event is called detection. An event indicates that a signal is correctly considered to
exist in the presence of a signal, and its probability is represented by PD. Obviously,

Probability density at H0 Probability density at H1

False alarm event Missed detection event

Correct discard events Detection events

Fig. 4.25 Four cases of threshold decisions
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PD + Pm = 1, Pfa + PT = 1, and it is generally desirable that Pfa and Pm are as small
as possible, and that the larger the PD and PT, the better it will be.

In the receiver design, the false alarm event and the detection event are more
important than the missed detection event and the correct discarding event, because
the false alarm event often means that the subsequent traction and tracking process
must be continued for the non-existent signal, and the hardware overhead of these
processes and the time overhead is overwhelmed. False alarm events must be avoided
as much as possible. The success of the detection event is directly related to the
success rate of the receiver to the signal capture process, and is also directly related
to the performance indicators such as the receiver TTFF. So, false alarm probability
and detection probability are generally two key factors that must be considered when
a threshold is set.

According to the calculation of the shaded area in Fig. 4.25, the expressions of
Pfa and PD can be given:

Pfa =
+∞∫

VT

p(z|H0 ) dz (4.92)

PD =
+∞∫

VT

p(z|H1 )dz (4.93)

In order to avoid square loss caused by non-coherent integration, only a single

decision is analyzed here. For a single test decision, the decision input is
√
I2p + Q2

p,

then given Pfa and σ2, can determine the threshold VT according to Eqs. (4.92) and
(4.93).

Pfa =
+∞∫

VT

z

σ 2
e− z2

2σ2 dz

= e− V 2
T

2σ2 (4.94)

It can be seen from the above equation that VT can be uniquely determined at this
time, that is,

VT = σ
√−2 ln(Pfa) (4.95)

After determining the VT, the PD can be determined according to the functional
equation of p(z|H1 ). It can be seen that VT, Pfa and PD are related to each other when
(A, σ2) is fixed. Generally, one parameter cannot be determined independently, and
then the other two parameters are determined independently. The choice ofVT values
is expected to make the PD as close as possible to 1, and Pfa as close as possible to
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0. It is not possible to achieve this at the same time. The actual VT value must be a
compromise between these two.

In the actual GPS and BDS signal capture process, σ2 may be determined
according to the distribution of the IF sampling data, the quantization level, the
IF sampling rate, the integration time length, and the proportional coefficient of the
local pseudo-code carrier signal, or a noise correlation may be independently allo-
cated. The channel estimates σ2 in real time, and then determines A according to the
lower limit CN0 of the capture sensitivity and the length of the coherent integration
time, so that p(z|H0 ) and p(z|H1 ) can be determined. Then the VT value can be set
according to the above analysis. The VT value is closely related to the details of the
specific capture scheme implementation. For example, if you change the quantiza-
tion bit width, the coherent integration length, or the IF sampling rate, you will need
to re-estimate A and σ2 to reset the VT value correctly.

It should be noted that the discussion here is about a single decision on the enve-
lope. There are many kinds of decision strategies in practice. Reference [8] explains
a method for searching all possible (�ω̂, �τ ) combinations and then selecting the

highest value of
√
I2p + Q2

p for decision. Reference [9] explains the Tong search

method and the decision of M among N. The main purpose of these methods is to
improve the completeness and robustness of signal capture. The selection of threshold
values must be based on the probability distribution function of specific decision
events. See the chapter on signal capture for more details.

4.1.8 Coherent Integration and Non-coherent Integration

Coherent integration is a very common but also critical operation in GPS and BDS
receivers. Coherent integration is required in both signal capture and signal tracking
processing. The coherent integration described in Sect. 4.1.2 is characterized by
maintaining the carrier phase at the continuity of time. This section will explain the
role of coherent integration and the difference between coherent and non-coherent
integration.

Since a modern satellite receiver performs capture and tracking processing on
the digital signal after the ADC sample is quantized, the discrete domain signal is
analyzed here. Considering that the RF front-end bandwidth is Bw, the noise bilateral
power spectral density is N0/2, and the sampling rate is T s, the signal sampled by
the ADC can be expressed as

sIF(mTs) = √2PsC(mTs − τ)cos[ωIFmTs + φ0] + n(mTs), m = [0, 1, . . .]
(4.96)

In this equation, Ps is the carrier power; C is the pseudo-random code; ωIF is the
intermediate frequency carrier frequency; ϕ0 is the initial phase; and n(mT s) is the
Gaussian white noise, obeying theN(0, σ2) distribution, where σ2 = BN. Considering
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that the coherent integration length is less than the data bit hopping period, the data
bit entries are omitted here.

If the local pseudo-code phase, the local carrier frequency, and the τ and ωIF

in Eq. (4.96) are identical (that is, the pseudo-code and the carrier are completely
synchronized) and carrier stripping and pseudo-code stripping can be realized at this
time, then the I-channel and Q-channel accumulators are passed. After the low-pass
filtering characteristic (represented by the integrator in the continuous time domain,
represented by the accumulator), Eq. (4.96) will be simplified to

sI(mTs) = √Ps cos(Φ) + nI(mTs)

sQ(mTs) = √Ps sin(Φ) + nQ(mTs) (4.97)

In this equation, � is the carrier phase difference with a fixed angle.
Considering that the coherent integration length is 1 ms and the number of

sampling points isM, then the sum of the I-channel and Q-channel is

SumI = √PsM cos(Φ) +
M−1∑
m=0

nI(mTs)

SumQ = √PsM sin(Φ) +
M−1∑
m=0

nQ(mTs) (4.98)

In Eq. (4.98), the signal power is M2Ps, and the noise term variance is Mσ2, so
the accumulated signal-to-noise ratio is

SN = M 2Ps

M σ 2
= M

Ps

σ 2
(4.99)

The accumulated signal-to-noise ratio isM times before the accumulation. Here,
the boost of the signal-to-noise ratio is called the coherent gain, written in decibels:

Coherent gain = 10lg(M ) dB

It can be seen that the coherent gain is determined by M. When M = 2046, the
coherent gain is 10 lg (2046)≈ 33 dB. SinceM is determined by the IF sampling rate,
can it be improved by increasing the IF sampling rate? The conclusion can be drawn
directly from the expression of the coherent gain, but in cases where the bandwidth
of the digital sampling signal is outputted by the ADC, simply increasing the IF
sampling rate means that the noise term in Eq. (4.96) is no longer “white noise”, that
is, it is no longer irrelevant in time, but exhibits certain correlation characteristics.
Hence, the noise term variance in Eq. (4.98) is no longer Mσ2, but f (M)σ2, where
f (M) is a value between M and M2, depending on the correlation of the noise term
in time. In this case, the coherent gain is no longer 10lg (M), but less than 10lg (M).
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If you increase the bandwidth of the RF front-end, you can improve the sampling
rate of the ADC while still ensuring the white noise characteristics of the noise term.
It seems that we can increase the coherent gain by increasing M. However, it is
necessary to carefully consider that while increasing the bandwidth of the RF front-
end, the noise variance σ2 in Eq. (4.96) is also increased; the coefficient of the increase
of σ2 and Bw are linear, and the sampling rate and Bw is also generally linear, that is,
the multiple of M increase and the multiple of σ2 increase are synchronous. Hence,
the coherent integral gain cannot be increased by simply increasing the bandwidth
of the RF front-end.

The above is an analysis of the characteristics of the coherent gain by discretely
sampled signals and the statistical properties of the noise samples. The following
angles are analyzed from the perspective of noise power spectral density and signal
equivalent bandwidth.

We know that in order to ensure the loss of useful signal components as much
as possible while suppressing out-of-band noise and interference, the RF front-end
bandwidth Bw of the receiver can be considered as the bandwidth of the satellite
navigation signal. For GPS signals, Bw = 2.046 MHz, and for BDS signals, Bw =
4.092 MHz.

After the coherent integration, assuming that the coherent integration time length
is T, the equivalent signal bandwidth becomes 1/T. The reason is that the signal has
become a narrowband signal after pseudo-code stripping; the signal component is
not affected, and the power of the noise component then becomes N0/T. The smaller
the equivalent signal bandwidth, the smaller the noise power, which means that the
higher the signal-to-noise ratio, the multiple of the signal-to-noise ratio is the ratio of
the RF bandwidth to the baseband signal bandwidth. For example, when T = 1 ms,
the noise bandwidth becomes 1 kHz, and for the GPS signal, the signal-to-noise ratio
is improved to

2.046 MHz

1 kHz
= 2046 ≈ 33 dB

The same result can be obtained from an analysis of the signal bandwidth and
the noise power spectral density. The same analysis can be performed on the BDS
signal.

By summarizing the above analytical process, it can be concluded that if the
coherent integration time is T, the coherent gain can be expressed as

Gain = 10 lg

(
Bw

Bb

)
(dB) (4.100)

In Eq. (4.100), Bb = 1/T, and T is the coherent integration time length. In addition
to the coherent integration time length, the actual coherent gain is also affected by
many factors such as whether the pseudo-code phase is aligned, whether the carrier
frequency is consistent, the ADC quantization noise, and the RF front-end noise
figure.
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Although (4.100) is simple, it is very useful in practice. Taking the GPS signal as
an example, when the antenna equivalent noise temperature is 290K, the noise power
spectral density is about −174 dBm/Hz. If the input signal power is −130 dBm, and
the RF front-end bandwidth is 2.046 MHz, the RF signal noise ratio is

−130 dBm − (−174 + 63) dBm = −19 dB.

According to Ref. [1], the baseband signal-to-noise ratio must be above 14 dB for
reliable signal capture and tracking, so a coherent gain of 35 dB must be provided,
as seen in Eq. (4.100). A coherent integration of T = 2 ms, which means that 2 ms
are required to ensure sufficient coherent gain for good signal capture and tracking
results.

According to the above analysis, the coherent gain can be increased by lengthening
the coherent integration time, thereby improving the signal-to-noise ratio of the
baseband signal. However, the influence of the bit jump of the navigation message
cannot increase the coherent integration time without limitation. In this case, non-
coherent integration can be adopted. Integrating (or accumulating) is the way to
improve the signal-to-noise ratio.

The biggest difference between non-coherent integration and coherent integration
is that non-coherent integration no longer maintains carrier phase continuity (as
explained in Sect. 4.1.2) where the squared loss due to non-coherent integration is
quantified.

The definition of squared loss is not the same among various research scholars.
The definition in Ref. [10] is used here, that is

Square loss =
SNR(

√
I2p + Q2

p)

SNR(Ip + iQp)
(4.101)

The meaning of Eq. (4.101) is the ratio of the signal-to-noise ratio after modulo
Ip + iQp to the signal-to-noise ratio of Ip + iQp. Reference [1] analyzes the non-
coherent integration loss from the perspective of the given detection probability and
false alarm probability. Reference [10] analyzes the square loss from the perspective
of the probability distribution density function. The conclusions are not consistent,
but only the basis of the problem and the starting point are different, and they are all
reasonable under their respective contexts [11]. The following analysis will be based
on the theory in Ref. [10], because from the intuitive physical meaning, this theory
is more realistic.

Non-coherent integration does not accumulate Ip + iQp of the I-channel and

Q-channel integrator outputs, but accumulates its mode
√
I2p + Q2

p. The statistical

characteristics of the random variables corresponding to the modulo operation are
analyzed in Sect. 4.1.7. According to the analysis results in Sect. 4.1.7, the proba-

bility distribution of
√
I2p + Q2

p is divided into two cases: (1) H0 assumes a Rayleigh

distribution; (2)H1 assumes a Rice distribution. From the visual analysis, themodulo
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operation includes the square, add, and square root operations of the I-channel and
Q-channel integration results. A new random variable is generated in the overall
process, and the new random variable has the following differences compared with
the coherent integration result:

1. H1 assumes that the magnitude of the signal correlation peak has changed.

2. H0 and H1 assume that the mean of
√
I2p + Q2

p is no longer 0, and the mean

value of noise contained in the coherent integration result Ip + iQp is zero.

3. H0 assumes that the variance of
√
I2p + Q2

p has changed.

Figure 4.26 shows the result of coherent integration of an actually acquired GPS
signal. The integration time is 1ms. The picture on the left shows the result of I p+iQp,

and the picture on the right shows the result of
√
I2p + Q2

p. In the left picture, there

are actually two curves corresponding to the I integral and the Q integral. Although
the two curves are not entangled with each other due to the limitation of the display

ratio, it is obvious that the noise average is 0. The picture on the right is
√
I2p + Q2

p,

which is the result of squaring, adding, and taking the square root of the two curves
on the left. The whole curve is positive. It can be seen that the noise mean is no
longer 0, but higher than 0.

First, we assume that the signal amplitude of the I-channel and Q-channel results
of the coherent integrated output is Ac, and the respective noise powers of the two
channels are σ 2

c , where the subscript c indicates the coherent integral, considering
that the noise components of the I-channel and Q-channel channels are mutually
orthogonal. Therefore, the signal to noise ratio is

SNR(Ip + iQp)=
A2
c

2σ 2
c

(4.102)

Mean noise

Mean noise

Envelope resultIntegral result for I and Q

Fig. 4.26 Comparison of noise mean value between Ip + iQp (left) and
√
I2p + Q2

p (right)



4.1 Signal Acquisition 189

Let’s look at the case of non-coherent integration. The first step in non-coherent
integration is to perform the modulo operation on Ip + iQp.

Considering the H0 hypothesis,
√
I2p + Q2

p is Rayleigh distribution, and its prob-

ability density function is shown by Eq. (4.91). At this time, the noise mean and
variance are as shown in Eqs. (4.103) and (4.104) respectively [10].

μn0 = σc

√
π

2
(4.103)

σ 2
n0 = 4 − π

2
σ 2
c (4.104)

In the case of H1 hypothesis,
√
I2p + Q2

p is Rice distribution, and its probability

density function is shown by Eq. (4.90). At this point, the mean noise value [10] is

μn1 = σc

√
π

2
e
− A2c

4σ2c

[(
1 + A2

c

2σ 2
c

)
I0

(
A2
c

4σ 2
c

)
+ A2

c

2σ 2
c

I1

(
A2
c

4σ 2
c

)]
(4.105)

In Eq. (4.105), I0(·) and I1(·) are distributed as first-order zero-order and first-order
modified Bessel functions.

If γ = A2
c
/
2σ 2

c
is the signal-to-noise ratio of the coherent integration, and

Eq. (4.105) can be simplified to

μn1(γ, σc) = σc

√
π

2
e− γ

2

[
(1 + γ )I0

(γ

2

)
+ γ I1

(γ

2

)]
(4.106)

The mean of
√
I2p + Q2

p is a function of γ and σ. The meaning of Eq. (4.106) is the

mean value of
√
I2p + Q2

p after the modulo operation when the signal is present. In the

right graph in Fig. 4.12, μ actually includes two parts: one part is the peak due to the
signal autocorrelation peak; the other is the increase of the autocorrelation peak due
to the noisemean no longer being zero. This extra boost is the component represented
by Eq. (4.103). When calculating the signal power, the part of μn1 that is increased
due to the non-zero noise mean value should be subtracted, so the signal-to-noise
ratio at this time is

SNR(

√
I2p + Q2

p) = (μn1 − μn0)
2

σ 2
n0

= π

4 − π

[
e− γ

2

[
(1 + γ )I0

(γ

2

)
+ γ I1

(γ

2

)]
− 1
]2

(4.107)

Combining Eqs. (4.102) and (4.107), according to Eq. (4.101), the square loss at
this time is
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Square loss = π

(4 − π)γ

[
e− γ

2

[
(1 + γ )I0

(γ

2

)
+ γ I1

(γ

2

)]
− 1
]2

(4.108)

Figure 4.27 shows the plot of the squared loss and the coherent integrated signal-
to-noise ratio γ plotted according to Eq. (4.108). The horizontal axis represents the
range of γ, the unit is dB, and the vertical axis is the corresponding squared loss.
The unit is also dB. In the figure, γ varies from −20 to 30 dB, and the corresponding
squared loss is −20.4 to +6.4 dB.

It may seem puzzling that the squared loss becomes positive, because it means
that the modulo operation is not “loss” but “enhancement” for the signal-to-noise
ratio. However, the rigorous mathematical derivation from the above does yield such
a result, and the actual Monte Carlo simulation data results confirm this [10]. In fact,
it may be easier to understand from the perspective of experience and intuitiveness.
In the case of high signal-to-noise ratio, the variance of the error is made smaller
by the modulo operation, which can be calculated through Eq. (4.104). The biggest
change in error is that themean is no longer 0, which is equivalent to adding a positive
DC component, as shown by the result of Eq. (4.103). However, at the same time, the
squared results of the I-channel and Q-channel also increase the signal amplitude.
When the signal-to-noise ratio is high, the signal amplitude increases faster than the
noise average value, and the result is that the output signal-to-noise ratio is greater
than the input signal-to-noise ratio according to Eq. (4.107).

As can be seen in Fig. 4.27, when the coherent integrated signal-to-noise ratio is
greater than 3.4 dB, the squared loss begins to be greater than 0. Therefore, before the
non-coherent integration, if the signal-to-noise ratio is greater than 3.4 dB by a certain
time correlation integral, it results in an additional signal to noise ratio increase.
If the signal-to-noise ratio of the correlation is low, then the modulo operation
will bring a non-negligible weakening to the signal-to-noise ratio. For example,

Fig. 4.27 Coherent integral
signal-to-noise ratio γ and
squared loss

Square loss

Coherent integrated signal to noise ratio
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when γ = −20 dB, the signal-to-noise ratio after modulo reduction will be reduced
by about 20.4 dB, which is a result that needs to be avoided.

The above analysis shows the influence of the modulo operation on the signal-
to-noise ratio of the coherent integration result. After that, several non-coherent
accumulations are needed, assuming that the number of non-coherent accumulations

is L.Because the results of L coherent integrationmodulo (
√
I2p,k + Q2

p,k , k= 0, 1,…,

L), the random variables contained can be considered as time-independent. Then, the
signal amplitudes are increased by L times, and the noise root mean square is only
increased by

√
L, so it can be considered that the improvement of the signal-to-noise

ratio caused by L-order non-coherent accumulation is

Non-coherent accumulating gain = 10lg(L) (dB)

If the coherent integration time length is T, the non-coherent accumulation time
is L, and the RF front-end bandwidth is Bw. Combing Eq. (4.100) for the correlation
integral gain, and considering the above conclusion about the square loss and the
non-coherent accumulation gain, the total gain is

Gain = 10 lg

(
Bw

Bb

)
+ 10 lg(L) − square loss (dB) (4.109)

In Eq. (4.109), Bb = 1/T, and the square loss is calculated by Eq. (4.108). The
calculation of the squared loss is related to the signal-to-noise ratio of the coherent
integration result, so it is difficult to give a certain value at the beginning of the
system design. Different signal strengths and different correlation integration times
will result in different square losses. In general, the coherent integration time should
be delayed as much as possible to ensure that there is no danger of data bit jump. This
can ensure a large coherent integrated signal-to-noise ratio, and a smaller square loss
can be obtained. However, when the coherent integration time is extended, it also
causes the Doppler shift search space to increase, raising the amount of computation.
Therefore, the coherent integration time length and the non-coherent accumulation
number need to be carefully considered, and a balance point between performance
and computation amount must be selected.

4.2 Signal Tracking

After the acquisition of the signal, a rough estimate of the carrier frequency and
pseudo-code phase of the signal will be conducted in GPS and BDS receivers. The
word “rough” is used here to describe the acquisition of a signal relative to the tracking
loop. In general, based on the acquisition of the signal, the estimated accuracy of
the carrier frequency is several tens to several hundreds of hertz, and the estimation
accuracy of the pseudo-code phase is within ±0.5 chips. However, the accuracy
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cannot guarantee the stable demodulation of the navigation message data, as the
demodulation of data must generally be conducted in a stable tracking state, that is,
the carrier frequency difference is 0, the carrier phase difference is close to 0, and
the pseudo-code phase difference is within 0.01 ~ 0.1 chips. With the relative motion
of the satellite and the receiver, the carrier frequency and pseudo-code phase of the
signal received by the antenna also changes accordingly. Even more challenging is
the fact that the clock drift and random jitter of the local clock on the receiver will
also affect the locking of the captured signal. Hence, without the continuous dynamic
adjustment of the carrier NCO and the pseudo-code NCO, the captured signal will
quickly lose lock. Signal tracking is by its very nature a dynamic adjustment strategy
for loop parameters to achieve stable tracking of signal carriers and pseudo-codes.

Signal tracking has two purposes: one is to track the carrier components in satellite
navigation signals, and the other is to track the pseudo-code components. Therefore,
there must be two tightly coupled tracking loops inside the receiver. Simultaneous
analysis of such loops is so difficult that they are analyzed separately in this chapter,
which means that one loop is assumed to be stably locked when the other is under
analysis. This kind of processing not only facilitates theoretical analysis, but also
accords with the actual working state of the receiver. In practical applications, when
the receiver is in a stable working state, the two loops must be stably locked.

After the synchronization of the carrier, the pseudo-codes, and the bits is achieved,
the in-phase integrator of the tracking loop will generate the navigation telegram
bits. The navigation signal can be demodulated when the signal-to-noise ratio is
sufficiently high, and the pseudo-range, carrier phase, and Doppler observation can
also be extracted. The information will be sent to the subsequent navigation solving
unit for PVT solution. Therefore, the signal tracking link plays a crucial role in the
signal processing of the receiver, and the performance of the signal tracking function
will directly affect the overall performance index and user experience of the receiver.

Before we begin to analyze the tracking loops inside the BDS and GPS receivers,
wemust have a deep understanding of how the basic phase-locked loop works, which
serves as the basis for the subsequent theoretical analysis. So, let us begin with the
basic phase-locked loop.

4.2.1 The Basic Phase-Locked Loop

The basic phase-locked loop is shown in Fig. 4.28.
It can be seen that the basic phase-locked loop is actually a closed-loop feedback

control system, including a phase detector, voltage-controlled oscillator, and loop
filter. In Fig. 4.28, vi(t) is the input signal. Since the phase-locked loop is designed
to lock the phase of the input signal, the actual input is the phase of vi(t), as shown
by θi(t). The phase of the local signal generated by the device is written as θ1(t),
so the phase difference outputted by the phase detector is θ̂ = θ i(t) − θ l(t). The
high frequency components of the phase difference are filtered out by the loop filter,
and the value after the procedure—which is also the output of the phase-locked
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Fig. 4.28 Block diagram of
the basic phase-locked loop
function

Phase detector Loop filter

Voltage controlled oscillator

loop, written as vo(t)—is used to control the voltage-controlled oscillator. For the
convenience of successive analysis, the model shown in the figure is the frequency
domain model, and the one used in reality is the time domain model.

The output frequency of the voltage-controlled oscillator is proportional to the
input. Assuming that u(t) is the input of the voltage controlled oscillator, then

fvco(t) = ku(t) (4.110)

where f vco(t) is the frequency of the output signal of the voltage-controlled oscillator,
and k is the voltage-controlled gain of the oscillator in radians/volts.

Since the phase is the integral of the frequency, that of the output signal can be
expressed as

θvco(t) =
t∫

0

fvco(τ )dτ (4.111)

Taking the Laplace transform of Eq. (4.111) and substituting Eq. (4.110) in it, the
frequency domain model of the voltage-controlled oscillator can be obtained.

θvco(s) = k

s
U (s) (4.112)

Here, U(s) is the Laplace transform of u(t), i.e. U(s) = L[u(t)], where L[·] is
a Laplacian. Looking back at Fig. 4.28, where the input to the voltage-controlled
oscillator is the output of the loop filter,

vo(s) = θ̂ (s)F(s)

= [θi(s) − θl(s)]F(s) (4.113)

According to Eq. (4.112), we get

θl(s) = k

s
[θi(s) − θl(s)]F(s) (4.114)
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Making a further transformation of the equation, then

θl(s) = kF(s)

s + kF(s)
θi(s) (4.115)

According to Eq. (4.115), the phase difference θ
∧

(s) can be written as

θ̂ (s) = s

s + kF(s)
θi(s) (4.116)

So, the Loop transfer functionH(s) and error transfer function E(s) can be written
as

H (s) = θl(s)

θi(s)
= kF(s)

s + kF(s)
(4.117)

E(s) = θ̂ (s)

θi(s)
= s

s + kF(s)
(4.118)

It is easy to work out that the relation of H(s) and E(s) is

E(s) = 1 − H (s) (4.119)

It can be seen from the above analysis that the transfer function of the phase-locked
loop is determined by the loop filter. Therefore, we can say that the performance of
the phase-locked loop is largely related to the loop filter. After the fixation of the
form of F(s), the transfer function H(s) can be obtained using Eq. (4.117), and the
corresponding equivalent noise bandwidth is thereto defined as

Bn =
∞∫

0

|H (j2πf )|2df (4.120)

The physical meaning of the equivalent noise bandwidth can be considered as
a linear system with white noise passing through the transfer function H(s). If the
power spectral density of the single sideband noise is N0, the noise power outputted
by the system is

PN0 =
∞∫

0

|H (j2πf )|2N0df = BnN0

It can be seen that PN0 is similar to the result of the above-mentioned white noise
passing through a linear system with a bandwidth of Bn. In this sense, Eq. (4.120)
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Table 4.1 The noise
bandwidth formula of
first-order, second-order, and
third-order loops [12]

Loop order H(s) Bn

1 a0
b0+b1s

a20
4b0b1

2 a0+a1s
b0+b1s+b2s2

a20b2+a21b0
4b0b1b2

3 a0+a1s+a2s2

b0+b1s+b2s2+b3s3
a22b0b1+(a21−2a0a2)b0b3+a20b2b3

4b0b3(b1b2−b0b3)

defines the equivalent noise bandwidth corresponding to the closed-loop transfer
function H(s).

Bn will be used later to analyze the loop thermal noise characteristics. The error
transfer function E(s) obtained from Eq. (4.118) is used to analyze the response of
the loop to dynamic stresses, specifically, to analyze the steady-state phase error of
the input excitation under dynamic stress according to Laplace’s final value theorem.

For the closed-loop transfer function of the n-order loop, the transfer function of
the phase-locked loop is generally written as

H (s) = a0 + a1s + a2s2 + · · · + an−1sn

b0 + b1s + b2s2 + · · · + bn−1sn
(4.121)

The order of the phase-locked loop is determined by the highest power of the
s operator contained in the denominator of H(s). Substituting Eq. (4.121) into
Eq. (4.120), the noise bandwidth of different loops can be obtained. The loops
commonly used in GPS and BDS receivers include the first-order loop, second-order
loop, and third-order loop. Lindsey offers a table for Bn, as shown in Table 4.1, which
helps us to calculate the value of Bn corresponding to H(s) of the first-, second-, and
third-order loops.

The highest power of the s operator contained in the denominator of H(s) is
actually the number of poles of H(s). According to the knowledge of the signal and
the system, the integrator of the time domain corresponds to the 1/s operator of the
Laplacian domain. Thus, the number of poles of H(s) is the same as the number
of integrators in the loop. It can therefore be inferred that the number of phase-
locked loops is determined by the number of integrators in the closed loop, which
will be demonstrated in subsequent analysis of the first-, second-, and third-order
loops. Crucially, the voltage-controlled oscillator is an indispensable device in the
phase-locked loop, and an integrator is already installed in it.

Comprehensive analysis of the phase-locked loop is a difficult and cumbersome
task [13]. The phase-locked loop in the receiver includes the carrier loop and the
pseudo-code loop. Engineers are usually concerned about the transient response and
steady-state response of the loop. Below is a brief introduction to these two features.

The three common inputs for phase-locked loops are shown in Fig. 4.29,
distributed from left to right as phase steps, frequency steps, and frequency ramps.
The phase step input adds a value of θ0 to the original phase, while the frequency
step input adds a value of �ωt to the original phase. This means that frequency
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Phase step Frequency step Frequency ramp

Fig. 4.29 Three common phase inputs for a phase-locked loop

discontinuity occurs, and the frequency ramp input adds an acceleration component
α of the frequency to the original one.

Since the carrier phase in the satellite receiver corresponds to the distance between
the receiver and the satellite, and the carrier frequency corresponds to the velocity
between the receiver and the satellite, then the three phase inputs in Fig. 4.29 corre-
spond to the mutation in distance, speed, and acceleration. If the distance vector
between the satellite and the receiver is R, then the three phase inputs in the figure
correspond to �R, �Ṙ and �R̈.

Suppose the input quantity of the phase-locked loop is u(t) in the time domain,
and is written as u(s) after being converted to the s field, then the output can be
obtained through Eq. (4.117).

θl(s) = H (s)u(s)

Transforming the above expression into the time domain, then

θl(t) = L−1[H (s)u(s)] (4.122)

Then, according to the result of Eq. (4.122), the transient response analysis of the
output of the phase-locked loop can be performed. The transient response of a phase-
locked loop primarily measures the response speed and performance of changes in
the loop input. For example, when a mutation in the frequency or phase of the input
signal occurs, it is a case of whether the loop can keep up with the change and remain
locked as quickly as possible, or whether the loop lock will fail due to its inability
to keep up with the pace of change.

Laplace’s final value theorem can be directly applied to the analysis of the steady-
state response, i.e.

θ̂l,∞ = lim
s→0

sH (s)u(s) (4.123)

Unlike the transient response, the steady-state responsemeasures the ability of the
phase-locked loop to track the input signal after entering a stable tracking state, or
whether there is a stable deviation. The local phase output and phase error quantities
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in the steady state can be obtained by applying the final value theorem to theH(s) and
E(s) functions of the loop. Both transient and steady-state responses require some
input excitation, but the focus is different.

We will now analyze some common loop filters.

1. First-Order Loop

The loop filter corresponding to the first-order loop is an all-pass filter, and there is
no reactance component. Its filter function is

F(s) = 1

Bringing the above formula into Eqs. (4.117) and (4.118), we can get the H(s)
and E(s) of the first-order loop.

H (s) = k

s + k
, E(s) = s

s + k

Comparing them with the parameters of the first-order loop in Fig. 4.1, we can
get that a0 = k, b1 = 1, b0 = k. According to the calculation formula of Bn in the
table, the noise bandwidth of the first-order loop is

Bn = k

4
(4.124)

(1) Phase Step Input

When the input signal is a phase step signal, θ i(t) = θ0u(t) [where u(t) is a unit step
function, the same below], and its Laplace transform can be written as θi(s) = θ0

s ,
then according to final value theorem, the steady-state phase difference is

θ̂e,∞ = lim
s→0

sE(s)θi(s) = lim
s→0

θ0s

s + k
= 0

(2) Frequency Step Input

When the input signal is a frequency step signal, θ i(t) = �ωtu(t), and its Laplace
transform is θi(s) = �ω

s2 , then its steady-state phase difference is

θ̂e,∞ = lim
s→0

sE(s)θi(s) = lim
s→0

�ω

s + k
= �ω

k
(4.125)

That is, its steady-state phase difference is not zero.

(3) Frequency Ramp Input

When the input signal is ramped up by frequency, θi(t) = 1
2αt

2 and its Laplace
transform is θi(s) = α

s3 , then the steady-state phase difference is



198 4 Capture and Tracking of the Signal

θ̂e,∞ = lim
s→0

sE(s)θi(s) = lim
s→0

α

s(s + k)
= ∞ (4.126)

That is, the steady-state phase difference is infinite, which means that the loop is
out of lock.

According to the above analysis, the first-order loop cannot track the phase input
signals of frequency step and frequency ramp up particularlywell. In fact, the satellite
signal received by theGPS receiver is affected by theDoppler effect and the dynamics
of the local user. There will always be frequency steps, more or less. With the aid of
external information, frequency steps and higher-order frequency variations can be
deducted, and the first-order loop can be used for tracking. However, in the absence
of external assistance, the first-order loop will generally not be used in the tracking
loop in BDS and GPS receivers.

2. Second-Order Loop

There are many kinds of loop filters that can perform the second-order loop, such as a
resistive volume divider, an active proportional integrator, and a passive proportional
integrator. Here, we take the active proportional integrator as an example. Readers
can perform a similar analysis for other filters.

For an active proportional integrator, F(s) = 1+sτ1
sτ2

, then H(s) and E(s) can be
written as

H (s) =
kτ1
τ2
s + k

τ2

s2 + kτ1
τ2
s + k

τ2

, E(s) = s2

s2 + kτ1
τ2
s + k

τ2

In circuit and control theory analysis, writing the denominator in the above two
formulae into a normalized expression tends to make subsequent analysis easier, i.e.

(
s2 + kτ1

τ2
s + k

τ2

)
� (s2 + 2ζωns + ω2

n) (4.127)

where, ωn and ζ are defined as follows:

ωn �
√

k

τ2
, ζ � 1

2
ωnτ1 (4.128)

In the above formula,ωn represents the natural frequency of the PLL, the physical
meaning of which is that for the change of θ i(t), the output of the PLL, θ l(t), will
generate a transient response, whose expression is similar to the damped oscilla-
tion. Since the angular frequency of the damped oscillation is ωn, the corresponding
damping coefficient is ζ . According to the control theory, when ζ is very small, the
transient response needs a large overshoot to reach the steady state, which means that
it is underdamped.When ζ is large, because the system is too damped, although there
is no overshoot, it will still take a long time for the system to reach a steady state,
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which means it is over-damped. Therefore, generally speaking, the critical optimiza-
tion value ζ = 0.707 will be selected. With the definition of ωn in Eq. (4.128), H(s)
can be rewritten as:

H (s) = 2ζωns + ω2
n

s2 + 2ζωns + ω2
n

According to Fig. 4.1,

a1 = 2ζωn, a0 = ω2
n

b2 = 1, b1 = 2ζωn, b0 = ω2
n

Therefore, the equivalent noise bandwidth of the second-order loop can be
obtained:

Bn = 1

8
ωn

(
4ζ + 1

ζ

)
(4.129)

Let us consider the steady-state phase difference of the second-order loop for the
three input phases.

(1) Phase Step Input

When the input signal is a phase step signal, θ i(t)= θ0u(t), θi(s) = θ0
s , then according

to final value theorem, the steady-state phase difference is

θ̂e,∞ = lim
s→0

sE(s)θi(s) = lim
s→0

θ0s2

s2 + 2ζωns + ω2
n

= 0 (4.130)

(2) Frequency Step Input

When the input signal is a frequency step signal, θ i(t) = �ωtu(t), θi(s) = �ω
s2 , then

its steady-state phase difference is

θ̂e,∞ = lim
s→0

sE(s)θi(s) = lim
s→0

�ωs

s2 + 2ζωns + ω2
n

= 0 (4.131)

(3) Frequency Ramp Input

When the input signal is ramped up by frequency, θi(t) = 1
2αt

2, θi(s) = α
s3 then the

steady-state phase difference is

θ̂e,∞ = lim
s→0

sE(s)θi(s) = lim
s→0

α

s2 + 2ζωns + ω2
n)

= α

ω2
n

(4.132)

That is, the steady-state phase difference is not zero.
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From this we can see that the second-order loop can track the phase step and
frequency step signal well, but not the frequency ramp signal. However, it is still
able to handle the satellite signals received by BDS and GPS receivers most of the
time. At the same time, the second-order loop is also ideal in terms of complexity
and stability, so the second-order loop is the tracking loop that is commonly used in
civilian receivers. However, the second-order loop is not suitable for highly dynamic
motion applications because it cannot handle the unbiased tracking of the frequency
ramping input signal.

3. Third-Order Loop

The loop filter of the third-order loop commonly used in BDS and GPS receivers is
often expressed in the following form [9]:

F(s) = τ1 + τ2

s
+ τ3

s2

So, H(s) and E(s) can be written as

H (s) = kτ1s2 + kτ2s + kτ3
s3 + kτ1s2 + kτ2s + kτ3

, E(s) = s3

s3 + kτ1s2 + kτ2s + kτ3

Comparing them to Fig. 4.1, then

a2 = kτ1, a1 = kτ2, a0 = kτ3
b3 = 1, b2 = kτ1, b1 = kτ2, b0 = kτ3

Therefore, the equivalent noise bandwidth of the third-order loop can be derived:

Bn = kτ1
4

+ kτ 2
2

4(kτ1τ2 − τ3)
(4.133)

(1) Phase Step Input

When the input signal is a phase step signal, θ i(t) = θ0u(t), θi(s) = θ0
s , then the

steady-state phase difference is

θ̂e,∞ = lim
s→0

sE(s)θi(s) = lim
s→0

θ0s3

s2 + kτ1s2 + kτ2s + kτ3
= 0 (4.134)

(2) Frequency Step Input

When the input signal is a frequency step signal, θ i(t) = �ωtu(t), θi(s) = �ω
s2 , then

its steady-state phase difference is

θ̂e,∞ = lim
s→0

sE(s)θi(s) = lim
s→0

�ωs2

s2 + kτ1s2 + kτ2s + kτ3
= 0 (4.135)
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(3) Frequency Ramp Input

When the input signal is ramped up by frequency, θi(t) = 1
2αt

2, θi(s) = α
s3 , then the

steady-state phase difference is

θ̂e,∞ = lim
s→0

sE(s)θi(s) = lim
s→0

αs

s2 + kτ1s2 + kτ2s + kτ3
= 0 (4.136)

It can be seen from the above analysis that the third-order loop can track the
frequency ramping input signal without bias, so it is more suitable for the tracking
loop design in highly dynamic situations. However, unlike the first- and second-
order loops, the third-order loop has stability problems. The first- and second-order
loops are unconditionally stable. According to the stability judgment conditions of
Rouse-Hurwitz, the system is stable when the following conditions are met:

kτ1 > 0, kτ2 > 0, kτ3 > 0, kτ1 · kτ2 > kτ3 (4.137)

Equation (4.137) only shows a very loose stability constraint. In Ref. [9], E. D.
Kaplan proposes that when Bn ≤ 18 Hz, stability can be better guaranteed in the
third-order loop.

Observing the H(s) and E(s) of the first-, second-, and third-order loops, it can
be seen that the first-order loop has only one adjustment coefficient: k, and the
second-order loophas twoadjustment systems: ζ andωn—according toEq. (4.127)—
while the third-order loop has four adjustment coefficients: k, τ 1, τ 2 and τ 3. In fact,
kτ 1, kτ 2, and kτ 3 can be combined and regarded as three coefficients, so the third-
order loop actually has only three adjustment coefficients. In the design of the real
receiver tracking loop, since the NCO is implemented by digital logic or software
programming, and the voltage control gain can be set by itself, we can simply set it
to 1 and convert k to other coefficients. Then, the implementation of the loop filters
of the first-, second-, and third-order loops can be indicated in Fig. 4.30.

The coefficients in Fig. 4.30 and those in the above formula correspond as shown
in Table 4.2. The calculation formula of Bn is also given.

After implementing different loop filters according to Fig. 4.30, the filter coef-
ficient(s) must be determined, which, for the first-order loop, means only ωn.
According to the relationship between Bn and ωn in Table 4.2, ωn can be deter-
mined according to the set equivalent noise bandwidth. For the second-order loop,
it is necessary to determine the value of a2 and ωn. One of the principles is to select
the damping coefficient of the second-order loop as the critical optimization value,
i.e. ζ = 0.707. Then, it can be proved that when a2 = 1.414, Bn = 0.53 ωn, which
means that the value of ωn can also be determined based on Bn, the set equivalent
noise bandwidth. For the third-order loop, the value of a3, b3, and ωn needs to be
determined. The optimization values given in Ref. [9] are a3 = 1.1, b3 2.4. Substi-
tuting the values of a3 and b3 into Bn, then Bn = 0.7845ωn.ωn can also be determined
according to Bn, the set equivalent noise bandwidth.

Figure 4.30 shows that the order of the phase-locked loop corresponds to the
number of integrators in the loop. The last integrator in Fig. 4.30 is provided by the
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First-order loop

Second-order loop

Third-order loop

Fig. 4.30 The three-loop filter implementation method: first-order, second-order, and third-order
loops

Table 4.2 Coefficient correspondence of the loop filter and the calculation formula of Bn

Coefficient in Fig. 4.30 Coefficient in formula Bn

First-order loop ωn k ωn/4

Second-order loop (ωn)2 k/τ 2 (1 + a22)

4a2
ωna2ωn kτ 1/τ 2

Third-order loop (ωn)3 kτ 3 (a3b23 + a23 − b3)

4(a3b3 − 1)
ωna3(ω n)2 kτ 2

b3ωn kτ 1

NCO. In general, the loop filter of the N-order phase-locked loop contains N − 1
integrators. If NCO is added, then there are N integrators. Similar to the form of
a loop filter of the third-order loop, for the N th order loop, it can be assumed that
F(s) = a0 + a1/s + … + aN−1/sN−1. Then, its closed-loop transfer function is

H (s) = a0sN−1 + a1sN−2 + · · · + aN−1

sN + a0sN−1 + a1sN−2 + · · · + aN−1
(4.138)
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and the error transfer function is

E(s) = sN

sN + a0sN−1 + a1sN−2 + · · · + aN−1
(4.139)

Defining the natural frequency of the loop ωn = (aN−1)1/N, we can use the final
value theorem to prove that the steady-state phase difference of the input dynamic
stress is

θ̂e,∞ = lim
s→0

sE(s)θi(s) = lim
s→0

sN+1θi(s)

sN + a0sN−1 + a1sN−2 + · · · + aN−1

= lim
s→0

s · [sN θi(s)]
ωN
n

= lim
t→∞

dN θi(t)/dtN

ωN
n

(4.140)

Since the physical meaning of θ i(t) is the carrier phase in the input signal received
by the receiver, and the phase is proportional to the distance, then Eq. (4.140) means
that phase-locked loops of different orders can track dynamic stress inputs of different
orders. The higher the dynamic, the higher the order that will be needed for the
phase-locked loop. However, at the same time, the coefficient selection and stability
problems of the high-order phase-locked loop will become more prominent. It can
be seen from Eq. (4.140) that in the circumstance of stable tracking, the higher the
natural frequency ωn, the smaller the steady-state phase difference will be. Because
Bn and ωn are linear, the higher the value of ωn, the larger the noise bandwidth will
be. Therefore, generally speaking, although the steady-state phase difference can be
reduced with larger ωn, the increased value of Bn will also degrade the thermal noise
performance of the loop.

4.2.2 Thermal Noise Performance Analysis of the Linear
Phase-Locked Loop

Because the physical quantity to be tracked by the phase-locked loop is the phase of
the input signal, noise analysis equals the analysis of the noise of the output phase.
Assuming that the Gaussian white noise is superimposed on the input signal, it is
obvious that the noise is not directly superimposed on the carrier phase of the signal.
In fact, these noises are directly reflected in the amplitude of the signal. However,
the presence of noise will affect the precision of the moment when the carrier wave
passes the zero point. If the carrier phase is measured by a simple record of the
moment, then the accuracy of the phase measurement will be affected, which will
indirectly affect the stability of the carrier phase. This is the effect of additive noise
on the carrier phase, which is shown in Fig. 4.31.

The upper left part of Fig. 4.31 is a pure sine wave signal Asin(ω0t + ϕ), and the
upper right part is aGaussianwhite noise, following theN(0, σ2) distribution pattern.
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(a) Pure sine wave signal (b) Gaussian white noise signal

(c) Superimposed mixed signal

Fuzzy band

(d) Partial detail of the mixed signal

Fig. 4.31 Effect of additive Gaussian white noise on the carrier phase

The lower left part is the mixed signal after the superposition of the two. There are
many “burrs” on the sine wave signal, and the lower right part is the detailed figure of
the mixed signal near the zero point. The middle solid black line is the original clean
sine wave signal for comparison. The moment when the original sine wave signal
crosses the zero point is fixed, but due to the superposition of noise, themoment when
the mixed signal crossed the zero point changes randomly. It is no longer a certain
moment, but a “fuzzy band” whose width indicates the magnitude of the phase jitter.

If Gaussian white noise n(t) ~ N(0, σ 2) is superimposed on a certain amplitude
sine wave signal Asin(ω0t+ ϕ), the mathematical expression of the mixed signal can
be written as follows:

s(t) = A sin(ω0t + ϕ) + n(t) (4.141)

Aftermeasuring the phase of s(t), it can theoretically deduced thatσ 2
θn
, the variance

of the phase jitter due to the superposition of additive noise can be written as

σ 2
θn

= 1

2SNR
(4.142)

Here, SNR is the signal-to-noise ratio of the mixed signal, i.e. SNR = Ps/Pn, and
Ps and Pn are the power of the signal and noise respectively.

Figure 4.32 is a block diagram of the phase-locked loop after noise superimposi-
tion. Thewhite noise n(t) is added to the signal after it comes out of the phase detector,
while the noise in real cases is added to the input signal before the signal goes through
the phase detector. Generally speaking, the most commonly used phase detector is
a multiplier. The input signal is multiplied by the local carrier signal through the
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Fig. 4.32 Block diagram of
a linear phase-locked loop
taking additive noise into
account

Phase detector Loop filter

Voltage controlled oscillator

phase detector, so the influence of the phase detector on the noise only changes the
noise phase, and the noise power spectrum and noise distribution stay unchanged.
Therefore, the equivalence makes sense. The purpose of introducing it here is to
make subsequent analysis easier.

Now, the phase difference signals θ̂ (t) and n(t) are input into the voltage controlled
oscillator. Following the method of analysis in Sect. 4.2.1, we can work out that

θl(s) = θi(s) − θ̂ (s) = kF(s)

s
[θ̂ (s) + n(s)] ⇒

θ̂ (s) = s

s + KF(s)
θi(s) − kF(s)

s + kF(s)
n(s)

= E(s)θi(s) − H (s)n(s) (4.143)

Here, n(s) is the Laplace transformation of n(t).
Equation (4.143) is a very useful formula, from which it can be concluded that

in cases when white noise exists in the phase-locked loop input, the phase noise
of the output phase will be composed of two parts, one of which is the steady-
state phase difference of the system caused by dynamic stress, and the other is the
random phase difference caused by the input additive noise. The steady-state phase
difference of the system has been discussed in detail in Sect. 4.2.1. It can be deduced
from Eq. (4.140) that as long as there is high-order dynamic stress in the phase input
signal of the phase-locked loop, the steady-state phase difference will always exist.
Even if the input signal is a very clean sine wave, there will still be a steady-state
phase difference. While the random phase difference is caused by noise. The last
term in Eq. (4.143) is the phase error component generated by the input noise. By
carefully observing the expression form in Eq. (4.143), we can see that the random
phase difference is similar to the input noise n(t) going through a linear system with
a transfer function of H(s). Assuming that the unilateral power spectral density of
n(t) is N0, the mean value of the noise signal outputted by the linear system is

σ 2
H (s) =

∞∫

0

|H (j2πf )|2N0df (4.144)
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According to Eq. (4.142), when the input signal power of the phase-locked loop
is Pi, the variance of the phase jitter caused by the random phase difference will be

δθ2
n = σ 2

H (s)

2Pi
= N0

2Pi

∞∫

0

|H (j2π f )|2df

According to the equation above and the definition of the phase-locked loop
equivalent noise bandwidth Bn, we can see that:

δθ2
n = N0Bn

2Pi
(4.145)

It can be concluded from the above analysis that the system’s steady-state phase
difference is positively correlated with the error transfer function E(s), and the
stochastic phase difference caused by additive noise is positively correlated with
the closed-loop system transfer function H(s). Therefore, the random phase differ-
ence can be reduced through reducing the noise bandwidth Bn, but the steady-state
phase difference will increase. Increasing the noise bandwidth Bn can help reduce
the steady-state phase difference, but the random phase difference will deteriorate.
The requirements for stochastic phase difference and steady-state phase difference
are contradictory, and designers must consider the trade-off between the two.

The tracking loop in BDS and GPS receivers is much more complicated in imple-
mentation than in Fig. 4.32, and the analysis of the corresponding loop noise is also
much more difficult. However, the fundamental structure of the loop after lineariza-
tion is still the basic phase-locked structure. In addition to the influence of the random
and steady-state phase difference analyzed above, the effect of clock jitter on the
tracking loop is not negligible, for which the clock on the GPS receiver must have
high stability. Due to the limitations of space, the influence of clock jitter will not be
described in detail in this chapter. Interested readers can refer to Ref. [9] in Chap. 5
and Ref. [8] in Chap. 12.

The carrier and pseudo-code tracking loop in BDS and GPS receivers will be
described in detail in the following two sections. Since the two loops are coupled
to each other, their parameters affect each other’s performance, so it is very difficult
to analyze both loops simultaneously. Therefore, in this book, analysis of these two
loops is carried out separately. It is assumed that the pseudo-code phase is aligned
in the analysis of the carrier loop, and the carrier phase has been stably locked in the
analysis of the pseudo-code loop. This will greatly simplify the process of analysis,
and at the same time correspond to the stabilized status of the locked loop in reality.
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4.2.3 Carrier Tracking Loop

In most cases, carrier synchronization in BDS and GPS receivers is achieved through
the Costas loop, which was invented by American engineer John P. Costas in the
1950s, and is considered to have imposed “a profound impact on the field of modern
digital communications” [14]. In this section, a detailed introduction will be given
on the application of the Costas loop in the baseband signal processing of satellite
navigation and positioning receivers.

1. The Basic Structure of the Costas Loop

Figure 4.33 shows the basic structure of the Costas loop. Themain logic units include
the multiplier, carrier NCO, loop filter, phase detector, and integral output unit (Inte-
grate and Dump). The input signal is first pseudo-code stripped by a pseudo-code
generator, and then multiplied by the in-phase and quadrature components outputted
by the local carrier NCO. Then, the result is integrated and inverted by the in-phase
and quadrature integrators to obtain the in-phase component I(t) and the quadrature
component Q(t). The integration result will be sent to the phase detector to obtain
the phase error signal, which will be sent as an input to the loop filter. The obtained
error signal will return to the carrier NCO to help complete the tracking adjustment
of the signal carrier. Since the in-phase and quadrature signals of the local carrier are
involved, the Costas loop is also referred to as an in-phase orthogonal loop. In terms
of signal flow, the Costas loop is similar to the basic phase-locked loop introduced
earlier, a closed-loop feedback system. But, the generation of the phase error signal
in the Costas loop is slightly more complicated than that in the basic phase-locked
loop. The benefits of using phase inversion signals from in-phase and quadrature
signals are shown below.

The pseudo-code generator in Fig. 4.33 is unique to BDS and GPS receivers. It is
not essential for the simple synchronization of the carrier signal. However, in terms
of the structural characteristics of BDS and GPS ranging signals, the pseudo-code

Input IF 

signal (t)

pseudo-code

generator

Carrier NCO

Reset and clear

Reset and clear

Loop filter
Phase 

detector

Fig. 4.33 Basic structure of the Costas loop
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generator is indispensable because the only way to remove the pseudo-code signal
is to allow the integral output unit to integrate over a length of 1 ms, otherwise the
integration result will be similar to that of the noise due to the presence of the pseudo-
code component. The pseudo-code generator in Fig. 4.33 must be adjusted according
to the signal to be processed, which means that it must be set as the GPS pseudo-
code generator when the GPS signal is under process, and as the BDS pseudo-code
generator when the BDS signal is under process.

In Fig. 4.33 we assume that the input signal s(t) = √
2AC(t)D(t)cos(ωIt + θ0)

+ nI. Here, A is the signal amplitude, C(t) is the pseudo-random code, D(t) is the
data bit, ωI is the carrier frequency, θ0 is the carrier initial phase, and nI(t) is the
Gaussian white noise, whose unilateral power spectral density is assumed to be N0.
Noise terms are temporarily ignored in this section because the noise performance
of the Costas loop will be specifically analyzed in the following chapters.

First, s(t) is multiplied by the local pseudo-code C(t) generated by the pseudo-
code generator, where Ĉ(t) = C(t + τ), and where τ represents the pseudo-code
phase difference between the local pseudo-code and the input signal. When the
pseudo-code tracking loop is stable, τ ≈ 0, so

C(t)Ĉ(t) ≈ C2(t) = 1

Therefore, it can be considered that after the local pseudo-code is multiplied, it
will be removed from the input signal, which means that the process of pseudo-
code de-spreading is completed. The signal processed by the pseudo-code generator
multiplier can be expressed as:

s(t)Ĉ(t) ≈ √
2AD(t)cos(ωI t + θ0) (4.146)

D(t) is the data bit. For the GPS and BDS D1 code signals, the data code period
is 20 ms; for the BDS D2 code signal, the data period is 2 ms. The length of the
integrator should generally not exceed the data code period. Otherwise, the data bit
hopping will be included in the integration time, resulting in the offset of the partial
integration result, thus affecting the result of the whole integration. Erroneous phase
error signals will be generated when the error is severe. The integration time T I is
typically an integer multiple of 1 ms, such as 5, 10, and 20 ms. This is because the
pseudo-code period adopted for both BDS and GPS signals is 1 ms. It should be
noted here that when integration over a length of 1 ms is performed after the bit
synchronization to ensure that the integration time does not cross the bit transition
boundary, and for the BDS D1 code signal, peeling of the secondary code can occur.

Signals are output from the local carrier NCO in two channels; one is the in-phase
channel

√
2cos[ωIt + θ (t)], and the other is the orthogonal path

√
2sin[ωIt + θ (t)].

The output of the orthogonal channel is actually obtained by phase-shifting the output
of the in-phase channel by 90°. Here, θ (t) is the difference between the local carrier
phase and the input signal carrier frequency ωIt, in which difference may only exists
in the initial phase of the carrier, or the carrier frequency, so it is represented by a
function of time: t.
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The output signals of the multipliers of the in-phase and quadrature branches are

εI(t) = AD(t) cos(ωIt + θ0) cos[ωIt + θ(t)] (4.147)

εQ(t) = AD(t) cos(ωIt + θ0) sin[ωIt + θ(t)] (4.148)

To simplify the analysis, noise terms are omitted from Eqs. (4.147) and
(4.148).εI(t) and εQ(t) are integrated by the integrator. With the results of Eqs. (4.31)
and (4.32), the outputs of the in-phase integrator and the quadrature integrator can
be obtained.

I(t) = AD(t)TIsinc

(
�ωTI
2

)
cos

[
�ω

2
TI + φ(t)

]
(4.149)

Q(t) = AD(t)TIsinc

(
�ωTI
2

)
sin

[
�ω

2
TI + φ(t)

]
(4.150)

In Eqs. (4.149) and (4.150), �ω = θ ′(t) is the frequency difference between the
local carrier signal and the input signal, and ϕ(t) is defined as follows:

φ(t) � θ(t) − θ0 (4.151)

It can be seen that ϕ(t) is actually the phase difference between the input signal
and the local carrier.

When entering the carrier tracking phase, the frequencies of the input signal and
the local carrier signal are already very close, and are often much smaller than the
bandwidth of the integrator, i.e. � ω << 1/T I, then � ωT I ≈ 0, so Eqs. (4.149) and
(4.150) can be approximated as

I(t) ≈ AD(t)TI cos[φ(t)] (4.152)

Q(t) ≈ AD(t)TI sin[φ(t)] (4.153)

A multiplier is adopted in the classic Costas loop to complete the phase discrimi-
nation, as shown in the dashed box in Fig. 4.33. However, the actual phase detector is
not necessarily a multiplier. Several different phase detectors will be described in the
following sections. When the phase detector function is performed by the multiplier,
the output phase error signal E(t) is

E(t) = I(t)Q(t) = 1

2
A2D2(t)T 2

I sin[2φ(t)] (4.154)

The value of D(t) in Eq. (4.154) becomes 1 after squaring, and it can be seen that
the multiplier acts as a phase detector so that the Costas loop is insensitive to the
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(a) D (t) = 1The situation (b) D (t) = –1The situation

Fig. 4.34 The Costas loop is insensitive to changes in data bits

+1 and−1 values of the data bits. After normalization, the phase error in Eq. (4.154)
is sin[2ϕ(t)]. When ϕ(t) is small, sin[2ϕ(t)] ≈ 2ϕ(t), and normalization here can be
done by using the value of

√
I2(t) + Q2(t) as the divisor.

Figure 4.34 shows the insensitivity of the Costas loop to data bit hopping.
Figure 4.34a is the case when D(t) = 1 and Fig. 4.34b is when D(t) = −1. In
both cases, the phase detector output is 2ϕ(t).

After most of the high frequency components are filtered out from the phase error
signal outputted by the phase detector through the loop filter, the signal will function
as the adjustment signal of the carrier NCO, bringing the local carrier frequency and
the input signal frequency closer and closer, and eventually achieving the locking
of the frequency and phase. Readers can refer to the analysis of the loop filter F(s),
the system transfer function H(s), the error transfer function E(s), and the dynamic
stress steady-state phase difference of the basic phase-locked loop in Sect. 4.2.1 for
further analysis of the entire closed loop.

When phase tracking is implemented, 2ϕ(t) ≈ 0, then according to Eqs. (4.149)
and (4.150), data bits will be generated by the I-channel integrator. The Q-channel
integrator does not have any signal components, only some noise signals, so the data
bits can be read directly from the I-channel and then sent to subsequent units for
navigation message demodulation.

2. Phase Detector and Discriminator

There are many phase detectors used in the Costas loop. Table 4.3 shows the four
that are commonly used in BDS and GPS receivers, namely I(t) × Q(t), sign[I(t)]
× Q(t), Q(t)/I(t), and atan[Q(t)/I(t)], where sign [·] represents an f h operation with
a value of +1 or −1.

The expression of the phase difference of the four phase detector outputs in
Table 4.3 is not difficult to understand. It can be easily obtained by substituting
Eqs. (4.152) and (4.153). The noise term can be ignored during the derivation to
simplify the analysis. It is worth mentioning that the range of the output phase differ-
ence of the four phase detectors is −90° to +90°. For I(t) × Q(t), it is obvious,
because the period of sin[2 ϕ(t)] is 180°. Yet for sign[I(t)] × Q(t), there might be
some misunderstanding, because according to the table, the output phase difference
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Table 4.3 Commonly used phase detectors in the Costas loop

Phase detector Difference of output phases Property

Q(t) × I(t) sin[2φ(t)] The classic Costas ring phase detector has an
approximately optimized phase discrimination
characteristic in the case of low SNR; the phase
slope will be greatly affected by the signal
amplitude

Q(t) × sign[I(t)] sin φ(t) In cases of high SNR, it has approximately
optimal phase discrimination characteristics.
Its phase discrimination will be greatly affected
by the signal amplitude, but the calculation
amount is small

Q(t)/I(t) tan φ(t) Under both high and low signal-to-noise ratios,
it has near-optimal phase-detection
characteristics. The phase-detecting slope will
not be affected by the signal amplitude, and
will diverge when the phase difference is ±90°

atan[Q(t)/I(t)] φ(t) It is the inverse tangent function of the two
quadrants, which has the best phase
discrimination characteristics in cases of high
SNR and low SNR. The phase slope will not be
affected by the signal amplitude

is sin ϕ(t). Intuitively, the period should be 360°, and the phase discrimination range
should be−180° to+180°. However, due to the value hopping of the product term of
sign[I(t)], the phase difference of the output hops at±90°, so that the phase discrimi-
nation range repeats the case between [−90°, 0°] at [90°, 180°] and the case between
[0°, 90°] at [−180°, 90°]. The output range of the phase detector corresponding to
Q(t)/I(t) and atan[Q(t)/I(t)] is also relatively easy to understand, and readers can
analyze it independently.

Figure 4.35 shows the comparison of the phase difference outputs of the four
phase detectors. For better comparison, only the phase difference term is shown; the
signal amplitude AD(t)T I term is omitted, and the phase differences are all converted
to angles. It can be seen from the figure that the linearity of atan[Q(t)/I(t)] is the
best of the four, but the computation is intensive. The linearity of sign[I(t)] × Q(t)
follows that of atan[Q(t)/I(t)], and the computation is less intensive. Since division
exists in Q(t)/I(t) and atan[Q(t)/I(t)], there may be a problem of dividing by zero,
but the concern of normalization is eliminated. The computation of I(t) × Q(t) and
sign[I(t)] × Q(t) is modest, but normalization needs to be conducted, otherwise the
phase difference signal output may fluctuate with the change of signal amplitude.

In practice, in addition to tracking the carrier phase, the Costas loop can also be
used to track the carrier frequency. The structure is basically the same as the loop
structure shown in Fig. 4.33, except that the phase detector is replaced by a detector.
Themain function of the frequency discriminator is to detect the frequency difference
between the input signal and the local carrier. The error signal used to control the
NCO is therefore not the phase difference but rather the frequency difference. When
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Fig. 4.35 Phase detection curves of the four most commonly used Costas loop phase detectors

the loop is stable, the frequency of the input carrier is locked. The Costas loop that
tracks the input carrier frequency is also called FLL (Frequency Lock Loop), or the
“Automatic Frequency Control” (AFC) loop. Since the frequency is the differentia-
tion of the phase, the basic principle of a discriminator is to subtract the phase of the
adjacent two frequencies to generate the estimated value of the frequency difference,
that is,

�f (kTs) = φ(kTs) − φ[(k − 1)Ts]
Ts

(4.155)

In a digital discrete system, the calculation of Eq. (4.155) can be represented by
Fig. 4.36.

Fig. 4.36 The principle of calculating frequency difference in a discrete system
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Fig. 4.37 Basic structure of the Costas FLL

Since the phase is the integral of the frequency, after the frequency difference of
the output of the discriminator passes through the loop filter, a first-order integrator
needs to be added before being sent to the phase NCO. Figure 4.37 shows the basic
structure of the Costas frequency-locked loop. Readers can work out the difference
between the frequency-locked loop and the phase-locked loop by comparing it with
Fig. 4.33.

The frequency tracking loop is more stable than the phase loop, and the frequency
capture range of the former is much larger than the latter. In this regard, the phase
tracking loop tracks the phase difference intuitively, and the phase difference is the
integral of the frequency difference, so the frequency difference must be close to 0
to ensure that the phase difference is within a certain range. Therefore, the phase
tracking loop has higher requirements on the phase difference between the input
signal and the local carrier. In cases where the phase difference is relatively large,
the frequency loop is generally used to gradually reduce the frequency difference
between the input signal and the local carrier to within a certain range, and then the
phase loop can take over the loop control. In BDS and GPS receivers, since the data
bit transition time is unknown after the signal acquisition, the frequency difference
between the input signal and the local carrier is still relatively large (≈ 100 ~ 500Hz),
so the phase tracking loop cannot directly maintain the phase lock. This is when a
frequency pull is needed. In this process, the frequency loop can be used to gradually
reduce the frequency difference to within the capture range of the phase loop. Phase
stabilization tracking is then achieved through the phase-locked loop.

Table 4.4 is a list of commonly used discriminator schemes, where the mathemat-
ical meanings of point multiplication and cross multiplication are as follows:

Point multiplication = Ik Ik+1 + QkQk+1 = A2D2(t)T 2
I cos[φ(k + 1) − φ(k)]

(4.156)
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Table 4.4 Several commonly used frequency discriminators in the Costas loop

Discriminator Difference of output frequency Frequency discrimination property
cross product

t2−t1
sin(φ2−φ1)

t2−t1
It has near-optimized frequency
discrimination characteristics at
low SNR, and will be greatly
affected by signal amplitude

cross product ×sign(dot product)
t2−t1

Segmented sin(φ2−φ1)
t2−t1

It has near-optimized frequency
discrimination characteristics at
high SNR, and will be greatly
affected by signal amplitude

atan2(cross product, dot product)
t2−t1

φ2−φ1
t2−t1

It has maximum likelihood
estimation, and has optimized
frequency discrimination
characteristics in high SNR and
low SNR. It will not be greatly
affected by signal amplitude, but
has a large amount of computation

cross product×dot product
t2−t1

sin[2(φ2−φ1)]
t2−t1

It has near-optimized frequency
discrimination characteristics at
high SNR, and will be greatly
affected by signal amplitude

Note dot product = I1 × I2 + Q1 × Q2, cross product = I1 × Q2 − I2 × Q1; the subscripts 1 and 2
represent signal output of integrators at two adjacent times

Cross multiplication = IkQk+1 − QkIk+1 = A2D2(t)T 2
I sin[φ(k + 1) − φ(k)]

(4.157)

The results of Eqs. (4.152) and (4.153) are used in the derivation of Eqs. (4.156)
and (4.157), and noise terms are omitted.

From Eqs. (4.156) and (4.157), we can obtain the output frequency difference
signals of the four discriminators in Table 4.4. Among the four discriminators, except
for the atan2 four-quadrant arctangent discriminator, the other three are related to
the amplitude of the input signal, so normalization is required. The normalization
factor is 1/

√
I2(t) + Q2(t) or 1/[I2(t) + Q2i(t)]. In addition to the normalization, it

also needs to be divided by two integration time intervals, i.e. (t2 − t1). No matter
which type of discriminator, the I-channel and Q-channel integration results of the
two adjacent frequencies are always needed. So, it is necessary to ensure that the two
integration moments do not cross the edge of the data transition. Otherwise, as soon
as theD(t) of the two integration moments changes,D2(t) in Eqs. (4.156) and (4.157)
will not make sense. Then, the discriminator will generate an incorrect frequency
difference result, and continuing to use this frequency difference to correct the loop
will lead to undesirable results. In this sense, the best time to use the cross-multiply
and point-multiplier phase detectors is after the bit synchronization is completed.

Figure 4.38 shows the frequency-recognition curves of the four discriminators
in the table. The figure shows that the atan2 four-quadrant arctangent discriminator
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Fig. 4.38 Frequency discrimination characteristic curves of the four discriminators (with an integral
interval of 5 ms)

has the best linearity, but the amount of computation required is also the largest. The
frequency pulling range of the cross-multiplier is the same as the atan2 four-quadrant
tangent discriminator; both are −100 to +100 Hz. The cross-multiply × sign (point
multiplication) discriminator is the range of the segmented sin(ϕ2 − ϕ1) function
whose frequency pulling range is only −50 to +50 Hz. The frequency pulling range
is related to the integration time interval and is the reciprocal of the integration time
interval. Therefore, if the integration time interval is increased to 10ms, the frequency
pulling range of each discriminator in Fig. 4.38 needs to be narrowed by half.

3. Thermal Noise Performance Analysis of the Costas Loop

The subsections above have analyzed the steady-state phase difference of the phase-
locked loop with the presence of dynamic stress on the input signal. There are also
other factors affecting the phase difference in reality, such as the clock phase jitter and
the random phase difference caused by the Allan variance. Another more significant
factor is the phase difference caused by thermal noise in the input signal. Therefore,
the thermal noise performance of the Costas loop will be discussed this subsection.

The noise term is ignored in both of the above subsections in order to highlight
the signal presence and simplify the analysis. However, in this section, the noise
term will be restored, and will be assumed as Gaussian white noise. The object of
the study is the PLL of the Costas loop; the phase detector type is I(t) × Q(t), and
the coherent integration time length is assumed to be T I.

First, we assume that the noise nI in the input signal s(t) in Sect. 4.2.3 is a narrow-
band Gaussian random process, written as
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nI(t) = √
2nc cos(ωIt + θ0) + √

2ns sin(ωIt + θ0) (4.158)

Here, we assume that the unilateral noise power spectral density of nc and ns is
N0, and the distribution pattern is that of the Gaussian white noise. The mean is 0,
and nc and ns are stationary Gaussian processes, which are mutually uncorrelated
or statistically independent. It is reasonable to assume that the noise in the received
satellite signal is a narrowband Gaussian random process because the bandwidth of
the RF front-end is much smaller than the carrier frequency, and the spectrum of the
noise is limited to a narrow frequency band centered on the carrier frequency.

The local carrier signal is multiplied by the input signal after the pseudo-code is
stripped to obtain εI(t) and εQ(t), which can be written respectively as

εI(t) = 2AD(t)cos(ωIt + θ0)cos[ωIt + θ(t)] + √
2nI(t)cos[ωIt + θ(t)]

εQ(t) = 2AD(t)cos(ωIt + θ0)sin[ωIt + θ(t)] + √
2nI(t)sin[ωIt + θ(t)]

Substituting Eq. (4.158) into the above two equations, we can obtain the following
equations after re-arranging and omitting the high frequency components.

εI(t) = AD(t) cos[φ(t)] + nc cos[φ(t)] − ns sin[φ(t)] (4.159)

εQ(t) = AD(t) sin[φ(t)] + nc sin[φ(t)] + ns cos[φ(t)] (4.160)

The local NCO will get the error signal to adjust the local carrier phase each time
after the integrator completes the current integration, and the time of the integration
is very short. It can therefore be considered that ϕ(t) is constant during the integra-
tion operation, so the time variable t can be omitted from the following analysis.
According to the above analysis, the data bit D(t) remains unchanged during the
integration operation, so the time variable t in D(t) can also be omitted. Then, the
signals outputted by the I-channel and Q-channel integrators can be simplified as

I(t) = ADTIcosφ + Nccosφ − Nssinφ

Q(t) = ADTIsinφ + Ncsinφ + Nscosφ

where

Nc =
TI∫

0

ncdt, Ns =
TI∫

0

nsdt

According to the properties of Gaussian white noise, Nc and N s are still Gaussian
distributions, the mean is still 0, and the variance becomes σ 2

Nc
= σ 2

Ns
= N0TI.
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SinceD2(t)= 1, and according to the analysis above, the output of the I(t)×Q(t)
phase detector can be obtained.

z(t) = [ADTIcosφ + Nccosφ − Nssinφ][ADTIsinφ + Ncsinφ + Nscosφ]
= 1

2
A2T 2

I sin2φ︸ ︷︷ ︸
signal term

+ (ADTINc + N 2
c

2
− N 2

s

2
)sin2φ + (ADTINs + NcNs)cos2φ

︸ ︷︷ ︸
noise term

(4.161)

The signal term in Eq. (4.161) is the phase difference signal obtained by the phase
detector, which is consistent with the result of Eq. (4.154). It can be seen that the
signal strength is proportional to the input signal amplitude A2 and to the integration
time T1

2. This is consistent with intuitive analysis. The longer the integration time is,
the stronger the phase difference signal will be. However, it should be noted that the
premise here is that ϕ(t) is constant during the integration time. If ϕ(t) contains the
frequency difference, and the frequency difference is already greater than 1/T I, then
the conclusion will no longer stand. This has already been explained in the analysis
of the frequency pull range of the discriminator.

Now, it is time to thoroughly analyze the noise term in Eq. (4.161). To simplify
the analysis, we can set that

N (t) =
(
ADTINc + N 2

c

2
− N 2

s

2

)
sin2φ(t) + (ADTINs + NcNs)cos2φ(t)

It is easy to verify that N(t) has a mean of 0, so its variance

σ 2
N = E[N 2(t)]

= E

[
A2T 2

I N
2
c + N 4

c

4
+ N 4

s

4
− N 2

s N
2
c

2

]
sin22φ(t)

+ E
[
A2T 2

I N
2
s + N 2

c N
2
s

]
cos22φ(t) (4.162)

E[·] in the above formula means mathematical expectation.
Since Nc and N s are still Gaussian distributed and their variance is N0T I, then

Eq. (4.162) can be further simplified.
Since

E[N 2
c ] = E[N 2

s ] = N0TI (4.163)

E[N 4
c ] = E[N 4

s ] = 3E[N 2
s ] = 3N 2

0 T
2
I (4.164)

Substituting Eqs. (4.163) and (4.164) into Eq. (4.162), then
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σ 2
N (t) = A2T 2

I N0TI + N 2
0 T

2
I (4.165)

Since the noise term in the adjacent integration unit can be regarded as irrelevant,
N(t) appears to be “white” in time. So, the autocorrelation function of the “white”
noise N(t) can be written as

RN (t)(τ ) =
{

σ 2
N (t)

[
1 − |τ |

TI

]
, when τ | < TI

0, when |τ | > TI

Applying the Fourier transformation to RN (τ), we can obtain the noise power
spectral density of N(t), which can be written as

SN (f ) = (A2T 3
I N0 + N 2

0 T
2
I )Ts

(
sinπfTI
πfTI

)2

(4.166)

Figure 4.39a, b illustrate RN(τ ) and SN(f ) respectively. The intersection of the
dotted line and the frequency axis in Fig. 4.39b is the equivalent noise bandwidth Bn

of the loop. Bn is given in the figure to illustrate that when Bn << 1/T I, SN(f ) can be
considered as approximately flat, which means thatN(t) can be regarded as the white
noise within the loop noise bandwidth Bn, and its average power spectral density
N ′
0 ≈ (A2T 4

I N0 + N 2
0 T

3
I ). This approximation can greatly simplify the successive

analysis. In fact, the noise bandwidth of the carrier tracking loop in BDS and GPS
receivers is generally within a few tens of hertz. If the integration time is 1 ms, then
1/T I = 1 kHz, and the requirement of the bandwidth can bemet.When the integration
time increases, the noise bandwidth also needs to be reduced correspondingly so that
the noise can still be regarded as white noise in the Bn range. Under the condition of
B << 1/T I, the closed-loop noise power can be written as N ′

0Bn, so the conclusion of
Sect. 4.2.2 can be used to obtain the variance of the random phase difference of the
carrier loop.

(a) N(t) Autocorrelation function RN(t) (b) N(t) Noise power densitya SN(f)

Fig. 4.39 Random variance of carrier loop
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σ 2
n = 1

2SNR
= N ′

0Bn

2Pi
,

(
here, Pi =

[
A2T 2

I

2

]2)

= 2N0Bn

A2

(
1 + N0

A2TI

)
(4.167)

where, Pi =
[
A2T 2

I
2

]2
is obtained from the signal term of Eq. (4.161).

Since N0 is the unilateral noise power spectral density of nc and ns, the carrier-
to-noise ratio of the input signal CN0 is defined follows,

CN0 � A2

2N0

Substituting the definition of CN0 into Eq. (4.167), we can then write θ2
n as

σ 2
n = Bn

CN0

[
1 + 1

2CN0TI

]

= Bn

CN0SL
(4.168)

Equation (4.168) indicates the relationship between the Costas loop PLL phase
difference and the input carrier-to-noise ratio, the equivalent noise bandwidth, and
the coherent integration time, in which

SL = 1

1 + 1
2CN0TI

(4.169)

is referred to as the “square loss.” This equation shows that the square loss has a
close relationship with the input carrier-to-noise ratio: the stronger the carrier-to-
noise ratio of the input signal, the smaller the square loss will be, and vice versa. At
the same time, Eq. (4.169) also shows that the length of the integration time can offset
the effect of the input carrier-to-noise ratio. For weaker signals, a longer integration
time can help reduce the squared loss. So, the above derivation indicates that the root
cause of the square loss is the multiplication of the noise term in the process of I(t)
× Q(t), which leads to the higher moment of the noise term.

It can be deduced from Eq. (4.168) that the root mean square of the random phase
difference caused by thermal noise is

σ n =
√

Bn

CN0

[
1 + 1

2CN0TI

]
(4.170)

where, the unit of σ n is radians, which can be converted into the following two forms:
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σ n,D = 360

2π

√
Bn

CN0

[
1 + 1

2CN0TI

]
(◦) (4.171)

σ n,M = λ

2π

√
Bn

CN0

[
1 + 1

2CN0TI

]
(m) (4.172)

Equation (4.171) represents σ n in degrees and Eq. (4.172) represents σ n inmeters,
where λ is the carrier wavelength and the values for different signals λ need to be
adjusted.

As a summary of this section, Fig. 4.40 shows the integration time, equivalent
noise bandwidth and carrier-to-noise ratio, and the functional curve of σ n, in which
the value of σ n is calculated through Eq. (4.171). The unit of the vertical axis is
degree, and the horizontal axis represents the input signal carrier-to-noise ratio.

The unit of the horizontal axis is dBHz, and Bn takes the value of 2, 5, 10, and
20 Hz. The left half of the figure is the case when the coherent integration time is
2 ms, and the right half is the coherent integration time of 20 ms. As can be seen from
Fig. 4.40, when other conditions are the same, the longer the coherent integration
time is, the smaller σ n is. The narrower Bn is, the smaller σ n is. The stronger the
signal strength is, the smaller σ n is. To achieve stable tracking of weak signals, we
should set the noise bandwidth to be relatively narrower and the coherent integration
time longer.

It is worth noting that the root mean square of the random phase difference of
the thermal noise calculated through Eq. (4.170) is independent of the order of the
tracking loop. In the absence of dynamic stress, the root mean square of the random
phase difference of the thermal noise obtained by a Costas loop with the same noise
bandwidth is the same, and will not change due to the difference in order. The main
purpose of using a higher order loop is to track the dynamic stress more successfully.

Fig. 4.40 Integration time, equivalent noise bandwidth and carrier-to-noise ratio, and the functional
curve of σ̃n
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4.2.4 The Pseudo-Code Tracking Loop

In BDS andGPS receivers, the pseudo-code phase must be locked to achieve pseudo-
code stripping. The pseudo-code de-spreading of the input signal can only be guaran-
teed when the phase of the locally generated BDS or GPS pseudo-random code and
that of the pseudo-random code in the input signal are consistent. The importance of
pseudo-code de-spreading is suggested in the analysis of the carrier loop above. In
fact, in Figs. 4.33 and 4.37, the input signal and the local carriermust bemultiplied by
the local pseudo-code generated by the pseudo-code generator before the I-channel
and Q-channel integration, otherwise the subsequent coherent integrator will output
a result similar to noise integration, where the local pseudo-code is outputted by the
pseudo-code tracking loop. The pseudo-code loop is also responsible for extracting
the pseudo-range observation while locking the pseudo-code phase. Therefore, the
performance of the pseudo-code tracking loop will directly affect the quality of the
pseudo-range observation and the subsequent navigation and positioning results.
Therefore, the importance of the pseudo-code tracking loop in the BDS and GPS
receivers is obvious.

The pseudo-random code is generally tracked by a delay-locked loop. In this
section, the principle of the delay-locked loop will be described in detail, and its
performance will be theoretically analyzed.

1. A Coherent Delay-Locked Loop

The word “coherent” here is relative to the input signal carrier phase. Being coherent
means that the local carrier phase and the carrier phase of the input signal are fully
aligned. In this case, we can only multiply the local carrier signal and the input signal
to completely move the signal to the baseband zero frequency, so the loop in this
case can also be called a baseband delay-locked loop. Of course, the assumption here
is ideal. In fact, it is difficult to achieve full synchronization of the carrier phase, so
the non-coherent delay-locked loop is still the most widely used in engineering. This
will be explained in the next section.

The input signal is a baseband signal, and it is selected mainly to temporarily
avoid the dilemma brought about by the failure of phase alignment of the interme-
diate frequency carrier during analysis. Meanwhile, the presence or absence of the
intermediate frequency carrier does not affect the analysis of the principle of the
pseudo-code tracking loop. The basic structure of the baseband delay-locked loop is
shown in Fig. 4.41, which includes the multiplier, pseudo-code generator, pseudo-
code NCO, loop filter, and integration unit. Careful readers will find that the input
signals in the figure do not contain data bits either. This is because the loop integration
time is generally within one data bit, so the data bits can be considered as constant
during the loop integration time. They are omitted here to simplify the analysis.

The pseudo-code generator in Fig. 4.41 produces three different local phase
pseudo-codes: “early”, “late”, and “prompt” codes, which are denoted by subscripts
E, L, and P respectively in the following equations. The coherence interval (refer-
ring to the phase difference between the three pseudo-codes) is a very important
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Fig. 4.41 Basic structure of baseband delay-locked loop

parameter. Generally, the phase intervals of the leading, middle, and lag are set to be
symmetrical, that is, (the prompt code phase − early code phase) = (late code phase
− prompt code phase). The coherence interval in Fig. 4.41 is d/2, whose unit is the
chip.

We assume that the input signal is

x(t) = AC(t − τ) + n(t) (4.173)

where C(t) is a pseudo-random code signal, A is the signal amplitude, and τ is the
pseudo-code phase. It is more convenient to adopt the pseudo-code chips as the unit
of τ than seconds. For the C/A code in the GPS signal, the starting phase can be
between (1 ~ 1023) chips, and for the BDS signal, the range of τ is between (1 ~
2046). n(t) is Gaussian white noise with a mean of 0 and a unilateral power spectral
density of N0.

The coherence interval is d/2, so the three local codes can be expressed as follows:
The early code: xE(t) = C(t − τ̂ + d/2).
The prompt code: xP(t) = C(t − τ̂ ).
The late code: xL(t) = C(t − τ̂ − d/2).
It can be seen that the phase differences between them are −d/2, 0 and +d/2,

respectively, where d is in units of pseudo-code chips. If d = 1, then the pseudo-code
phase of the early code will be advanced by 0.5 chips as compared to the pseudo-
code phase of the prompt code, and the pseudo-code phase of the late code will be
delayed by 0.5 chips. The reason for this setting is that when the early code and
the input signal pseudo-code are phase-aligned, its correlation value will reach the
rising edge of the pseudo-code autocorrelation function, and that of the late code
will drop to the falling edge of the pseudo-code autocorrelation function. The reader
only needs to review Sects. 3.1.3 and 3.2.3 to gain a clear understanding of the shape
of the autocorrelation function of the GPS and BDS pseudo-codes. According to the
above equation, it can be seen that the phase difference between the code phase of
the prompt code of the pseudo-code tracking loop and the input signal is �τ = (τ
− τ̂ ), and the task of the pseudo-code tracking loop is to make �τ → = 0.
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The output signals of the early code integrator and the late code integrator in
Fig. 4.41 are

RE(�τ) = 1

T

T∫

0

x(t)xE(t)dt

RL(�τ) = 1

T

T∫

0

x(t)xL(t)dt

where T is the integration time, which is generally an integer multiple of the pseudo-
code period, for example, 1, 5, 10, or 20 ms. It can even exceed 20 ms after bit assist
is implemented. It should be noted that when the integration time exceeds 1 ms, it
is necessary to strip the secondary code (NH code) to achieve the integration of the
BDSD1 code signal, otherwise offset will occur. The early code and the pseudo-code
of the input signal differs by (�τ − 0.5d), and the difference between the late code
and the pseudo-code of the input signal is (�τ + 0.5d). Here, d is pre-determined.
�τ is the only independent variable. Assuming that d = 1, i.e. the coherence interval
d/2 is 0.5 chips, then the correlation functions RE and −RL of the two integrator
outputs are shown in Fig. 4.42 as the two black solid triangles. The figure shows
the ideal autocorrelation function of the pseudo-code, meaning that when the phase
offset exceeds one chip, the autocorrelation function is 0 and the effect of noise is
not considered.

Let us take a look at Fig. 4.42 to analyze (RE − RL) as a function of �τ .

• When �τ ≤ −1.5Tc, both RE and RL are 0, so (RE − RL) = 0;
• When −1.5T c < �τ ≤ −0.5T c, RL = 0, so (RE − RL) = RE;

Fig. 4.42 Phase detection
curve of the baseband delay
hysteresis loop

Related output
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• When−0.5T c <�τ ≤ 0.5T c, (RE −RL) is a straight line through the origin whose
slope is twice the slope of RE and RL;

• When 1.0T c < �τ ≤ 1.5 T, RE = 0, so (RE − RL) = −RL;
• When �τ > 1.5T, both RE and RL are 0, again, so (RE − RL) = 0.

Here T c is the pseudo-code chip width. For the GPSC/A code, T c is 1/1.023MHz;
for the BDS signal, T c is 1/2.046 MHz. The final RE − RL curve is shown by the
light-colored thick line in Fig. 4.42. Since its shape is very similar to the italic letter
“S”, it is generally called the S-curve.

When the pseudo-code tracking loop is in the tracking state, the capture of the
input signal has already been completed, which means that the phase difference
between the input and the local pseudo-code is already within a pseudo-code chip.
�τ can be considered as between [−0.5T c, +0.5T c], so analysis only needs to focus
on the middle part of the thick polyline in Fig. 4.42.

The main purpose of (RE − RL) is to obtain the estimator of the pseudo-code
phase difference �τ . The above analysis shows that when �τ = 0, (RE − RL) is 0,
indicating that the pseudo-code phase error is 0 at this time. When �τ �= 0, there
will be an error signal (RE − RL) that is not 0 and in a proportional relationship with
�τ . The error signal (RE − RL) is sent to adjust the frequency of the local NCO after
filtering out the high frequency components through the loop filter. When the local
pseudo-code phase is early, the pseudo-code NCOwill be slowed down. Meanwhile,
when the local pseudo-code phase is late, the pseudo-code NCO will be adjusted
faster, thus achieving closed loop control of �τ and gradually stabilizing its value
at around 0. When a well-designed pseudo-code tracking loop operates in a steady
state, the mean value of �τ must be near 0. At this time, the pseudo-code phase of
the prompt code is aligned with the pseudo-code phase of the input signal, and the
output of the prompt code can be used to implement the pseudo-code de-spreading
of the input signal, i.e. to be sent to Ĉ(t) in Figs. 4.33 and 4.37.

If the error signal is analyzed from a more direct perspective, the reason why (RE

− RL) is 0 when �τ = 0 is that the phase difference between the advance code and
the lag code relative to the intermediate code is symmetrical, i.e. ±d/2. Besides, the
shape of the BDS and GPS pseudo-code autocorrelation function is also bilaterally
symmetric with respect to the autocorrelation maximum. In Fig. 4.42, in the case
of d = 1 chip, when �τ = 0, RE takes the intermediate value of the rising edge of
the pseudo-code autocorrelation function, and RL takes the intermediate value of the
falling edge of the pseudo-code autocorrelation function, the result of the subtraction
is 0. So, as long as the symmetry of the phase of the leading code and the phase of the
lag code is guaranteed, there is always a similar result regardless of the value of d.
In the design of the GPS receiver’s pseudo-code tracking loop, d is a very important
parameter. A relatively small value of d will offer some good results, such as the
suppression of multipath effects. This technique is called “narrow correlation”.

Figure 4.43 shows the effect of different coherence intervals on the S curve. The
left part is the case when d = 0.5 chips, and the right part is the case when d =
0.25 chips. The thick line in the figure is still the S curve of the phase detector. It
can be seen that the shape of the S curve at this time is very different from when
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Related output Related output

Fig. 4.43 S-curve of the phase discriminator with different coherence intervals

d = 1 chip, mainly in that the upper and lower tops of the former are flat, and the
range of the linear region is reduced correspondingly. When d = 0.5, the range of
the linear region is [−0.25, +0.25] chips, and when d = 0.25, the range of the linear
region is [−0.125, +0.125] chips, but the slope of the S curve in the linear region
does not change. The upper and lower flat top values of the S curve in the figure are
±0.5Rc (d = 0.5) and ±0.25Rc (d = 0.25) respectively, indicating that when �τ

crosses the linear region, the phase detector output value will remain at the flat top,
which is similar to the level clamp effect (or clipping effect). The suppression of
the multipath effect is mainly caused by the flat top effect of the S curve. For other
coherent intervals, the reader can conduct similar analysis according to Fig. 4.43,
which will not be difficult.

The highest value of the pseudo-code autocorrelation function in Figs. 4.42 and
4.43 is Rc, which is related to the integration time T and the signal amplitude A.
When the value of T is constant, Rc is linearly related to the signal amplitude, so the
output value of the correlator changes with the received signal strength. For example,
when the receiver moves to open ground, and the received signal is good, then the
output of the correlator will be strong. Conversely, when the receiver moves to a city
center or forest, and the received signal is occluded, then the correlator output will be
weakened. Fortunately, the error signal generation mechanism ensures that the value
is always 0 when�τ = 0, regardless of the signal strength. This is because the output
of the correlator of the early code and the late code is simultaneously changed with
the signal strength, and the change is symmetrical. However, the change in signal
strength will affect the tracking of the pseudo-code tracking loop, which is mainly
achieved by changing the slope of the S-curve around zero.

It has been proven above that the slope of the S-curve around the zero point is
k = 2Rc

/
Tc, which does not change with the alteration of the coherence interval. The

larger the slope value, the more sensitive the error signal is to �τ , as even a small
�τ can produce a large error signal. On the contrary, if the slope value is relatively
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Fig. 4.44 Relationship
between slope and noise
characteristics in the linear
region of the S-curve

Related output

Theoretical value

Real value

small, then the generation of the error signal will be slower for �τ . Besides, the
value of k also has a significant influence on the noise features of the pseudo-code
loop, as can be seen in Fig. 4.44.

The bold solid line in Fig. 4.44 shows the theoretical value of the error signal,
while the other solid line shows the actual value of the error signal. It should be noted
that the noise here is not the additive Gaussian noise mixed in the IF (Intermediate
Frequency) signal, but the additive Gaussian noise equivalent to the phase detector
output. The reason for this processing has been explained in Sect. 4.2.2. Due to the
presence of noise in the input signal, the output value of the integrator has a deviation
of δR from the theoretical value, while the pseudo-code loop always attempts to tune
the error signal back to 0 through the feedback loop control, resulting in a deviation
between the final phase and the pseudo-code phase of the input signal:

δτ = δR

k
= δR · Tc

2Rc

where, δR is determined by the additive white Gaussian noise n(t) in the input signal.

δR = 1

T

T∫

0

n(t)xE(t)dt − 1

T

T∫

0

n(t)xL(t)dt (4.174)

It is easy to prove that E[δR] = 0. Then, the variance of δR is

var{δR} = var

⎧
⎨
⎩

1

T

T∫

0

n(t)xE(t)dt − 1

T

T∫

0

n(t)xL(t)dt

⎫
⎬
⎭
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= E

⎧
⎪⎨
⎪⎩

⎡
⎣ 1

T

T∫

0

n(t)xE(t)dt − 1

T

T∫

0

n(t)xL(t)dt

⎤
⎦

2
⎫
⎪⎬
⎪⎭

= 1

T 2
E

⎧
⎪⎨
⎪⎩

⎡
⎣

T∫

0

n(t)xE(t)dt

⎤
⎦

2
⎫
⎪⎬
⎪⎭

+ 1

T 2
E

⎧
⎪⎨
⎪⎩

⎡
⎣

T∫

0

n(t)xL(t)dt

⎤
⎦

2
⎫
⎪⎬
⎪⎭

− 2

T 2
E

⎧
⎨
⎩

T∫

0

n(t)xE(t)dt

T∫

0

n(t)xL(t)dt

⎫
⎬
⎭ (4.175)

We will now analyze the three items in the last step of Eq. (4.175). First, it is
obvious that

E

⎧
⎪⎨
⎪⎩

⎡
⎣

T∫

0

n(t)xE(t)dt

⎤
⎦

2
⎫
⎪⎬
⎪⎭

= E

⎧
⎪⎨
⎪⎩

⎡
⎣

T∫

0

n(t)xL(t)dt

⎤
⎦

2
⎫
⎪⎬
⎪⎭

And then, we need to calculate E{[∫ T0 n(t)xE(t)dt]2} and

E{∫ T0 n(t)xE(t)dt
∫ T
0 n(t)xL(t)dt}:

E

⎧
⎪⎨
⎪⎩

⎡
⎣

T∫

0

n(t)xE(t)dt

⎤
⎦

2
⎫
⎪⎬
⎪⎭

= E

⎧
⎨
⎩

T∫

0

n(t)xL(t)dt

T∫

0

n(s)xL(s)ds

⎫
⎬
⎭

= E

⎧
⎨
⎩

T∫

0

T∫

0

n(t)n(s)xL(t)xL(s)dtds

⎫
⎬
⎭

=
T∫

0

T∫

0

E{n(t)n(s)}xL(t)xL(s)dtds

=
T∫

0

T∫

0

N0δ(t, s)xL(t)xL(s)dtds

= N0

T∫

0

x2L(t)dt

= N0T (4.176)

while
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E

⎧
⎨
⎩

T∫

0

n(t)xE(t)dt

T∫

0

n(t)xL(t)dt

⎫
⎬
⎭ =

T∫

0

T∫

0

E{n(t)n(s)}xE(t)xL(s)dtds

=
T∫

0

T∫

0

N0δ(t, s)xE(t)xL(s)dtds

= N0

T∫

0

xE(t)xL(t)dt

= N0(1 − d)T (4.177)

The last step of Eq. (4.177) is written because the pseudo-code phase shift of
xL(t) is d relative to xE(t). Then, the common part in each chip is (1 − d)T c, so the
integration result of the same part is (1 − d)T. For the different parts, since the −1,
+1 of the pseudo-random code adjacent bits are symmetrically distributed, the final
integral is zero. Figure 4.45 clearly illustrates the same and different parts of xL(t)
relative to xE(t), helping readers to understand the integration discussed above.

Finally, we combine Eqs. (4.176) and (4.177), then

var{δR} = 2

T 2
· N0T − 2

T 2
· N0(1 − d)T = 2N0d

T
(4.178)

According to the relation of δR and δτ ,

var{δτ } = var{δR}
k2

Different parts Same parts

Fig. 4.45 The same and different parts of xL(t) in relation to xE(t)
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= N0d

T

T 2
c

2R2
c

(4.179)

Equation (4.179) shows that the variance of the phase noise caused by the input
noise is proportional to the input noise power spectral density and the phaser spacing
d. R2

c represents the power of the input signal, so the variance of the phase noise is
inversely proportional to the input signal power, which matches our direct perception
that the stronger the input signal is, the less the effect of noise on the final phase
noise will be. Equation (4.179) also indicates the relationship between phase noise
and integration time. T is the total integration time, which generally appears as the
denominator. So, the longer the integration time, the smaller the phase noise will be.
Therefore, so as not to cause data bit hopping, the integration time should be used
for as long as possible. If the data bits are known, the bit-assisted method can be
adopted to eliminate the bit hopping and increase the integration time.

2. Non-coherent Delay-Locked Loop

When the input signal is an intermediate frequency signal, it can be very difficult for
the coherent delay-locked loop shown in Fig. 4.41 to be applied in practice, as the
coherent integration requires a strict synchronization of both the local carrier phase
and the pseudo-code phasewith those of the input signal. Strict synchronization of the
carrier phase is very difficult to achieve. Even if synchronization can be achieved, the
coherent delay-locked loop is very fragile. When dealing with dynamically changing
signals, it is often affected by the fact that the carrier phase difference is not zero.
By this time, the signal energy will rotate in the I-channel and Q-channel directions,
and the pseudo-code phase difference generated by the I-channel integration alone
will also be unstable, which will cause the coherent delay-locked loop to lose lock
easily. In this case, a non-coherent delay-locked loop as shown in Fig. 4.46 will be
adopted.

Input IF signal

Prompt code

Early codes Late code

Carrier NCO
Phase 

detector

Pseudo-code 

generator

Pseudo-code 

NCO
Loop filter F(s)

Fig. 4.46 The basic structure of the incoherent delay-locked loop
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Figure 4.46 shows that the input signal of the non-coherent delay-locked loop is the
intermediate frequency signal, including the carrier and pseudo-code components,
and the noise component. A carrier NCO is added to the basic structure of the non-
coherent delay-locked loop as compared to the coherent delay-locked loop to generate
the I-channel and Q-channel local carrier signals, and the two local carrier signals
are respectively multiplied by the signals de-spread by the early and late codes.
Therefore, the integrator of these two codes consists of two integrators, which are
the in-phase integrator and the quadrature path integrator. The difference between the
non-coherent loop and the coherent loop is that the former generates the non-coherent
result by taking the square sum of the integral and orthogonal path integration results,
while the pseudo-code phase difference of the early and late incoherent results are
obtained by the phase detector. The non-coherent operation eliminates the impact of
the carrier phase difference on the result.

According to the analysis in previous sections, the mathematical expressions of
the four integrator outputs in the early and late codes in Fig. 4.46 can be written
easily as

IE = Asinc

(
�ω̂TI
2

)
R

(
�τ − d

2

)
cos

[
�ω̂

2
TI + δφ0

]
+ NE,I (4.180)

QE = Asinc

(
�ω̂TI
2

)
R

(
�τ − d

2

)
sin

[
�ω̂

2
TI + δφ0

]
+ NE,Q (4.181)

IL = Asinc

(
�ω̂TI
2

)
R

(
�τ + d

2

)
cos

[
�ω̂

2
TI + δφ0

]
+ NL,I (4.182)

QL = Asinc

(
�ω̂TI
2

)
R

(
�τ + d

2

)
sin

[
�ω̂

2
TI + δφ0

]
+ NL,Q (4.183)

To simplify the analysis, the noise term is omitted here, so

SE =
√
I
2
E + Q

2
E = A

∣∣∣∣sinc
(

�ω̂TI
2

)∣∣∣∣R
(

�τ − d

2

)
(4.184)

SL =
√
I
2
L + Q

2
L = A

∣∣∣∣sinc
(

�ω̂TI
2

)∣∣∣∣R
(

�τ + d

2

)
(4.185)

�ω̂ and δφ0 in Eqs. (4.180) to (4.183) are the frequency difference and phase differ-
ence between the carrier signal of the local carrier and the input signal. When δφ0 �=
0, the signal energy rotates between IE and QE. However, after the squaring modulo
operation of Eq. (4.184), the influence of δφ0 disappears, and the same result can be
obtained through similar analysis of the result of the late code. So even if the carrier
phase of the local carrier and the input signal are not strictly synchronized, SE and SL
will still generate a steady correlation result, which explains why the non-coherent
delay-locked loop is much more stable than the coherent delay-locked loop.
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The phase detector in Fig. 4.46 is the model of (SE − SL). In fact, the phase
detector is not unique. Three other phase detectors for non-coherent delay-locked
loops are shown in Table 4.5.

Readers can independently analyze the phase-detection curves of these phase
detectors by the method of “coherent delay-locked loop”. Here, we focus on the
impact of the RF front-end bandwidth on the phase detector. When analyzing the
characteristics of the phase detector, it is assumed that the shape of the pseudo-
code autocorrelation function is a sharp triangle with bilateral symmetry, which is
the ideal shape. A sharp triangle means that all of the higher harmonic components
are included. The actual input signal and the local signal are bandwidth-limited, so
the shape of the obtained autocorrelation function must have gone through smooth
distortion. Figure 4.47 shows the autocorrelation function curve of the front-end of
the front-end RF with unlimited bandwidth (see Fig. 4.47a) and the autocorrelation
function curve with a limited front-end bandwidth (see Fig. 4.47b). In this case, the
angle of the autocorrelation function is no longer sharp, but becomes smooth and soft.
The extent of its smoothness is related to the size of the limited bandwidth. The wider
the bandwidth, the more obvious the sharp angle will be. Otherwise, the angle will
be smoother. When the sharp angle of the autocorrelation function becomes smooth,
and the coherence interval becomes smaller, it will be difficult for the phase error
outputted by the phase detector to reflect the phase position of the real pseudo-code

Table 4.5 Several phase discriminators commonly used in incoherent delay-locked loops

Phase detector Property
1
2
SE−SL
SE+SL

It adopts the non-coherent lead lag envelope method, and
normalizes (SE + SL) to make it independent of the signal
strength, and the amount of operation is large. When the
coherence interval is d/2, its phase discrimination is linear
at [−d/2, d/2]

1
2
S2E−S2L
S2E+S2L

It adopts the non-coherent lead lag power method, which is
independent of the signal strength through normalizing(
S2E + S2L

)
. The calculation amount is moderate because the

square root operation is omitted. When the coherence
interval is d/2, it is linear at [−d/2, d/2]. When the signal is
strong, it is close to the phase-detection characteristic of the
1
2
SE−SL
SE+SL

method, and the square loss is large when the

signal is weak
1
2

[
(IE − IL)IP + (QE − QL)QP

]
It adopts the approximate coherent point multiplication
power method and utilizes all the integration results of the
early, prompt, and late phase pseudo-code signal branches.
The calculation amount is small, and it will be greatly

affected by the signal strength. It can be normalized by I
2
P

and Q
2
P . When the coherence interval is d/2, the phase

discrimination characteristic is approximately linear at
[−d/2, d/2]
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(a) Unlimited RF bandwidth (b) Limited RF bandwidth

Fig. 4.47 Pseudo-code autocorrelation function curves under different bandwidth conditions

main peak, resulting in a larger variance of the pseudo-code phase. Larger errors will
also occur in the pseudo-range observation.

Theoretical analysis of the thermal noise characteristics of the non-coherent delay-
locked loop is complicated even though the derivation method is the same as in the
thermal noise performance analysis in Sect. 4.2.3. Since the statistical features of the
phase error outputted by the non-coherent phase detector are difficult to derive, they
are skipped in this book, and a relatively reliable conclusion to date will be given
instead. It is clarified in Ref. [9] that for the delay-locked loop of the non-coherent
phase detector, the root mean square of the pseudo-code random phase difference
caused by Gaussian white noise can be expressed as:

σtDLL = 1

Tc

√√√√√
Bn
∫ Bfe/2
−Bfe/2

Ss(f ) sin2(πfDTc)df

(2π)2CN0

(∫ Bfe/2
−Bfe/2

fSs(f ) sin(πfDTc)df
)2

×
√√√√√1 +

∫ Bfe/2
−Bfe/2

Ss(f ) cos2(πfDTc)df

T · CN0

(∫ Bfe/2
−Bfe/2

Ss(f ) cos(πfDTc)df
)2 (4.186)

where Bn is the loop equivalent noise bandwidth in Hertz; Ss(f ) is the power spectral
density of the desired signal; Bf e is the double-band bandwidth of the RF front-end
in Hertz, and T c is the chip width in seconds. For the GPS signal, its frequency is
1/1.023 MHz, while for the BDS signal, it is 1/2.046 MHz. CN0 is the signal carrier-
to-noise ratio, in units of ratio. D is the coherence interval, whose unit is the chip,
which is the difference of the late code phase and the early code phase. T is the length
of the coherent integration time, whose unit is s.

For BDS and GPS navigation signals, which are BPSK signals, the power spectral
density function is Ss(f ) = T csinc2(πfT c), and the value of σtDLL can be obtained
through substituting Eq. (4.186) into it. The following piecewise function approxi-
mation is given in Ref. [15] for the non-coherent phase detector using the early minus
late power method.
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σtDLL =
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(4.187)

It can be seen fromEq. (4.187) that the narrowerBn, the smallerD, the higherCN0,
and the longer the coherent integration time T, the smaller σtDLL will be. The role
of the RF front-end bandwidth in the value of σtDLL is also indicated in Eq. (4.187).
It mainly influences the selection of the value of D. It is not true that the value of
D shall be as small as possible. When D is less than a certain number, σtDLL will
not continue to grow smaller. Equation (4.187) suggests that the lower limit of D is
Rc
Bfe
. When the value of D is less than it, σtDLL will not continue to improve with the

decrease of D. For example, when the RF front-end is 8 MHz, for the GPSC/A code
signal, Rc

Bfe
≈ 1

8 , the coherence interval D can be as small as about 0.125 chips, and
any smaller value would not be of much use. For the BDS signal, since its Rc is that
of GPS Doubled, the value of D can be as small as 0.25 chips.

The approximate value of D can also be derived from Eq. (4.186). When πfDT c

is close to 0, Eq. (4.186) can be approximated as

σtDLL = 1

Tc

√√√√ Bn

(2π)2CN0
∫ Bfe/2
−Bfe/2

f 2Ss(f )df

√√√√1 + 1

T · CN0
∫ Bfe/2
−Bfe/2

Ss(f )df
(4.188)

The approximation of sin(πfDTc) ≈ πfDTc and cos(πfDTc) ≈ 1 is used in the
derivation of Eq. (4.188), from which we can see that when D is small, σtDLL is
close to a limit, which is determined by Bn, CN0, coherent integration time T and RF

front-end bandwidth Bfe, where
√∫ Bfe/2

−Bfe/2
f 2Ss(f )df is called the RMS (Root Mean

Squared) bandwidth of the signal. The RMS bandwidth measures the amount of
high-frequency components contained in the signal, so the degree of sharpness of
the signal autocorrelation function is measured quantitatively. The wider the RMS
bandwidth of the signal, the sharper the edge of the autocorrelation function can be,
thereby generating more accurate pseudo-code phase tracking results. However, it
also imposes higher requirements on the RF front-end bandwidth.

The conclusion of the analysis of the thermal noise performance of the pseudo-
code tracking loop is similar to the corresponding conclusion of the carrier tracking
loop. Although the specific expressions are different (Eqs. 4.170 and 4.186), they
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all refer to the influence of the additive signal on the random phase difference of
the tracking loop with the existence of additive white Gaussian noise. The random
phase difference caused by thermal noise is independent of the order of the tracking
loop, which mainly affects the dynamic stress performance of the loop. However, the
pseudo-code loop is significantly different from the carrier ring in one aspect, which
is the pseudo-code loop is often assisted by the dynamic information of the carrier
ring. This is because the dynamic stress of the carrier loop is strictly proportional
to the dynamic stress of the pseudo-code loop, so the dynamic condition obtained
by the carrier loop can be compensated and cancelled in the pseudo-code loop by a
certain scale factor, meaning that the pseudo-code loop can offer excellent thermal
noise features with low order loop and extremely narrow equivalent noise bandwidth.
This technology is called “carrier assistance”. The principle and implementation of
carrier assistance will be explained in detail in the following sections.

4.2.5 Problems in Tracking Loop Implementation
and Debugging

The discussion in this section will focus on some practical problems in the specific
implementation and debugging of the carrier tracking loop and pseudo-code tracking
loop, inwhich the theoretical analysis in the previous chapterswill be integrated.New
technologies and new solutions emerging in recent years will be briefly explained,
and relevant references will also be given.

1. Carrier NCO and Pseudo-code NCO

According to the previous structural analysis of the carrier tracking loop and pseudo-
code tracking loop, the NCO (Numerical Controlled Oscillator) is one of the key
units. Its principle and implementation will be explained in detail in this section. The
physical source of the NCO should be a VCO (Voltage Controlled Oscillator), but
today, with the prevailing of digital technology, the VCO has emerged as an NCO
in digital logic circuits and software implementations, the basic structure of which
is shown in Fig. 4.48.

Reset logic

Data bus
Phase step 

register

Clock signal

Phase 

accumulator

Lookup table

Fig. 4.48 Block diagram of the carrier NCO
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The principle of the carrier NCO is shown in Fig. 4.48. Other types of NCOs
are very similar, and the only difference is in the lookup table in the end. An NCO
basically consists of three parts: a phase step register, a phase accumulator, and a
lookup table. There are some other control signals in an NCO, including clock, data
lines, and reset signals. The NCO operates at a certain clock frequency, which is
generally referred to as the operating frequency of the NCO. At the moment of each
working clock, the NCO accumulates the local phase accumulator according to the
value of the phase step register. Suppose that at clock k, the value of the phase step
register is φ�(k), and the value of the phase accumulator is φ(k), then at clock k +
1, the value of the phase accumulator is

φ(k + 1) = φ(k) + φ�(k) (4.189)

φ�(k) is the external input to the NCO. So, it can be seen that the phase accumulator
is indeed the integral of the external input. If the local phase is used as the output
and φ�(k) is used as the input, the s domain model of the NCO is 1/s.

According to Eq. (4.189), it seems that φ�(k) will increase without limit. In fact,
in the digital system, there is an upper limit for the bit width of the phase accumulator,
so φ�(k) will not increase without limit. If the number of accumulators is n, then
the maximum value of φ�(k) is (2n − 1); when the value is reached, it will return
to 0 and start to accumulate anew. By this time, the phase update of one cycle is
completed for the NCO. The output of the NCO is determined by the value of the
current phase accumulator, and the value of the current phase is used as the index
address of the lookup table to generate the output value. For the carrier NCO, since
the period of the carrier signal is 2π, the phase range of the corresponding lookup
table is [0, 2π], and the range of the phase accumulator is [0, 2n −1], between which
a linear correspondence exists.

Figure 4.49 shows the relationship between the local phase update of the carrier
NCO and the output value. The width of the phase accumulator in the figure is 16
bits, and the number in the phase accumulator is added from 0 to 0xFFFF. It then
returns to 0, and the cycle is repeated. The lower right part of the figure shows the
step shape of the NCO during phase accumulation. The upper right part of the figure
is the corresponding sine and cosine lookup table. The value corresponding to the
lookup table is output according to the value of the local phase. Thus, the in-phase and
quadrature carrier components in the carrier tracking loop explained in the previous
section can be obtained.

For pseudo-code NCO, the lookup table is much simpler. Figure 4.50 shows the
relationship between the local phase update of the pseudo-code NCO and the output
value. As the figure shows, the principles of the pseudo-code NCO and carrier NCO
are very similar except for the last lookup table. The pseudo-code NCO outputs a
square wave, so it is only necessary to judge whether it is 0 or 1 based on the value
of the local phase. According to the figure, when the phase is greater than 0x8000,
the output of the pseudo-code NCO is 0. Otherwise, it will be 1, so the lookup table
of the pseudo-code NCO is much simpler than the carrier NCO.
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Phase accumulator update

Sine lookup table

Cosine lookup table

NCO phase

Fig. 4.49 Local phase updating principle and output of the carrier NCO

Phase accumulator update

Square wave output

NCO phase

Fig. 4.50 Local phase update principle and output value of the pseudo-code NCO

Clearly, the instantaneous frequency f NCO of the NCO has the following relation-
ship with the phase accumulator bit width n, the input clock frequency fs, and the
phase step value φ�(k):

fNCO = φ(k + 1) − φ(k)

2nTs
= fs

φ�(k)

2n
(4.190)

Equation (4.190) shows that fs and n determine the frequency resolution of the
NCO. Generally, in BDS and GPS receivers, fs is the IF sampling clock, which is
determined by the RF front-end; room adjustment is limited, so only the value of n is
open to adjustments. The larger n is, the finer the frequency value of the NCO output
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will be. For example, fs = 16.369 MHz; when n = 32 the frequency resolution is
16.369E6/232 = 3.81E−3, which is about 3.8 MHz.

There are two factors to consider when deciding the lookup table for the carrier
NCO. One is the quantization bit width of the lookup table, and the other is the
number of samples in the [0, 2π] cycle. The former can be determined according
to the quantization bit width of the radio frequency front-end. For example, the
intermediate frequency data quantization bit width is 2 bits, so the lookup table can
be designed as 3 bits or 4 bits, because the higher the quantization bit width is, the
smaller the quantization loss will be. In cases where the memory capacity overhead
is not large, the quantization bit width of the lookup table can be properly increased.
If multi-bit sampling is applied to the quantization bit width of the RF front-end,
such as the 8–12 bit quantization commonly used in professional mapping receivers,
the quantization bit width of the lookup table should be its equivalent, otherwise
the advantages brought by high sampling quantization will be lost. The number of
samples in the lookup table can be 8 or 16 in one cycle. Experience shows that no
higher processing gain will be generated if the number of samples exceeds sixteen.
If the number of samples is 16, since 16 = 24, then only the upper 4 bits of the local
phase accumulator will be required as the lookup table index of the output value.

2. Conversion from s-Domain to Z-Domain

So far, the domain included in the theoretical derivation of the carrier loop and the
pseudo-code loop in the previous chapters is the Laplace domain, i.e. the s-domain.
While the loops in the actual system all work on the basis of digital discrete signals,
the common tool for digital discrete signal analysis is the Z-transform, with which
the analysis of the loop can be more closely integrated with the actual system. The
conversion from s-domain to Z-domain will be discussed in this section.

The physicalmeaning of the s-operator of the s-domain is to generate the derivative
of time. Assuming that the s-domain transformation of the time domain signal x(t)
is x(s), then sx(s) corresponds to dx(t)/dt. If the digital sampling of x(t) is conducted
and the sampling interval is T s, when Ts is small, the derivative of x(t) can be
approximated by dividing the difference between adjacent sampling points by the
sampling interval, i.e.

dx(t)

dt
≈ x(k) − x(k)

Ts

z transforms−−−−−−→ x(z) − z−1x(z)

Ts
= 1 − z−1

Ts
x(z)

where, x(z) is the Z-transform of x(t), so the s operator corresponds to 1−z−1

Ts
of the

Z-domain.
The physicalmeaning of the 1/s operator is to generate the time integration. Taking

the above-mentioned time domain signal x(t) into consideration, then y(s) = x(s)
s

corresponds to y(t) = ∫∞
0 x(t)dt. In digital logic circuits and software programming,

the integral is often generated by the accumulator, i.e. y(k) = y(k − 1) + x(k)Ts,
then
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y(k) = y(k − 1) + x(k)Ts
z transforms−−−−−−→ y(z) = Ts

1 − z−1
x(z)

1/s operator, the sampling method of the accumulator integral, corresponds to
Ts

1−z−1 of the Z-domain.
Anothermethodof integrating is to use the averageof twoadjacent samplingpoints

x(k) and x(k − 1) as the integral quantity, i.e. y(k) = y(k−1)+0.5[x(k)+x(k−1)]Ts.
The reason for adopting this method is simple: in some cases, more accurate results
can be obtained using the average of adjacent samples to replace the single point for
the integral operation. So, when Z-transform is applied to both sides of the equation,

y(z) − z−1y(z) = 0.5[x(z) + z−1x(z)]Ts ⇒ y(z) = 0.5Ts
1 + z−1

1 − z−1
x(z)

The result of this processing is that the 1/s operator corresponds to Ts
2

1+z−1

1−z−1 of the
Z domain. This method is called bilinear transformation.

A comparison of the differential and integral operators in the s-domain and the
Z-domain is given in Table 4.6, and a block diagram of the implementation based on
the Z-domain expression is also shown in the table.

With the transformation of the s-operator and 1/s operator corresponding to the
Z-domain, they can be substituted into the s-domain analysis result of the phase-
locked loop. The transform of the processing block diagram in Fig. 4.30 from the
s-domain to the Z-domain by bilinear transformation is shown in Fig. 4.51. Only the
Z-domain transformation of the loop filter is given in the figure, while the integrator
in the NCO link is omitted. The transformation from Figs. 4.30, 4.31, 4.32, 4.33,
4.34, 4.35, 4.36, 4.37, 4.38, 4.39, 4.40, 4.41, 4.42, 4.43, 4.44, 4.45, 4.46, 4.47, 4.48,
4.49, 4.50 and 4.51 is straightforward and easy to understand. The only thing to note

Table 4.6 Representation of differential and integral operators in the s- and Z-domains

微分 s 1−z−1

Ts

积分
(累加器)

1
s

Ts
1−z−1

积分
(双线性变换)

1
s

Ts
2

1+z−1

1−z−1

微分 Differential; 积分 (累加器) Integration (accumulator); 积分 (双线性变换) Bilinear
transformation
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Bilinear integrator

Bilinear integrator Bilinear integrator

1 Order loop

2 Order loop

3 Order loop

Fig. 4.51 Three kinds of loop filters are implemented in the Z-domain: first-order loop, second-
order loop, and third-order loop

is that the input signal gain in the bilinear integrator unit is 0.5T s, where T s is the
time interval for loop update, which should not be confused with the IF sampling
interval mentioned in the previous section. Generally, the update interval of the loop
is the same as the correlator integration time. For example, if the integration time
is 1 ms, and the loop is updated every time the integration ends, then T s = 0.001.
When the integration time becomes 10 ms, T s = 0.01. In some cases, the loop is not
always updated every time the coherent integration ends, that is, when T s needs to
be determined according to the specific time interval of the update loop.

The system transfer function and error transfer function of the phase-locked loop
can also be converted by a similar method. Both the steady-state phase difference
and the thermal noise analysis can be performed by using the relevant theory in the
Z-transform. Readers can consult reference books for signal and system and digital
signal processing.

3. Selection of Loop Parameters

Section 4.2.1 has shown that the phase-locked loops of different orders have different
tracking competence for dynamic stress. The loop parameters determine its capture
capability, response speed, damping coefficient, system stability, equivalent noise
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bandwidth, and many other factors, where the equivalent noise bandwidth plays a
pivotal role in the performance of loop thermal noise, as detailed in Sects. 4.2.2, 4.2.3,
and 4.2.4. Even the same loop parameters tend to have opposite effects in terms of
dynamic stress and thermal noise performance, thus a comprehensive considera-
tion of the above factors is required in choosing the loop parameters to be used in
engineering practice. Sometimes, dynamic adjustment need to be made for different
working conditions, focused on system performance.

The second-order loop is the most commonly used in the carrier tracking loop
due to its stability and the relatively simple adjustment of parameters. Besides, it
can accommodate most dynamic scenes in civilian applications, so it is widely used
in the civilian receiver market. In the design of the carrier tracking loop (Costas
loop) of BDS and GPS receivers, the parameters of the second-order loop can be
selected according to Figs. 4.2 and 4.30, among which are the two most important
parameters, namely the damping system ζ and the equivalent noise bandwidth Bn.
Of course, ζ and the natural frequency ωn are also an option. Since Bn and ωn have
a strict linear relationship (Bn = 0.53ωn), the two choices are not contradictory.
The damping coefficient determines the speed at which the tracking loop adjusts
with the external input change. Most typical is whether the local phase adjustment
step can keep up with the input phase change when the input is unit step excitation,
namely the performance of the transient response of the loop. Figure 4.52 is the
transient response of the second-order Costas loop to the phase step input in different
damping systems, whereωn = 10π. In order to highlight the influence of the damping
coefficient, the other settings of the loop remain unchanged. It can be seen that when
the damping coefficient is small, the system is very sensitive.However, the local phase
cannot be adjusted once in place; it should undergo several oscillations before finally

Phase jump response

R
an

g
e

Time

Fig. 4.52 Transient response of the Costas loop to the unit step signal at different ζ values
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stabilizing.When the damping system is large, the local phase adjustment is slow, but
there is no oscillation and rushing. Generally, a damping coefficient of less than 1.0
is called under-damping. One that is greater than 1.0 is called over-damping. When
the damping coefficient is 1.0, it is called critical damping. In engineering, 0.707 is
often chosen as the optimized damping coefficient, with which the combination of
loop sensitivity and response speed can be achieved.

The selection of the effective noise bandwidth Bn mainly requires consideration
of the following factors:

1. The tracking of the dynamic stress of the system. The larger Bn is, the larger the
dynamic range the loop can track, as seen in Eq. (4.140).

2. The size ofBn determines the randomphase difference caused by the input noise.
The smaller Bn is, the smaller the random phase difference will be. However,
the random phase difference will be larger. When the random phase difference
is large enough, loop instability will also occur.

3. The value ofBn determines the natural frequencyωn. The largerωn is, the sooner
the system can be stabilized in the transient response, which means that it can
enter the stable state faster.

Therefore, the choice of Bn must be balanced among dynamic performance,
response speed, and random phase difference. In this case, different parameters are
needed for different application scenarios. For example, in applications with large
dynamics, fast response speed, and low positioning accuracy, the value of Bn should
be slightly larger; for applications with higher static state and higher positioning
accuracy, the value of Bn can be smaller.

The random phase difference and dynamic stress phase difference of the loop
analyzed here are applicable to both the carrier tracking loop (Costas loop) and
the pseudo-code tracking loop (delay-locked loop). For the carrier tracking loop,
an empirical conditional equation considering the phase difference margin for loop
stability is given in Ref. [9]:

When there is no datamodulation 3σi + θe ≤ 90◦,
When there is datamodulation 3σi + θe ≤ 45◦ (4.191)

In Eq. (4.191), σ i is the sum of the random phase differences caused by all factors
excluding dynamic stress. In addition to the additive white noise in the input signal, it
also includes the random phase difference caused by the mechanical vibration of the
clock and the Allan variance. The phase differences can be considered as irrelevant
to each other, so the total variance can be calculated in the form of squares and sums
of the differences, i.e.

σi =
√

σ 2
thermal noise + σ 2

mechanical vibration of clock + σ 2
Allan variance of clock

θe is the phase difference caused by dynamic stress. The dynamic stress phase differ-
ence not the same as the random phase difference. The former is not a kind of
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random “noise”, but more of a “constant bias”. Therefore, θe in Eq. (4.191) appears
as a separate addition. At the outset of the design of the system, we can determine the
maximum acceleration and jerk that can be stably tracked first, as well as the limit
parameters such as tracking sensitivity. Then we can get the value of σ i and θe in
Eq. (4.191) through combining the short-term stability index and phase noise level
of the clock to decide if the stability conditions are met, and make adjustments if
necessary. When tracking the BDS D1, D2 code signal and GPS C/A code signal, we
can refer to the phase difference margin when there is data modulation. For the pilot
channel signal in the GPS modernization plan and in the future BDS system, since
there is no data modulation, we can refer to the phase difference margin of non-data
modulation in Eq. (4.191). The step margin threshold is doubled in the absence of
data modulation.

For the pseudo-code tracking loop, the empirical conditional equation for the
phase difference for loop stability is given in Ref. [9]:

3σtDLL + Re ≤ D/2 (4.192)

In Eq. (4.192), σtDLL is the random phase difference of the pseudo-code loop due
to thermal noise, which can be obtained by Eq. (4.186). Re is the dynamic stress
phase difference, andD is the phase difference between the early code phase and the
late code phase in the delay-locked loop. However, it should be noted that the units of
σtDLL and Re are both chips, so the unit of D is also chips. When the carrier-assisted
method is used, the carrier loop can eliminate most of the dynamic stress term in the
pseudo-code loop, so only the σtDLL term needs to be considered in Eq. (4.192).

In modern receivers, multiple tracking channels can often be used to simultane-
ously process signals ofmultiple satellites. Each tracking channel has its own tracking
loop, and the satellite signal strengths in different channels are also different. In the
tracking loop of the strong star signal, a larger Bn can be adopted, while a smaller
Bn is useful for the tracking channel of the weak star signal. The advantage of the
processing is that strong dynamic stress processing can be provided by the strong star
signal. At the same time, the weak star signal can provide a measurement with less
phase noise and higher tracking sensitivity. Furthermore, fuzzy logic can be used to
model the error signals outputted by the phase detector and the discriminator, which
can better ensure the balance between dynamic characteristics, loop stability, and
random phase difference.

4. Application of Lissajous Graphics in Loop Debugging

The Lissajous figure is a synthetic trajectory of the rotation vector in two mutually
perpendicular directions, which is often used in the fields of electrical engineering
and electronics to determine the frequency multiplier and phase difference between
two waveform signals. In the Costas loop and the delay hysteresis loop, the two
integral results outputted by the integrator related to the I-channel and Q-channel
can be regarded as a rotation vector, so the relevant conclusions of the Lissajous
figure can be used to judge the working state of the tracking loop, thereby assisting
the debugging of the loop.
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Figure 4.53 shows the results of the I-channel and Q-channel integration of the
Costas loop in a stable phase-locked state on a two-dimensional plane, which is a
typical Lissajous figure. According to the analysis in Sect. 4.2.3, when the carrier
phase is stably tracked, the I-channel integration result contains all the energy and
noise terms of the signal, while the Q-channel integration result only contains the
noise term. Therefore, the Lissajous figure in the two-dimensional plane is two circu-
larly scattered areas separated by a certain interval. The circular scatter area on the
left corresponds to the modulated data bit −1, and the circular scatter area on the
right corresponds to the modulated data bit+1. In Fig. 4.53, the spacing between the
center points of the two scatter areas is represented by A, and the scatter diameter of
the circular area is represented by r. It is clear to see that the ratio of A to r stands
for the signal-to-noise ratio of the input signal.

Figure 4.54 shows the Lissajous figure of the I-channel and Q-channel integration
results for signals with four different intensities. The CN0 of the input signal is
35 dBHz, 40 dBHz, 45 dBHz, and 50 dBHz respectively, and the noise bandwidth
of the tracking loop is 20 Hz. The input signal does not contain dynamics higher
than the second derivative to ensure the stable locking of the phase. It can be seen
from the figure that the signal intensity will cause the interval between the center
points of the two circularly dispersed regions to change. The stronger the signal is,
the larger the center point interval will be, otherwise it will be smaller. The noise
items are normalized during signal tracking, so there is no significant difference in
the diameters of the circularly scattered areas in the four images in Fig. 4.54.

There are several factors that can cause the carrier phase of the Costas loop PLL
to lose lock during actual operation. The most common ones include the weakening
of the signal strength, the large dynamic motion of the carrier, and the sharp change
of the RF clock temperature. Figure 4.55 shows the Lissajous figure when the carrier

Fig. 4.53 Lissajous figure of typical PLL
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Fig. 4.54 Lissajous figure of PLL at different signal intensities

Fig. 4.55 Lissajous figure of
PLL when carrier phase is
unlocked

Loss of lock in the phase

Loss of lock in the phase
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phase is temporarily out of lock. The data in the figure comes from the situation
where the carrier phase is temporarily lost due to the artificial addition of the jerk
component in the input signal. As can be seen from the figure, when the carrier
phase is out of lock, the Lissajous figure will no longer be limited to the left and
right circular scattering areas, but will move in the entire quadrant plane. In the
actual debugging process, when a similar trajectory as shown in Fig. 4.55 appears
in the Lissajous figure conformed by the I-channel and Q-channel integrals of the
loop, it is necessary to check the dynamic stress, signal strength, phase detector
and discriminator output, as well as the surrounding temperature trends, in order to
determine the cause of phase loss in a timely manner, and solve the problem in a
targeted way.

It is better to observe the Lissajous figure when the carrier phase is out of lock
in the setting of the frequency-locked loop, because the purpose of the Costas loop
then is to achieve frequency locking instead of phase locking. When the frequency
is locked, the carrier phase can still be in the rotating state, so the Lissajous figure
composed of the I-channel andQ-channel integration results at this timewill perfectly
reveal the shape of the carrier phase rotation. Figure 4.56 is a Lissajous figure for
the frequency tracking of the input signal of CN0 = 45 dBHz. The trajectory in the
figure is circular, and the shape is determined by two parameters. One is the width of
the ring band, which is represented by r in the figure, and the other is the diameter
of the central curve of the annular loop, indicated by A in the figure. It is clear that
A and r here correspond to those in Fig. 4.53, and the corresponding ratio of A to r
also indicates the magnitude of the signal-to-noise ratio of the input signal.

Figure 4.56 shows that after the frequency lock is completed in the frequency-
locked loop, the carrier phase is still in the rotating state, so the Lissajous figure

Fig. 4.56 Lissajous figure of
a typical frequency-locked
loop



246 4 Capture and Tracking of the Signal

of the frequency-locked loop is scattered in four quadrants, and the speed of the
phase rotation indicates the magnitude of the frequency error. Of course, the speed
of rotation cannot be seen in Fig. 4.56, because only the trajectory map is shown in
the Lissajous figure, not the mutual time relationship between the trajectory points.
The loop formed by the rotation of the carrier phase has a certain radius, whose size
is directly related to the signal strength. Although the carrier phase is rotating, the
signal energy is not lost, but is periodically distributed in the in-phase component and
the quadrature component. This is also a major feature of the frequency-locked loop,
suggesting that it is more difficult to demodulate data bits with a frequency-locked
loop.

Figure 4.57 shows the Lissajous figure of the frequency-locked loop at different
input signal strengths. The four signal intensities distributed as CN0 are 35, 40, 45,
and 50 dBHz. In the figure, the signal intensity affects the radius of the center curve
of the annulus. The stronger the signal is, the larger the radius of the annulus will
be, and vice versa. Similar to Fig. 4.54, the noise items are normalized during signal

Fig. 4.57 Lissajous figures of frequency-locked loops at different signal intensities
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tracking, so there is no significant difference in the width of the loop under the four
signal intensities in Fig. 4.57.

For the delay-locked loop, the I-channel and Q-channel integrals corresponding
to the early code, the late code, and the prompt code can be drawn together in a
two-dimensional plane to form a Lissajous figure. The analytical steps are similar
to those described in this section. Readers can independently test and analyze the
effects of the code phase error and the carrier frequency phase error on the I-channel
and Q-channel integrals outputted by the delay-locked loop.

5. Combination of the Phase-locked Loop, Frequency-locked Loop, and Carrier
Assist

According to the theoretical analysis in the previous chapters, the difference between
the frequency-locked loop and the phase-locked loop is diverse. In terms of loop
implementation, the error signal of the phase-locked loop comes from the phase
detector, and that of the frequency-locked loop comes from the discriminator. In
terms of the physical meaning of the error signal, the error signal of the phase locked
loop is the carrier phase difference between the input signal and the local signal,
while that of the frequency-locked loop is the carrier frequency difference between
the input signal and the local signal. In terms of the final effect of the loop, the
phase-locked loop realizes the locking of the carrier phase of the input signal, and
the frequency-locked loop realizes the locking of the carrier frequency of the input
signal. In terms of the tracking performance of the loop, since the frequency is the
integral of the phase, the frequency-locked loop offers better performance in terms
of taking the dynamic stress than the phase-locked loop under the same input signal
strength and equivalent noise bandwidth. Based on the characteristics and advantages
of the frequency-locked loop over the phase-locked loop, the frequency-locked loop
is often used in BDS and GPS receivers to assist the phase-locked loop.

In the process of frequency-locked loop assisted phase-locked loop, the frequency-
locked loop often works in the following two situations:

1. When the signal has just been captured, the frequency difference between the
local carrier and the input signal is relatively large, and the frequency-locked
loop can quickly perform frequency pulling and transfer control to the phase-
locked loop.

2. The signal cannot be phase locked because the absolute value of the carrier
phase difference exceeds the phase margin given in Eq. (4.191) due to excessive
dynamic stress or low signal strength. In cases of phase loss, whether caused
by dynamic stress or signal strength, the frequency-locked loop can continue to
track the signal as a “backup loop” of the phase-locked loop. Of course, what
is tracked by the loop is the signal frequency. Although the frequency-locked
loop can keep track of the signal continuously, since the phase lock cannot be
realized, the error rate of the demodulated teletext data will be very high, the
quality of the observation will be poor, and there will also be serious cycle slips
in the carrier phase. Therefore, the frequency-locked loop is not suitable for
applications where accuracy is critical.
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As shown in Fig. 4.58, since the frequency is the differential of the phase, the
frequency-locked loop used to assist the phase-locked loop is often one order lower
than the order of the phase-locked loop. The figure shows an example of a first-order
frequency-locked loop assisting a second-order phase-locked loop and a second-order
frequency-locked loop assisting a third-order phase-locked loop. The key change
here is in the synthesizing method of the loop filter, so the NCO unit is omitted. The
frequency and phase detector in the figure can be the examples in Figs. 4.3 and 4.4.
The frequency-locked loop and the phase-locked loop each have an independent set
of loop filters with different noise bandwidths Bn. The frequency error is sent to the
control carrier NCO after the high-frequency components in it have been filtered out
by the loop filter. However, the input point of the frequency error is later than that of
the phase error by one integrator.

First-order frequency-locked loop auxiliary

Second-order phase locked-loop

Second-order frequency-locked loop auxiliary 

Third-order phase locked-loop

Frequency 

discriminator

Phase detector

Frequency 

discriminator

Phase detector

Fig. 4.58 Loop filter block diagram of a frequency-locked loop’s auxiliary phase-locked loop
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The frequency discriminator and the phase detector in Fig. 4.58 both process the
I-channel and Q-channel integration results, so the frequency and phase difference
signals outputted by them are correlated.After the phase lock is completed, the output
of the discriminator will be 0, and the tracking loop becomes a pure phase-locked
loop. Meanwhile, when the phase is out of lock, the discriminator starts to output
frequency errors. At this time, the excellent dynamic and thermal noise performance
of the frequency-locked loop enables it to lock the frequency, so that the information
about the frequency and the code phase of the input signal can be maintained to
achieve re-lock of the carrier phase when external conditions permit.

What has been discussed above is the conventional auxiliary mode of the
frequency-locked loop and phase-locked loop. There are many other combinations
of frequency-locked loops and phase-locked loops, including fuzzy logic control and
FFT frequency difference analysis. Readers can refer to the references attached to
this chapter for further information.

Because of the motion between the satellite and the receiver, there is a Doppler
shift effect in the received signal. The effect has an impact on both the carrier signal
and the pseudo-code signal, triggering the same effect in both the received carrier
component and the pseudo-code component. Moreover, there is a fixed linear rela-
tionship between the two effects. This is not difficult to understand. Simply consider
a more general case, namely the relationship between the Doppler shift and relative
motion speed and the initial frequency of the signal, which is as follows:

fR = c

c − v||
fS (4.193)

where fS is the transmitted signal frequency; fR is the received signal frequency; c
is the speed of light; and v|| is the projection of the relative motion velocity on the
direction cosine. Equation (4.193) can be approximated as

fR ≈ (1 + v||
c

)fS (4.194)

Therefore, the value of the Doppler shift is v||
c fS. For the carrier and the pseudo-

code of the satellite signal, v|| is the same; the only difference is in the transmission
frequency. Therefore, the relationship between the Doppler shift and the carrier is as
follows:

fDopp, carrier
fDopp, psedo-code

= ffrequency of the signal
ffrequency of the psedo-code

=
⎧
⎨
⎩
1540, GPSC/A code signal
763, BDS B1 signal
590, BDS B2 signal

(4.195)

Equation (4.195) shows that the carrier frequency in the satellite signal is homol-
ogous to the dynamic stress of the pseudo-code frequency. According to the propor-
tional relationship of the Doppler shift given in the equation above, the Doppler
information obtained by the carrier loop tracking can be input into the pseudo-code
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loop. Most of the dynamic stress can also be deducted, so a large proportion of the
pseudo-code frequency fluctuation caused by the relative motion can be offset, for
which the bandwidth of the pseudo-code tracking loop can be set as small, which
will significantly improve the noise performance of the loop. This technique is called
“carrier assistance”. A carrier-assisted tracking loop is shown in Fig. 4.59.

Figure 4.59 shows themost commonly used signal tracking loopmodel in modern
receivers,which includes a carrier tracking loop and a pseudo-code tracking loop. The
six coherent integrators correspond to the I-channel and Q-channel integrals of the
early, late, and prompt codes respectively. The results generated by the six coherent
integrators are sent to the carrier phase detector (or frequency discriminator) and the
pseudo-code phase detector respectively to obtain the phase error signal. Then, the
loop filter is used to control the NCO through the loop filter, the principle of which
has already been described in detail in the previous sections. With the adoption of
the carrier assistance technique, the deviation value of the carrier Doppler frequency
in the figure is used to deduct the dynamics in the pseudo-code loop after passing
through a proportional gain module 1/K. The value of K is set to be the scale factor
in Eq. (4.195) corresponding to different signal types.

The modules on the left side of the dashed line in Fig. 4.59 operate at the IF
frequency fs, and those on the right side operate at the 1/T I frequency, where T I is
the integration time. In general, fs >> 1/TI, so the modules on the left are generally
implemented in hardware, while those on the right are usually implemented in soft-
ware. In terms of complexity, the functions of NCO, the integrator, the pseudo-code
generator, and other modules are relatively simple. The working clock is higher,

Input IF 

signal
Carrier 

NCO

NH code 

generator
Pseudo-code generator

Pseudo-

code 

NCO

Early orthogonal integral

Prompt orthogonal integral

Late orthogonal integration

BDS D1 code use
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Prompt orthogonal integral

Late orthogonal integration

Update rate :  f
s 

(IF sampling rate) Update rate :

Carrier loop 

phase detector
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Carrier assist

Carrier loop 
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Pseudo-code 
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Fig. 4.59 Use of a carrier-assisted carrier tracking loop and pseudo-code tracking loop
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making it more suitable for implementation in the hardware, while the functions of
the phase detector, loop filter, and tracking loop logic control are more complex.
Meanwhile, the requirements for the operating clock are lower, so they are more
suitable for software. There is also an NH code generator in Fig. 4.59, which is
designed for the BDS D1 code signal. Only upon the achievement of the NH code
stripping can the coherent integration be longer than 1 ms.

The basic idea of carrier assistance is to assist the pseudo-code tracking loop
with some known dynamic information from the carrier loop. The idea can also be
used for carrier loop tracking, for example, to estimate the dynamics of the receiver
using inertial sensors. Then, the information is utilized in some way to assist the
carrier tracking loop. After deducting the dynamic stress caused by relative motion,
the equivalent noise of the carrier loop can be reduced. The tracking loop processed
this way is retained with both good dynamics and the thermal noise performance
of the loop. This is commonly referred to as ‘deep-coupling’ baseband processing,
and is still a frontier topic in the satellite navigation academic community. Interested
readers can consult Refs. [16–21].

6. Carrier-to-Noise Ratio Estimation

After the tracking of the carrier and pseudo-code is achieved, a necessary task of the
receiver is to generate a quantitative index of the strength of the currently tracked
signal. On the one hand, this will serve as an indication of the working status of
the current tracking loop to examine the authenticity of the locked signal; on the
other hand, it provides the basis for measuring the reliability of the observation for
the subsequent navigation solution task. Information about the signal strength is
also needed for some key algorithms such as cross-correlation and pseudo-code lock
detection.

Section 4.1.8 shows that the same input signal has different signal strength repre-
sentations at different signal processing stages. The signal strengthwill be affected by
the length of the coherent integration time and the number of uncorrelated integrals.
In order to ensure the consistency of expression, the carrier-to-noise ratio (written as
CN0) is often used in BDS and GPS receivers to measure the relationship between
signal strength and noise. CN0 has appeared many times in this book. Its physical
meaning is the ratio of the carrier power to the white noise power spectral density,
and its unit is dB/Hz. However, attention should be paid to the difference between
CN0 and CNR. The latter refers to the ratio of carrier power to noise power. The
relationship between CNR and CN0 is as follows:

CNR = CN0 − 101g (Bw) (4.196)

where the unit of CNR is decibels (dB), andBw is the signal bandwidth of the antenna
and the RF front-end.

CN0 and CNR are generally used for the expression of signal strength in the radio
frequency band. After signal carrier synchronization and baseband demodulation
processing are completed, the signal-to-noise ratio SNR is often introduced to repre-
sent the relationship between signal strength and noise. The relationship between
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SNR and CNR is as follows:

SNR = CNR + baseband processing gain (4.197)

The baseband processing gain in Eq. (4.197) includes a superposition of coherent
integral gain, non-coherent accumulating gain, square loss, and quantization loss, and
it can be roughly estimated after the baseband processing algorithm is determined.
For example, for GPS signals, the coherent integration time is 10 ms, the ADC
quantization loss is 0.5 dB, and there is no uncorrelated accumulation. Then, the
baseband processing gain = 10lg (10 × 1023) − 0.5 ≈ 39.6 dB. If the baseband
SNR is known, the CNR can be deduced based on the baseband processing gain
obtained above, and then the value of CN0 can be derived from the RF front-end
bandwidth according to Eq. (4.196).

The method of estimating the value of CN0 mentioned above is theoretically
feasible, but practical concerns do exist during the implementation of the receiver.
First, the calculation of the baseband SNR is not straightforward. Secondly, once the
baseband processing algorithm is modified, the entire estimation process needs to be
adjusted, which is slightly inconvenient, so this method is not universally adopted in
engineering. The method that is commonly adopted for the receiver is to obtain CN0

with the statistical features of the “signal+ noise” observation under different signal
processing bandwidths. Specifically, the value of CN0 is obtained using statistics
such as the mean value and variance of “signal + noise” in the broadband and the
narrowband.

Theprinciple of coherent integrationmeans that the longer the coherent integration
time is, the narrower the equivalent signal bandwidth will be, and the signal band-
width is inversely proportional to the coherent integration time. Assuming that the
coherent integration time is T I, then the I-channel and Q-channel integrator outputs
can be expressed as

sI = A cos(�) + nI
sQ = A sin(�) + nQ (4.198)

where Φ is the carrier phase difference, and nI and nQ are noise terms, obeying
N (0, σ 2). It is assumed that the carrier frequency difference has been synchronized
and the pseudo-code phase is already aligned, so there is no sine function term and
pseudo-code autocorrelation function term. It is easy to prove that the following
relationship exists between the signal amplitude A and the noise power σ 2:

A = √2CN0TI · σ (4.199)

Let us consider two observations: WBP (wideband signal energy), the sum of
energy after M times of coherent integration whose integration time is T I; NBP
(narrowband signal energy), the energy value with one time of coherent integration,
whose integration time is MT I, i.e.



4.2 Signal Tracking 253

WBP =
M∑
k=1

(S2
I,k + S2

Q,k) (4.200)

NBP =
(

M∑
k=1

SI,k

)2

+
(

M∑
k=1

SQ,k

)2

(4.201)

By substituting Eq. (4.198) into Eqs. (4.200) and (4.201), the expressions ofWBP
and NBP for the signal and noise can be obtained. It can be seen that when there is no
signal, WBP obeys a square distribution with a degree of freedom of 2M (χ2), and
NBPobeys a square distributionwith a degree of freedomof 2.When there is a signal,
WBP and NBP no longer obey the open square distribution, but a superposition of
Gaussian distribution and open square distribution due to the existence of signal
terms and noise and signal cross terms. Theoretical derivation shows that the mean
value, variance, and cross-correlation of WBP and NBP are

E(WBP) = 2M σ 2

(
A2

2σ 2
+ 1

)
(4.202)

E(NBP) = 2M σ 2

(
A2

2σ 2
M + 1

)
(4.203)

var(WBP) = 4M σ 4

(
A2

σ 2
+ 1

)
(4.204)

var(NBP) = 4M 2σ 4

(
A2

σ 2
M + 1

)
(4.205)

COV (NBP,WBP) = 4M σ 4

(
A2

σ 2
+ 1

)
(4.206)

The derivation process of Eqs. (4.202) to (4.206) is very complicated, so it is
presented in detail in Appendix C.

According to a theorem within probability theory for the random variables x and
y, the mean value of x/y is

E

(
x

y

)
≈ E(x)

E(y)
− COV(x, y)

[E(y)]2 + E(x)σ 2(y)[
E(y)
]3

Substituting x and y in the above equation with NBP and WBP, and substituting
Eqs. (4.202) to (4.206), then

Z = E

(
NBP

WBP

)
≈ (A2/2σ 2)M + 1

(A2/2σ 2) + 1
(4.207)
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Then, substituting Eq. (4.199), the relational expression of A and σ 2 into
Eq. (4.207), we get

CN0 = 10 lg

(
1

TI

Z − 1

M − Z

)
(4.208)

Multiple observations can be made on Z to take the average value for the further
reduction of the variance of Z, and thereby ensure the stability of CN0 estimation.
The total time length of the average value needs to be carefully chosen to maintain
the balance between accuracy and sensitivity in the estimation. In addition to the
estimation of CN0, the value of Z can also be used as a pseudo-code lock indicator.
When the value is lower than a certain line, it can be concluded that the loop has lost
lock. The method introduced in Eq. (4.208) is usually called the narrow bandwidth
band power ratio method, which is applicable to both GPS and BDS signals. Since
there must be no data bit hopping in the NBP calculation process, for the GPS C/A
code signal, the coherent integration time can be 1 ms, and the M value can be
20. Meanwhile, for the BDS D1 code signal, the synchronization of the NH code
needs to be completed first. For the BDS D2 code signal, since the longest coherent
integration time of the D2 code is 2 ms, theMmaximum value can be 2, which limits
the CN0 accuracy of the D2 code to some extent.

In addition to the method described above, other common methods for estimating
CN0 are the squared signal-to-noise ratio variance method and the origin moment
method [22, 23], inwhich different combinations of observations are used to calculate
the value of CN0 based on the statistical properties of the coherent integrated signal
and signal power. The computational and error characteristics of these methods vary.
More details and features can be found in the relevant references attached to this
chapter.

4.2.6 Bit Synchronization

When the phase lock is achieved in the carrier tracking loop, the phase difference
between the input signal and the local carrier signal is 0. The I-channel integrator
starts to output data bits,while theQ-channel integral begins to generate noise compo-
nents as shown in the I-channel and Q-channel Lissajous figures in Fig. 4.53. At this
time, bit synchronization begins to be performed in the receiver, and the left and right
scatter areas in the Lissajous figure correspond to the −1 and +1 bits respectively.
Since the data rate of the GPS signal is 50 bps, the same as the BDS D1 code signal,
and the D2 code signal is 500 bps, there can be multiple I-channel and Q-channel
integration results in one data bit (if the integration time is 1 ms), so the right data
bit start edge must be found to ensure the correctness of data demodulation.

There are mainly three purposes of achieving bit synchronization:
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1. Longer coherent integration time can only be achieved after successful bit
synchronization. As shown in the above section, with longer coherent inte-
gration time comes lower phase noise and higher tracking sensitivity. However,
it is impossible to get coherent integration longer than 1 ms before the data bits
are implemented, otherwise the positive and negative integrals caused by data
bit hopping may be offset.

2. After the bit synchronization is completed, demodulation of the navigation
message can be performed, and thereby the satellite ephemeris parameters, iono-
spheric correction parameters, UTC parameters, and satellite clock correction
amount can be obtained to prepare for the positioning solution.

3. After the implementation of bit synchronization, the precise transmission time
of the satellite can be obtained to prepare for the extraction of pseudo-range
measurements. In fact, if it is merely for the positioning solution, the tracking
loop is not indispensable in the second step. The current widely used GNSS
assisting (A-GPS andA-BDS) technology can transmit the required information
mentioned above to the receiver terminal through the server, thereby greatly
shortening the positioning time. In the case of a hot start, the receiver stores
the satellite ephemeris, satellite clock correction, and ionospheric information
of the latest positioning moment in the non-volatile memory, which can be
directly read after the next power up. If the time in between does not exceed 2 h
(which is the interval of GPS ephemeris updates), it is no longer necessary to
demodulate the message from the real-time tracking signal, thereby the TTFF
time can be shortened and the capture sensitivity can be improved. Of course,
for an unassisted autonomous receiver, demodulating the navigation message
in real time through the tracking loop is still essential.

For GPS signals, the common way of achieving bit synchronization is through the
histogram. The basic principle of thismethod is that when the data bits hop, transition
between the positive and negative values may occur in the integration results of the
adjacent I-channel and Q-channel integrators. Meanwhile, when the data bits are
stable, the integration results of the adjacent two will remain unchanged. The width
of data bits of the GPS signal is 20 ms, and bit hopping may occur every 20 ms.

The implementation steps of the histogrammethod are as follows: after the carrier
phase is locked, the tracking loop randomly selects the millisecond time of a certain
integration result as time 1. Then, the millisecond time of each integration result
is regarded as 2, 3, and so forth, until 20. The subsequent millisecond time corre-
sponding to the integration result is cycled from 1 to 20, and then each one of the
milliseconds is attached with a counter. At each subsequent millisecond time, the
signs of the current integration and the last integration are compared upon the comple-
tion of the I-channel and Q-channel integration to see whether a change has occurred.
If there is a change, it indicates that a data bit transition edge might have appeared, so
the counter corresponding to the current time should be increased by 1. The value of
the 20 counters is compared after a certain time limit (TM) is met, and themillisecond
position corresponding to the counter value exceeding the predetermined threshold
indicates the time at which the data bit hops.
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The number increases by 1 

in the counter at the arrow time

Histogram of the bit sync count 

Counter index

Fig. 4.60 Histogram method for GPS signal bit synchronization

It is easier to understand the above process with the help of Fig. 4.60. The upper
part of the figure is the integration result of a certain section of the I-channel. The
time points at which the arrows point indicates the hopping of the data bits, when the
counter value corresponding to the millisecond time should be increased by 1, and
that of the other counters remains unchanged. After a certain period of accumulation,
the value distribution in the 20-bit hopping counter is shown in the lower part of the
figure. The value of the 13th counter is significantly higher than the other counter
values, which means that the millisecond time corresponding to the 13th counter is
the bit transition time.

The key of this method is to verify whether there is a bit hopping between the two
adjacent integral values. Figure 4.60 shows the processing of the relatively strong
signal (CN0 = 45 dBHz), so the counter value corresponding to the bit transition
time is more conspicuous than others. However, if the signal is weak, misjudgment
might be made about the hopping of the integral values, and the counter value in
the lower part of the figure will be distributed almost evenly. Without a significantly
larger counter peak, it will be difficult to work out the transition time of the data bit.

For an input signal with a carrier-to-noise ratio of CN0, the probability of
misjudging the sign of the integral value is

Pe = erfc′(
√
2CN0TI ) (4.209)

where T I is the coherent integration time and erfc′(x) is the complementary error
function whose definition is
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erfc′(x) = 1√
2π

+∞∫

x

e−y2/2dy

Therefore, the probability that the hopping of the two adjacent integrals signs is
misjudged is

Pesc = 2Pe(1 − Pe) (4.210)

The coefficient in Eq. (4.210) is 2 because there are two cases of misjudgment.
Wither one is correct and the next is wrong, or one is wrong and the next is correct.
In both cases, a misjudgment of the bit hopping will occur.

For the GPS signal, the probability that bit hopping will occur is considered to
be 50%, so the average number of times the hopping occurs within the observation
time TM is 25TM . There will definitely be one bit hopping time that is correct in
the 20 counters. Once the bit hopping is confirmed, the value of the counter will
be incremented by 1, while the value of the remaining counters still corresponds to
the data bits in the stable state. Only when a misjudgment occurs will the value be
incremented by 1.

First, we should consider the performance of the counter corresponding to the
correct hopping time. In a period of TM , the data hops 25TM times and remains
stable for another 25TM times. So when the data hops, the value of the integrator
will increase by 1 if the judgment is correct, and when the data remains stable, the
value of the integrator will increase by 1 if the judgment is wrong. The probability of
misjudgment (Pesc) is given in the above analysis, so it is easy to derive the probability
of the correct judgment:

Pright = P2
e + (1 − Pe)

2 = (1 − 2Pe + 2P2
e ) (4.211)

Thus, the mean value of the counter corresponding to the correct data hopping
edge is

Nright = 25TMPright + 25TMPesc = 25TM (4.212)

For other counters, since the input data bits are unlikely to hop, their value will
only increase if a misjudgment occurs, so the mean value of the other counters is

Nwrong = 50TMPesc (4.213)

Each judgment can be regarded as a Bernoulli experiment, and the probability
distribution of failure and success is Pesc and (1 − Pesc), so the mean square error of
each counter value is

σ 2
N = 50TMPesc(1 − Pesc) (4.214)
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With the theories above, we can define the two thresholds N1 and N2 as

N1 = Nright

Nwrong ≤ N2 ≤ Nright − 3σN (4.215)

After the observation time of the above histograms exceeds the threshold TM , the
following three situations may occur:

(1) The value of a certain counter exceeds N1.
(2) The loop is out of lock.
(3) Two or more counter values have exceeded N2.

• If (1) occurs, it can be concluded that the moment when the data bit hops
corresponds to the maximum value of the counter;

• If (2) occurs, the subsequent re-capturing of the signal and re-locking of the carrier
phase need to be carried out.

• If (3) occurs, the signal strength will be low, so the confirmed hopping time of
the data bit cannot be found. At this time, each counter value needs to be reset in
anticipation of the next processing.

For the BDS D2 code signal, since the length of the data bit is 2 ms, the above
histogram method is still applicable. However, there are only two counters. Mean-
while, the data bit may hop 250TM times and remain stable 250TM times during a
period of TM , so adjustments need to be made for the above equations.

For the BDS D1 code signal, the situation is slightly more complicated, mainly
because it is the 1 kHz NH code that is modulated on the D1 code, which may
hop at any millisecond, so the histogram method is not applicable here. Instead, the
energy integration method can be more useful. The method does not detect the sign
hopping of adjacent millisecond integrals, but performs correlation accumulation of
the sliding windows whose coefficients are the NH code on the integration results
at two adjacent time points with 20 ms in between. The time corresponding to the
maximum energy is then detected. The specific steps are as follows: after the carrier
enters the phase lock state, the tracking loop caches the integration result every
millisecond.After 20ms, the previous 20ms integration result and the slidingwindow
coefficient aremultiplied and summed to obtain a result at the end of eachmillisecond
integration. The sliding window coefficient here is set as the BDS NH code, so that
after 20ms, 20 accumulated results can be obtained, one of whichmust correspond to
the correct hopping time of the data bit, so the signal energy can reach the maximum.
In other accumulated values, a smaller result will be generated due to the offset
of the positive and negative signal. As a matter of fact, the whole process shows
that the sliding window multiplication and accumulation is a correlation operation
between the integral results of adjacent 20 ms and NH codes, and the integration
result of sliding 1 ms is to cover all possible hopping moments of the data bit. The
autocorrelation function of the NH code determines the relative magnitude of the
largest and the second largest accumulated value throughout the process.
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NH code sequence : 00000100110101001110

NH code autocorrelation function

Fig. 4.61 The BeiDou NH code and its autocorrelation function

The sequence value and autocorrelation function of the BDS NH code are shown
in Fig. 4.61. There are only four values taken in the autocorrelation function of theNH
code: 0,±4 and 20. It can be seen that themost error-prone one of the 20 accumulated
results is the one whose autocorrelation value is ±4, as the time corresponding to it
is often regarded as the hopping time of the data bit.

Assuming that the one-way integration result of 1 ms can be expressed as

sI = √2CN0TIσ cos(Φ) + nI (4.216)

where 0 or π is taken as the value of Φ, indicating the data bit to be modulated
as +1 or −1. nI is the noise term, obeying N (0, σ 2). T I is the coherent integration
time. Then, after the above sliding window correlation accumulation, the maximum
accumulated value can be expressed as

sI,Max = 20
√
2CN0TIσ cos(Φ) + nI,Max (4.217)

where nI,Max is the noise term, obeying N (0, 20σ 2).
According to the autocorrelation function of the BDSNHcode shown in Fig. 4.61,

the second largest accumulated value can be expressed as

sI,Sub = 4
√
2CN0TIσ cos(Φ) + nI,Sub (4.218)

where, nI,Sub is the noise term, obeying N (0, 20σ 2).
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When sI,Sub > sI,Max, a bit edge misjudgment occurs, so a new variable should be
created.

sI,MS = sI,Max − sI,Sub = 16
√
2CN0TIσ + nI,MS (4.219)

Strictly speaking, nI,Max and nI,Sub are not completely uncorrelated, as they are
from the same sequence of the 1 ms integral noise term. However, due to different
combinations of NH code coefficients, it is assumed that the two are approximately
irrelevant. Therefore, nI,MS in Eq. (4.219) obeys N (0, 40σ 2), so the probability of
misjudgment is

Pe = erfc′
(

16√
40

√
2CN0TI

)
≈ erfc′

(
2.53
√
2CN0TI

)
(4.220)

It can be seen from Eqs. (4.210) and (4.220) that when the signal CN0 decreases,
the probability of bit synchronization failure increases, and when CN0 is too low, the
correct data bit transition time cannot be found either with the histogram method or
the energy integration method. The cost of bit synchronization failure is huge. It can
result in a failure to increase the coherent integration time, the incorrect demodulation
of data bits, and the wrong satellite transmission time, leading to the false delivery of
pseudo-range measurements. Therefore, a protection mechanism must be installed
in the receiver to detect and correct the bit synchronization result.

After bit synchronization is achieved, the tracking loop can start demodulating the
data bits. For the GPS and the BDS D1 code signal, the I-channel integration results
of 20 ms in one data bit are added, and then the threshold decision is performed to
obtain +1 and −1 values. For the BDS D2 code signal, the length of one data bit is
only 2 ms, so only the two I-channel integration results can be added to perform the
threshold decision. Since both are BPSK signals, the bit error rate of the GPS signal
and the BDS D1 code signal is

Pe1 = erfc′
(√

40CN0TI
)

(4.221)

and the error rate of the BDS D2 code signal is

Pe2 = erfc′
(√

4CN0TI
)

(4.222)

where T I is the length of the coherent integration time, which is 1 ms here. The
relationship between Pe1, Pe2, and CN0 is shown in Fig. 4.62.
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Fig. 4.62 Relationship
between the bit error rate and
signal strength of the GPS
signal, and BeiDou D1 and
D2 signals (logarithmic
display on the longitudinal
axis)
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4.2.7 Sub-frame Synchronization

After the bit synchronization is completed, the receiver begins demodulating the
data bits. From the theoretical analysis of the carrier loop in the previous chapter, it
can be derived that when the carrier phase is locked, most of the signal energy will
be contained in the I-channel integrator, and the Q-channel integrator will mainly
store the noise energy. Therefore, demodulation of data bits is mainly accomplished
by performing a 0 and 1 decision on the I-way integration result. For the GPS and
BDS D1 code signals, one data bit contains 20 ms, so a 20-ms accumulation of the
integration result of the I-channel integrator must be completed before a data bit can
be determined. For the BDS D2 code signal, one data bit only contains 2 ms, so a
data bit can be obtained through merely 2-ms accumulation of the I-channel result.
The software module in the receiver stores the consecutive data bits in a local cache
for subsequent processing.

The original data bits are similar to the bit stream in the memory, and are updated
continuously over time. The sub-frame synchronization on the bitstream must be
performed in the software to organize the stream into electrical fonts. For the BDS
and GPS navigation messages, each word contains 30 bits. Only by completing the
structural reorganization of the bitstream to the electrical fonts can the subsequent
navigation message content be demodulated. Thus, sub-frame synchronization is an
indispensable step in the signal processing flow of the receiver. In order to complete
the sub-frame synchronization, the GPS and BDS satellite navigation messages are
all set with the synchronization word. The first step of the sub-frame synchronization
is to find the synchronization word in the continuous bitstream.

The GPS sync word is 10001011, the leading character in the telemetry code
mentioned in Sect. 3.3.1. Since the leading character has only 8 bits, assuming
that the probability of occurrence of 0, 1 in the bitstream is evenly distributed,
then the probability of the emergence of an erroneous leading character is 1/28,
which is still relatively high. Therefore, after the synchronization header search is
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completed, a frame integrity check needs to be performed according to the navigation
message frame check logic. Only when this is complete can the navigation message
be demodulated.

The synchronization character ofBDS ismore advanced thanGPS in termsof error
probability. The synchronization character of BDS is 11100010010, which is 11 bits.
Therefore, the probability of an erroneous leading character caused by the random
bit stream to emerge is 1/211, which is slightly lower than that of GPS. However, it is
still necessary to carefully judge the reliability of the receiver, because the influence
of erroneous synchronizing characters is huge. Since the subsequent demodulation
of the navigation message content needs to be based on the bit position information
given by sub-frame synchronization, once an error occurs, it will trigger a series
of errors in satellite ephemeris parameters, TOW or SOW, ionospheric correction
parameters, and satellite clock correction parameters, which, if used for positioning
solutions without examination, will lead to incorrect positioning results.

According to the analysis of the Costas loop, there will be 0,π phase ambiguity in
the data bits outputted by it. In reality, if the data bit is 0, the demodulation result of the
I-channel integrator outputmay be 0 or 1 and vice versa, so the real data bits cannot be
known froma single demodulated data bit. However, the problemcan be solved by the
receiver software in a clever way while searching for the sync header. As mentioned
earlier, the 8-bit leading character of GPS is 10001011, so there are two possibilities
for demodulating the data bits: ➀ 10001011; ➁ 01110100. The first result shows
that there is no 0, π phase ambiguity, so the subsequent data bits do not need special
processing. Phase ambiguity does exist in the second, in which case each subsequent
data bit needs to be reversed in phase. The same processing and judgment can be
done for the BDS signal, except that the sync character is 11100010010. It is worth
mentioning that according to Sect. 3.3.2, the BDS navigation message is interwoven
in the organizational form, but observant readers will discover the exception of the
first word in each sub-frame of the D1 code and D2 code. This is for convenience in
searching for synchronization characters, because de-interleavingmust be performed
after the sub-frame synchronization is completed.

There is another interesting feature of the navigation message of the GPS signal
that helps to solve the problem of phase ambiguity. The definition of the HOWword
can be seen in Fig. 3.21. It should be noted that the contents of the 23rd and 24th
bits in the HOW word are specially set. The purpose is to keep the lowest two bits
of the check digit, namely D29 and D30, at 0. In other words, no matter how the
contents of other bits of the HOW word change, the last two check bits of the HOW
word are always 0. Therefore, the software design of the GPS receiver can check the
two bit values of the leading character backwards (up to the last two check bits of
the HOW). If the value is 00, no phase ambiguity occurs, so phase reversion is not
needed, otherwise the phase needs to be reversed. This feature can also be used in
actual programs to detect if the correct HOWword has been caught. In practice, due
to the presence of 0, π phase ambiguity, the received D29 and D30 may be 11 or 00,
but not 01 or 10. Hence, if 10 or 01 are detected, then either the current word is not
a HOW word, or a bit error has occurred. In both cases, we should re-search for the
sync word.
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There is no similar arrangement of reserved words in the HOW word as there is
for GPS in the BDS message. However, the second word and all subsequent words
in the BDS message need to be de-interleaved after the synchronization character
is detected, after which the BCH decoding will be performed in every 15 bits. The
de-interleaving operation allows the BDS signal to resist continuous burst errors
slightly better than the GPS signal. The process of BDS de-interleaving is shown in
the decoding section in Fig. 3.26.

The length of one word in both GPS and BDS is 30 bits, of which the GPS
check word is 6 bits, the BDS check word is two 4 bits, and the total is 8 bits.
Therefore, the probability of the wrong “correct check word” emerging due to the
random bitstream in BDS is 1/4 lower than that of GPS, but in terms of the absolute
value of probability (1/26 for GPS and 1/28 for BDS), the error rate for BDS is still
relatively high. Therefore, it is necessary to confirm the correctness of the sub-frame
synchronization from other aspects.

In addition to the synchronization characters in the GPS TLM word, all other
information is marked as “reserved”, and not much is available for use. Therefore,
after searching for 10001011, only the 6-bit check word in the word is available for
further investigation. If the probability of the synchronization word in the random
bit stream being correct and the check word passing is 1/214 (i.e. 1/28 × 1/26), it is
already relatively small. After theTLM is obtained, theHOWword should go through
the check. Figure 3.21 shows that the HOWword contains the 17-bit Z-count and the
3-bit sub-frame ID number, which can be demodulated to judge whether the value is
in the reasonable range. The GPS time should be between 0 and 604,799 s, and the
sub-frame ID number should fall in the range from 1 to 5. In addition, it is necessary
to confirm whether the check word of the HOWword is correct. If no problem arises
from the above check, the sub-frame synchronization is quite likely to be correct.

Figure 3.32 shows the relationship between the synchronization word of BDS and
the sub-frame ID and SOW. Compared with the TLM word of GPS, there is more
useful information in the first word of BDS, including synchronization characters,
sub-frame ID, and SOWhigh 8-bit and 4-bit check codes. If another 1 two-bit passes,
the SOW low 1 two-bit can be obtained, so the above information can be of great use
to judge the correctness of the sub-frame synchronization. However, since the BDS
teletext bit needs to be de-interleaved, the actual waiting time is around 24 bits.

In general, if all of the above information is utilized and found to be correct, then
the possibility for sub-frame synchronization to be correct is very large. Based on
the information of the sub-frame synchronization, the subsequent consecutive 30-bit
words can be assembled, and the check word of each word can be checked. If it
passes, it can be concluded that the current sub-frame synchronization is correct. If
a verification error occurs, it is necessary to check whether it is caused by a bit error
or a sub-frame synchronization error.

It is mentioned in Ref. [24] that the correctness of the sub-frame synchronization
can be determined by judging whether the TOW or the SOW of two subsequent
sub-frames are consecutive. This is a strict criterion, as the two timestamps whose
intervals exceed one sub-frame due to the random bits are unlikely to be consecutive.
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Table 4.7 Calculating method of verification words for GPS navigation messages

d1 = D1 ⊕ D∗30
d2 = D2 ⊕ D∗30
d3 = D3 ⊕ D∗30
d4 = D4 ⊕ D∗30
…

d24 = D24 ⊕ D∗30
D25 = D∗29 ⊕ d1 ⊕ d2 ⊕ d3 ⊕ d5 ⊕ d6 ⊕ d10 ⊕ d11 ⊕ d12 ⊕ d13 ⊕ d14
⊕d17 ⊕ d18 ⊕ d20 ⊕ d23

D26 = D∗30 ⊕ d2 ⊕ d3 ⊕ d4 ⊕ d6 ⊕ d7 ⊕ d11 ⊕ d12 ⊕ d13 ⊕ d14 ⊕ d15
⊕d18 ⊕ d19 ⊕ d21 ⊕ d24

D27 = D∗29 ⊕ d1 ⊕ d3 ⊕ d4 ⊕ d5 ⊕ d7 ⊕ d8 ⊕ d12 ⊕ d13 ⊕ d14 ⊕ d15
⊕d16 ⊕ d19 ⊕ d20 ⊕ d22

D28 = D∗30 ⊕ d2 ⊕ d4 ⊕ d5 ⊕ d6 ⊕ d8 ⊕ d9 ⊕ d13 ⊕ d14 ⊕ d15 ⊕ d16
⊕d17 ⊕ d20 ⊕ d21 ⊕ d23

D29 = D∗30 ⊕ d1 ⊕ d3 ⊕ d5 ⊕ d6 ⊕ d7 ⊕ d9 ⊕ d10 ⊕ d14 ⊕ d15 ⊕ d16
⊕d17 ⊕ d18 ⊕ d21 ⊕ d22 ⊕ d24

D30 = D∗29 ⊕ d3 ⊕ d5 ⊕ d6 ⊕ d8 ⊕ d9 ⊕ d10 ⊕ d11 ⊕ d13 ⊕ d15 ⊕ d19
⊕d22 ⊕ d23 ⊕ d24

Note D∗29 and D∗30 are the last two bits of the former word: {D1 . . .D24} are the first 24 bits of
the current word: ∈ is XOR operation

The cost is that another sub-frame will pass before the completion of the sub-frame
synchronization can be announced, which invisibly increases the TTFF.

The check word must go through the check in the process of sub-frame synchro-
nization, and readers refer to Figs. 3.9, 3.26 and 3.28 to have an insight of the
checking process. The mechanism of the GPS check word is not explained in the
previous chapters, so it is given in Table 4.7, where {D25 . . .D30} is the calculated
check words, comparing them with the demodulated 6-bit check word, those that are
identical will pass and those that are different will fail.

After sub-frame synchronization is completed, navigation message decoding can
be performed for each sub-frame. Specific steps can be performed according to the
navigation message structure and content of GPS and BeiDou in Sect. 3.3, or can
directly refer to the interface control document of GPS and BeiDou (ICD).
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Chapter 5
Dual Mode Observation Extraction
and Error Analysis

The method of bit synchronization and sub-frame synchronization between the BDS
and GPS receivers is explained in Chap. 4. After the sub-frame synchronization is
completed, the receiver starts to demodulate the content of the navigation message.
After the carrier synchronization and pseudo-code synchronization are achieved in
the GNSS receiver, the in-phase integrator of the Costas loop begins outputting data
bits and extracting the observations. The biggest difference between the BDS and
GPS receivers and the general communication system terminals lies in the extrac-
tion and processing of the observations. Communication systems commonly seen in
life, such as television, radios, mobile phones, and wireless modems, focus on the
completion of information transmission and reception. For BDS and GPS receivers,
other than the transmission of “information” (for example, the demodulation and
storage of navigation messages), it is also their task to extract the position and time
information provided by the ranging code and to process it, which is the only way
positioning and navigation can be achieved. From this perspective, understanding
the various observational principles and generating mechanisms in BDS and GPS
receivers is fundamental for understanding the positioning solution algorithm.

The most common observations in BDS and GPS receivers are pseudo-range,
Doppler frequency and integral Doppler, and carrier phase. The physical meanings
of different observations vary, as does the extraction method, depending on different
signal processing and tracking loop states at that time. The positioning accuracy that
can be achieved is also different. Therefore, it is also necessary to decide which
observations to use specifically according to the practical requirements.

This chapter will elaborate on BDS and GPS dual-mode pseudo-range observa-
tions, Doppler frequency and integral Doppler observations, and dual-mode carrier
phase observations as well as their physical meanings, in order to lay a theoretical
foundation for the subsequent positioning solution algorithm. At the same time, the
error properties of the observations will also be discussed to figure out how to reduce
or even eliminate the influence of the observation error on positioning accuracy
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according to the time correlation and spatial correlation of the error. On this basis, the
concept of differential GNSS will be introduced, including the wide-area differential
system and local differential system.

5.1 Pseudo-Range Observation

Pseudo-range observation is very simple to conduct. The basic principle is that the
propagation speed of electromagnetic waves in a vacuum is the speed of light c
(2.99792458 × 108 m/s), so the measurement of distance can be converted into a
measurement of time. A basic explanation of the concept of pseudo-range has been
explained in Sect. 1.1. In this section, the principles and properties of pseudo-range
observation extraction in BDS andGPS receivers will be explained in amore detailed
way with solid mathematical and physical theories.

The ranging signal transmitted by the BDS and GPS satellites is an electromag-
netic wave signal that travels in the vacuum at the speed of light. The signal travels
from satellites to receivers on the Earth’s surface in a vacuum most of the time.
Only after the signal enters the atmosphere will it no longer travel strictly at the
speed of light due to the influence of the ionosphere and the troposphere in the
atmosphere, whose delay will be discussed later in the analysis of the error proper-
ties of the pseudo-range observation. Here, the traveling speed of the signal can be
approximated as fixed, which simplifies the analysis of the principle of pseudo-range
observastion.

Both the satellite and the receiver have their own clocks, so each will refer to their
own time respectively. Assuming that the signal from the satellite is received at tR
of the receiver time, according to the analysis in Sect. 1.1.4, the travelling time of
the signal from the satellite antenna is obtained through the timestamp information
modulated on the satellite signal, which is recorded as tSV. Thereby, the travel-
ling time (tR − tSV) of the signal from the satellite to the receiver can be obtained
directly. The distance from the satellite to the receiver is also easy to obtain through
multiplying the propagation time by the speed of light, but the situation is not that
simple.

The tR and tSV above are the local times obtained according to the clock counts
of the receiver and the satellite respectively. However, if the two times are compared
with an accurate time reference, for example, the GPS time or the BDS time, then
there will be a deviation (written as δtR) between the “true tSV” and the one on the
satellite. Similarly, there is also a deviation between the tR on the receiver and the
“true tR”, as shown in Fig. 5.1.

The time reference in Fig. 5.1 can be either GPS time or BDS time, as long as
it is consistent when recording the pseudo-range observations of different satellites.
“Consistent” here means that the pseudo-range observations of GPS and BDS satel-
lites should all be based on the same time reference. Both tR and tSV need to be
expressed on this reference. The time reference of tR is determined by the receiver
designer. Therefore, there is no ambiguity in it. However, tSV is related to different
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Fig. 5.1 Principle of Pseudo-range observation

satellites. The timestamp of themodulation on the GPS satellite signal is expressed in
the GPS time, while that of the modulation on the BDS satellite signal is expressed in
the BDS time. Therefore, when extracting the dual-mode pseudo-range observation,
it is necessary to convert the transmission time of the GPS satellite to the BDS time,
or to convert that of the BDS satellite to the GPS time. The conversion between the
GPS and BDS time has already been described in Sect. 1.3.5. In the initial phase of
the design, a common time reference can be specified onBDS andGPS receivers, and
all time-related observations need to be converted to this time reference. However,
since the GPS system has been in operation for more than 30 years, and there are
many well-developed GPS receivers the market, in order to maintain compatibility
with other products, it is a safe choice to set the time reference in the dual-mode
receiver to GPS time.

There is a difference of a full 14 s between BDS and GPS time, which is judged
only on the seconds scale. Meanwhile, on the nanosecond level, there is still an
unknown time deviation after 14 s is added to theBDS andGPS time.Although small,
this cannot be ignored for positioning, because even a difference of microseconds
will bring about a positioning error of about 300 m if not processed. TGB is used in
this book to indicate the system deviation between BDS and GPS time, which can
be subtracted when the former is converted to the latter.

When the time reference is set as GPS time, tSV in the receiver will be obtained
according to the timestamp of the satellite’s transmitting signal. After the local time
tR is introduced, the GPS satellite pseudo-range observation can be expressed as

ρG = c(tR − tSV) (5.1)

For the BDS satellite pseudo-range observation, it is necessary to increase the
influence of TGB. At this time, the pseudo-range observation can be expressed as
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ρB = c[tR − (tSV − TGB)] (5.2)

It should be noted that tSV in Eq. (5.1) represents the GPS satellite transmission
time in the GPS time, and tSV in Eq. (5.2) represents the BDS satellite transmission
time inBDS time. For the sakeof simplicity, itwill be used to represent the launch time
of both the GPS the BDS satellites. Readers should pay attention to the difference.

According to Eqs. (5.1) and (5.2), in order to ensure the accuracy of the pseudo-
range, both tR and tSV must be precise enough; any inaccuracy in either will lead to
a very large distance error. As can be seen in the analysis below, in BDS and GPS
receivers, tSV can be measured with sufficient accuracy, while tR cannot.

A very clever method is adopted in the receiver to obtain the accurate tSV, which
is closely related to the satellite navigation signal format. In fact, a deeper insight
into the BDS/GPS signal format setting will only be achieved after understanding
how to obtain an accurate tSV. In short, the acquisition of tSV is implemented by the
software of the receiver and the pseudo-code tracking loop.

The acquisition of tSV is implemented in the following four steps:
First, after the tracking loop enters the stable tracking state, the navigationmessage

data bits can be demodulated, and sub-frame synchronization has also been achieved.
For the GPS signal, the Z-count can be known by demodulating the TOW of the
current sub-frame.As canbe seen fromFig. 3.22 inSect. 3.3.1, the initial transmission
time of the current sub-frame is (Z-count − 1) 6 × s. For the BDS D1 code signal,
the initial transmission time of the sub-frame can be directly obtained through the
SOW of the current sub-frame, which can make the estimation of the tSV accurate to
the order of 6 s, and the accuracy can reach 0.6 s for the BDS D2 code for the length
of one sub-frame of the D2 code is only one tenth of the length of the D1 code and
the GPS sub-frame. Then, the value of tSV can be approximated as

tsv ≈
{
6(Z − 1), GPS signal
SOW, BDS signal

(5.3)

Second, the accuracy of tSV can be further improved to the order of 20ms (or 2ms)
through the bit count of the navigation message. The sub-frames in the navigation
message of the GPS and BDS D1 code signals are composed of 300 bits, and the
length of each bit is 20 ms. The navigation message sub-frame of the BDS D2 code
signal is also composed of 300 bits, but the length of each bit is 2 ms. After stable
tracking is achieved, the receiver’s software will maintain a count of Nbit for the sub-
frame bits whose range is from 1 to 300, and clear at the last bit of the sub-frame. So,
the estimation of tSV can then be accurate to the order of 20 ms/2 ms by bit counting,
i.e.

tsv ≈
⎧⎨
⎩
6(Z − 1) + Nbit × 0.02, GPS signal
SOW + Nbit × 0.02, BDSD1 code signal
SOW + Nbit × 0.002, BDSD2 code signal

(5.4)
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Third, the accuracy of tSV can be increased to 1 ms by counting the pseudo-code
period in the navigation telegram. The telegram bits of the GPS and BDS D1 code
signals contain 20 pseudo-code periods, while those of the BDS D2 code signal
contain 2 pseudo-code periods, each of which is 1 ms. The pseudo-code tracking
loop counts the pseudo-code period (represented here by NC here), the range of
which is 1 to 20 for the BDS D1 code and the GPS signal, and 1 to 2 for the BDS D2
code signal. The count value is cleared at the data bit transition edge. Therefore, the
estimation of tSV can be accurate to the order of 1 ms through pseudo-code period
counting, i.e.

tsv ≈
⎧⎨
⎩
6(Z − 1) + Nbit × 0.02 + NC × 0.001, GPS signal
SOW + Nbit × 0.02 + NC × 0.001, BDSD1 code signal
SOW + Nbit × 0.002 + NC × 0.001, BDSD2 code signal

(5.5)

Fourth, the accuracy of tSV can be increased to the order of microseconds by the
code phase of the local pseudo-code. When the locking of the pseudo-code phase is
achieved in the pseudo-code tracking loop, the tracking loop will generate ΦC, the
phase of the local pseudo-code. In the stable tracking state, it can be considered to
accurately match the pseudo-code phase of the input signal. For the GPS signal, the
range of ΦC is 1 ~ 1023, and for the BDS signal, the range is 1 ~ 2046, in the unit
of chips. The time width of the GPS chip is about 0.977 5 μs, and that of the BDS
chip is about 0.488 7 μs. It can be seen that the estimation of tSV can be accurate to
the order of the chip (i.e. the order of microseconds) through the local pseudo-code
phase, i.e.

tsv ≈

⎧⎪⎨
⎪⎩
6(Z − 1) + Nbit × 0.02 + NC × 0.001 + 0.9775ΦC × 10−6, GPS signal
SOW + Nbit × 0.02 + NC × 0.001 + 0.4887ΦC × 10−6, BDSD1 code signal
SOW + Nbit × 0.002 + NC × 0.001 + 0.4887ΦC × 10−6, BDSD2 code signal

(5.6)

The above analysis shows that the acquisition of tsv must be implemented by the
software and the pseudo-code tracking loop in the receiver. The importance of the
navigation signal structure is also clear. The portion in the tsv whose accuracy is
above 20 ms (for the BDS D2 code, the value is 2 ms) is generated by the receiver
software’s analysis of the satellite navigation message, while the portion whose
accuracy is below 20 ms (or 2 ms) is provided by the pseudo-code tracking loop. The
signal structure settings of BDS and GPS make this possible: the bit content in the
navigation message provides the portion whose accuracy is above the millisecond,
while the portion whose accuracy is below themillisecond is provided by the pseudo-
code phase modulated by the data bit. It is worth mentioning that tsv here is only
the representation of the satellite signal’s transmission moment in the satellite time,
which is different from the real tsv by a time deviation. As will be seen later, the
satellite clock bias can be obtained from the clock correction parameters in the
ephemeris data and subtracted from the original pseudo-range observations. The
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clock correction parameters of the GPS and the BDS satellite are (toc, a0, a1, a2),
which are broadcasted in the satellite ephemeris parameters. See Sect. 3.3 for details.

The acquisition of the reception time of the signal, i.e. the local time tR of the
receiver is simpler, and can be directly achieved by the local clock of the receiver. If
the local clock is accurate, then tR will be accurate. However, a very expensive atomic
clock is required to guarantee the accuracy as the local clock, which is unacceptable
in terms of cost. In general, the current commercial BDS andGPS receivers generally
adopt temperature-controlled crystal oscillators (TCXO) as the core component of
local clocks. A fine TCXO has a frequency accuracy of 0.1 to 1 ppm, which means
that the local clock may deviate by up to 1 ms after 1000 to 10,000 s. Therefore,
there must be an unpredictable time deviation between the local clock and the actual
receiving time, which is represented by δtR in Fig. 5.1.

Since the true signal transmission time is the time difference between “true tSV”
and “true tR” in Fig. 5.1, then according to the above analysis, Eqs. (5.1) and (5.2)
can be expressed as

ρG = c(tR − tSV)

=
√

(xu − xs)2 + (yu − ys)2 + (zu − zs)2 + cδt (5.7)

ρB = c(tR − tSV) + cTGB

=
√

(xu − xs)2 + (yu − ys)2 + (zu − zs)2 + cδt + cTGB (5.8)

where, (xs, ys, zs) is the position coordinate of the satellite at tSV, and (xu, yu, zu) is
the position coordinate of the user, which is unknown. δt is the sum of the signal
transmission timedeviation and the receiver timedeviation.Asmentioned previously,
the satellite clock deviation can be calculated and deducted, after which only the time
deviation of the receiver itself will be included in , i.e. δt ≈ δtR. With the satellite
launch time tSV, (xs, ys, zs) can be obtained through ephemeris data, and the specific
method will be detailed later. It can be seen that the tSV mentioned above has two
functions: one is to calculate the pseudo-range observation, the other is to calculate
the satellite position coordinates as an input variable. It should be noted that the
BDS satellite coordinates derived from the BDS satellite’s ephemeris data are in the
CGS2000 coordinate system, while the GPS satellite coordinates derived from the
GPS ephemeris data are in the WGS84 coordinate system. According to References
[1] and [2], the coordinates of the same point in the two coordinate systems are very
similar, so the coordinates of the BDS satellite and the GPS satellite can be directly
mixed without conversion. Since this book only covers twoGNSS systems (BDS and
GPS), the coordinates of their satellites will no longer be marked with the CGS2000
and WGS84 coordinates.

The origin of the term “pseudo-range” can be seen in Eqs. (5.7) and (5.8). It is
precisely due to the inaccuracy of the local clock that an unpredictable time deviation
exists in the pseudo-range observation. In order to distinguish it from the real distance
observation, it is called “pseudo-range” observation.
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The existence of the timedeviation δt makes the problema littlemore complicated,
because the unknown quantities are now (xu, yu, zu, δt), one more than (xu, yu, zu).
Furthermore, for the dual-mode receiver, since the system deviation TGB between
the BDS time and the GPS time creates another unknown quantity, the unknown
quantities are now (xu, yu, zu, δt , TGB).

Modern BeiDou and GPS receivers usually have multiple channels, each of which
processes the signals of one satellite, so each channel can generate a pseudo-range
measurement equation like Eqs. (5.7) or (5.8). We know that solving five unknown
quantities requires at least five equations, which is not difficult for modern multi-
channel receivers. The existence of TGB seems to increase the minimum number
of required equations by one. However, there are currently 14 satellites available in
the BDS system, so providing an additional BDS pseudo-range observation is not a
tricky task. In fact, there are between eight and 10 BDS satellites available in China
and the Asia–Pacific region, so it is not difficult to provide enough BDS + GPS
dual-mode pseudo-range observations in the open sky.

There is also an important question that beginners tend to overlook, that is, how to
ensure that each δt in the pseudo-range measurement equations is same in value? In
fact, inside the receiver, multiple pseudo-range observations are read simultaneously.
For example, the timer inside the receiver triggers all channels at a certain time and
starts to read the pseudo-range observations, which ensures that the pseudo-range
observations collected by all channels (including the GPS tracking channel and the
BDS tracking channel) share the same local time at that moment. Therefore, δt can
be the same in value in all of the pseudo-distance equations.

In fact, in the pseudo-range equation, in addition to the receiver clock bias, the
error Eeph of the satellite position caused by the ephemeris data itself is also regarded
as an uncertain quantity. After the satellite clock bias Eeph is deducted, there is still a
small deviation τs and a transmission delay of the ionosphere and troposphere, which
are represented by Tiono and Ttron respectively. In addition, the thermal noise inside the
receiver will also affect the pseudo-range observations, as well as themultipath effect
caused by the environment during signal transmission. MP represents the multipath
noise, and nr is the thermal noise inside the receiver, with which the pseudo-range
equation can be further written as

ρG =
√

(xu − xGs)2 + (yu − yGs)2 + (zu − zGs)2 + cδt

+ cτG,s + EG,eph + TG,iono + TG,tron + MPG + nr (5.9)

ρB =
√

(xu − xBs)2 + (yu − yBs)2 + (zu − zBs)2 + cδt + cTGB
+ cτB,s + EB,eph + TB,iono + TB,tron + MPB + nr (5.10)

From Eqs. (5.9) and (5.10) the respective GPS and BDS pseudo-range observa-
tions can be obtained, where the subscripts “G” and “B” represent GPS and BDS.
The ionospheric delay, tropospheric delay, satellite clock error, and multipath effect
belong to different satellite signals, so subscripts are added to distinguish them.
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nρ = cτs + Eeph + Tiono + Ttron + MP + nr represents the total error term in the
pseudo-range observation. Among them, the errors can be divided into two types:
the common error and the unique error. The common error is the error term shared
by all receivers in a small area (such as 50 km2), while the unique error is the error
term of the receiver’s own, which varies from receiver to receiver. Common errors
include cτs, Eeph, Tiono and Ttron, while unique errors include MP and nr. Common
errors can be eliminated or reduced by the difference.

Equations (5.9) and (5.10) are the dual mode pseudo-range equations of BDS and
GPS receivers. They are the mathematical basis of pseudo-range positioning, and
must be thoroughly understood by readers.

5.2 Carrier Phase Observation

The carrier phase observation in the BDS and GPS receivers can be understood
through Fig. 5.2.

In Fig. 5.2, the satellite transmits navigation signals to the receiver. The pseudo-
random code and the navigation message bits are omitted in the figure to highlight
the carrier component. Supposing that the recorded carrier phase is φS the moment
the navigation signal leaves the antenna, and φE after the signal travels all the way to
the receiver, then the carrier phase observation in the receiver the difference between
the two, written as Φ, i.e.

Fig. 5.2 Principle of carrier phase observation
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Φ = φE − φS (5.11)

Φ is the total number of carrier cycles and the part that is less than one cycle on
the propagation path from the satellite antenna to the receiver antenna:

Φ = NE,S + �φ = r

λ
(5.12)

where NE,S is an integer, and �φ is the part that is less than one cycle, which is a
radian value between 0 and 2π. r is the distance between the satellite antenna and
the receiver antenna, and λ is the carrier wavelength.

Equation (5.11) facilitates our understanding of the principle of the carrier phase,
but it is difficult to extract the carrier phase observations in practice. First, the receiver
cannot measure the carrier phase of the signal at the satellite antenna end. Second,
the carrier phase of the received navigation signal can be easily obtained internally
in the receiver. However, since the carrier signal is composed of sine waves, and the
waveforms in each cycle of the sine wave are identical, how does the local carrier
phase measured at a certain moment correspond to the moment when the signal
leaves the satellite antenna? In other words, even if the measurement of φE can be
achieved in the receiver, there is no way to conduct the same for φS.

In cases where φS cannot be measured, it is impossible to get NE,S and �φ in
Eq. (5.12), so it is only a theoretical equation written to reveal the relationship
between the carrier phase and the distance.

When the carrier tracking loop of the receiver enters the phase locked state, in
the absence of a cycle-slip, the local carrier phase and the carrier phase of the input
signal can be considered as fully synchronized, so the carrier phase measured by the
receiver is the increment of the local carrier phase, that is,

Φk = Φk−1 +
Tk∫

Tk−1

2π fNCO(t)dt (5.13)

where Φk and Φk−1 are carrier phase observations at Tk and Tk−1, and the time
span between the two moments is T. f NCO is the instantaneous frequency of the
carrier NCO, whose relationship with the phase step value of the NCO is shown in
Eq. (4.190). f NCO changes with time, so the time integral is introduced to the equation
to find the phase increment. When the time interval T is small, it can also be approx-
imated as 2πf NCOT. In general, the observation time is the moment at which the
measurement is latched, at which point the pseudo-range, carrier phase, and integral
Doppler observations are simultaneously latched to ensure that the observations of
all channels share the same local time.

For the commonly used civilian navigation receivers, observation ismostly carried
out once per second, that is, one positioning result can be obtained per second. For
highly dynamic receivers, the observation frequency is higher: 5 times, 20 times,
or 100 times per second, and the corresponding frequency of the positioning result
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is also higher. In terms of observation extraction, the only change is the shortened
observation interval. However, the computational burden in the PVT algorithm of
the latter have increased.

Φ0 is the initial value when observations are extracted from a satellite for the first
time. Generally, after the tracking loop corresponding to the satellite enters the carrier
phase lock, the carrier phase is extracted, and the initial value Φ0 can be calculated
according to the position of the receiver (such as the positioning result obtained by
the least square method) and the distance between the satellites. Obviously, since
large deviations exist in the local satellite positions, such initial values are not true
carrier phase values in Eq. (5.11), so the initial value can also be simply set to 0.
No matter how the initial value is set, it will introduce a random number of whole
cycles N′ in Eq. (5.12). Because the single-difference, double-difference or even
triple-difference processing will generally be adopted for carrier phase positioning,
and the initial value is converted into the solution of “ambiguity of whole cycles” as
a fixed whole-cycle value, it will not affect the positioning method using the carrier
phase.

Φk can be obtained through Eq. (5.13), but the values of f NCO and T are deviated
because the crystal frequency of the RF front-end of the receiver is deviated, and the
calculated NCO instantaneous frequency value and observation are calculated. Thus,
it can be calculated that the NCO instantaneous frequency value and the observation
interval T are all deviated. The carrier phase in the receiver is generally obtained by
accumulating the number of times the carrier NCO overflows. At the end of each
coherent integration, the portion between the carrier phase 0 and 2π is obtained
through arctan2(Q, I). Then, the local phase of the NCO is counted in whole cycles
during the coherent integration to obtain the whole-cycle portion of the carrier phase,
and the two components are combined to form the final carrier phase observation.
This process is shown in Fig. 5.3.

In Fig. 5.3, after the Φk−1 observation, the full-cycle counter of the carrier phase
will be cleared to zero. The phase accumulation register will be updated each time the
carrier NCO clock is updated, and the value of the phase accumulation register will
also be checked for overflow from 2π to 0. If an overflow occurs, the carrier phase of
the signal will advance for a full cycle, so the carrier phase’s full-cycle counter will be
incremented by 1, and so on, until the observation ofΦk is latched. In Fig. 5.3, a total
of N whole cycles are accumulated. When the Φk observation is latched, in addition
to the N full-cycle carrier phases, accumulation of the fractional part of the carrier

Fig. 5.3 Principle of carrier phase observation extraction in the receiver
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phase also needs to be carried out. The fractional part of the current carrier phase is
calculated through arctan2(Q, I), and the fractional part of the previous carrier phase
needs to be subtracted from it. As shown in Fig. 5.3, the two shaded areas represent
the fractional parts of Φk–1 and Φk and are denoted as �Φk–1 and �Φk . Then

Φk = Φk−1 + N + (�	k − �Φk−1) (5.14)

What is described above is the extraction method of carrier phase observations in
the receiver, in which the carrier phase observation obtainedwill contain a theoretical
intermediate frequency accumulation term, i.e. ωIFt. However, it will be eliminated
in the processing of inter-satellite single difference so that the use of the carrier phase
will not be impacted. The theoretical intermediate frequency accumulation term will
not be included in the discussion of the carrier phase observations later in this section.

The mathematical models of the carrier phase observations of GPS and BDS
satellite are as follows:

λGΦG =
√

(xu − xGs)2 + (yu − yGs)2 + (zu − zGs)2 + cδt + λGNG

+ cτG,s + EG,eph − TG,iono + TG,tron + MPG + εr (5.15)

λBΦB =
√

(xu − xBs)2 + (yu − yBs)2 + (zu − zBs)2 + cδt + cTGB
+ λBNB + cτB,s + EB,eph − TB,iono + TB,tron + MPB + εr (5.16)

According to Eqs. (5.15) and (5.16), the GPS and BDS carrier phase observations
multiplied by their respective carrierwavelengths are very similar to themathematical
equations for pseudo-range observation, where the common errors Eeph, τs, Tiono, and
Ttron are identical, and the only difference is that the sign of Tiono in the carrier phase
observation is opposite to the sign in the pseudo-range observation. NG and NB

are the unknown carrier whole-cycles in the respective GPS and BDS carrier phase
observations, which is unique to carrier phase observation. In cases where the signal-
to-noise ratio is sufficiently high, as long as the tracking lock of the carrier phase in
the carrier tracking loop remains stable, the values of NG and NB will be fixed. The
unique error (MP+ εr) in Eqs. (5.15) and (5.16) and (MP+ nr) in the pseudo-range
phase observation are identical in form, but the error value of the former is smaller
than the latter by two orders of magnitude. In general, the phase noise value of the
carrier tracking loop caused by the multipath effect and thermal noise (converted to
the distance in meters) is in the order of centimeters—only about 1% of the phase
noise value of the pseudo-code tracking loop [3].

If TGB and the common error terms in Eqs. (5.15) and (5.16) can be eliminated
by differential processing, then they can be rewritten into

λG(ΦG − NG) =
√

(xu − xGs)2 + (yu − yGs)2 + (zu − zGs)2

+ cδt + (MPG + εr) (5.17)
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λB(ΦB − NB) =
√

(xu − xBs)2 + (yu − yBs)2 + (zu − zBs)2

+ cδt + (MPB + εr) (5.18)

It can be seen that if {λG(ΦG − NG) , λB(ΦB − NB)} is used as the observation to
conduct positioning solution, since the variance of the noise term is in the centimeter
level, the accuracy of the positioning result can reach the same level, which is the
advantage of carrier phase positioning. However, at the same time, it is obvious
that the carrier phase observation is only applicable after NG and NB. The whole-
cycle number of the carrier is known, which is a big problem in the carrier phase
application. This issue is known as the “ambiguity of whole cycles problem”.

5.3 Doppler Frequency and Integral Doppler Observation

The Doppler effect is a very common physical effect that can occur during the
transmission and reception of waveform signals. In short, for a waveform signal
transmitted at frequency f , if the receiver is in motion with respect to the transmitter,
an offset regarding f will appear in the received signal frequency, which is called
the phenomenon of Doppler shift. Furthermore, when the relative motion direction
between the receiver and the transmitter is consistent with the direction vectors of
the two, the received signal frequency will be higher than f . Meanwhile, when the
relative motion direction and the direction vector between the two are opposite, the
frequency of the received signal will be lower than f .

The Doppler effect is also common in daily life. For example, when a train
approaches, its whistle sounds sharp and rapid to the human ear. When the train
moves away, its whistle becomes low and elongated. Since the tone of the train
whistle does not change at the time of transmission, the different tones heard by the
human ear are the frequency changes caused by the Doppler effect. The Doppler
effect not only appears in sound waves but also in electromagnetic waves. The well-
documented expansion of the universe is evidenced by scientific analysis of the
spectrum of distant stars and the discovery of the redshift phenomenon, which is
thought to arise from the Doppler effect caused by stars moving away at high speed.

SinceGPS satellites, BDSMEOs, and IGSO satellites are all flying at high speeds,
theDoppler effect is almost inevitable for receivers on the surface of theEarth. Further
analysis shows that the value of the Doppler shift is related to three factors: the angle
α between the distance vector between the satellite and the receiver and the relative
velocity vector, the absolute value of the relative velocity, and the carrier wavelength
λ, which can be written as

fd = νu · H
λ

= |νu| cosα

c
fcarrier (5.19)

where, “·” is a vector dot product, νu is the relative velocity vector between the
receiver and the satellite, H is the direction cosine vector between the receiver and
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Fig. 5.4 Principle of the doppler effect

the satellite (i.e. the unit vector obtained through normalizing the relative position
vector), and λ is the carrier wavelength, λ = c/ fcarrier, where c is the speed of light.

Figure 5.4 shows the distance vector between the satellite and the receiver, the
relative velocity vector, the angle α between the two vectors, and the Doppler shift.
Figure 5.4a shows a case of α < 90°, where the receiver and the satellite are moving
in opposite directions, and the Doppler shift is positive, which means the received
carrier frequency is higher than the frequency at the time of transmission. Figure 5.4b
shows a case of α > 90°, where the receiver and the satellite are back-moving, and
the Doppler shift is negative, indicating that the received carrier frequency is lower
than the frequency at the time of transmission.

Doppler frequency observations in BDS and GPS receivers can be read by the
phase step register of the carrier NCO. As mentioned in Chap. 4, the relationship
between the phase step register and the NCO instantaneous frequency is shown in
Eq. (4.190). After the instantaneous frequency of the NCO is read, there are twoways
to obtain the Doppler frequency observation: one is to directly send the instantaneous
frequency of the NCO as a Doppler frequency observation, and the other is to deduct
the instantaneous frequency of the NCO from the theoretical intermediate frequency
f c and then send it as a Doppler frequency observation. Before a detailed explanation
of these two methods, the concept of theoretical intermediate frequency must be
described.

The theoretical intermediate frequency is a nominal intermediate frequency value
determined by the frequency scheme of the RF front-end of the receiver whose
meaning in physics is the carrier frequency of the received GPS or BDS IF signal
without theDoppler effect and local clock drift. Its value is determined by the configu-
ration of the RF front-end. The specific principles and case analysis will be described
in detail in the subsequent chapters about the RF front-end. Here is a simple example
to help readers understand the theoretical IF and why it is necessary for the extraction
of the Doppler frequency observation.

Figure 5.5 shows theRF front-end setup for a typicalGPS receiver. TheGPS signal
is received through the antenna. It is amplified by a low noise amplifier (LNA) before
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Fig. 5.5 A Simple GPS RF front-end

entering the mixer. The RF front-end of a traditional GPS receiver has one or more
stages of mixers. For the sake of convenience, only one will be discussed here. The
RF carrier frequency of the GPS is 1575.42 MHz. Assuming that the nominal value
of the local oscillator is 1565.42 MHz, then the carrier frequency nominal value f c
of the low frequency component outputted by the mixer is (1575.42–1565.42 MHz),
i.e. 10MHz. This nominal value is the theoretical value without the Doppler shift and
the local oscillator frequency deviation. That is to say, only when the satellite and
the receiver remain stationary, and the frequency of the TCXO outputted by the local
frequency synthesizer is precisely 1565.42 MHz, will the carrier frequency of the
IF signal after ADC sampling be 10 MHz. As mentioned above, the relative motion
between the satellite and the user during signal transmission leads to a Doppler shift
in the received signal. Besides, since the actual oscillation frequency and nominal
value of theTCXOwill always be deviated, the actual frequency of the local oscillator
will not be 1565.42 MHz. Based on the above two factors, the final carrier IF value
is determined by the Doppler effect and the local clock bias. Therefore, the actual
signal’s intermediate frequency will not be 10MHz. Rather, there will be a deviation
whose value is determined by the above two factors. It is worth noting that since
the carrier frequencies of the BDS and GPS satellite signals are different and so
is their signal bandwidth, the frequency schemes of the two RF front-ends will be
different, resulting in different theoretical intermediate frequencies. This requires
special attention in algorithm design and software implementation.

The theoretical IF value must be known first before signal acquisition, because
although the Doppler shift and clock drift of the TCXO determine the size of the
Doppler frequency range that needs to be searched, the position of the Doppler
frequency range is determined by the theoretical intermediate frequency. When the
signal acquisition is completed and the signal tracking starts, the value of the instan-
taneous frequency of the carrier NCO is between ± 5 kHz of the theoretical inter-
mediate frequency. If f c is not subtracted from the instantaneous frequency of the
NCO, a theoretical intermediate frequency term will be contained in the Doppler
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frequency observation, which is universal for Doppler frequency observations for all
satellites. It is a common item, and can be eliminated in practice by inter-satellite
single-difference operation.

Nowwewill look at a case where f c is deducted from the instantaneous frequency
of theNCO. In this case, there is no longer a theoretical IF term forDoppler frequency
observation. The mathematical expression of the Doppler frequency observation will
be very simple, as shown below:

fd = (νs − νu) · H + c
·
δt +nd (5.20)

where H is the direction cosine vector between the receiver and the satellite, νs =
[vsx, vsy, vsz]T is the velocity vector of the satellite, νu = [vux, vuy, vuz]T is the velocity
vector of the user,

·
δt is the clock drift, and nd is the total noise term. Note that the

unit of each physical quantity in Eq. (5.20) is m/s, and the Doppler observation in
the receiver is measured in Hertz or radians. If it is in Hertz, the value needs to
be multiplied by the carrier wavelength, while if it is in radians, the value in Hertz
needs to be further multiplied by 2π. There is a slight difference between the L1
frequency of the GPS and the B1 frequency of the BDS, and in the wavelength of
the L2 frequency of the GPS and the wavelength of the B2 frequency of the BDS,

which can be calculated through λ = c/ fcarrier.
·
δt is a unitless quantity representing

the ratio of the clock deviation drift to the nominal frequency, generally expressed
in ppm or 10–6.

It can be seen from Eq. (5.20) that the Doppler frequency observation is a function
of the relative motion speed of the satellite and the user, as well as the local clock
drift. Therefore, it is necessary for calculating the user’s speed. Before using Doppler
observation to calculate the user’s motion speed, it is necessary to know the direction
cosine vector between the satellite and the user. So, generally speaking, the positions
of the user and the satellite need to be obtained first before the user’s speed and clock
drift can be solved using Eq. (5.20).

The physicalmeaning of theDoppler frequency observation can be regarded as the
time derivative of the pseudo-range observation, which can be verified by conducting
time derivation of Eqs. (5.9) and (5.10) andmaking a first-order Taylor approximation
for the distance term on the right side of the equations. Note that the TGB in the BDS
satellite’s pseudo-range observation can be considered as a constant. Therefore, its
derivative is zero, which is also easy to understand because the difference between

the two atomic times of the BDS and GPS will be almost unchanged. Since
·

TGB= 0,
the Doppler frequency observations of the BDS and GPS satellites have the same
mathematical expression.

Doppler frequency observation is also called pseudo-rate change rate observation,
which is the difference between pseudo-range observations per unit time. However,
if the actual collected pseudo-range data is compared with the Doppler frequency
data, it will be noticed that the noise in the pseudo-range observation per unit time
is much larger than that in the Doppler frequency observation. This is because the
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noise terms with high time-correlated in the pseudo-range observation do not appear
in the Doppler frequency, including ionospheric delay, tropospheric delay, part of
the ephemeris error term, and multipath effects under slight environmental changes,
so the Doppler frequency observation is much “cleaner” than the pseudo-range
observation.

The integral Doppler observation is the integral of the frequency value of the
carrier tracking loop output over a certain period of time, expressed as:

�Φd(t2, t1) = Φ2 − Φ1 =
T2∫

T1

2π fNCO(t) dt (5.21)

In Eq. (5.21), �Φd(t2, t1) is the integral Doppler observation from t1 to t2.
Comparing Eq. (5.21) with Eq. (5.13), it can be seen that �Φd(t2, t1) is actually
the difference in carrier phase observations from t1 to t2, which is easy to understand
because the phase is the integral of the frequency by nature, so the difference of the
carrier phases in a certain period of time is the integral of the Doppler frequency in
that period, i.e. the integral Doppler observation.

If the time interval from t1 to t2 is the unit time, then �Φd(t2, t1)/ (2π) and
the Doppler frequency observation f d will be very close, but there is a fundamental
difference between the two. f d is the instantaneous value of the Doppler frequency at
a certain time, while�Φd(t2, t1)/ (2π) is the integral value of the Doppler frequency
over a period of time. The difference between the two can be seen in Fig. 5.6.

The curve in Fig. 5.6 is the Doppler frequency value in the satellite signal over a
certain period of time. The abscissa is the observation time whose unit is seconds.
The unit of the vertical axis is Hertz, and the Doppler frequency observations corre-
sponding to the observation times T 1, T 2,…, TN , TN+1 are f 1, f 2,…, f N , f N+1 respec-
tively. The shaded area in the adjacent observation time in the figure is the integral
of the Doppler frequency during this period. In the above analysis, the shaded area
is the integral Doppler observation in this period. In terms of values, there is only a
slight difference between theDoppler frequency observation and the integralDoppler

Fig. 5.6 The difference between doppler frequency observation and integral doppler observation
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observation. However, when the carrier frequency of the input signal changes drasti-
cally, the difference is more obvious, and when it changes only a little, the difference
between the two is minor.

In the physical sense, the Doppler frequency observation measures the instanta-
neousmagnitude of the relativemotion velocity between the satellite and the receiver,
while the integral Doppler observation measures the change of distance between
the satellite and the receiver over a period of time. Since the noise variance of the
carrier phase observation is small, the integral variation of the Doppler observation
is extremely high in precision, which can reach the centimeter or even millimeter
level without a carrier phase cycle slip.

5.4 Analysis of Measurement Error Features

As can be seen in Sects. 5.1 and 5.2, both the pseudo-range observations and the
carrier phase observations can be considered as the sum of the distance between the
satellite and the receiver and several deviations or noise terms. The word “deviation”
here refers to a random variable that remains constant or changes slowly, while
the word “noise” refers to a random variable that changes rapidly and is difficult to
predict. The distinction between noise and deviation is not absolute, and the deviation
within different time spans can also be regarded as noise. The cumulative effect of all
deviations and noise terms is called the User Equivalent Range Error (UERE). In this
section, the UERE of BDS and GPS pseudo-range and carrier phase observations
will be analyzed, with an emphasis on the main deviation or error terms, to discover
their cause and statistical features in order to reduce or eliminate them.

5.4.1 Satellite Clock Error

A satellite is equipped with an atomic clock to generate the on-board operating
frequency. Although the atomic clock has good long-term stability, as a source of
time and frequency signals, it will still face problems such as frequency offset and
aging rates. Therefore, there are bound to be deviations between the satellite time
and the time standard used by the navigation system—a problem that both the BDS
satellite and the GPS satellite will face. In order to solve this problem, the ground
monitoring station of the BDS and the GPS satellites both monitor their satellite
signals in real time and offer parameters for the correction of the satellite clock. In
engineering practice, the clock bias of the satellite clock is modeled as the following
binomial:

�τ(t) = a0 + a1(t − toc) + a2(t − toc)
2 (5.22)
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where, toc is the correction time of the star clock, a0 is the zero-bias correction param-
eter of the star clock, a1 is the correction parameter for the clock speed (frequency
deviation) of the star clock, and a2 is the correction parameter for the clock speed
rate of the star clock. The four parameters are provided by the satellite ephemeris
data blocks in the respective navigation messages.

Technically, the independent variable t in Eq. (5.22) should be the transmission
time of the BDS signal or the GPS signal in their respective time reference (BDS
time or GPS time). To better understand this, we can review Eq. (5.6), in which the
satellite launch time tSV of the GPS and BDS signals is given. However, it should
be noted here that the deviation of the satellite clock and the respective time base
�τ(t) are included in tSV, for which [tSV−�τ(t)] should be given as an argument
to Eq. (5.22) to calculate the value of �τ(t), so an iteration might be involved. If
the value of �τ(t) is relatively large, an iteration will be required, but the value of
�τ(t) is usually very small. Since the result of Eq. (5.22) is not closely related to
time variation, the value of tSV obtained through Eq. (5.6) can be directly substituted
into it, to calculate �τ(t). It should be noted that the value of (tSV−toc) should be
between (–302, 400, 302, 400). If the value of (tSV−toc) is greater than 302, 400, the
result needs to be subtracted from 604, 800, and if the value is less than −302, 400,
604, 800 needs to be added.

In addition to the correction of Eq. (5.22), there is also a relativistic correction
for the satellite clock error. As seen in Sect. 3.2.1, the BDS and GPS satellite clocks
are adjusted due to the combined effects of special relativity and general relativity.
However, since the satellite orbit is not a regular circle, the impact of the relativistic
effect on the clock varies at different orbital positions. The relativistic corrections
given by the BDS and GPS signal interface control documents are

�tr = Fes
√
A sin Ek (5.23)

where, es is the orbital eccentricity, A is the orbital semi-major axis, and Ek is the
satellite’s near-point angle, which will be explained in detail in the section about
satellite position calculation. F is a constant, which is defined as

F = −2
√

μ

c2
(5.24)

where c is the speed of light and μ is the gravitational constant. The values of the
gravitational constants of the BDS and GPS systems have been given in Fig. 1.1.
The values of F calculated according to the above information in the BDS and GPS
systems are

FGPS = −4.442 807 633 4 × 10−10 [s/m1/2]
FBD = −4.442 807 309 0 × 10−10 [s/m1/2]

The F constants of the two systems are very close.
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The satellite’s clock error correction also includes the group delay correction TGD,
which is provided in the satellite navigation message, so the final correction of the
satellite clock is

δtSV = �τ(t) + �tr + TGD (5.25)

By deriving Eq. (5.25) for time, the rate of change of the satellite’s clock error
correction can be obtained. Since the change of TGD with time is small, the rate of
change of the satellite clock can be

δṫSV = a1 + 2a2(t − toc) + Fes
√
AĖk cos(Ek) (5.26)

The residual of the satellite clock difference will affect the measurement accuracy
of the pseudo-range and carrier phase observations, and that of the rate of change
of the satellite clock will affect the Doppler observation. Before the cancellation of
the SA policy in 2000, the US government controlled the error of the pseudo-range
observation of civilian receivers by adding a random jitter to the GPS satellite clock,
thereby controlling the deviation of the positioning result of the civilian receiver.
Since the clock difference of the same satellite is identical for all receivers, regardless
of the user’s position, it can be eliminated by the differential method.

5.4.2 Ephemeris Error

The satellite ephemeris data includes broadcast ephemeris and precise ephemeris.
The broadcast ephemeris is the ephemeris data broadcast by the satellite in real time
through the navigation message, including satellite orbit parameters and disturbance
items, while the precise ephemeris is the ephemeris data obtained through post-
processing of observations from satellite tracking stations all over the world. The
most mature versions of precise ephemeris are those of GPS andGLONASS released
by IGS (International GNSS Service). The compilation and release of the precise
ephemeris of the BDS satellites is also underway.

Satellites in space do not operate in an ideal inertial system. They are affected
by various factors such as the force caused by the uneven distribution of the Earth’s
mass, atmospheric resistance, tides, and solar light pressure. Therefore, the operation
trajectory of a satellite is very complicated and irregular. Due to these factors, there
are deviations between the true position of the satellite and that calculated by its
broadcast ephemeris and precise ephemeris. The position error is three-dimensional.
For the convenience of analysis, the error is represented by a radial component,
a tangential component, and a normal component, wherein the radial component
is directed to the line of the satellite and the receiver, the tangential component is
directed to the flight speed of the satellite, and the normal component points to the
direction perpendicular to the orbital plane of the satellite.
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Table 5.1 GPS position error
calculated by GPS broadcast
ephemeris data

差分量 Block
IIA (σ )/m

Block
IIR (σ )/m

Block
IIR−M (σ )/m

法向误差 1.03 0.81 0.72

切向误差 2.05 1.34 1.32

径向误差 0.36 0.17 0.16

三维误差 2.32 1.57 1.51

误差分量 Error component; 法向误差 Normal error; 切向误
差 Tangential error; 径向误差 Radial error; 三维误差 Three-
dimensional error

The position error calculated by the broadcast ephemeris of GPS satellites is given
in Reference [4], as shown in Table 5.1.

The position error given by the precision ephemeris is much smaller (generally
5 to 15 cm), but since it can only be obtained afterwards, the scope of use of the
precision ephemeris is limited.

Figure 5.7 is a graphical representation of satellite position error, where Pu is the
position of the receiver, and Ps and P̂s are the true position of the satellite and the
calculated position respectively. Obviously, the error vector of the satellite is

�P s = P̂s − Ps

The distance
∥∥∥R̂

∥∥∥ based on the position of the receiver and the calculated position

of the satellite is

s s s
ˆΔ = −P PP

Fig. 5.7 The influence of ephemeris error on pseudo-range observation
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∥∥∥R̂
∥∥∥ = h

∧

· (Pu − P̂s) (5.27)

In Eq. (5.27), ĥ is the unit distance vector from the receiver to the calculated
position of the satellite, as shown in Fig. 5.7. At the same time, the distance vector
R between the position of the receiver and the real position of the satellite is

R = (Pu − Ps) (5.28)

Then, Eq. (5.27) can be rewritten as

‖R‖ = h
∧

· (Pu − Ps+Ps − P̂s)

= h
∧

· (Pu − Ps) + h
∧

· �P s (5.29)

In Eq. (5.29), h
∧

· (Pu − Ps) = ‖R‖ cos(θ) ≈ ‖R‖(1− θ2/2), where θ ≈ �P s/A,
A is the radius of the satellite orbit. According to the values in Fig. 5.1, �P s < 10 m.
Therefore, by substituting the orbital radius of the BDS or GPS satellite into the
approximation of θ, we can see that the value of θ is so small that it can be safely
considered that ‖R‖(1 − θ2/2) ≈ ‖R‖. Substituting the result into Eq. (5.29), then

∥∥∥R̂∥∥∥ − ‖R‖ = h
∧

· �P s (5.30)

‖�R‖ = (

∥∥∥R̂
∥∥∥ − ‖R‖) in Eq. (5.30) is the error of the pseudo-range and carrier

phase observation caused by the satellite position error. It can be seen from the expres-
sion on the right side of Eq. (5.30) that the tangential component of the ephemeris
error is perpendicular to the normal component and ĥ, so �R is only affected by the
radial component of the ephemeris error. At present, the laser reflector on the GPS
and the GLONASS satellites is helpful for measuring the radial error of the satellite
position. By conducting distance measurement of the GLONASS satellite based on
the laser ranging principle, we can see that the normal and tangential errors are both
about 1 m, and the radial distance error is within ± 10 cm [5].

Like the star clock error, the ephemeris error is the same for all receivers, so it
can also be eliminated through the differential method.

5.4.3 Ionospheric Delay

The ionosphere forms one part of the Earth’s atmosphere, and is 50 to 1000 km
away from the Earth’s surface. Due to cosmic rays, its main purpose is the ionization
of solar radiation. It is partially or fully ionized, containing a large amount of free
electrons and positively charged ions. The influence of the ionosphere on electro-
magnetic waves changes its propagation velocity and causes refraction, reflection,
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and scattering. The ionosphere is a dispersive medium. “Dispersive” means that the
dielectric constant of a medium is related to frequency, giving different propagation
velocities to electromagnetic waves of different frequencies.

The phase velocity vp of an electromagnetic wave propagating in a medium can
be written as

vp = λ f (5.31)

where f is the frequency and λ is the wavelength. The speed at which information is
modulated on an electromagneticwave is called the group velocity, and is represented
by vg. More than a century ago, Rayleigh discovered the following relationship
between phase velocity and group velocity:

vg = vp − λ
dvp
dλ

(5.32)

In a vacuum, vg and vp are both the speed of light, but in the dispersive medium
the two are no longer the same.

According to Eq. (5.31), dλ/λ = −d f/ f . Substitute it into Eq. (5.32) to obtain

vg = vp + f
dvp
d f

(5.33)

We can then introduce two refractive index factors np and ng, in which np is the
phase refractive index and ng is the group refractive index.According to the definition
of the refractive index, np and ng have the following relationship with vp and vg:

npvp = c (5.34)

ngvg = c (5.35)

In the above formula, c is the speed of light. The differential of vp to the frequency
f can be derived from Eq. (5.34):

dvp
d f

= − c

n2p

dnp
d f

(5.36)

If we substitute dvp/d f obtained from Eq. (5.33) into Eq. (5.36), then

ng = np

1 − f
np

dnp
d f

(5.37)

The relationship between np and ng in the dispersivemedium is given inEq. (5.37).
After first-order approximation, Eq. (5.37) can be written as
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ng = np + f
dnp
d f

(5.38)

The relationship between the phase refractive index np and the frequency f in the
dispersive medium is

np = 1 + a1
f 2

+ a2
f 3

+ · · · (5.39)

If we substitute np into Eq. (5.38), we can obtain the relationship between group
refractive index ng and frequency f :

ng = 1 − a1
f 2

− 2a2
f 3

+ · · · (5.40)

For the ionosphericmedium, the coefficientsa1, a2, · · · in the above two equations
are related to the concentration of free electrons whose value can be obtained through
actual measurements.

The group delay and phase delay during the propagation of satellite signals in the
ionosphere can be obtained through the following equations:

δrp =
∫
S

(np − 1)ds =
∫
S

(
a1
f 2

+ a2
f 3

+ · · ·
)
ds (5.41)

δrg =
∫
S

(ng − 1)ds =
∫
S

(−a1
f 2

+ −2a2
f 3

+ · · ·
)
ds (5.42)

S in Eqs. (5.41) and (5.42) is the propagation path of the signal in the ionosphere.
If the high-order terms in the two equations are omitted, two conclusions can be
drawn:

1. The absolute values of the delay of the group velocity and the phase velocity of
the ionosphere to the satellite signal are the same, but the signs are opposite.

2. The influence of the ionosphere on the group velocity and phase velocity is
inversely proportional to the square of the frequency, which explains why the
equation of the pseudo-range observation in Sect. 5.1 is identical in form but
opposite in sign with the ionospheric delay term in the carrier phase observation
in Sect. 5.2: the ionosphere influences the pseudo-range on the group velocity,
while it influences the carrier phase on the phase velocity.

Further research shows that if the concentration of free electrons on the signal
propagation path is represented by Ne, the coefficient a1 can be written as

a1 = −40.28Ne (5.43)
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Since the free electron concentration Ne is always positive, the value of δrg is
always positive and that of δrp is always negative,which indicates that the ionospheric
effect delays the group velocity but advances the phase velocity.

Based on the above conclusions, the ionospheric delay term in pseudo-range
observation and carrier phase observation can be written as

Tiono, pseudo−range = 40.28

c f 2c

∫
S

Ne(s)ds (s) (5.44)

Tiono, carrier phase = −40.28

c f 2c

∫
S

Ne(s)ds (s) (5.45)

The total count of path-free electron TEC is defined as

TEC �
∫
S

Ne(s)ds (5.46)

Then, the ionospheric delay term in pseudo-range observation and carrier phase
observation can be simplified as

Tiono, pseudo−range = 40.28 × TEC

c f 2c
, Tiono, carrier phase= − 40.28 × TEC

c f 2c
(5.47)

Since the ionospheric delay and the carrier frequency have the above relationship,
it is possible to combine them to eliminate the ionospheric delay in the presence of
dual frequency observation. After the ionospheric delay in Eq. (5.9) is substituted
with Tiono,pseudo−range in Eq. (5.67), the pseudo-range observation equations at two
different frequency points f 1 and f 2 can be written. Then, it can be proved that
the ionospheric delay will no longer be contained in the following pseudo-range
combination.

ρ = f 21 ρ1 − f 22 ρ2

f 21 − f 22
(5.48)

f 1 and f 2 in Eq. (5.48) are two different carrier frequencies, which can be L1
and L2 for GPS signals, and B1 and B2 for BDS signals. L1, L5 or B1, and B3 are
also applicable. ρ1 and ρ2 are pseudo-range observations corresponding to f 1 and
f 2. Equation (5.48) explains why the effects of the ionosphere can be eliminated
by the dual-frequency receiver, and why single-frequency receivers cannot perfectly
address the problem of ionospheric delays.

If we make a switch and combine the pseudo-range observations at f 1 and f 2 as
shown in the following equations, we can obtain the magnitude of the ionospheric
delay at f 1 and f 2:
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I1 = f 22
f 21 − f 22

(ρ1 − ρ2) (5.49)

I2 = f 21
f 21 − f 22

(ρ1 − ρ2) (5.50)

In the dual-frequency receiver, not only can the pseudo-range observation be
combined, but also the carrier phase observation. Readers can replace the iono-
spheric delay term in Eq. (5.15) with Tiono,Carrierphase in Eq. (5.47), write the carrier
phase measurement equations at two frequencies, and practice performing similar
combinations of observations independently.

The above analysis is based on the premise that only the a1 term is included in
Eqs. (5.41) and (5.42). The twoequations show that the higher the carrier frequency is,
the smaller the error caused by omitting the higher-order items will be. For L-band
satellite signals, the error caused by omitting the a2 term and subsequent higher-
order terms is acceptable. If there is a three-frequency observation, the delay of the
a2 term can be obtained from the combination of observations, thereby the result of
ionospheric delay will be more accurate.

Since the single-frequency receiver can only provide single-frequency observa-
tions, it is impossible to eliminate the ionospheric delay with the combination of
pseudo-range observations in Eq. (5.48). The alternative solution is to eliminate the
ionospheric delay to some extent by establishing a mathematical model. At present,
the Klobuchar model is used in both BDS and GPS navigation messages. It includes
a total of 8 ionospheric parameters (α1, α2, α3, α4, β1, β2, β3, and β4), the specific
application of which can be found in the interface control documents for BDS and
GPS, or in Appendix E of this book. The Klobuchar model can eliminate ionospheric
delay by about 50%.

After the SA policy was abolished, the ionospheric delay became the dominant
source of deviation in the GPS pseudo-range observation. The ionospheric delay is
generally on the order of a few meters, but during the active period of sunspots, the
increase in density of free electrons in the ionosphere can increase the ionospheric
delay to the order of tens of meters. Therefore, if the ionospheric delay is ignored, the
positioning result will be greatly deviated. According to Eqs. (5.47) and (5.46), the
ionospheric delay depends on the specific signal propagation path, so the receivers at
different locations on the earth are subject to different ionospheric delays. Receivers
that are geographically close can be considered to have similar ionospheric delays.
Therefore, the ionospheric delay can be eliminated by the method of “region differ-
ence”. The effect of differential cancellation is related to the length of the baseline,
which will be explained later.
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5.4.4 Tropospheric Delay

In atmospheric science, the troposphere is the lowest part of the atmosphere, closest
to the Earth’s surface. Its height varies depending upon the latitude and season. In
terms of latitude, the upper troposphere at low latitudes is 17 to 18 km high, at
mid-latitudes 10 to 12 km, and at high latitudes only 8 to 9 km. From a seasonal
perspective, it is higher in summer than in winter. In the field of satellite navigation,
tropospheric delay is often compared with ionospheric delay. The troposphere here
refers to the atmospheric region extending from the surface of the Earth to a height
of about 50 km. This is different from the definition in atmospheric science.

In the field of satellite navigation, tropospheric delay is of interest mainly due
to its impact on satellite signal propagation. For historical reasons, the parts below
the ionosphere are collectively called the troposphere. The main components in
the troposphere are neutral atoms and atmospheric molecules, which exhibit non-
dispersive characteristics to electromagnetic waves, i.e. the same transmission speed
for electromagnetic waves of different frequencies. Therefore, the troposphere can
be considered as a non-dispersive medium for satellite signals.

Tropospheric delay is typically 2 to 3 m. A “typical case” is when the satellite
is directly above the zenith of the receiver, as shown in Fig. 5.8, where Pu is the
location of the receiver. The tropospheric delay is d when the satellite is above the
zenith of the receiver; it is d̂ when the satellite position deviates from the zenith

Fig. 5.8 Diagram of tropospheric delay
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position. It can be seen that when the satellite elevation angle is low, the tropospheric
delay will become significantly larger. In severe cases it can reach 20–30 m, so it
must be processed in the receiver to ensure accurate positioning.

Similar to the analysis of ionospheric delay, if the refractive index factor of the
troposphere is defined as n(s), the tropospheric delay is

δrT =
∫
S

[n(s) − 1]ds (5.51)

In this equation, S is the signal transmission path.
The above analysis shows that the tropospheric delay has no relationship with the

signal frequency, so it cannot be eliminated by the combination of pseudo-range and
carrier phase observation in the ionospheric delay elimination method, nor can it be
calculated by the observation of the receiver. In practice, it is generally eliminated
by means of a mathematical model.

n(s) is mainly affected by temperature, humidity, and height. It can be summarized
into two categories: the dry component refractive index (Dry), denoted as nd(s);
and the wet component refractive index (Wet), denoted as nw(s). nd(s) is mainly
determined by oxygen molecules and nitrogen molecules in the atmosphere, and
nw(s) is mainly determined by the water vapor content in the atmosphere. Since the
atmospheric humidity varies, nw(s) is more difficult to predict than nd(s). In the total
tropospheric delay, nd(s) accounts for approximately 90%, and nw(s) accounts for
approximately 10%.

Currently, there are many mathematical models for tropospheric delays. These
models generally include two steps. The first is to estimate the ionospheric delay of
the zenith path; the second is to multiply the path delay at different elevation angles
by a tilt factor. F. The tropospheric delaymodel is analyzed by taking the Chaomodel
as an example.

The Chao model needs to know the following physical quantities in advance:

• P: Atmospheric pressure (unit “N/m2”);
• E: Satellite elevation angle (unit “radians”)
• T: Temperature (unit “K”);
• e0: Atmospheric pressure caused by water vapor (unit “mb” [1 mb = 100 Pa]);
• α: Temperature change rate with height (unit “k/m”).

The Chao model first calculates the dry component delay and tilt factor

δrd = 2.276 × 10−5P (5.52)

Fd = 1

sin E + 0.00143
tan E+0.0445

(5.53)

It then calculates the wet component delay and the tilt factor
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δrw = 4.70 × 102
e1.230

T 2
+ 1.705 × 106α

e1.460

T 3
(5.54)

Fw = 1

sin E + 0.00035
tan E+0.017

(5.55)

Then, the final total tropospheric delay is

δrTro = Fdδrd + Fwδrw (5.56)

The unit of δrTroδrd δrw in the above formula is m. The Chao model needs to
know meteorological data such as atmospheric pressure, temperature, water vapor
pressure, and temperature as a function of altitude, and these inputs are difficult to
obtain in the independently operated BDS and GPS receivers. Therefore, the Chao
model is not widely used in practice. The simplified model only needs to know the
satellite height hs, the receiver height hr, and the satellite elevation angle E, as the
Magnavox and Collins models are respectively

δrM = 2.208

sin E

(
e

−hr
6 900 − e

−hs
6 900

)
(5.57)

δrC = 2.4225

0.026 + sin E

(
e

−hr
7 492.8

)
. (5.58)

The difference in theMagnavox and Chao models, and theMagnavox and Collins
models is less than 1 m when the satellite elevation angle is greater than 15°.

Like the dependence of the ionospheric delay on the path, the tropospheric delay
is also related to the specific receiver position. Geographical correlation determines
that the tropospheric delay can be eliminated by the regional difference method, but
the elimination effect is also related to the baseline length. The shorter the baseline
length, the more thoroughly it is eliminated.

5.4.5 The Multipath Effect

In the process of transmitting a satellite signal from Space to the receiver, it is often
affected by the surrounding environment of the receiver in addition to the direct
path. There are also one or more reflection paths with scattered wave signals due to
atmospheric scattering. The ranging error caused by the superposition of multiple
signals is called the “multipath effect”. Its principle is shown in Fig. 5.9.

In Figure 5.9, the reflected path signal and the direct path signal caused by the
reflective surface of a building near the working environment of the receiver are
superimposed to obtain the actual signal entering the receiver antenna. Reflection
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Fig. 5.9 The multipath effect

of the path signal can also be caused by factors such as ground plane, sea level,
mountains, or exterior glass walls of tall buildings.

In practice, the formation of multipath signals is very complicated. Figure 5.10
is a schematic diagram of two special cases. Figure 5.10a shows the case where the
direct path is occluded, in which case there is only a reflection or scattering path.
Figure 5.10b shows a case in which there are multiple reflection paths. In practice,
the environment in which the receiver works varies widely. There may be multiple
reflection paths, or there may be no direct path. Alternatively, the signal of the direct
path may be weakened by the occlusion of a forest. These factors lead to a very
complicated theoretical analysis of the multipath effect.

Multipath signals can be modeled as follows:

rMP(t) = α0x(t − τ0)e
−jΦ0e−j2π fc t +

N∑
i=1

αi x(t − τi )e
−j	i e−j2π fi t (5.59)

Fig. 5.10 Two complicated instances of the multipath effect
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Thefirst term inEquation (5.59) represents a direct signal, and the subsequent term
in the accumulating sign represents a multipath reflection signal, which is obviously
included in the case of N-way reflected signals. α0 and αi represent the respective
signal strength of direct and reflected signals. The strength of the direct signal is
mainly determined by path attenuation and occlusion condition. The intensity of the
reflected signal is related to the reflective surface depending on the reflection coeffi-
cient of the reflective surface. Generally, smooth ground, water surfaces, saline-alkali
beaches, mining ground, and glass curtain walls have larger emission coefficients,
and are able to generate stronger reflection signals. Receivers operating in these
areas must have good multipath suppression capability. x(t) is the envelope of the
modulated signal that determines the shape of the autocorrelation function. Φ i is the
received carrier phase initial value. f c is the carrier frequency of the direct signal,
and f i is the carrier frequency of the reflected signal. In the case of small receiver
dynamics, the carrier frequency of the direct signal and the reflected signal are close.
If the difference between the two is large, the effect of the reflected signal on the final
positioning will be small because the autocorrelation function in the pseudo-code
loop is affected by the Doppler frequency offset, so the correlation peak caused by
the signal of the reflected path can be ignored.

Φ i in Eq. (5.59) is related to the specific transmission path. Due to the complexity
of the surrounding environment and the relative motion of the satellite and the
receiver, the carrier phase of the reflected-path signal actually received by the receiver
is in the form of a random variable resulting in twomultipath effects: when the carrier
phase of the Φ i and direct path signals are in phase, the autocorrelation function of
the synthesized signal is enhanced relative to the direct path signal. When the carrier
phase of the Φ i and direct path signals inverts, the autocorrelation function of the
composite signal is cancelled relative to the direct path signal. Othermultipath effects
range between fully enhanced and fully offset.

Figure 5.11 shows the two results of the multipath effect. Figure 5.11a shows the
enhancement effect, and Figure 5.11b shows the cancellation effect. The autocor-
relation function of the synthetic path signal in the two images is compared with

Fig. 5.11 Two results of the multipath effect
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the direct path signal. Distortion has occurred. The autocorrelation function in the
enhancement effect is larger than the autocorrelation function of the direct signal,
and the shape becomes wider. Combined with the knowledge of the DLL loop in
Chap. 4, it is not difficult to deduce that the deviation between the intermediate
pseudo-code phase and the real pseudo-code phase of the pseudo-code loop at this
time is positive. The autocorrelation function in the cancellation effect is smaller than
the maximum value of the autocorrelation function of the direct signal. The shape
becomes narrower, and it easy to derive that the deviation between the intermediate
pseudo-code phase and the true pseudo-code phase of the pseudo-code loop tracking
loop is a negative value at this time.

According to the above analysis, combined with the phase detector curve at
different correlator intervals in Fig. 4.43 in Chap. 4, the envelope curve of the multi-
path effect can be derived, under the condition that the coherence interval D of the
advance code and the lag code have different values. Figure 5.12 shows the effect
of different multipath delays on the phase error of the pseudo-code with D=1.0 chip
and D=0.1 chip. The vertical axis is the difference between the pseudo-code phase
and the real pseudo-code phase of the pseudo-code loop tracking, with the chip as
its unit. The envelope curve of the multipath effect in the figure is obtained based on
the multipath signal with the direct path and a reflection path superimposed. When
the error value is positive, it corresponds to the enhancement effect; when the error
value is negative, it corresponds to the cancellation effect. The figure clearly shows
that the narrow correlation technique can indeed suppress the multipath signal.

Since the pseudo-random chip width of the BDS signal is only half of the C/A
chip width of the GPS, the curve envelope width and height of the multipath effect of
the BDS signal are only half of those of the GPS. This means that when the BDS in

Fig. 5.12 Error envelope curve of the multipath effect at different correlation intervals
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the same multipath environment, the multipath effect of the signal is slightly better
than GPS.

Figure 5.12 is based on the ideal signal plus several assumptions obtained by
computer simulation. It is based on several preconditions, for example, there is only
one reflection path signal, there is amain path signal, and the autocorrelation function
of the correlator contains infinite-width high-frequency components. It is difficult
for the actual system to meet these conditions, but this does not prevent a qualitative
analysis of the relationship between correlation intervals and multipath effects.

The influence of the multipath effect on pseudo-code observation is much larger
than that of carrier phase observation. Readers only needs to review the difference
between the pseudo-code tracking loop and the carrier tracking loop (especially the
phase-detector principle of each loop) to understand this conclusion. The experi-
mental data shows that the influence of the multipath effect on pseudo-code observa-
tion is 5–10 m, which is greater in extreme cases, and the influence on carrier phase
is within ¼ of a carrier wavelength (5 cm).

Multipath effects have a variety of influences on receivers operating in different
dynamic scenarios. When a receiver is in a high-speed motion state, the surrounding
environment changes abruptly, and the reflection path is in a time-varying state,
resulting in a rapid change of the composite signal of the multipath signal. The super-
position of different reflection path signals causes the carrier phase of the composite
signal to change faster. The amplitude phenomenon of the multipath effect is more
random, so the effect ismore similar to that of white noise. TheKalman filtering tech-
nique in PVT processing can more successfully filter and eliminate multipath errors.
When the receiver is at rest, the surrounding environment remains unchanged, and
the reflection path is basically invariant. At this time, the amplitude fluctuation and
phase change of the multipath signal mainly depend on the geometric characteristics
of the satellite motion and the reflection path, and a multipath error is presented. The
periodic characteristics create more difficulties for subsequent processing.

After understanding the mechanism of the multipath effect, it can be suppressed
from the following aspects:

(1) Choosing an operating environment

Under appropriate conditions, try to avoid operating in strong reflective environments
such as smooth ground, static water level, or glass curtain walls. If unfavorable
environmental conditions cannot be avoided, consider setting up artificial shielding
reflections.

(2) Use hardware to suppress the reflected path signal

For example, a choke coil antenna, as shown inFig. 5.13. This antenna uses a specially
arranged high-frequency isolation loop band. Since the reflected path signal from the
surrounding ground tends to have a low or negative elevation angle, the choke coil
antenna offers a good shielding effect for the path signal.
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Fig. 5.13 A choke coil
antenna

(3) Eliminate multipath signals from the perspective of signal processing

Use the narrow correlation technique described in the above (or PAC or MEDLL)
to estimate and eliminate the reflection path signal from the perspective of signal
processing.

The multipath effect is not a common error. It cannot be eliminated by differential
means, as it is related to the specific working environment of the receiver. Therefore,
the error caused by the multipath effect in differential GNSS has become a major
source of errors.

5.4.6 Receiver Errors

Errors in satellite clocks and ephemeris data come from a satellite’s position and
time. Ionospheric and tropospheric delays are caused by the signal propagation path.
Multipath effects are errors caused by the external environment. Receiver errors are
due to internal factors caused by the receiver, including thermal noise at the RF
front-end, delays caused by cables and passive components, interference from RF
continuous or image frequency, sample quantization errors, tracking loop heat, phase
noise, and dynamic stress deviation of the tracking loop. Receiver errors are related
to specific receiver settings, and therefore cannot be eliminated by differential means.
In the receiver, the signal of a certain satellite is often processed by an independent
signal tracking channel. The channels are independent of each other, so receiver
errors in different satellite signals can be considered as irrelevant.

5.5 Differential GNSS Technology

According to the analysis of the errors and noise terms of the BDS and GPS obser-
vations in Sect. 5.4, it can be seen that the satellite clock bias, satellite ephemeris
error, ionospheric delay, and tropospheric delay are common errors for receivers in
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the same region. In other words, pseudo-range observations and carrier phase obser-
vations contain approximately the same highly correlated error terms. Therefore, a
common receiver can be used as a reference receiver. A common error term calcu-
lated by the reference receiver according to its own position can be broadcasted
to other receivers in real time or non-real time through the communication link,
and common errors can be eliminated to improve the positioning accuracy of other
receivers. This is the basic principle of differential GNSS. The common error term
calculated by the base station receiver is customarily referred to as a differential
correction amount. In the BDS and GPS systems, the base station and mobile station
receivers receive and process the BDS and GPS satellite signals simultaneously.
Using “differential GNSS” to describe the differential technology is more precise
than a single “differential GPS” or “differential BDS”.

Figure 5.14 is a schematic diagram of the differential GNSS technique. The base
station receiver in the figure is the reference receiver mentioned above. Its location
is generally known and in a fixed state. The “mobile” nature of the mobile station
receiver is relative to the base station, and does not mean that it is necessarily in
motion. According to the analysis of the multipath effect in Sect. 5.4, differential
processing cannot eliminate the multipath effect due to the different surrounding
environments of the base station and the mobile station. Since the base station
receiver needs to calculate the correction amount according to its ownposition and the
received observation, it is necessary to ensure the quality of the observation received
by the base station, otherwise the base station’s receiving opportunity will include
its own multipath effect in the observation correction amount, and will transmit it to

Fig. 5.14 The principle of differential GNSS technology
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the mobile station. Therefore, the base station must not be located in an area with
serious multipath effects. Generally, the ideal location would have a wide field of
view, weak ground reflection, and high terrain. A choke coil antenna and high quality
receiver should be used where possible, to further suppress the multipath effect and
eliminate any errors in the receiver.

The distance between the base station receiver and the mobile station receiver is
referred to as the baseline length. From the previous analysis of the error charac-
teristics, the shorter the baseline length, the stronger the spatial correlation of the
error source, and the better the effect of eliminating common errors by differen-
tial techniques. When the base station receiver and the mobile station receiver are
connected to one antenna, the baseline length is zero. This configuration is called
a zero-baseline configuration. When the antenna distance between the base station
receiver and themobile station receiver is very short (severalmeters or tens ofmeters),
a very accurate physical measurement of the baseline length can be performed, which
is called an ultra-short baseline configuration. The zero-baseline configuration and
ultra-short baseline configuration ensure that the two receivers have substantially
the same ionospheric delay, tropospheric delay, satellite clock error, and ephemeris
error, and almost the same multipath effect, so that the receiver can produce an accu-
rate evaluation of the delay length, delay stability, carrier phase, and pseudo-range
measurement quality.

There is a communication link between the base station and the mobile station,
whose main task is to transmit the differential correction to the mobile station
receiver. Generally speaking, the communication connection is unidirectional. The
base station receiver is responsible for transmitting, while the mobile station receiver
is only responsible for receiving. The specific communication method can be deter-
mined according to actual application requirements and hardware and software
conditions, such as the digital radio station, Modem, mobile TCP/IP, WIFI, and
GPRS/WCDMA/TDS-CDMA. Factors that need to be considered in the communica-
tion link include data bandwidth, real-time performance, coverage distance, commu-
nication terminal power consumption, and volume. One advantage of a one-way
communication link is that differential corrections can be transmitted to multiple
mobile stations by broadcast. The number of mobile stations in such a system
architecture can be almost unlimited.

Although the differential system using the spatial correlation of the error term
must be within the local range (base length of 10–100 km), it can be differentiated
over awide area (up to thousands of kilometers or globally) by othermeans. The latter
is called the wide-area differential system. The main types of wide-area differential
systems are briefly explained at the end of this chapter.

Unlike differential correction, the difference technique can be divided into the
position differential technique, the pseudo-range differential technique, and the
carrier phase differential technique.

1. Position differential technique

The basic principle of this technique is as follows: the base station calculates the
position coordinates according to the received pseudo-range observation, and then
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performs the difference with the known position coordinates to obtain the position
correction amount, and transmits it to themobile station; themobile station calculates
the position correction amount for itself. The position coordinates are corrected to
obtain local position coordinates of higher precision.

Assuming that the known location of the base station receiver is (xb, yb, zb),
its known location here is generally obtained by precision mapping, so that higher
accuracy can be guaranteed. The set of pseudo range observations received by the
base station receiver is {ρ i, i=1, …, N}. The mathematical equation of the pseudo-
range observation can be obtained from Eqs. (5.9) and (5.10). In cases of single
mode observation (only GPS pseudo-range or only BDS pseudo-range), at least four
pseudo-range measurements can solve the position and receiver clock difference; in
cases of dual mode observation, at least five pseudo-range observations can be used
to calculate the position and receiver clock difference, as well as the system deviation
between BDS andGPS TGB. The set of satellites participating in the location solution
is determined by the logic of the satellite in the receiver. Here, the set of satellite
pseudo-range observations is assumed to be {ρ j, j=1, …, M }, when M ≤ N. The
position coordinates calculated based on the selected pseudo-range observation set
are

(
�

xb,
�

yb,
�

zb
)

= f (ρ j1, · · · , ρ jM) (5.60)

Then, subtract Eq. (5.60) and (xb, yb, zb) to obtain the position correction amount

(δxb, δyb, δzb) = (xb, yb, zb) −
(

�

xb,
�

yb,
�

zb
)

(5.61)

Send (δxb, δyb, δzb) to the mobile station, and calculate the position of the mobile

station
(

�

x r,
�

yr,
�

zr
)
based on the received pseudo-distance measurement set. Modify

it by using (δxb, δyb, δzb).

(xr, yr, zr) =
(

�

x r,
�

yr,
�

zr
)

+ (δxb, δyb, δzb) (5.62)

(xr, yr, zr) obtained by Eq. (5.62) is the position coordinates of the mobile station
after the position difference.

Equations (5.60) to (5.62) show the process of position difference, where the
subscripts “b” and “r” respectively represent the base station (Base) and the mobile
station (Rover). The formulae related to the base station and the mobile station will
follow this convention.

The basic premise of the position difference is that the base station and the mobile
station each have the same error term in the calculated position coordinates. This
conclusion requires preconditions, namely that the satellite pseudo-range observation
set used by the base station and themobile station are consistent. Both are {ρ j, j=1,...,
M}, and the algorithm for calculating the position is also identical; otherwise there
is no guarantee that the error terms in the position coordinates calculated by the
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base station and the mobile station are the same. This precondition is difficult to
guarantee because theworking environment of themobile station and the base station
are different, and the receivers are not necessarily the same model. Even a receiver
of the same model cannot guarantee that the same time can be captured and tracked
to the same assembly of satellites. Therefore, the position differential technique is
not widely used in practice.

2. Pseudo-range differential technique

The differential correction of the pseudo-range differential transmission is the
pseudo-range error term of the visible satellite of the base station. The mobile station
uses the pseudo-range error term to correct the locally received pseudo-range obser-
vation, and then uses the differentially corrected pseudo-range observation to perform
the positioning solution to calculate the local location.

The pseudo-range observation of the i-th GPS and BDS satellite received by the
base station can be written as

ρ
(Gi)
b = r(pb, p

(Gi)
s ) + cδtb + cτb,G,s + Eb,G,eph

+ Tb,G,iono + Tb,G,tron + MPb,G + nb,r (5.63)

ρ
(Bi)
b = r(pb, p

(Bi)
s ) + cδtb + cTGB + cτb,B,s

+ Eb,B,eph + Tb,B,iono + Tb,B,tron + MPb,B + nb,r (5.64)

Equations (5.63) and (5.64) represent the pseudo-range observations of GPS and
BDS respectively. The superscripts in ρ

(Gi)
b and ρ

(Bi)
b represent the i-th satellite of

GPS and the i-th satellite of BDS; r(pb, p(Gi)
s ) and r(pb, p(Bi)

s ) are base stations and
the distance of i-th GPS satellite, and the distance between the base station and the
i-th BDS satellite. pb and ps are the location of the base station and the location
of the corresponding satellite respectively. The definitions of other noise terms in
Eqs. (5.63) and (5.64) are the same as those in Eqs. (5.9) and (5.10) except that the
subscript “b” is added to indicate the base station.

Since the location of the base station is known, the satellite position can be calcu-
lated from the ephemeris data, and then r(pb, p(Gi)

s ) and r(pb, p(Bi)
s ) can also be

calculated, thereby obtaining the pseudo-range correction of the GPS and BDS
satellites.

�ρ(Gi) = ρ
(Gi)
b − r(pb, p

(Gi)
s )

= cδtb + cτb,G,s + Eb,G,eph + Tb,G,iono
+ Tb,G,tron + MPb,G + nb,r (5.65)

�ρ(Bi) = ρ
(Bi)
b − r(pb, p

(Bi)
s )

= cδtb + cTGB + cτb,B,s + Eb,B,eph + Tb,B,iono
+ Tb,B,tron + MPb,B + nb,r (5.66)
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�ρ(Gi) and �ρ(Bi) are transmitted to the mobile station as pseudo-range correc-
tion items, and the mobile station receiver deducts the corresponding pseudo-range
correction item from the locally received pseudo-range observation to obtain a
differential pseudo-range observation.

ρ̃(Gi)
r = r(pr, p

(Gi)
s ) + c�tbr + c�τG,s

+ �EG,eph + �TG,iono + �TG,tron + �MPG + �nr (5.67)

ρ̃(Bi)
r = r(pr, p

(Bi)
s ) + c�tbr

+ c�τB,s + �EB,eph + �TB,iono + �TB,tron + �MPB + �nr (5.68)

The definitions and explanations in Eqs. (5.67) and (5.68) are as follows:

• Base station and mobile station clock: �tbr = δtr − δtb
• Satellite clock residual: �τB/G,s = τr,B/G,s − τb,B/G,s
• Satellite ephemeris error residual: �EB/G,eph = Er,B/G,eph − Eb,B/G,eph
• Satellite ionospheric error residual: �TB/G,iono = Tr,B/G,iono − Tb,B/G,iono
• Satellite tropospheric error residual: �TB/G,tron = Tr,B/G,tron − Tb,B/G,tron
• Multipath residual: �MPB = MPr,B − MPb,B
• Receiver error residual: �nr = nr,r − nb,r

�tbr can be estimated as a system state quantity. The clock residual, ephemeris
error residual, ionospheric error residual, and tropospheric error residual variance
will be greatly reduced. The multipath residuals and the variance of the receiver
error residual will increase over the multipath effect and receiver error of a single
base station and mobile station, since there is no temporal or spatial correlation
between the two.

After the differential correction, the pseudo-range observation ρ̃(Gi)
r , ρ̃(Bi)

r can be
sent to the least-squares or Kalman filter for PVT calculation. There are two changes
compared with the pseudo-range observation without differential correction.

➀ The variance of most noise terms after differential processing becomes smaller.
➁ The system deviation TGB of BDS and GPS is deducted, so only four satellite

observations are required to complete the positioning solution.

The pseudo-range difference process above is applicable to single-frequency
observation, dual-frequency, and even multi-frequency measurement. When gener-
ating and using pseudo-distance difference items for pseudo-range observation of
different frequencies, attention should be paid to correlate the same frequency and
the pseudo-range observation of the same satellite number.

3. Carrier phase differential technique

The processing of carrier phase difference and pseudo-range difference is basically
the same, except that the pseudo-range difference correction term is changed to the
carrier phase difference correction term.
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The carrier phase observation of the i-th GPS and the BDS satellite received by
the base station can be written as

λGΦ
(Gi)
b = r(pb, p

(Gi)
s ) + cδtb + λGNb,G + cτb,G,s

+ Eb,G,eph − Tb,G,iono + Tb,G,tron + MPb,G + εb,r (5.69)

λBΦ
(Bi)
b = r(pb, p

(Bi)
s ) + cδtb + cTGB + λBNb,B + cτb,B,s

+ Eb,B,eph − Tb,B,iono + Tb,B,tron + MPb,B + εb,r (5.70)

Most of the definitions in Eqs. (5.69) and (5.70) are the same as in Eqs. (5.63) and
(5.64). The difference is the presence of the phase integer Nb,G and Nb,B which are
tracked by theGPS satellites andBeiDou satellites base station receivers respectively.

Since the position of the base station is known, the satellite’s position can be
calculated from the ephemeris data. Then, r(pb, p(Gi)

s ) and r(pb, p(Bi)
s ) can also be

calculated, thereby obtaining the carrier phase correction amount for the GPS and
the BDS satellites.

�Φ(Gi) = λGΦ
(Gi)
b − r(pb, p

(Gi)
s )

= cδtb + λGNb,G + cτb,G,s + Eb,G,eph

− Tb,G,iono + Tb,G,tron + MPb,G + εb,r (5.71)

�Φ(Bi) = λBΦ
(Bi)
b − r(pb, p

(Bi)
s )

= cδtb + λBNb,B + cτb,B,s + Eb,B,eph

− Tb,B,iono + Tb,B,tron + MPb,B + εb,r (5.72)

�Φ(Gi) and �Φ(Bi) are sent to the mobile station as the differential carrier phase
correction terms. The receiver of themobile station deducts the corresponding carrier
phase correction terms from the locally received carrier phase observation quantity
to obtain the differential carrier phase observations.

λGΦ̃(Gi)
r = r(pr, p

(Gi)
s ) + c�tbr + λGN

(Gi)
br

+ c�τG,s + �EG,eph − �TG,iono
+ �TG,tron + �MPG + �εbr (5.73)

λGΦ̃(Bi)
r = r(pr, p

(Bi)
s ) + c�tbr + λBN

(Bi)
br + c�τB,s

+ �EB,eph − �TB,iono + �TB,tron + �MPB + �εbr (5.74)

The noise term in Eqs. (5.73) and (5.74) is the same as defined in Eqs. (5.67) and
(5.68) except for λGN

(Gi)
br and λBN

(Bi)
br . The definitions and descriptions of N (Gi)

br and
N (Bi)
br are as follows:
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• The integral number difference of the i-th GPS satellite carrier phase of the base
station and the mobile station: N (Gi)

br = Nr,Gi − Nb,Gi
• The integral number difference of the i-th BDS satellite carrier phase of the base

station and the mobile station: N (Bi)
br = Nr,Bi − Nb,Bi .

It can be seen that the carrier phase integer number (N (Gi)
br , N (Bi)

br ) of the differential
carrier phase observation is the difference between the original carrier number of the
mobile station receiver and the integral number of carriers of the base station. Since
there is no cycle slip, the carrier phase integer number (Nb,Gi , Nb,Bi ) of the base
station and the carrier phase of the mobile station (Nr,Gi , Nr,Bi ) are constant, so Nb,Gi

and Nb,Bi are also constant. This shows that the carrier phase observation after the
difference still needs to solve the whole-circumference ambiguity problem, but from
solving (Nr,Gi , Nr,Bi ) to solving (N

(Gi)
br , N (Bi)

br ). At the same time, it can be seen that
the base station does not need to solve the whole phase of the base station carrier
phase before generating the carrier phase differential correction term, and only needs
to ensure that (Nb,Gi , Nb,Bi ) remains unchanged. If it occurs during the differential
processing, or if the cycle or phase are out of lock, the receiver of the mobile station
needs to know in time, so that the entire number of weeks before the solution is
invalid, and the new integral is recalculated from the next time.

After the differential processing of the carrier phase observation, if the whole-
circumference ambiguity solution is realized, then observations similar to the
Eqs. (5.17) and (5.18) can be obtained {λG(Φ̃(Gi)

r − N (Gi)
br ), λB(Φ̃(Bi)

r − N (Bi)
br )},

and the accuracy of the observation can reach centimeters or even millimeters.
Similar to pseudo-range observation, the above differential processing can also

be applied to dual-frequency and triple-frequency carrier phase observation. At this
time, multi-frequency carrier phase observation can obtain wide lane and narrow
lane combinations through different combinations, which can further help to reduce
the ambiguity of the overall cycle.

4. Differential Relative Positioning

In addition to transmitting the differential correction term, the base station receiver
can also transmit the pseudo-range and carrier phase observations directly to the
mobile station receiver. At this time, the mobile station receiver can correlate the
local pseudo-range with the carrier phase observation and the base station to observe
the difference. This method can calculate the baseline vector, that is, the relative
position between the mobile station and the base station, so it is called differential
relative positioning. This differential process can also be referred to as inter-station
single difference.

The pseudo-range observations received by the base station and themobile station
receiver can be written according to Eqs. (5.63) and (5.64), which are omitted
here, and directly calculate the inter-station single difference of the pseudo-range
observation.

∇ρ
(Gi)
br = [

r(pb, p
(Gi)
s ) − r(pr, p

(Gi)
s )

] + c�tbr + c�τG,s

+ �EG,eph + �TG,iono + �TG,tron + �MPG + �nbr (5.75)
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∇ρ
(Bi)
br = [

r(pb, p
(Bi)
s ) − r(pr, p

(Bi)
s )

] + c�tbr + c�τB,s

+ �EB,eph + �TB,iono + �TB,tron + �MPB + �nbr (5.76)

Similarly, the single-station difference between carrier phase observations is

∇λGΦ
(Gi)
br = [

r(pb, p
(Gi)
s ) − r(pr, p

(Gi)
s )

] + c�tbr + λGN
(Gi)
br + c�τG,s

+ �EG,eph − �TG,iono + �TG,tron + �MPG + �εbr (5.77)

∇λGΦ
(Bi)
br = [

r(pb, p
(Bi)
s ) − r(pr, p

(Bi)
s )

] + c�tbr + λGN
(Bi)
br + c�τB,s

+ �EB,eph − �TB,iono + �TB,tron + �MPB + �εbr (5.78)

The square brackets in Eqs. (5.75) through (5.78) are the distance differences
between satellite-to-base receivers and satellite-to-mobile receivers.

[
r(pb, ps) − r(pr, ps)

] ≈ HT(pb − pr) (5.79)

The position of the satellite in Eq. (5.79) is denoted by ps. The superscript is
omitted for simplicity, indicating that it is applicable to both BDS and GPS satellites.
(pb − pr) represents the baseline distance vector, HT is the cosine vector in the unit
direction of the satellite to the base station or mobile station, and T represents the
transposition. In fact, the unit direction cosine vector from the satellite to the base
station is represented by Hb, and the unit direction cosine vector from the satellite
to the mobile station is represented by H r, as shown in Fig. 5.15. Since the baseline
length is small relative to the satellite height, Hb ≈ H r, and it can be used uniformly.

Fig. 5.15 The geometric relationship between the satellite, base station, and mobile station
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According to the geometric relationship shown in Fig. 5.15, it can be concluded
that

[r(pb, ps) − r(pr, ps)] = HT
r (pr − ps) − HT

b (pb − ps)

= HT
r (pr − pb + pb − ps) − HT

b (pb − ps)

= HT
r (pr − pb) + HT

r (pb − ps) − HT
b (pb − ps)

= HT
r (pr − pb) + (cosα − 1)Rb

≈ HT
r (pr − pb) + α2

2
Rb (5.80)

In the derivation process of Equation HT
r (pb − ps) = (cosα)Rb, Eq. (5.80) is

used. α is the angle between the satellite and the base station, and the satellite and
the mobile station. Rb is the distance between the satellite and the base station, and
is identified in Fig. 5.15.

Comparing Eqs. (5.80) with (5.79), we can see that the error caused by the
approximation of Eq. (5.79) is α2

2 Rb. α can be approximated by the following
equation.

α ≈ sin α ≈ ‖pb − ps‖
Rb

Then, the approximate distance error is

α2

2
Rb ≈ ‖pb − pr‖2

2Rb
(5.81)

‖pb − ps‖ is the baseline length, so Eq. (5.81) indicates that the greater the base-
line length, the greater the distance error. For GPS satellites, theRb of the base station
on the Earth’s surface is about 20,182 km, and the substitution type (5.81) shows
that a baseline length of 1 km will bring about an error of 2.4 cm. For the BDS
IGSO/GEO satellite, the Earth base station’s Rb is about 35,786 km, at which time
the baseline length of 1 km will bring about a 1.4 cm error. For the BDS MEO, the
base station on the Earth’s surface has an Rb of about 21,528 km, and a baseline of
1 km. The length will cause an error of about 2.3 cm.

Through the above approximation, the pseudo-range observation after the single-
station difference between stations can be written as

∇ρ
(Gi)
br = HT

(Gi)�pbr + c�tbr + �MPG + �nbr (5.82)

∇ρ
(Bi)
br = HT

(Bi)�pbr + c�tbr + �MPB + �nbr (5.83)

where �pbr is the baseline vector, and HT
(Gi) and HT

(Bi) are the unit direction cosine
vectors of GPS and BDS satellites respectively. For the sake of brevity, Eqs. (5.82)
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and (5.83) omit common error terms such as satellite clock error, ephemeris error,
and ionosphere and tropospheric delays.

The pseudo-range observation after the single difference between the stations is
sent to the PVT solving unit for the (�pbr, �tbr) to be solved. Note that the location
information obtained here is the position of the mobile station receiver relative to
the base station receiver, not the absolute position of the mobile station receiver. If
the location of the base station receiver is known, the absolute position of the mobile
station receiver can be obtained by adding �pbr to it.

For carrier phase observation, inter-station single-difference operation can also
be performed. The obtained observation expression is similar to Eqs. (5.82) and
(5.83), but one more carrier is used. Therefore, the carrier phase observation using
the single-station difference between stations must first solve the problem of whole-
circumference ambiguity.

5. Wide-area Differential System

The local area difference system uses the base station receiver to calculate the differ-
ential correction amount in a certain local area, and then transmits it to the mobile
station receiver in the area through the communication link to provide a positioning
service with certain accuracy requirements. The coverage area of this architecture
is limited by the bias in the observations and the temporal and spatial correlation
of the noise terms, typically within 100 km of the square. To cover a wider area,
the number of base stations must be increased. Unlike local differential systems,
wide-area differential systems cover much larger areas and generally cover interna-
tional or intercontinental areas. In addition, the generation and format of differential
corrections for wide-area differential systems are quite different from local differ-
ential systems. At present, wide-area differential systems mostly use synchronous
satellite broadcasting, mainly WAAS in the United States, EGNOS in the European
Union, MSAS and QZSS in Japan, and GAGAN in India. The commercial systems
include StarFire (John Deere) and OmniSTAR (Fugro).

For the sake of brevity, this book will only explain the WAAS wide-area differ-
ential system, including its working principle, system architecture, and service
content.

WAAS stands forWide-areaAugmentation System. It is a Space-based navigation
enhancement and auxiliary system led by theFederalAviationAdministration (FAA),
and is used as a supplementary system for GPS. Its main purpose is to improve the
accuracy, availability, and reliability of navigation and positioning services. Themain
contractor for the system is the Raytheon Company.

The construction of WAAS is very similar to GPS. It is also divided into a Space
section, a ground control section, and a user terminal. Figure 5.16 shows the Space
section and the ground control section. The Space section is composed of three
geosynchronous orbit satellites (January 2014 data) at 98°W (PRN133), 133°W
(PRN135), and 107.3°W (PRN138). The ground control section consists of three
master control stations (WMS) and 38 base stations (WRS). The user terminal is
mainly composed of a GPS receiver with a receiving and processing function for
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Fig. 5.16 Structure of WAAS

the WAAS signal. Initially, WAAS was used to provide Class I precision landings
for aviation flights, so the main users were aircraft and airports. Later, the user base
gradually extended to more general industries and users with high requirements for
navigation and positioning accuracy.

WAAS has 20 base stations in the United States (seven in Alaska and one in
Hawaii), one in Puerto Rico, five in Mexico, and four in Canada. The visible base
stations cover the North American continent and a portion of the Pacific. The position
of the base station can be accurately measured and mapped, so its exact position
coordinates are known. The base station is equippedwith a high-quality GPS receiver
for real-time acquisition of GPS satellite signal quality and data, as well as for
monitoring WAAS space satellite signals. All of this information is transmitted to
the WAAS master station, which analyzes the raw data and observations, and is
responsible for generatingGPS satellite position errors, clock errors, and ionospheric
correction parameters.

The WAAS master station processes the data from the base station to obtain a
differential correction, and then transmits it through WAAS’s geosynchronous orbit
satellite. In addition to the above differential correction information, theWAAS navi-
gation message includes GEO satellite position, velocity, acceleration, GEO satellite
almanac data, GEO satellite time and UTC time parameters, GPS observation RMS
error levels, and GPS satellite integrity information. The organizational structure of
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the navigation message is carried out in the form of data blocks, which are similar to
the concept of data words in GPS navigation messages. One data block contains 250
bits and lasts for 1 second, among which there are 8 bit synchronization words and 6
bit data block types, 212 bits of data content, and 24 verification bits. The verifying
mechanism is CRC-24Q. The WAAS document defines a total of 63 data blocks, but
currently only 28 are used. Blocks 29-63 are reserved for future expansion of the
system.

The carrier frequency of the WAAS signal (1575.42 MHz) is the same as the L1
carrier frequency of the GPS signal. The data rate is 250 bps. The convolutional code
is used to obtain a navigation message with a symbol rate of 500 cps. The spreading
code rate is also 1.023 MHz. In fact, the structure of the spread code generator is the
same as the C/A code of the GPS. TheWAAS pseudo-random code can be generated
by simply changing the G2 selection logic. For details, refer to Chap. 3 of this book.
The WAAS pseudo-random code can be regarded as an extension of the C/A code
group of the GPS. Its PRN number is 120 to 138, and 12 PRN codes are currently not
allocated. The specific generation method of the WAAS pseudo-random code can
use the delay phase method and G2 initial phase method described in Sect. 3.1.2. The
specific settings of the phase delay amount and initial phase are not explained further
here. They can be found in Reference [6]. This shows that the WAAS signal can be
received and processed using the hardware of the existing GPS receiver. The signal
acquisition and tracking part is the same as the GPS signal processing. The signal
acquisition part is even simpler and easier. This is because in GEO, the doppler shift
of satellites is much smaller than that of MEO satellites. Processing WAAS satellite
signals with existingGPS receiver hardware only requires appropriate adjustments in
the software and baseband processing sections. This greatly simplifies the hardware
design of theGPS/WAAS receiver, because the hardware of the existingGPS receiver
can process the WAAS satellite signal with no or slight modification; no additional
equipment or hardware is required to implement the difference correction of the
amount of demodulation.

In addition to receiving and processing GPS signals, the WAAS user terminal
receiver can receive and process WAAS satellite signals, demodulate the differen-
tial correction information therein, and differentially correct the GPS observations.
Therefore, a GPS/WAAS capable receiver can provide more accurate positioning
results than a stand-alone GPS receiver. The official WAAS document states that
95% of the coverage area can reach 7.6 m, but the actual operation results show that
it can reach 1.5 m vertical and 1 m horizontally in most US states, Canada, and the
Alaskan regions of the North American continent. Its positioning accuracy has been
able to meet the requirements of Class I precision landing systems.

Figure 5.17 is a global coverage map of theWAAS service, where the light gray to
dark areas (center) represent highly reliable service areas (>95%). It should be noted
that the coverage of this area does not remain unchanged. When there is an iono-
spheric anomaly such as a solar storm, or temporary unavailability of some WAAS
satellites, the coverage area in the picture will change. According to Reference [6],
the definition of the coverage area of the more rigorousWAAS service is determined
by the area covered by the coordinate points in Table 5.2. There are 12 points in
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Fig. 5.17 WAAS service coverage

Table 5.2 Boundary point
coordinates of the WAAS
coverage area

Longitude Latitude

50°N 61°W

50°N 122°W

70°N 140°W

70°N 165°W

68°N 169°W

20°N 164°W

17°N 160°W

17°N 155°W

30°N 120°W

16°N 75°W

16°N 61°W

50°N 61°W
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Fig. 5.18 WAAS service coverage

the table, of which the first and last are the same point coordinates. This results in a
closed curved surface that extends upwards from the surface to a height of 30,000 m
(approximately 100,000 ft), which is the area covered by the WAAS service.

The curve connecting the coordinates in Fig. 5.2 is the dotted box in Fig. 5.18.
The WAAS service area is mainly concentrated in the northwest hemisphere, with
the easternmost side reaching 61°W, the westernmost side reaching 169°W, and the
northernmost side reaching 68°N. The southernmost side reaches 16°N. Although it
is possible to receive theWAAS satellite signal outside of the above-mentioned area,
there is nomonitoring station to provide localGPS satellite error data and ionospheric
delay correction, so WAAS cannot be used to improve positioning accuracy.

WAAS divides the error components in GPS observation into two broad cate-
gories: fast and slow. The fast variables include satellite position error and clock
error, while the slow variables are mainly ionospheric delay. As seen in previous
chapters, the fast variables are independent of the receiver position and only have
time correlation, so the observations of GPS satellites received within the WAAS
coverage can be corrected for the fast variables that are valid during the reference
time. For variables, it is necessary first to determine the approximate position of
the receiver, and then calculate the ionospheric delay correction amount to the local
positioning point through the WAAS ionospheric grid information, and then deduct
it. The process is a little complicated. This is also a big difference between WAAS
and the local differential system.

Since the ionospheric delay is related to a specific location, and theWAAS service
coverage area is vast, treatment of the ionospheric correction cannot be performed
byWAAS, as the local differential system produces the ionospheric delay of all GPS
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Table 5.3 Division intervals
of ionospheric grid points in
WAAS

Latitude range Latitude interval Longitude interval

85°N 10° 90°

65–75°N 10° 10°

55–55°N 5° 5°

65–75°S 10° 10°

85°S 10° 90°

satellites in each local area. Instead, WAAS divides the Earth into small areas called
ionospheric grid points (IGPs). The specific grid density settings are shown in Table
5.3.

Table 5.3 shows that the ionospheric grid is denser at intervals of latitude and
longitude in low latitudes. The interval between latitude and longitude is higher
in high latitudes, which is consistent with the principle that the distance between
the same longitude differences decreases with increasing latitude. The Earth can be
divided into 1808 ionospheric grid points, as shown in Fig. 5.19. The data from 1808
grid points cannot be sent in one data packet, so the system divides all grid points
into nine bands, numbered 0–8. The interval between adjacent grids is 40°, and each
band contains 201 grid points (with the exception of the 8th band, which only has
200 grid points). The number of grid points in a band is 1–201 (or 200). The point
in the southwest corner is the first, the north is the second, third, … until the 27th,
and then back to the southernmost end of the next column, counting in turn until the

Fig. 5.19 Ionosphere grid point distribution map (WAAS)
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north-easternmost corner of the band. The spacing of the grid points within the band
is determined according to Fig. 5.3.

After demodulating the ionospheric grid point information, the GPS/WAAS
receiver first needs to calculate the local approximate position by using the GPS
pseudo-range observation. After obtaining the latitude and longitude of the local
position, the GPS satellite corresponding to the pseudo-range observation at the
current moment is calculated. The azimuth and elevation angles are then calculated
based on their latitude and longitude and the azimuth and elevation of the GPS
satellites. They are combined with the Earth’s radius and the height of the iono-
sphere to calculate the intersection of the GPS satellite signal’s propagation path
and the highest point of the ionosphere. This intersection is called the sub-satellite
ionospheric puncture point (IPP), which can be thought of as the intersection of the
satellite signal propagating towards the center of the Earth and the highest point of
the ionosphere. Figure 5.20 is a schematic diagram of the ionospheric puncture point.
The schematic and calculation equation of the tilt factor Fpp is also given.

Figure 5.21 shows the ionospheric delay of the WAAS ionospheric grid point at
1:00UTC time on 9thMay 2014. The data comes from the official website of the FAA
(USA). The latitude and longitude of the receiver are (ϕu, λu). The radius of the earth
is Re, the typical height of the ionosphere is hI, and the calculation generally takes hI
= 350 km. The azimuth and elevation of the GPS satellite are A and E respectively.
With the above information, the coordinates of the subsatellite ionospheric puncture
point of the GPS satellite (ϕpp, λpp) can be calculated. Then, the receiver calculates
three or four ionospheric grid points of (ϕpp, λpp) according to the demodulated
ionospheric grid information. Interpolation is used to calculate the ionospheric delay

Fig. 5.20 Ionospheric puncture point and tilt factor (WAAS)



316 5 Dual Mode Observation Extraction and Error Analysis

Fig. 5.21 Ionospheric delay in WAAS ionospheric grid points [7]

τpp(ϕpp, λpp) of the GPS satellite signal at the ionospheric puncture point, and calcu-
lates the tilt factor Fpp based on the GPS satellite elevation angle. It finally calculates
the ionospheric delay correction amount of the GPS signal Fppτpp(ϕpp, λpp) at the
receiver position. The above steps are only a brief description of the calculation
process. For detailed principles and calculation methods, please refer to Sects. 4.4.9
and 4.4.10 of Reference [6]. After the calculation of Fppτpp(ϕpp, λpp), the original
pseudo-range observation is deducted from the satellite position correction amount,
the satellite clock correction amount, and the ionospheric delay amount, and then the
receiver position solution is re-executed to obtain a more accurate positioning result.

Figure 5.21 shows that the ionospheric delay can be greater than 16 m. The
ionospheric delay in the high latitudes is smaller than in the vicinity of the Equator,
while the maximum ionospheric delay is near the Equator.

The WAAS was put into use in July 2003, and the aviation industry has benefited
greatly. Before, precision landing systems required complex ground infrastructure
and personnel support. Now, WAAS offers a low-cost, stable, and reliable precision
landing system, and the cost of building airports has been greatly reduced. It is
estimated that installing a WAAS-based precision landing system costs only about
$50,000, while deploying an ILS precision landing system requires $1 million to
$1.5 million, plus significant maintenance costs.

However after 10 years of operation, WAAS revealed the following deficiencies:

• WAAS calculates the satellite position error, clock error, and ionospheric delay in
an ionospheric grid through the monitoring station. The effect of differential error
elimination depends on the geographical density and location of the monitoring
station; in areas not covered by themonitoring station, accuracy positioning results
cannot be obtained.
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• The accuracy of the WAAS receiver is greatly affected by ionospheric delay.
Positioning accuracy cannot be guaranteed in the period when sunspot activity is
severe.

• WAAS satellites are geostationary orbit satellites that are distributed above the
Equator, so at high latitudes, satellite signals or satellite signals are not received;

• The positioning accuracy of the WAAS system is not guaranteed to meet the
requirements of Class II and Class III landing systems, so other high-precision
landing systems (such as ILS or LAAS) are required for these applications;

• The receivers that support GPS/WAAS signals are costly, especially for receivers
with an aviation safety certification, which hinders further market promotion.
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Chapter 6
Calculating a Satellite’s Position
and Velocity

The satellite parameters required in the BDS and GPS receivers include the instanta-
neous position and instantaneous velocity of the satellite. The ephemeris data given
by the navigation message is used to calculate the satellite position and velocity,
and the ICD document provides these calculation formulae. This chapter not only
explains these formulae, but also tries to explain the theory behind them in a concise
manner. To make it more understandable, the chapter is divided into two parts. The
first part is a detailed theoretical analysis of the satellite orbit; the second part goes
on to explain how to use the ephemeris data to calculate the position and speed of the
satellite, including GPS satellites, BDS MEO/IGSO satellites, and BDS GEO satel-
lites. BDSGEO satellites are a special case, so there is a section devoted to analyzing
its orbital parameters and position calculation principle. In addition to calculating the
positional speed of satellites using GPS satellites and broadcast signals from BDS
satellites, sophisticated ephemeris and ephemeris extension data are often used in
the real-time positioning and post-processing positioning applications of receivers.
Precise ephemeris and ephemeris extensions will be explained in the last part of this
chapter.

6.1 Satellite Orbit Theory

The trajectory of a satellite in space is called its orbit. The parameter describing
the state and position of the satellite’s orbit is called the orbital parameter. The
satellite orbits the Earth. In addition to being attracted by the Earth’s gravitational
force pointing to the planet’s center, the orbit is also affected by the gravitational
forces of the Sun and the Moon, as well as the Sun’s light pressure, the Earth’s tides,
and physical atmospheric phenomena. Therefore, the actual orbit of a satellite is a
very complicated curve. If we consider all of the factors that affect satellite motion
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from the beginning, we will inevitably fall into very complicated mathematical and
physical problems. Therefore, the general analysis method is as follows: firstly, only
the satellite orbital under the pull of gravity is considered. At this time, the satellite
orbit is called a non-shot orbit. On the basis of no perturbation, the influence of
various other disturbance factors is considered. The satellite orbit is called the taken
orbit.

When the satellite is operating in a non-shot orbit, it is only affected by centripetal
force, so its orbit is an ellipse, and the center of the Earth is a focus of its orbit. It
takes only two parameters to determine the shape of the track: one is the long axis
radius a and the other is the eccentricity e. The relationship between the minor axis
radius b, a and e is

b = a
√
1 − e2 (6.1)

Once we know any two of a, b and e, we can calculate the third item. Since
satellites only move in a two-dimensional plane, Fig. 6.1 can be used to represent
their orbits and motion.

In Fig. 6.1, the position of the satellite is S, the center of mass of the Earth is O,
which is a focal point of the elliptical orbit. The distance vector between the satellite
and the O point is r. According to the law of universal gravitation, the satellite is
affected by the gravity of the Earth, and the gravitational vector can be expressed as

f = −GMm

r2
r
r

(6.2)

At the same time according to Newton’s second law, there is

Fig. 6.1 Elliptic curve of a satellite orbit
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f = ma = m r̈ (6.3)

M and m in Eqs. (6.2) and (6.3) are the masses of the Earth and satellites, and G
is the universal gravitational constant.

Combining Eqs. (6.2) and (6.3), we can get

r̈ = −GM

r2
r
r

= − μ

r2
r
r

(6.4)

μ = GM in Eq. (6.4) is generally referred to as the gravitational constant of the
Earth, that is, the GM value in Fig. 1.1.

First consider the satellite’s trajectory as three-dimensional, that is, r = (x, y, z)
and write Eq. (6.4) in scalar form.

ẍ = − μ

r3
x (6.5)

ÿ = − μ

r3
y (6.6)

z̈ = − μ

r3
z (6.7)

Multiply both sides of Eq. (6.5) by y, then multiply both sides of Eq. (6.6) by x,
and then subtract the two equations.

ẍ y − x ÿ = 0 (6.8)

Similarly, similar operations are performed for Eqs. (6.5) and (6.7), and Eqs. (6.6)
and (6.7). We can get

ẍ z − x z̈ = 0 (6.9)

ÿz − yz̈ = 0 (6.10)

Write Eqs. (6.8), (6.9), and (6.10) in vector forms. We can get

r × r̈ = 0 (6.11)

where “x” is a vector cross multiplying, and Eq. (6.11) indicates that the acceleration
direction of the satellite is parallel to the radial direction. This is also the basic
property of centripetal force.

For Eq. (6.11), the integral of time t can be obtained.

d(r × ṙ)
dt

= r × r̈ = 0 ⇒ r × ṙ = h (6.12)
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Equation (6.12) shows that h is a constant vector. Since r is necessarily orthogonal
to h, r is in a two-dimensional plane. At the same time, from the expression of h,
the modulus of h is twice the speed of the satellite area. That is, if ds

dt is the area
velocity of the satellite, then ds

dt = 1
2‖h‖, this is the physical meaning of h. Eq. (6.12)

shows that the distance vector between the satellite and the center of the Earth sweeps
through the equal area per unit time. This property is very useful. Using it, we can
infer that the instantaneous angular velocity of the satellite at different locations is
necessarily different; the angular velocity is the highest at the perigee, and smallest
at the apogee. Further derivation can be proved

‖h‖ =
√

μa(1 − e2) (6.13)

Equation (6.13) shows that the area velocity of the satellite is a constant determined
by the elliptical orbital shape and the gravitational constant. Since the gravitational
constant of the Earth is constant, the longer the long semi-axis, the larger the area
velocity of the satellite. We can derive the relationship between the speed of the
satellite and r

v(r) =
√

μ

(
2

r
− 1

a

)
(6.14)

In the perigee, r = (1 − e)a, vperigee =
√

μ(1+e)
a(1−e) . In apogee, r = (1 + e)a,

vapogee =
√

μ(1−e)
a(1+e) . It can be seen that satellites are fast in perigee and slow in

apogee.
Let’s review Kepler’s laws of planetary motion:

(1) All planets move about the Sun in elliptical orbits, having the Sun as one of
their foci.

(2) A radius vector joining any planet to the Sun sweeps out equal areas in equal
lengths of time.

(3) The squares of the sidereal periods (of revolution) of the planets are directly
proportional to the cubes of their mean distances from the Sun.

Kepler’s law is based on the gravitational effect of the planets, and the relationship
between the satellite and the Earth is similar. In fact, more broadly, Kepler’s law
applies to all two-body problems. The above has been well documented by Kepler’s
first and second laws. Now, let’s deduce Kepler’s third law.

First, suppose that the satellite takes T to complete an orbit. Then, the area swept
by the satellite in diameter r is the area of the entire ellipse S = πab, and its area
velocity is

S

T
= πab

T
(6.15)
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From the expression of the area velocity above (6.13), there must be

S

T
= 1

2
‖h‖ ⇒ πab

T
= 1

2

√
μa(1 − e2) (6.16)

Organizing the above equations, we will get

T 2

a3
= 4π2

μ
. (6.17)

Equation (6.17) is actually Kepler’s third law, that is, the square of the period of
the satellite motion is proportional to the cube of the long axis radius of the elliptical
orbit. It can be seen that the satellite motion period is constant when the long axis
radius a is constant. The concept of an average angular velocity can be introduced
here:

n = 2π

T
(6.18)

where n is in radians/second. Note that the average angular velocity and the instanta-
neous angular velocity are separated. The instantaneous angular velocity is a variable
related to the position of the satellite. The average angular velocity should be used
in the subsequent explanation of the concept of the near-point angle.

In Fig. 6.1, the origin is at the ellipse focus O. θ is the angle between the satel-
lite’s geocentric diameter and the long semi-axis. From analytical geometry, the
relationship between the norm of r, r and the θ is

r = a(1 − e2)

1 + e cos θ
(6.19)

If the satellite orbit plane’s coordinate system takes 0 as the origin, the coordinate
of the satellite can be expressed as a coordinate system in which the ellipse’s long
semi-axis is the X axis and the ellipse’s short semi-axis is the Y axis.

PS =
[
Sx
Sy

]
=

[
rcosθ
rsinθ

]
(6.20)

It can be seen from Eqs. (6.19) and (6.20) that when the shape of the orbit is
constant, the coordinates of the satellite are determined by θ . As long as the value
of θ is known, r can be obtained, and then [Sx , Sy]T can be calculated. Since the
satellite is continuously moving over time, θ is a function of time. Given a time t,
if you know θ(t), you can calculate the coordinates of the satellite. In reality, the
coordinates of the satellite are three-dimensional, but since the satellite only moves
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Fig. 6.2 The relationship between the eccentric anomaly and the true anomaly

in a two-dimensional plane, the three-dimensional coordinates1 of the satellite are
[Sx , Sy, 0]T.

In practice, the navigation message sent by the satellite does not directly give the
value of θ , but sends other information, and indirectly calculates θ from the receiver
software. In order to understand this process, it is necessary to explain the concept
of three near-point angles, which are the true anomaly, the eccentric anomaly, and
the mean anomaly. Let’s first look at Fig. 6.2 to observe the concept of true anomaly
and eccentric anomaly.

In Fig. 6.2, O is the focus of the ellipse. P is the geometric center of the ellipse. S
is the position of the satellite. f is the angle between the satellite’s radial path and
the long semi-axis. That is, f is the true anomaly. It is θ in Fig. 6.1, but f is used here
to be consistent with the traditional representation. To produce a circle with radius a
at the center of P, make a line through S perpendicular to the long axis of the ellipse
at the same, intersecting the ellipse at the point S′, connecting points S′ and P .S′P
is the angle E between the long axis of the ellipse, which is the eccentric anomaly.

It is easy to verify, and the following relationship is established (see Appendix D
for the detailed derivation process):

∥∥S′H
∥∥ = r sin f√

1 − e2
(6.21)

r cos f = a cos E − ae (6.22s)

1The three-dimensional coordinate system here is a temporary coordinate system, where the long
semi-axis of the orbit is the X-axis, and the short semi-axis is the Y-axis, forming the right hand
system. The Z-axis is perpendicular to the satellite track surface. There is a rotation relationship
between the temporary coordinate system and the ECEF coordinate system.
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r sin f = b sin E = a
√
1 − e2 sin E (6.23)

From Eqs. (6.22) and (6.23), we can obtain

r = a(1 − e cos E) (6.24)

The above equation is a satellite orbit equation with the eccentric anomaly E as a
variable.

By combining Eqs. (6.22), (6.23), and (6.24), the following relative equations can
be obtained:

cos f = cos E − e

1 − e cos E
(6.25)

sin f =
√
1 − e2 sin E

1 − e cos E
(6.26)

From the above two equations, combined with the half-angle formula, we can
obtain

tan
f

2
= sin f

1 + cos f
=

√
1 + e√
1 − e

tan
E

2
(6.27)

According to the Doppler equation in celestial mechanics, the relationship
between the eccentric anomaly E and time t is

E − e sin E = n · (t − t0) (6.28)

where n is the average angular velocity mentioned above; t0 is the reference time,
which can be considered as the moment when the satellite passes the perigee. Equa-
tion (6.28) gives the relationship between E and time, and E can be calculated given
a time t . This defines the mean anomaly M as follows:

M � n(t − t0) (6.29)

The meaning of M is: given a reference time t0, the angle at which the satellite
turns at the average angular velocity n at the orbital plane at time t , is called the mean
anomaly. It should be noted that mean anomaly is not the angle at which the satellite
actually turns. Because the angular velocity of an actual satellite is not a constant, but
an amount defined by the Doppler equation, the mean anomaly is a linear function
of time t . With the definition of the mean anomaly M, Eq. (6.28) can be written as

E − e sin E = M (6.30)
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Equation (6.30) is a transcendental equation that can be solved by an iterative
method.

The GPS satellite transmits the average angular velocity so that the receiver can
calculateM, E, and r, and finally obtain the coordinates of the satellite in the orbital
plane. So far, we have made clear how to determine the coordinates of the satellite
in the orbital plane, and a rotation conversion is required from the satellite’s orbital
plane to the ECEF coordinate plane.

Figure 6.3 shows the positional relationship between the satellite’s orbital plane
and the ECEF coordinate system. The figure shows the ECEF coordinate system, that
is, the center of the Earth is the origin, the X axis points to the vernal equinox, the Z
axis points to the north pole, and the Y axis forms the right hand system together with
the X and Z axes. At the same time, the satellite’s orbital coordinate system is also
given, that is, the center of the Earth is the origin, the long semi-axis of the elliptical
orbit is the Xs axis, the normal direction of the elliptical orbit is the Zs axis, and the
Ys, Xs and Zs axes together form the right-hand coordinate system. To distinguish
them, the XYZ axis of the ECEF is represented by a solid line, and the axis of the
satellite orbit rectangular coordinate system XsY sZs is indicated by a broken line.
From the inertial system, the ECEF coordinate system rotates with the rotation of
the Earth, so the ECEF coordinate system in Fig. 6.3 is an instantaneous coordinate
system when the X-axis just points to the vernal equinox. The ECEF coordinate
system at other times can be rotated through the Earth. The angular velocity is linked
to the ECEF coordinate system in the figure.

Fig. 6.3 The relationship between a satellite’s orbital plane and Earth’s ECEF coordinate system
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There is an inclination between the satellite’s orbital plane and the Earth’s equa-
torial plane, called the orbital plane inclination. i is used here to indicate the angle
between the Z-axis and the Zs-axis. The satellite’s orbital plane intersects with the
equatorial plane in a straight line. This line intersects with the Earth’s Equator at two
points: one is the intersection when the satellite flies from north to south, and the
other is the intersection when the satellite flies from south to north. The former is
called the Descending Node, while the latter is called the Ascending Node. Nis used
to indicate the ascending node. The angle between the line connecting the center of
the Earth and the ascending node N and the X-axis of the ECEF coordinate system
is called the ascending node right ascension, which is indicated as Ω in the figure.
Obviously, the two parameters of the orbital dip i and the ascending nodeΩ have been
able to determine the position of the satellite’s orbital plane in the ECEF coordinate
system.

The orbital dip i and the ascending node ascensionΩ only determine the relation-
ship between the satellite’s orbital plane and the equatorial plane, but the satellite’s
orbital coordinate system is still undetermined because its long semi-axis remains
unchanged while keeping i and Ω constant. It can be rotated at will. Then the angle
between the long axis of the satellite orbit and the ascending node N is defined in
Fig. 6.3. It is called the perigee angular distance, denoted byω. If the angular distance
of the perigee is certain, the satellite’s orbital coordinate system is determined. It can
be seen that the five parameters a,e, i , Ω , and ω determine the elliptical orbit of the
satellite. Among them, a and e determine the shape of the satellite orbit, while i , Ω
and ω determine the position of the satellite orbit.

As we already know, the coordinates of the satellite in the orbital plane coordinate
system can be expressed as [Sx , Sy, 0]T. Then the following analysis is how to convert
the [Sx , Sy, 0]T to the position coordinates of the satellite in the ECEF coordinate
system.

As can be seen from Fig. 6.3, the satellite’s orbital coordinate system is first
rotated around the Zs axis by −ω angle. At this time, the relative positions of the
satellite’s orbital plane and the Earth’s equatorial plane remain unchanged, except
that the geocentric, ascending node N and the satellite orbit are positioned in a line.
In the second step, the satellite’s orbital coordinate system is rotated around the Xs

axis by the −i angle. At this time, the satellite’s orbital plane coincides with the
equatorial plane, that is, the Z axis of the ECEF coordinate system and the Zs axis
of the orbital rectangular coordinate system coincide. In the third step, the satellite’s
orbital coordinate system is rotated around theZs axis by−Ω angle, and the satellite’s
orbital coordinate system coincides with the ECEF coordinate system.

The above three rotations can be represented by the following three rotation
matrices R1, R2 and R3:

R1 =
⎡

⎣
cosω − sinω 0
sinω cosω 0
0 0 1

⎤

⎦
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R2 =
⎡

⎣
1 0 0
0 cos i − sin i
0 sin i cos i

⎤

⎦

R3 =
⎡

⎣
cosΩ − sin� 0
sinΩ cosΩ 0
0 0 1

⎤

⎦

Then, the final rotation matrix is

RS2E = R3R2R1 (6.31)

It should be noted here that the order in which R3, R2, and R1 are multiplied
cannot be confused.

The final form of RS2E is

RS2E =
⎡

⎢
⎣
C(Ω)C(ω) − S(Ω)C(i)S(ω) −C(Ω)S(ω) − S(Ω)C(i)C(ω) S(Ω)S(i)
S(Ω)C(ω) + C(Ω)C(i)S(ω) −S(Ω)S(ω) + C(Ω)C(i)C(ω) −C(Ω)S(i)

S(i)S(ω) S(i)C(ω) C(i)

⎤

⎥
⎦

(6.32)

In the equation, for simplification, complete S(·) = sin(·), C(·) = cos(·).
According to the expression of RS2E , the position coordinates of the satellite in
the ECEF coordinate system can be obtained

⎡

⎣
X
Y
Z

⎤

⎦ = RS2E

⎡

⎣
Sx
Sy
0

⎤

⎦ (6.33)

It can be seen from Eqs. (6.22) and (6.23) that when the eccentric anomaly E is
known,

[
Sx
Sy

]
=

[
a(cos E − e)

a
√
1 − e2 sin E

]
. (6.34)

Substituting Eqs. (6.34) into (6.33), the value of [X, Y, Z] can be obtained.
So far, we have analyzed the non-shot orbital motion of the satellite. In actual

operation, the satellite is affected by many disturbances. The shape of the Earth is
not an exact sphere. Therefore, the Earth’s gravity received by the satellite can be
regarded as a superposition of central gravity and non-central gravity. The non-central
gravity is due to the shape of the Earth, which is about 10–3 of the central gravity.
In addition, the satellite is subject to the gravitational pull of the Sun and the Moon,
the gravitational pull of the Earth’s surface, and the effects of solar light pressure
and atmospheric drag. Strict analysis of these disturbances is a very complex task
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that is beyond the scope of this book. Engineers working on receiver design do not
need to have a thorough understanding of the rigorous theoretical analysis of these
disturbance effects. In short, the impact of the disturbance term on the satellite orbit
has the following main aspects:

• The satellite’s orbital plane is no longer stationary in the ECEF coordinate system,
but rotates slowly. This is mainly because, due to the influence of the Earth’s
perturbation, the satellite’s orbital ascending node N is slowly moving forward
on the Equator, so the ascending node Ω is not constant.

• The perigee is no longer stationary in the orbit of the satellite. This indicates that
the semi-major axis of the satellite’s elliptical orbit is not fixed, which also causes
the perigee angular distance ω to change slowly.

• The mean anomaly M is also changing slowly. Due to the influence of multiple
perturbations, the average angular velocity of the satellite also changes, resulting
in a corresponding change in the mean anomaly.

The BDS and GPS navigation messages contain these disturbances, which influ-
ence the corrections of the message. The receiver software only needs to be demodu-
lated and used correctly. In the following section, we will offer a detailed explanation
of the receiver using the ephemeris data to calculate the satellite position, and point
out how to use the correction of the navigation message to eliminate the disturbance.

6.2 GPS Satellites and BDS MEO/IGSO Satellites

As seen in Sect. 6.1, a satellite’s orbit can be completely determined by the fiveKepler
parameters. The position of the satellite is determined by the eccentric anomaly E.
In practice, in order to consider the influence of the disturbance term on the satellite
position, the broadcast ephemeris parameters of the satellite broadcast also contain
six corrections to rectify the pitch angle of the ascending node, the radius of the
orbit, and the inclination of the orbital plane. Since the relationship between the
eccentric anomaly and the time is complicated, and the mean anomaly M and the
time are simple linear relations, the satellite is actually the correction of the mean
anomaly and the angular velocity correction term of the reference time, and then M
is calculated. The eccentric anomaly E is solved by Eq. (6.30).

The broadcast ephemeris of the GPS satellites and BDSMEO and IGSO satellites
contain the same content, specifically six Kepler parameters (square root

√
a of the

semi-major axis, eccentricity es , perigee angular distance ω, near point of reference
time angle M0, the ascending node of the right ascension in the reference time Ωe,
and the satellite orbital inclination in the reference time i0), and the nine perturbation
parameters (the correction of the average angular velocity �n, the rate of change of
the ascending node Ω̇ , the rate of change of the orbital inclination idot, and the six
disturbance corrections items Cuc, Cus , Crc, Crs , Cic,Cis). The calculation method
for a satellite’s position is also the same, so they can be combined for explanation
and analysis. Table 6.1 shows the ephemeris data parameters included in navigation
messages sent by GPS satellites and BDS MEO/IGSO satellites.
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According to the theoretical analysis in Sect. 6.1, combined with the description
of the perturbation terms in the navigation message given in the GPS and BDS ICD
documents, detailed steps for calculating the satellite position using the ephemeris
data in Table 6.1 can be given.

1. Calculate the normalization time

Since the satellite’s ephemeris data is relative to the reference time toe, it is necessary
to normalize the observation time t as follows:

tk = t − toe (6.35)

In the equation, the unit of tk is second, and the absolute value of tk is controlled
within one week, that is: if tk > 302,400, tk = tk − 604,800. If tk < −302,400,
tk = tk + 604,800. 604,800 is the count of seconds in a week.

2. Calculate the average angular velocity of the satellite operation

This step requires the use of disturbance corrections in the navigation message. The
theoretical average angular velocity of the satellite operation is

n0 =
√

μ

a3

In the equation, μ is the gravity constant of the Earth, which can be found in
Fig. 1.1; a is the semi-major axis of the ellipse, which is from the ephemeris data.
At the same time, the ephemeris data also transmits the correction term �n, and the
average angular velocity finally used is n = n0 + �n.

2. Calculate the mean anomaly M of the satellite at time tk

The mean anomaly and time have a linear relationship, which is

M = M0 + ntk (6.36)

where tk is the normalized time obtained in step 1; n is the corrected average angular
velocity obtained in step 2.

4. Calculate the eccentric anomaly E of the satellite at time tk

Use the previous step to obtain the mean anomaly, and Eq. (6.30) to list the equation

E = M + es sin E (6.37)

This is a transcendental equation that can be solved using an iterative method. In
general, iterations within 10 times are accurate enough.
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5. Calculate the geocentric diameter of the satellite

This step needs to be obtained from the previous step using Eq. (6.24)

r = a(1 − es cos E) (6.38)

6. Calculate the true anomaly of the satellite f at the normalized moment

Combining Equations (6.25) and (6.26), we can get

f = tan−1

(√
1 − e2s sin E

cos E − es

)

(6.39)

Or we can use the half-angle formula to get f :

tan
f

2
= sin f

1 + cos f
=

√
1 + es√
1 − es

tan
E

2
(6.40)

However, the above formula diverges at E = 180
◦
and requires special handling.

7. Calculate the angular distance φ of the ascending node

φ = f + ω (6.41)

where f is from the previous step; ω is the perigee angular distance of the
satellite orbit from the ephemeris parameters.

8. Calculate the perturbation corrections δμ, δr , and δi while correcting φk , r , and
i

Correcting the angular ascending node

δμ = Cuc cos (2φ) + Cus sin (2φ) (6.42)

Correcting the satellite’s ground diameter

δr = Crc cos (2φ) + Crs sin (2φ) (6.43)

Correcting the satellite’s orbit tilt

δi = Cic cos (2φ) + Cis sin (2φ) (6.44)

{Cuc,Cus,Crc,Crs,Cic,Cis} in the above equation are all from the satellite’s
ephemeris data, and then use these corrections to update the angular distance of
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the ascending node φ, the satellite’s geocentric diameter r, and the satellite’s orbit
inclination i

φk = φ + δμ (6.45)

rk = r + δr (6.46)

ik = i0 + idot · tk + δi (6.47)

9. Calculate the position coordinates of a satellite in an elliptical orbit Cartesian
coordinate system

In the elliptical rectangular coordinate system with the center of the Earth as the
origin and the long axis of the ellipse as the X axis, the position coordinates of the
satellite are

P s =
⎡

⎣
rk cosφk

rk sin φk

0

⎤

⎦ (6.48)

10. Calculate the ascending node of the satellite’s elliptical orbit Ω at the
normalized moment

Due to the disturbance term, the ascending node is not a constant, but is determined
by

Ωk = Ωe + (Ω̇ − ωie)tk − ωietoe (6.49)

Among them, Ωe comes from the ephemeris data. Its meaning is not at the refer-
ence point of the ascending point of the right ascension, but the starting point from
the Greenwich meridian to the satellite orbit ascending point; Ω̇ is the rate of change
of the ascending node; ωie = 7.292 115 146 7 × 10−5 is the angular rate of the
Earth’s rotation.

11. Calculate the coordinates of the satellite in the ECEF coordinate system

This step transforms the coordinates of the satellite in the orbital Cartesian coordinate
system to the ECEF coordinate system.

First, we should make xk = rk cos φk, yk = rksinφk, then

Pe =
⎡

⎣
Ex

Ey

Ez

⎤

⎦ = Rz(−Ωk)Rx (−ik)

⎡

⎣
xk
yk
0

⎤

⎦ (6.50)
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=
⎡

⎣
xk cosΩk − yk cos ik sinΩk

xk sinΩk + yk cos ik cosΩk

yk sin ik

⎤

⎦ (6.51)

Note: The rotation matrix in Eq. (6.51) has only two rotation operations, while the
previous Eq. (6.32) has three rotation matrices because the R(−ω) operation already
included in calculating φk.

The above is the step of calculating the position of the satellite using ephemeris
data. With the position of the satellite, its speed can be obtained by making a differ-
ence in the satellite position at an adjacent time. This method of calculating satellite
speed has the advantages of being simple and perceptible, but it is necessary to
calculate the position of the satellite twice to obtain the speed, and the calculation
amount is relatively large. In fact, the calculation equation of the satellite speed can
be derived directly from Eq. (6.51). The specific derivation steps are as follows:

First, to derive Eq. (6.51), we can get

⎡

⎣
Ėx

Ėy

Ėz

⎤

⎦ =
⎡

⎣
ẋk cosΩk − ẏk cos ik sinΩk + yk sin ik sinΩk i̇k − EyΩ̇k

ẋk sinΩk + ẏk cos ik cosΩk − yk sin ik cosΩk i̇k + ExΩ̇k

ẏk sin ik + yk cos ik i̇k

⎤

⎦ (6.52)

For the calculation of Eq. (6.52), we need to know the expressions of ẋk , ẏk , i̇k ,
and Ω̇k . To derive tk Eqs. (6.50), (6.47), and (6.49), we can get

ẋk = ṙk cosφk − rk(sin φk)φ̇k (6.53)

ẏk = ṙk sin φk + rk(cosφk)φ̇k (6.54)

i̇k = 2[Cis cos (2φ) − Cic sin (2φ)]φ̇ + idot (6.55)

Ω̇k = Ω̇ − ωie (6.56)

Hence, the next step is to get the expressions for φ̇, φ̇k , and ṙk . The derivations of
Eqs. (6.45), (6.46), and (6.41) are

φ̇k = [1 + 2Cus cos (2φ) − 2Cuc sin (2φ)]φ̇ (6.57)

ṙk = aes sin E Ė + [2Crs cos(2φ) − 2Crc sin(2φ)]φ̇ (6.58)

φ̇ = ḟ (6.59)

To derive Eq. (6.39), we can obtain



6.2 GPS Satellites and BDS MEO/IGSO Satellites 335

Table 6.2 Steps for
calculating a satellite’s speed
using ephemeris data

Steps Calculations

1 Ė = n0+�n
1−es cos E

2
φ̇ =

√
1−e2s

1−es cos E
Ė

3 ṙk = aes sin E Ė + (2Crs cos 2φ − 2Crc sin 2φ)φ̇

4 φ̇k = (1 + 2Cus cos 2φ − 2Cuc sin 2φ)φ̇

5 �̇k = �̇ − ωie

6 i̇k = 2(Cis cos 2φ − Cic sin 2φ)φ̇ + idot

7 ẏk = ṙk sin φk + rk cosφk φ̇k

8 ẋk = ṙk cosφk − rk sin φk φ̇k

9 Vx =
ẋk cos�k − ẏk cos ik sin�k + yk sin ik sin�k i̇k − Ey�̇k

10 Vy =
ẋk sin�k + ẏk cos ik cos�k − yk sin ik cos�k i̇k + Ex �̇k

11 Vz = ẏk sin ik + yk cos ik i̇k

ḟ =
√
1 − e2s

1 − es cos E
Ė (6.60)

Finally, we calculate the expression of Ė . This can be obtained by simultaneously
deriving and sorting around Eq. (6.37).

Ė = n0 + �n

1 − es cos E
(6.61)

The derivation process of the above formula needs to use Ṁ = n0 + �n.
Reverse the above process to calculate a satellite’s speed using ephemeris data,

as shown in Table 6.2.

6.3 BDS GEO Satellite

Although the law of movement of BDS GEO satellites also follows Kepler’s law, if
we use the equations in Sect. 6.2 to calculate a satellite’s position, we will encounter
an unexpected problem. To understand the root cause of this problem, observe the
two situations in Fig. 6.4.

Figure 6.4 shows the intersection of a satellite’s orbital plane and the equatorial
plane at two different orbital inclinations, while Fig. 6.4a shows a case where the
orbital inclination is large, and Fig. 6.4b shows a case where the orbital inclination is
small. The meaning of each indicator in the figure is the same as in Fig. 6.3, and can
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Fig. 6.4 Intersection of a satellite’s orbital planes and the Earth’s equatorial plane with different
orbital dips

be seen as a simplified version of it. The two ends of the intersection of the equatorial
plane and the orbital plane on the equator are the descending point and the ascending
node. As can be seen from the previous chapters, the ascending point Ω and the
perigee angular distance ω need to be determined according to the position of the
ascending node. When the orbital inclination i continues to decrease, as shown in
Fig. 6.4b, the specific positions of the ascending and descending points will gradually
become blurred, and the connection between the two will progressively become a
fuzzy band instead of a clear connection. The smaller the track inclination, the larger
the blur band. The most extreme case is in the BDS GEO satellite, where the orbital
inclination i is 0, and the satellite’s orbital plane and the equatorial plane are parallel
or nearly parallel. At this time, the position of the ascending and descending points
is singular—the satellite’s orbital plane and the equatorial plane. There will be no
clear line of intersection.

This problem first appeared in the generation of GEO satellite ephemeris data.
Because there is no clear ascending and descending point, it will be impossible to
determine the ascending node Ω and the perigee angular distance ω, even if it can
be difficult to follow the GPS and BDSMEO/IGSO satellites. The ephemeris format
generates ephemeris data and also causes large satellite position calculation errors
due to the singularity of the geometric relationship between the orbital plane and the
equatorial plane.

From the root cause of the GEO satellite, it is not a problem with the satellite
orbit, but an issue of how to express it. Looking further, the root of the problem
is that the reference plane selection of the orbit is unreasonable. If the satellite’s
orbital plane is not parallel to the Earth’s equatorial plane, this problem can be
circumvented. Therefore, when generating the ephemeris data of the BDS GEO
satellite, the GEO satellite’s orbit is artificially deflected by an angle β, and the
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satellite can be considered to be running on this virtual orbit. The specific steps are
as follows:

➀ Rotate the ECEF coordinate system Tcast + ωis(t − toe) around the Z axis so
that the rotated ECEF coordinate system’s X axis points to the vernal equinox
at the reference time.

➁ Rotate the ECEF coordinate system around the X-axis by the angle β and then
calculate the satellite’s position in the new coordinate system.

➂ Fit the broadcast ephemeris data of the GEO satellite according to the satellite
position in the new coordinate system.

The above process is expressed by

⇀
r

k, rot
= Rx (β)Rz[Tcast + ωis(t − toe)] ⇀

r
k

(6.62)

where rk is the position vector of the GEO satellite in the ECEF coordinate system
at time t; rk,rot is the position vector of the satellite in the coordinate system after
the above rotation; toe is the reference time of the ephemeris fitting period; ωis is the
angular velocity of the Earth’s rotation, Tcast is the time of the Greenwich star.

The broadcast ephemeris thus operated also needs to transmit the Greenwich
stellar Tcast at the reference time when broadcasting, which is more complicated than
the original 15 Kepler parameters. The data format is incompatible with the original
ephemeris data format. A simplified method proposed in Reference [1] is Tcast = 0.
It is equivalent to the X-axis of the new coordinate system after the completion of the
first-step rotation described above coincides with the X-axis of the ECEF coordinate
system at the reference time. The experiment verifies that the processing is performed
on the ephemeris. The accuracy of the combination is not affected.

The selection of the rotation angleβ of the satellite’s orbital plane needs to be care-
fully considered, because theunreasonable anglewill cause the loss of thefitting accu-
racy loss of some ephemeris parameters, mainly the correction term of the average
angular velocity �n and the rate of change of the inclination of the orbital plane idot.
Reference [2] analyzes the influence of the orbital surface rotation angle on the GEO
satellite’s broadcast ephemeris fitting. It is proven by numerical simulation that the
fitting accuracy loss of the ephemeris parameters does not exceed the limit when β ≥
5°. At present, the broadcast ephemeris of the BDS GEO satellite adopts the scheme
of β = 5°.

When calculating the position of the GEO satellite at the BDS receiver, it is
necessary to deal with the operation of the above-mentioned GEO satellite orbit
rotation. The specific performance is to multiply a rotation matrix when calculating
the satellite position, so the GEO satellite and the MEO/IGSO satellite processing is
slightly different. The difference only occurs after step 9 in Sect. 6.2. The detailed
steps for calculating the GEO satellite position vector are listed below.

1–9. The same as BDS MEO/IGSO satellites.
10. Calculate the ascending point of the satellite’s elliptical orbit Ωk at the

normalized moment.
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Ωk = Ωe + Ω̇tk − ωietoe (6.63)

Equation (6.63) when compared with Eq. (6.49) does not have a −ωietk term,
because the −ωietk angle is also rotated around the Z axis, so it can be omitted here.

11. Calculate the coordinates of the satellite in the ECEF coordinate system.

First, calculate the position of the satellite based on the Ωk and ik calculated in the
previous steps.

Pe,rot =
⎡

⎣
Ex,rot

Ey,rot

Ez,rot

⎤

⎦ = R(−Ωk)R(−i)

⎡

⎣
xk
yk
0

⎤

⎦

=
⎡

⎣
xk cosΩk − yk cos ik sinΩk

xk sin�k + yk cos ik cosΩk

yk sin ik

⎤

⎦ (6.64)

However, the Pe,rot calculated by Eq. (6.64) is the position vector in the virtual
ECEF coordinate system after being rotated by 5° around the X axis, so it needs to
be rotated back again. That is,

Pe = Rz(ωis tk)Rx (−5◦)Pe,rot (6.65)

where Rz(ωis tk) =
⎡

⎣
cos(ωis tk) sin(ωis tk) 0

− sin(ωis tk) cos(ωis tk) 0
0 0 1

⎤

⎦, Rx (−5◦) =
⎡

⎣
1 0 0
0 cos(5◦) − sin(5◦)
0 sin(5◦) cos(5◦)

⎤

⎦.

If there is a −ωietk item in the calculation of Ωk in the previous step 10, then
Eq. (6.65) will have one more item Rz(−ωis tk).

If Rz(ωis tk)Rx (−5◦) is recorded as a uniform rotation matrix Φ(tk), that is

Φ(tk) = Rz(ωis tk)Rx (−5◦) (6.66)

then Eq. (6.65) can be written as

Pe = Φ(tk)Pe,rot (6.67)

For Eq. (6.67), the time tk is derived. We can get

V e = dΦ(tk)

dtk
Pe,rot + Φ(tk)V e,rot (6.68)
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Equation (6.68) is the speed calculation equation of the GEO satellite, where Ve,rot

is calculated according to the steps in Fig. 6.2. Note that the Ω̇k = Ω̇ − ωie of step
5 is changed to Ω̇k = Ω̇ , and dΦ(tk )

dtk
is to derive the tk in the Φ(tk) matrix.

Expand Eq. (6.66) to get

Φ(tk) = Rz(ωis tk)Rx (−5◦) =
⎡

⎢
⎣

cos(ωis tk) sin(ωis tk) cos(5
◦) − sin(ωis tk) sin(5

◦)
− sin(ωis tk) cos(ωis tk) cos(5

◦) − cos(ωis tk) sin(5
◦)

0 sin(5◦) cos(5◦)

⎤

⎥
⎦.

To derive the above equation, we can get

dΦ(tk)

dtk
=

⎡

⎣
−ωis sin(ωis tk) ωis cos(ωis tk) cos(5◦) −ωis cos(ωis tk) sin(5◦)
−ωis cos(ωis tk) −ωis sin(ωis tk) cos(5◦) ωis sin(ωis tk) sin(5◦)

0 0 0

⎤

⎦

(6.69)

The final expression V e can be derived by substituting Eqs. (6.69) into (6.68).
The above analysis is the special feature of the broadcast ephemeris of the BDS

GEO satellite, and is how the BDS receiver uses the GEO broadcast ephemeris to
calculate the position and speed of the satellite. The rotating orbit method avoids the
singularity problem in the process of GEO satellite broadcasting ephemeris fitting,
and also unifies the ephemeris data format and content of GEO, MEO, and IGSO
satellites. The generation and playback of the calendar offers great convenience for
the generation and playback of BDS satellite broadcasting ephemeris. However, the
cost is that the calculation of the GEO satellite position and velocity is slightly larger.

6.4 Interpolation Calculation of Satellite Position
and Velocity

The analysis in the first two sections shows that calculating the position and velocity
of a satellite with ephemeris data is a rather complicated task. It takes a long time
to perform heavy loads of floating-point operations, and takes up more resources in
the processor. The problem is especially prominent in low-cost and low-precision
portable receivers. There are ways to reduce the amount of computation, one of
which is to use polynomial fitting techniques to estimate a satellite’s position and
velocity to avoid complex, cumbersome operations. The basic idea of this method
is to calculate the satellite parameters of merely the starting point, the intermediate
point, and the end point within a certain time span, and perform the estimation of
the parameters for the remaining points in the time span with polynomial fitting as
shown in Fig. 6.5.

In Fig. 6.5, it is assumed that the time span is T , the time of the starting point is
0, the time of the intermediate point is T/2, and the time of the end point is also T .
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Fig. 6.5 Calculation of a satellite’s position and velocity with polynomial fitting

The satellite parameters of these three points are obtained from the ephemeris data
and used as three sets of known data to determine the coefficient of the polynomial.
Once the polynomial coefficients are determined, the satellite parameters at other
times within the time span can be easily calculated with the polynomial fit curve.

A simple rationality analysis of the method of approximate calculation is given
below. If we carry out time derivation of Eq. (6.43), we can obtain

[
Vx

Vy

]
=

[
Ṡx
Ṡy

]
=

[ −a sin E · Ė
a
√
1 − e2 cos E · Ė

]
(6.70)

Equation (6.70) is the two-dimensional velocity component expression of the
satellite in the unobserved orbit. Obviously, the satellite’s velocity course angle ψsv

can be expressed as

ψSV = arctan

(
Vx

Vy

)
≈ −E (6.71)

According to Eq. (6.28), we get

Ė = n

1 − es cos E
≈ n (6.72)

n in Eq. (6.72) is the orbital angular rate of the satellite, which is approxi-
mately 1.45 × 10–4 radians/sec for GPS satellites and BDS MEO satellites. For
BDS IGSO/GEO satellites it is approximately 7.27 × 10–5 radians/second. Within
1 min, the heading angle of the satellite is only deflected by less than 0.5°, for which
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the trajectory of the satellite can be approximated as a straight line. Since the posi-
tion is the integral of the velocity, the change of the satellite’s position can also be
considered as approximately linear.

In Fig. 6.5, assuming that themoments of the starting point, the intermediate point,
and the end point are t1, t2 and t3 respectively, then it can be defined that τ1 = t2 − t1,
τ2 = t3 − t1, and generally, τ2 = 2τ1 = T , in which T is called the time span.

Suppose that the satellite positions at (t1, t2, t3) are

P1 =
⎡

⎣
x1
y1
z1

⎤

⎦, P2 =
⎡

⎣
x2
y2
z2

⎤

⎦, P3 =
⎡

⎣
x3
y3
z3

⎤

⎦

we can then write

⎡

⎣
1 0 0
1 τ1 τ 2

1

1 τ2 τ 2
2

⎤

⎦

⎡

⎣
a1x a1y a1z
a2x a2y a2z
a3x a3y a3z

⎤

⎦ =
⎡

⎣
x1 y1 z1
x2 y2 z2
x3 y3 z3

⎤

⎦ (6.73)

The coefficient matrix can be determined according to Eq. (6.73):

A =
⎡

⎣
a1x a1y a1z
a2x a2y a2z
a3x a3y a3z

⎤

⎦ =
⎡

⎣
1 0 0
1 τ1 τ 2

1

1 τ2 τ 2
2

⎤

⎦

−1⎡

⎣
x1 y1 z1
x2 y2 z2
x3 y3 z3

⎤

⎦ (6.74)

Once the coefficient matrix is A obtained, the satellite coordinates at any moment
t between [t1, t3] can be obtained from the following equation:

[
x y z

] = [
1 (t − t1) (t − t1)2

]
A (6.75)

Compared with conventional methods for calculating a satellite’s position using
ephemeris data, Eq. (6.75) indicates that the method of polynomial fitting can greatly
reduce the computation load.

Since a satellite’s orbit is a second-order curve, a desirable result can be achieved
through second-order polynomial fitting, which is why it is sufficient to select only
three satellite parameters at known times. The trade-off between the computational
cost and the fitting accuracy must be considered in the selection of the time span T.
The larger T is, the smaller the computational cost, but the worse the fitting accuracy
will be.

Figure 6.6 depicts theGPS satellite’s position error calculated through polynomial
fitting and ephemeris calculation for a period of time when T = 20 s and T = 60 s.
The figure shows that when T = 20 s, the error between the satellite’s position after
fitting and that calculated using the ephemeris are in millimeters. When T = 60 s,
the position error is at the decimeter level. So, for general applications, a time span
of 20 s is a good choice.
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Fig. 6.6 GPS satellite position error in the polynomial fitting method when T = 20 and T = 60

What is described above is a method of fitting by second-order curve, and other
alternative methods include Lagrangian polynomial interpolation, Chebyshev poly-
nomial interpolation and linear successive interpolation, etc. The determination
of a specific method requires a measurement between interpolation precision and
computational complexity.

6.5 Precise Ephemeris and Ephemeris Expansion

In addition to the broadcast ephemeris data broadcasted byGPS satellites, the Interna-
tional GNSS Service (IGS) also provides precision ephemeris with higher precision.
The predecessor of IGS is the International GPS Service (IGS). Established in 1993,
it is an international organization of more than 200 research institutions in more than
80 countries and regions around the world, and provides free GPS satellite orbit and
clock data with centimeter-level accuracy for engineers and research institutes in
satellite navigation and related fields. IGS has more than 350 continuously operating
GPS and GLONASS satellite tracking stations around the world. It is responsible
for sending raw observations from the pseudo-range and carrier phases of GPS and
GLONASS satellites to the IGS Analysis Center Coordinator (ACC) to generate
three precise ephemerides: IGS Final, IGS Rapid, and IGS Ultra-Rapid, which are
referred to as IGS, IGR, and IGU internationally.

The accuracy of the IGS Final is the highest, with an orbital position error of
less than 5 cm, a satellite clock error of less than 0.1 ns, and an update rate of one
week. However, the data delay is relatively long at 13 days, meaning that it will take
two weeks to obtain the weekly IGS Final data. Longer delays limit the application
of IGS Final ephemeris, for example, in situations where real-time processing or
high-efficiency applications are required.

The accuracy of the IGR ephemeris data is basically the same as that of the IGS
Final, i.e. the orbital position error and the satellite clock error are 5 cm and 0.1 ns
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respectively. In general applications, the difference in accuracy between the two will
not be noticed. The update rate of IGR is one day, and the data delay is 17 h. The IGR
ephemeris data of the day can be obtained at 17:00 the next day, which can greatly
improve the timeliness of data processing compared with IGS Final.

The IGUephemeris data is divided into twoparts: the real-time satellite ephemeris,
and the predicted satellite ephemeris. The length of each is 24h.The real-time satellite
ephemeris needs to be delayed by 3 h. It has an orbital position error of 5 cm and a
satellite clock error of 0.2 ns. Based on the satellite ephemeris of the first 24 h, the
one for the next 24 h can be predicted. Therefore, the predicted satellite ephemeris
is very suitable for applications that require real-time processing, but the trade-off is
relatively large errors, in which the satellite position error is 10 cm and the satellite
clock error is about 5 ns.

Unlike the broadcast ephemeris, the precise Ephemeris of IGS is not represented
by 15 Kepler parameters, but by satellite coordinates at certain time intervals. The
satellite coordinate framework is the ITRF framework provided by the International
Earth Rotation Organization. The WGS-84 coordinate systems adopted by ITRF
and GPS are somewhat different in concept, but in fact, the difference between the
coordinates of the same site is very small. The time intervals of IGS Final, IGR, and
IGU are all 15 min, and the satellite coordinates within adjacent time intervals can
be obtained by interpolation or fitting. The Lagrangian difference method is taken
as an example below to explain how to get the satellite coordinates at any moment.

Suppose that the satellite positions S(ti) of N moments are obtained from the IGS
precision ephemeris at moments of ti, i = 1, …, N, then the satellite position S(t) at
t can be written as

S(t) =
N∑

i=1

αi (t)S(ti ) (6.76)

where

αi (t) =
N∏

j=1
i 	= j

t − t j
ti − t j

(6.77)

Generally, t ∈ [t1, tN ] and t are set at the middle of [t1, tN ].
If the main purpose of the precision ephemeris is to improve the positioning

accuracy of the broadcast ephemeris, then the ephemeris expansion can be considered
as a supplement to the broadcast ephemeris in an effective time span. Ephemeris
Extension (EE), also known as long-term ephemeris or long-term satellite orbits, is
also essentially a satellite orbital parameter similar to a broadcast ephemeris, yet its
effective time is much longer than that of the broadcast ephemeris. It can generally
be valid for 1 day, 1 week, or even longer, forming a sharp contrast with that of the
broadcast ephemeris, which is merely 2–4 h.
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According to the principle of satellite navigation and positioning, the success of
a positioning solution has two basic conditions:

1. Sufficient pseudo-range observations;
2. A satellite’s position as a spatial reference point.

The broadcast ephemeris broadcasted by a satellite is used to calculate the position
of the satellite, but it is often impossible to demodulate the broadcast ephemeris when
the satellite signal is blocked or disturbed by the environment. It can be seen from
the text format of GPS and BDS satellite that the entire set of broadcast ephemeris
data is sent once every 30 s. The broadcast ephemeris cannot be demodulated if a
serious error appears in any bit in the ephemeris message, in which case there will
be a need to wait for another 30 s. The consequence is a prolonged positioning time
or even a failure of positioning. Besides, since the broadcast ephemeris is only valid
for 2 to 4 h, new ephemeris data must be demodulated once the receiver’s working
time exceeds the validity period of the broadcast ephemeris.

The main purpose of the ephemeris expansion is to compensate for the short-lived
defects of the broadcast ephemeris. Because the ephemeris extension is usually valid
for a few days or weeks, if an ephemeris expansion is achieved in the receiver at
the current time, there is no need to demodulate the ephemeris data in the next few
days or weeks. What is required are just enough pseudo-range observations for the
positioning solution to begin immediately, which can greatly shorten the positioning
time and enhance user experience.Moreover, in general, theminimum signal strength
required for reliable demodulation of teletext data is much higher than the minimum
signal strength required to obtain pseudo-range observations, so the use of ephemeris
extension can also improve the positioning sensitivity of the receiver. From the above
two aspects, the adoption of ephemeris expansion has contributed tremendously to
improving the performance of the receiver.

Although the ephemeris extension is longer than the broadcast ephemeris in terms
of validity, its positioning accuracy is not as good, forwhich it initially appeared in the
navigational receiver rather than the professional ones. On the one hand, the profes-
sional surveying and mapping receivers usually work in a good environment such as
the open sky and unobstructed areas, thus there is no problem with the ephemeris
data being demodulated. On the other hand, the requirements of the professional
surveying andmapping receivers for positioning accuracy ismuch higher than that for
the navigation receiver. Therefore, ephemeris extensions are more widely accepted
and applied in navigation receivers.

Ephemeris expansion appeared with the A-GPS architecture. Since ephemeris
expansion is often generated by a third-party agency or organization, it can only be
obtained through an appropriate communication link in the receiver. For the A-GPS
systemarchitecture, a communication link is required to get the auxiliary information,
so receivers with theA-GPS function are equippedwith the physicalmedia to achieve
ephemeris extension, especially receivers that are powered up occasionally. Because
the working time is short, it is impossible for them to continuously demodulate the
navigation message. Meanwhile, after the ephemeris extension is obtained through
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the communication link, it is possible to achieve positioning in a short time. A typical
example is the E911-enabled mobile phone positioning required by the US FCC.

The broadcast ephemeris is the real-time ephemeris data, withwhich the satellites’
position currently or within 2 h in the future can be calculated. Meanwhile, the
ephemeris expansion can be regarded as “future” ephemeris data, which can be used
to calculate the satellite position in the future for a longer time span. According to
Reference [3], there are three ways that ephemeris extension can be generated:

1. Obtaining it solely from the reference network;
2. Obtaining it from the broadcast ephemeris generated by the reference network

and self-demodulated by the receiver;
3. Obtaining it solely from the broadcast ephemeris self-demodulated by the

receiver.

The first method requires reference network nodes all over the world to record
the broadcast ephemeris of the GPS satellite over 24 h before the ephemeris exten-
sion can be calculated through a certain algorithm and finally sent to the receiver
through the network. The third method does not require the participation of any
reference network. The receiver itself can demodulate the broadcast ephemeris of
the GPS satellite by itself, and then calculate the ephemeris extension through a
certain algorithm. The second method is a combination of the first and the third.
When the broadcast ephemeris can be demodulated, it can be used to test or correct
the ephemeris expansion. When the signal strength is not strong enough to demod-
ulate the broadcast ephemeris, the ephemeris expansion is used to achieve satellite
positioning. In general, the extended ephemeris obtained through the first method is
highest in accuracy, but it needs the support of reference networks all over the world.
The accuracy of the extended ephemeris obtained in the third method is limited,
and the validity is also much shorter than the first one. Another setback of the third
method is that it is impossible to acquire the extended ephemeris of all orbiting satel-
lites, because the receiver at a certain location on Earth can only receive signals from
orbiting satellites that transit through the zenith. Therefore, it cannot demodulate
the navigation messages from all satellites in the space constellation. The second
method combines the advantages of the first and third, but the requirements for the
receiver are higher, not only in terms of the hardware and software resources and the
reference network communication, but also the function of correcting the ephemeris
expansion through the broadcast ephemeris.

It is worth mentioning that there is no clear boundary for the expiration date
of the ephemeris expansion, because the accuracy of the position of the satellite
calculated with the ephemeris expansion will gradually deteriorate over time, and it
is difficult to say whether the ephemeris extension will lose its accuracy when the
position error of the satellite exceeds 10 m or 100 m. It depends on the acceptable
range of error for positional accuracy for different applications. Figure 6.7 shows
the satellite position error and clock error in a function of time based on one type
of ephemeris extension. The ordinate is in meters and the abscissa is in days. The
ephemeris expansion is calculated by a certain algorithm based on the two-month
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Fig. 6.7 Satellite positioning and clock error calculated by an ephemeris extension

ephemeris data in Reference [3]. It should be noted that the curve in Fig. 6.7 is only to
illustrate the trend of ephemeris expansion error with time. The specific value is not
very significant, because the ephemeris expansion obtained by different algorithms
will give different error curves. Even the same ephemeris expansion algorithm based
on satellite data of different time spans will also obtain different error curves.

There are many ways to calculate ephemeris extensions, which can be condensed
into two broad categories. The first is to establish a satellite dynamics equation, where
the gravitational term without the orbit and the perturbation terms are considered as
the force of the satellite. This means that the motion trajectory of the satellite is
affected by the following equation.

r̈ = − μ

r2
r
r

+ aearth + asun + amoon + asolar + atide + aatm + aother (6.78)

where aearth is the perturbation caused by the irregular shape of the Earth, asun is the
solar gravitation, amoon is the moon gravitation, asolar is the solar pressure, atide is the
tidal force, aatm is the atmospheric drag effect, and aother represents other forces.

In this method, the satellite’s orbit model is established first, which mainly refers
to the perturbation models mentioned above. Then, the models are solved according
to the satellite’s position and velocity information over a period of time to generate
the functional relationship of each perturbationwith changes in time and r. According
to Eq. (6.78), aside from the gravity of the Earth, the satellite is also affected bymany
perturbations, among which the one caused by the Earth’s irregular shape (a non-
standard sphere) aearth is the greatest. The other perturbations are not as large, yet the
long-term effect cannot be ignored. Further theoretical analysis shows that due to the
influence of perturbations, the satellite’s ascending node gradually moves westward
on the Equator, the orbital perigee is also moving, and the angular velocity of the
satellite is also slowly increasing. Some of these perturbations can be represented
by accurate mathematical models, and some only by relatively accurate empirical
equations.
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Once the perturbation models are established, the respective perturbation items
at a certain moment in the future can be integrated according to the reference time
to obtain the satellite’s position and velocity at a certain moment in the future:

r(tr ) = r(0) +
∫ tr

t0

[
ṙ(t) +

∫ t

t0

a[t, r(τ )]dτ
]
dt (6.79)

where a [t, r(τ )], a function of time and satellite position, represents the sum of
forces acting on the satellite at the right side of Eq. (6.78). The equation shows that
the calculation process is complicated and cumbersome, and needs a CPU with a
strong processing capability. Representative examples of this method include GIPSY
software from JPL Laboratories, GEODYN software from NASA, and Micro-Cosm
software from Van Martin Systems.

In the second method, it is not necessary to establish the satellite dynamics equa-
tion as in Eq. (6.79). Instead, the data format of the broadcast ephemeris is still used,
i.e. the Kepler parameter X = (

√
a, es , ω, M0,�e, i0, �̇,�n, idot,Cuc,Cus ,Crc,Crs),

is used to represent the satellite orbit. The satellite position can then be written as a
function of the Kepler parameter and time:

r(t) = f (t,
√
a, es, ω, M0,�0, i0, �̇,�n, idot ,Cus,Cuc,Crs,Crc,Cis,Cic)

(6.80)

Based on the known position of a satellite during a certain time period, the residual
vector of the satellite’s position can be obtained by calculating the positions of

different epochs
⇀̂

r (t) according to the initial Kepler parameter X0:

�r(t) = r̃(t) − r̂(t) ≈
M∑

i=1

∂ f
∂xi

�xi + h.o.t. (high phase) (6.81)

The Taylor series expansion on the position residual is performed in Eq. (6.81),
where only the first-order approximation is given. xi is the Kepler parameter term,
andM is the number of theKepler parameter argument. Based on the satellite position
residual�r(t)during a certain epochofEq. (6.81), the correction amount of the initial
Kepler parameter can be obtained through the least-squares method. Thereby, the
ephemeris extension data can be obtained, and the process is as shown in Eqs. (6.82)
and (6.83):

�x = (BTB)−1BT�r(t) (6.82)

X = X0 + �x (6.83)

whereB is the matrix of partial derivatives of f (t, X) to the Kepler parameter term in
different epochs. It should be noted that the result of f (t, X) is a three-dimensional
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vector representing the coordinates of a satellite’s position on the X axis, Y axis,
and Z axis respectively. Hence, f (t, X) in one epoch can provide three coefficient
vectors, and the expression of B is as follows:

B =

⎡

⎢⎢⎢
⎣

∂ f (t0,X)

∂x1

∣∣∣
X=X0

· · · ∂ f (t0,X)

∂xM

∣∣∣
X=X0

...
...

∂ f (tN ,X)

∂x1

∣∣∣
X=X0

· · · ∂ f (tN ,X)

∂xM

∣∣∣
X=X0

⎤

⎥⎥⎥
⎦

(6.84)

M in Eq. (6.84) indicates the number of independent variables of the Kepler
parameter, which may be 15, or lower if some less influential disturbance parameters
are omitted. N is the number of epochs. According to the above analysis, B in
Eq. (6.84) will be a 3 N × M matrix. Of course, what is described here is merely
the basic principles of ephemeris expansion generation. In real situations, there are
many more factors to consider. Interested readers can refer to related literature or
patent documents.

The residual vector of a satellite’s position can be calculated through a set series of
initial parameters of the satellite orbitX0. Based onX0, the position of the satellites in
various epochs can be obtained. The position of the reference satellite can be selected
from the positions of the satellite obtained from the broadcast ephemeris, or from
the satellite ephemeris provided by the IGS precision ephemeris. The advantage of
using the IGS precision ephemeris to obtain the reference satellite position is that
the accuracy of the satellite position is high. However, the method is only applicable
for GPS satellites at present, as there is no formal and reliable supply channels
of precision ephemeris for the BDS satellites yet. Besides, uninterrupted internet
connection is also a necessity. The effectiveness of the broadcast ephemeris should
be guaranteed by reference stations all over theworld so as to ensure the demodulation
of the broadcast ephemeris on all GPS and BDS satellites in the full cycle. Reference
[3] shows that with this scheme, the satellite position error within 7 days will be on
the order of a few meters, and the pseudo-range observation error calculated thereby
will be within 10 m.
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Chapter 7
Position, Velocity, and Time Solutions

In this chapter, a detailed explainwill be given of how to use the pseudo-range, carrier
phase, and Doppler observations discussed in Chap. 5 to calculate the position,
velocity, and time deviation of the receiver. This chapter will be divided into two
parts. The first deals with calculating the user position, velocity, and time difference
using the least-squares solution (PVT solution). The second part explains how to
use the Kalman filter to perform the PVT solution. A conventional solution, the
least-squares method demonstrates its significance both in reality and in theory, and
is also fundamental for understanding the Kalman filter. After the PVT solution is
completed through the least-squares method, it is possible to obtain some important
information in the receiver, such as the geometric precision factor and the elevation
angle of the satellite. This is explained alongside the least-squares method, so that
readers can develop a holistic concept of the navigation algorithm inside the receiver.
The Kalman filtering solution is relatively difficult to understand, as it necessitates
abundant backgroundknowledgeof the signal estimation theory and adaptivefiltering
theory. However, it is an indispensable part of modern receiver design, so a large
portion of the second part is given over to explaining it based on the least-squares
method. However, since this book is not centered on the theories of signal estimation
and adaptive filtering, the explanation of relevant theories will not be comprehensive.
Interested readers can refer to other accredited literature in this area.

In this chapter, the mathematical models for BDS and GPS dual-mode observa-
tions will be integrated in order to analyze the algorithm of dual-mode joint posi-
tioning and compare it to the single-mode positioning algorithm, in order to analyze
the performance advantages as well as the problems of the former. The least-squares
and Kalman filter algorithms need to be adjusted according to the characteristics
of dual-mode observations. Since single-mode and dual-mode observations coexist,
a positioning algorithm that is compatible with both must be applied in the actual
implementation of the BDS/GPS dual-mode receiver.

© Publishing House of Electronics Industry, Beijing and Springer Nature
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and Technology 10, https://doi.org/10.1007/978-981-16-1075-2_7
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This chapter offers some information about the stochastic process and state param-
eter estimation. Since readers’ knowledge of these topics will vary, the basics of
parameter estimation and the stochastic process will be explained before an in-depth
discussion of the positioning algorithm. Interested readers can refer to literature on
state parameter estimation and signal estimation theory for a better understanding.

7.1 The Least-Squares Solution

7.1.1 Basic Principles

Let’s consider that the state observation equation containing the noise term is as
follows:

Y = Ax + n (7.1)

where x is the quantity of the system state to be estimated. x ∈ R
k , in whichR

k repre-
sents the k-dimensional vector space and k is the number of system state variables.
Although x cannot be directly observed, we can observe Y and use Ỹ to represent
the actual observation. A is a systematic observation matrix that reflects the conver-
sion from state quantity to observation measurement. Specifically, each row vector
of A converts the state variable to an observation. It is inevitable that noise will be
included in the observation. In Eq. (7.1), n is used to represent the noise vector in the
observation. Suppose that m observations can be obtained, then Y and n are a matrix
(vector) of m × 1, and A is a matrix of m × k.

The question now is how to estimate x in an optimal way according to observation
Ỹ , which raises another issue: how do we define “optimal”?

Assuming that the estimated value of state x is x̂, the cost function J (x̂) can be
defined as follows:

J (x̂) = (Ỹ − Ax̂)T(Ỹ − Ax̂) (7.2)

The cost function J (x̂) in Eq. (7.2) can be understood like this: as mentioned
earlier, each line of A converts a state variable into an observation. Because x̂ is
an estimate of the state quantity of the system, each line of A will convert x̂ to the
estimate of an observation. If the actual observation Ỹ = [ỹ1, ỹ2, · · · , ỹm]T, then
Ax̂ = [ŷ1, ŷ2, · · · , ŷm]T. Obviously, Ax̂ is the estimated value of Y in Eq. (7.1), (Ỹ −
Ax̂) is the difference between the actual observation and the estimated observation,
so J (x̂) is the square of the 2-norm of (Ỹ − Ax̂). Obviously J (x̂) is a quadratic
form of x̂, which measures the difference between the measured observations and
the estimated observations. When (Ỹ −Ax̂) is an 0 vector, J (x̂) = 0, indicating that
a perfect estimate of x is achieved. With the definition of the cost function, we can
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call x̂ (which minimizes the cost function) “optimal”. In this sense, the technique is
defined as “least-squares”.

If we expand Eq. (7.2), then:

J (x̂) = Ỹ
T
Ỹ − x̂TATỸ − Ỹ

T
Ax̂ + x̂TATAx̂

= Ỹ
T
Ỹ − 2Ỹ

T
Ax̂ + x̂TATAx̂ (7.3)

The second step of Eq. (7.3) occurs because x̂TATỸ and Ỹ
T
Ax̂ are both scalars,

and are equal.
Then, we can derive x̂ from Eq. (7.3). According to the definition of vector

derivation in Appendix A,

∂J (x̂)
∂ x̂

= −2ATỸ + 2ATAx̂ (7.4)

Readers can refer to the definition of vector derivation in the scalar function in
Section A.5 of Appendix A to derive the above equation.

The extreme point of J (x̂) can be obtained when ∂J (x̂)
∂ x̂ = 0, i.e.

−ATỸ + ATAx̂ = 0 (7.5)

If we solve Eq. (7.5), then

x̂ = (ATA)−1ATỸ (7.6)

Since ∂2J (x̂)
∂ x̂2

= 2ATA is a positive definite matrix, the value of J (x̂) must reach
the minimum at this time. Equation (7.6) is the least-squares estimate of the state
parameter, referred to as the LS estimation or the LS solution.

It should be noted that the least-squares solution in Eq. (7.6) is only applicable
whenmatrix (ATA) is reversible, whichmeans that at least k of them row vectors inA
are linearly independent, i.e. rank(A) = k, where rank(A) is the rank of the Amatrix,
or in other words, the number of vectors in themaximum linearly independent groups
of row vectors or column vectors in the A matrix. In general applications, usually
m > k, so this condition can be met. Ifm < k, the number of observations in Eq. (7.1)
will be less than the number of system state variables, and Eq. (7.1) will be an
indefinite (or underdetermined) equation, so the least-squares method will no longer
be applicable.

When the estimate of x is x̂, the estimation error δx of the state quantity can be
defined as:

δx = x − x̂ (7.7)
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If we substitute Eq. (7.6) into Eq. (7.7), then:

δx = x − (ATA)−1ATỸ

= x − (ATA)−1AT(Ax + n)

= x − x − (ATA)−1ATn

= −(ATA)−1ATn (7.8)

Equation (7.8) shows that the estimation error δx of the system state vector at this
time is independent of the system state quantity, and is only affected by the observed
noise vector n.

If the mean value of the noise vector n is 0, i.e. E{n} = 0, then:

E{δx} = −(ATA)−1ATE{n} = 0 (7.9)

Equation (7.9) shows that the LS estimation is unbiased.
The co-variance matrix of δx can be calculated according to Eq. (7.8):

var(δx) = E{(δx)(δx)T}
= (ATA)−1ATE{nnT}A(ATA)−1

= (ATA)−1ATRA(ATA)−1 (7.10)

where R = E{nnT} is the co-variance matrix of n. Obviously, R is positive. Further-
more, when the respective noise vectors are irrelevant to each other, R is a diagonal
matrix, i.e. R = diag{σ1, σ2, · · · , σm}.

The above analysis is based on the definition of the cost function, and the leas-
squares algorithm is derived from the extreme point of the cost function. The
definition of least-squares will now be discussed from the perspective of linear space.

We write the system observation matrix A in the form of a column vector, i.e.

A = [a1, a2, · · · , ak]

We then mark the linear space composed of A’s column vectors as S(A).
For estimate x̂ of any state quantity, Ax̂ can be regarded as a vector in S(A),

because

Ax̂ =
k∑

i=1

aixi (7.11)

That is, Ax̂ can be represented by a linear combination of A’s column vectors.
Thus, the measured linear distance between Ỹ and Ax̂ is

D(Ỹ,Ax̂) = ‖Ỹ − Ax̂‖ (7.12)
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For any two vectors s1 and s2, if the spatial distance is defined as ‖s1 − s2‖ =
(s1−s2)T(s1−s2), then according to Eq. (7.12),D(Ỹ,Ax̂) is actually the cost function
J (x̂) defined earlier in this section.

Visually, when Ax̂ is a projection of Ỹ on S(A), the value of D(Ỹ,Ax̂) will reach
theminimum, because (Ỹ−Ax̂) and S(A) are perpendicular, and x̂ is the least-squares
estimate of x.

This process can be illustrated with a simple example. If x = [x1, x2]T ∈ R
2,

Ỹ = [ỹ1, ỹ2, ỹ3]T ∈ R
3, A = [a1 a2], where a1, a2 ∈ R

3, then the state observation
equation can be written as:

⎡

⎣
ỹ1
ỹ2
ỹ3

⎤

⎦ = Ax = [
a1 a2

][ x1
x2

]
(7.13)

We can now assume that (a1, a2) forms a two-dimensional plane, and when Ax̂ is
a projection of Ỹ on this plane, x̂ is the least-squares estimate of x. For any other x∗,
Ax∗ will have the following property:

‖Ỹ − Ax∗‖ > ‖Ỹ − Ax̂‖ (7.14)

The property shown in Eq. (7.14) can be visually represented in Fig. 7.1.

7.1.2 Weighted Least-Squares

During the extraction of observation Ỹ , noise is inevitable, meaning that some of
the observations are more reliable than others. Therefore, in the estimation of the
state parameters using the least-squares, it is logical to maximize the adoption of

Fig. 7.1 Understanding the
least-squares solution from
the perspective of linear
space
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the highly reliable observations and minimize that of the lower ones. This is why
the concept of weight was introduced. The improved least-squares solution is called
weighted least-squares, or WLS.

Compared with conventional least-squares, the uniqueness of WLS is first
reflected in the cost function, i.e.

J (x̂) = (Ỹ − Ax̂)TW(Ỹ − Ax̂) (7.15)

where

W =

⎡

⎢⎢⎢⎣

w1 0 · · · 0
0 w2 · · · 0
...

...
. . . 0

0 0 0 wm

⎤

⎥⎥⎥⎦

is called the weighting matrix. This is a diagonal matrix of m × m, in which each
element on the diagonal corresponds to the weight of an observation. When wi =
wj,∀i, j ∈ [1,m], the WLS will degenerate into the regular LS.

Following the derivation method of the extreme point J (x̂) introduced in
Sect. 7.1.1, we can first extend Eq. (7.15), then:

J (x̂) = Ỹ
T
WỸ − 2Ỹ

T
WAx̂ + x̂TATWAx̂ (7.16)

If we derive x̂ in Eq. (7.16), according to the definition of vector derivation in
Appendix A, we get

∂J (x̂)
∂ x̂

= −2ATWỸ + 2ATWAx̂ (7.17)

The value of J (x̂) will reach the extreme when ∂J (x̂)
∂ x̂ = 0. So if Eq. (7.17) is equal

to 0, we can obtain the WLS estimation for x as:

x̂WLS = (ATWA)−1ATWỸ (7.18)

Equation (7.18) shows that the WLS estimation of the system state parameters
can be performed only if matrix (ATWA) is reversible.

If we continue to follow the definition of the system state estimation error in
Eq. (7.7), then

δxWLS = x − (ATWA)−1ATWỸ

= x − (ATWA)−1ATW(Ax + n)

= (x − x − (ATWA)−1ATWn

= −(ATWA)−1ATWn (7.19)
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Equation (7.19) shows that theWLS estimation error of δxWLS is still independent
of x and is only related to A,W and the observed noise vector n. TheWLS estimation
is also unbiased when the mean value of the observed noise is zero.

The co-variance matrix of δxWLS estimated through WLS then becomes:

var{δxWLS} = (ATWA)−1ATWRWA(ATWA)−1 (7.20)

where R is still the co-variance matrix of the noise vector n. In cases where the
respective noise quantities of n are not related to each other, R can be written as
diag{σ1, σ2, · · · , σm}.

Since the observed noise measures the credibility of the observation, it is logical
to consider the connection between the weighted matrix and the noise co-variance
matrix. Generally,

W = R−1 =

⎡

⎢⎢⎢⎢⎣

1
σ1

0 · · · 0

0 1
σ2

· · · 0
...

...
. . . 0

0 0 0 1
σm

⎤

⎥⎥⎥⎥⎦
(7.21)

A direct interpretation of Eq. (7.21) is that the larger σ is, the less reliable the
observation will be, so a relatively small weight should be given to it. Conversely,
the smaller σ is, the more reliable the observation will be, and it thus deserves a large
weight.

If we substitute Eq. (7.21) into Eq. (7.18), (7.19) and (7.20), then:

x̂WLS = (ATR−1A)−1ATR−1Ỹ (7.22)

δxWLS = −(ATR−1A)−1ATR−1n (7.23)

var{δxWLS} = (ATR−1A)−1ATR−1RR−1A(ATR−1A)−1

= (AR−1AT)−1 (7.24)

Now, if P = var{δxWLS}, then Eq. (7.22) becomes:

x̂WLS = PATR−1Ỹ (7.25)

Because P−1 = AR−1AT, P is positively related to R. The more accurate the
observation is, the smaller R and P will be, and the higher the accuracy of the
estimation will be. In this sense, P−1 can be called an “information matrix.”

Equation (7.24) indicates that choosing R−1 as the weighting matrix greatly
simplifies the calculation of the co-variance matrix of the estimation error. Besides,
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it is also clear that the co-variance matrix of δxWLS is independent of the state param-
eter x and is only related to the co-variance matrix of the observed noise and the
systematic observation matrix.

At the end of this section, the LS and WLS techniques can be summarized with
a simple example. In a single-state parametric system with [x]T for the system state
vector, each time a state parameter is observed, an observation ỹ will be obtained. A
total of N observations can be expressed in the following equations:

ỹ1 = x + v1
ỹ2 = x + v2

...

ỹN = x + vN

If we compare the single state parameter system with the state observation
equation in Eq. (7.1), then:

Y =

⎡

⎢⎢⎢⎣

ỹ1
ỹ2
...

ỹN

⎤

⎥⎥⎥⎦,A =

⎡

⎢⎢⎢⎣

1
1
...

1

⎤

⎥⎥⎥⎦,n =

⎡

⎢⎢⎢⎣

ṽ1
ṽ2
...

ṽN

⎤

⎥⎥⎥⎦ (7.26)

Firstly, if we assume that the noise power contained in all the observations is equal
and the noises are all white noises, then the covariance matrix is:

R =

⎡

⎢⎢⎢⎣

σ 2 0 · · · 0
0 σ 2 · · · 0
...

...
...

0 0 · · · σ 2

⎤

⎥⎥⎥⎦

Then, according to Eq. (7.6), the least-squares estimate for x is:

x̂LS = (ATA)−1ATY = 1

N

N∑

i=1

ỹi (7.27)

Obviously, the least-squares estimate now is actually the result of the arithmetic
average, which is common in practice. If the observed noise average is 0, the mean
of x̂LS will approach [x]T, which means x̂LS is unbiased.
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At the same time, according to Eq. (7.10), the variance of the estimated result is:

var{δxLS} = (ATA)−1ATRA(ATA)−1

= 1

N
(

N∑

i=1

σ 2)
1

N

= σ 2

N
(7.28)

According to Eq. (7.28), the larger N is, the smaller var{δxLS} and the more
accurate x̂LS will be, which tallies with the actual situation.

Now, let’s consider a case where the noise power in each observation is not equal.
The co-variance matrix of n will be:

R =

⎡

⎢⎢⎢⎣

σ 2
1 0 · · · 0
0 σ 2

2 · · · 0
...

...
...

0 0 · · · σ 2
N

⎤

⎥⎥⎥⎦ (7.29)

If the weighting matrix is set as W = R−1, the WLS estimation for x obtained
from Eq. (7.22) will be:

x̂WLS = (ATR−1A)−1ATR−1Y

If we substitute A and R into the above equation, then:

x̂WLS = 1
N∑
i=1

(1/σ 2
i )

N∑

i=1

[
(1/σ 2

i )ỹi
]

(7.30)

The result of Eq. (7.30) is the weighted average that we know well. According to
Eq. (7.24), the variance of the WLS state estimation error is:

var{δxWLS} = (ATR−1A)−1

= 1
N∑
i=1

(1/σ 2
i )

(7.31)

Equation (7.31) shows that if the number of tests is increased (meaning that the
value of N in the equation becomes larger), then the value of var{δxWLS} will be
monotonically decreasing with N, indicating that the accuracy of the estimation can
be improved by increasing the number of measurements. When the values of σ 2

i are
identical to each other, the WLS estimation will become an LS estimation.
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7.1.2.1 Solution of Position and Time Difference Using Pseudo-Range
Observation

The pseudo-range observations of the BDS and GPS dual-mode receivers have
already been described in detail in Sect. 5.1. Equations (5.9) and (5.10) are mathe-
matical models of GPS and BDS pseudo-range observations respectively. Each GPS
or BDS satellite signal in the receiver tracking channel can provide a pseudo-range
observation as shown in Eqs. (5.9) or (5.10). In this section, the calculation of the
receiver position and local clock bias based on pseudo-range observations will be
explained in detail.

Dual-mode receivers can receive and process two types of pseudo-range observa-
tions simultaneously, but sometimes only the single-mode ones are applicable. For
example, in certain cases, only one kind of satellite observation, either in GPS or
BDSmode, is available. Typical examples are positioning carried out in geographical
locations beyond the coverage of the BDS signal area, or situations where either the
BDSmode orGPSmode is acceptable due to special considerations (such as strategic
security or political factors), and the positioning solution can only be carried out with
single-mode pseudo-range observations. Therefore, in this section, the single-mode
and dual-mode solution of the position and clock offset will be discussed separately.

Single-mode Observations

In this mode, the pseudo-range observations involved in the calculation come from
the same GNSS system, so Eq. (5.9) with removed subscripts can represent the
mathematical model of the single-mode pseudo-range observation.

ρ̃1(xu) =
√

(xu − xs1)2 + (yu − ys1)2 + (zu − zs1)2 + cb + nρ1 (7.32)

ρ̃2(xu) =
√

(xu − xs2)2 + (yu − ys2)2 + (zu − zs2)2 + cb + nρ2 (7.33)

ρ̃m(xu) =
√

(xu − xsm)2 + (yu − ysm)2 + (zu − zsm)2 + cb + nρm (7.34)

Equations (7.32) to (7.34) contain pseudo-range observations with the amount of
m. [xu, yu, zu] is the position of the user and b is the deviation between the user’s local
clock and GPST/BDT, whose actual value depends on the GNSS system to which
the pseudo-range observations belong. nρ = cτs + Eeph + Tiono + Ttron + MP + nr
represents the total error term in the pseudo-range observations.What is known is the
pseudo-range observation ρ̃i and the satellite coordinates [xsi , ysi , zsi ]. The tilde “ ~ ”
above the observation term indicates that it is an actual observation, different from the
subsequent prediction. The satellite and user coordinates are both represented in the
ECEF coordinate system here, where the acquisition of pseudo-range observations is
detailed in Sect. 5.1. The coordinates of the satellite are calculatedwith the ephemeris
data at the transmission time of the signal, which has already been discussed in detail
in Chap. 6.
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Comparing the above pseudo-range observation equation with the state obser-
vation equation with least-squares, we can see that the pseudo-range equation is a
nonlinear equation and cannot be directly solved through the LS estimation described
in Sect. 7.1.1. Therefore, wemust first linearize the pseudo-range equation to perform
the LS estimation. In practice, the most common linearization is based on first-order
Taylor series expansion.

If we assume that there is a starting value x0 = [x0, y0, z0, b0] in the user’s
coordinate and the local clock, thenwe can obtain the following equation bymaking a
first-order Taylor series expansion of the pseudo-range equation based on the starting
value:

ρ̃i(xu) = ρi(x0) + ∂ρi

∂xu
|x0(xu − x0) + ∂ρi

∂yu
|y0(yu − y0)

+ ∂ρi

∂zu
|z0(zu − z0) + ∂ρi

∂b
|b0(b − b0) + h.o.t. + nρi (7.35)

where i = 1, 2, · · · ,m; and h.o.t. are high-order Taylor series terms.

ρi(x0) =
√

(x0 − xsi )2 + (y0 − ysi )2 + (z0 − zsi )2 + cb0

∂ρi

∂xu
|x0 = − x0 − xsi√

(x0 − xsi )2 + (y0 − ysi )2 + (z0 − zsi )2

∂ρi

∂yu
|y0 = − y0 − ysi√

(x0 − xsi )2 + (y0 − ysi )2 + (z0 − zsi )2

∂ρi

∂zu
|z0 = − z0 − zsi√

(x0 − xsi )2 + (y0 − ysi )2 + (z0 − zsi )2

∂ρi

∂b
|b0 = 1

ρi(x0) can be derived from the current position, clock difference, and satellite
position. It is often referred to as the predicted pseudo-range, and should be distin-
guished from the true pseudo-range observations. The subscript “i” here refers to
different satellites that the observation is from.

We can define the following vector:

ui � [ ∂ρi

∂xu
|x0 ,

∂ρi

∂yu
|y0 ,

∂ρi

∂zu
|z0 , 1], dx0 � [(xu − x0), (yu − y0), (zu − z0), (b − b0)]T

The vector formed by the first three elements ofui is generally called the “direction
cosine vector”. Denoted as DCi = [ ∂ρi

∂xu
|x0 ,

∂ρi

∂yu
|y0 ,

∂ρi

∂zu
|z0 ], it is a representation of the

unit direction vector from the user position to the satellite in the ECEF coordinate
system. Each satellite has its own direction cosine vector. The vector can also be
represented in other coordinate systems with its physical meaning unchanged.
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If we sort out Eq. (7.35) and omit the high-order terms, then:

ρi(xu) − ρi(x0) = ui · dx0 + nρi (7.36)

On the left side of Eq. (7.36) is the subtraction of the predicted pseudo-range
quantity on the initial point from the observed pseudo-range quantity. The difference
is generally referred to as the pseudo-range residual, which is represented by δρi . The
mathematical expression of the pseudo-range residual is shownon the right side of the
equation. The equation is already linear, but it should be noted that the linearization
here is only an approximation in the sense of the first-order Taylor series. Strictly
speaking, the sign of equality should be replaced with that of approximate equality in
Eq. (7.36). It can be seen in later analysis that as the number of iterations increases,
the result of linearization becomes more and more accurate.

Equation (7.36) is the linearization of the pseudo-range observations of a satellite.
If the linearization of m observations is carried out simultaneously, the following
linear equations can be obtained:

δρ1 = u1 · dx0 + nρ1

δρ2 = u2 · dx0 + nρ2

...

δρm = um · dx0 + nρm

If we transform the above equations into a matrix, then we can obtain:

δρ = Hdx0 + nρ (7.37)

where, δρ = [δρ1, δρ2, · · · , δρm]T, H = [uT1 ,uT2 , · · · ,uTm]T, nρ =
[nρ1 , nρ2 , · · · , nρm ]T, the number of dimensions of which are m × 1, m × 4 and
m × 1 respectively.

According to the analysis in Sect. 7.1.1, the LS estimation of Eq. (7.37) is:

dx0 = (HTH)−1HTδρ (7.38)

If matrix (HTH)−1HT is written as follows:

(HTH)−1HT =

⎡

⎢⎢⎣

h11 h12 · · · h1m
h21 h22 · · · h2m
h31 h32 · · · h3m
h41 h42 · · · h4m

⎤

⎥⎥⎦

then it can be proved that:
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m∑

i=1

h1i = 0,
m∑

i=1

h2i = 0,
m∑

i=1

h3i = 0,
m∑

i=1

h4i = 1 (7.39)

This means that in matrix (HTH)−1HT, the sum of the elements in the first three
row vectors is 0, and the sum of the elements in the fourth row vector is 1. Since the
first three row vectors in (HTH)−1HT are x, y, z, which are used to calculate the user
position, according to Eq. (7.39), the common error term in the pseudo-range obser-
vation does not affect the accuracy of the positioning solution. Meanwhile, the fourth
row vector of (HTH)−1HT is to calculate the user’s clock difference, so the common
error term in the pseudo-range observation will affect the accuracy of the solution of
the clock difference. This conclusion is theoretically derived, and is consistent with
our visual observation. For example, if all pseudo-range measurements are added
with the same value �t, there will be no change in the positioning result, and the
clock difference b will deviate by �t.

Equation (7.38) generates the correction amount between the initial point and the
real point after one linearization, which, if used to update the initial point, can help
to generate the corrected solution, i.e.,

x1 = x0 + dx0 (7.40)

Then, the derivation from Eq. (7.36) to Eq. (7.40) can be repeated with x1 as the
starting point, and the new correction amount dx1 can be used to update the previous
solution.

The above process can be described in a general way, and for the k-th update, the
process can be written as:

dxk−1 = (HT
k−1Hk−1)

−1HT
k−1δρk−1 (7.41)

xk = xk−1 + dxk−1 (7.42)

BothH and δρ are subscripted inEq. (7.41) and (7.42) because the direction cosine
vector of each satellite and its corresponding pseudo-range residuals are recalculated
after each update of xk .The update will end when ‖dxk‖ is determined, i.e.,

‖dxk‖ < predetermined threshold (7.43)

where the “predetermined threshold” is referred to as a preset threshold.When ‖dxk‖
is less than the threshold, it is considered that the update can be stopped. In general,
if the starting point is set to be the center of the earth, then only about five iterations
are needed for the accuracy of the convergence to reach a satisfactory level. As the
number of iterations increases, the value of ‖dxk‖ becomes smaller and smaller, and
the linearization of Eq. (7.36) becomes more and more accurate.

At the end of the iteration, the value of ‖dxk‖ can be very small, for example, less
than 1 cm. However, this does not mean that the error of the user position and clock
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bias is less than 1 cm. The convergence of ‖dxk‖ only indicates that the solution
that minimizes the cost function with least-squares has been found, not that the cost
function has approached zero, so the error in the user position and the clock bias
may still be large. Therefore, it is impractical to improve the accuracy of the solution
by increasing the number of iterations. Errors in the position and clock bias will be
further explained in the subsequent introduction to the geometric accuracy factor.

During an iteration, the effects of the Earth’s rotation must be taken into consid-
eration. It is already known that it takes 60–80 ms for signals from GPS satellites
and BDSMEO satellites to travel from Space to the Earth’s surface, and 110–130 ms
for signals from BDS IGSO and GEO satellites. During transmission, the Earth has
rotated by a certain angle, which, though small, cannot be ignored considering its
vast radius.

The angular velocity of the Earth’s rotation is ωie. The time of signal transmission
�ttr can be obtained through dividing the predicted pseudo-range obtained from
each iteration by the speed of light. Therefore, the angle of the Earth’s rotation
during signal transmission is

αk = ωie�ttr (7.44)

where the subscript of αk indicates the k-th time iteration, which means αk needs to
be recalculated after each iteration.

Since the earth rotates around the z-axis of the ECEF coordinate system, the
rotation matrix can be written as follows based on αk :

Rαk =
⎡

⎣
cos(αk) − sin(αk) 0
sin(αk) cos(αk) 0

0 0 1

⎤

⎦ (7.45)

By multiplying the rotation matrix and the satellite coordinates obtained from the
ephemeris data, the satellite coordinates with the presence of the rotation effect can
be obtained:

⎡

⎣
x′
sv

y′
sv

z′
sv

⎤

⎦ =
⎡

⎣
cos(αk) − sin(αk) 0
sin(αk) cos(αk) 0

0 0 1

⎤

⎦

⎡

⎣
xsv
ysv
zsv

⎤

⎦ (7.46)

Then, the direction cosine vector of the satellite and the predicted pseudo-range
amount can be calculated with [x′

sv, y
′
sv, z

′
sv]T.

Dual-Mode Observation

When a dual-mode observation is involved in the calculation, the GPS and the BDS
pseudo-range observations will be mixed. According to the analysis in Sect. 5.1, if
the GPS time (GPST) is selected as the time reference of the receiver, there will be a
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system time deviation TGB between BDT and GPST when the pseudo-range obser-
vations of the BDS satellite are compared with Eqs. (7.32) to (7.34). The analysis of
the dual-mode is centered on the handling of TGB.

One way is to read TGB from the system settings, thereby solving the system
deviation of the BDS pseudo-range observations to the GPST. Specifically, the time
synchronization parameter between BDT and GPST is given in the BeiDou Navi-
gation message, which is on the fifth page of the fifth sub-frame in the D1 code
message, and the 101st page of the fifth sub-frame in the D2 code message. There
are two time synchronization parameters between BDT and GPST:

A0GPS: the clock difference of BDT relative to GPST;
A1GPS: the clock speed of BDT relative to GPST.
The equation for the system deviation between BDT and GPST is:

TGB = A0GPS + A1GPS × tE (7.47)

where, tE is the BDT when the receiver extracts the pseudo-range observation.
After the TGB is obtained, the term cTGB corresponding to TGB can be deducted

from Eq. (5.10), the expression for the BDS pseudo-range observation. Now, the
state of the system to be solved is x = [x, y, z, b], so the BDS and GPS pseudo-
range observations can be converted into single-mode ones and thereby be calculated
according to the solution for the single-mode observation described above.

The advantage of this method is that the number of state variables will not increase
compared to those in the single-frequency mode. Therefore, only the data from at
least four BDS or GPS satellites is needed to calculate the receiver’s position and
local clock difference, for which it is more applicable when there are only a few
observations to process. However, the main disadvantage of this method is the need
for time synchronization parameters, which means that the data demodulation of
the BDS navigation message is a necessity. Generally, there will be a certain time
cost for the receiver to be powered on and complete the acquisition and tracking of
the BDS satellite signal, the demodulation of the message, and the reading of time
synchronization parameters, which depend on the signal acquisition speed, signal
strength, and the difference between the startup time and the time parameter. The
time cost will increase the TTFF time. What’s more, in cases of poor signal quality,
the data demodulation cannot even be successfully completed, and this method will
no longer be applicable.

Another method is to solve the problem on the user side. The main idea is to
regard TGB as the system state quantity to be estimated. Then, the state quantity of
the system to be solved is x = [x, y, z, b,TGB], and the four single-mode unknown
amounts change to 5. Thus the dual-mode pseudo-range observation can be written
as

ρ̃G1(xu) =
√

(xu − xGs1)2 + (yu − yGs1)2 + (zu − zGs1)2 + cb + nρG1 (7.48)

ρ̃G2(xu) =
√

(xu − xGs2)2 + (yu − yGs2)2 + (zu − zGs2)2 + cb + nρG2 (7.49)
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ρ̃Gm(xu) =
√

(xu − xGsm)2 + (yu − yGsm)2 + (zu − zGsm)2 + cb + nρGm (7.50)

ρ̃B1(xu) =
√

(xu − xBs1)2 + (yu − yBs1)2 + (zu − zBs1)2 + cb + cTGB + nρB1

(7.51)

ρ̃B2(xu) =
√

(xu − xBs2)2 + (yu − yBs2)2 + (zu − zBs2)2 + cb + cTGB + nρB2

(7.52)

ρ̃Bn(xu) =
√

(xu − xBsn)2 + (yu − yBsn)2 + (zu − zBsn)2 + cb + cTGB + nρBn

(7.53)

Equations (7.48) to (7.53) show m GPS pseudo-range observations and n BDS
pseudo-range observations, where Eqs. (7.48) to (7.50) are GPS pseudo-range obser-
vations, Eqs. (7.51) to (7.53) are BDS pseudo-range observations, and the subscripts
G and B in ρ̃Gi and ρ̃Bi represent GPS and BDS.

The principle of linearizing the dual-mode pseudo-range observation is similar to
that of the single-mode one, except that the GPS and BDS satellite signals should be
distinguished:

uGi � [ ∂ρi

∂xu
|x0 ,

∂ρi

∂yu
|y0 ,

∂ρi

∂zu
|z0 , 1, 0]

uBi � [ ∂ρi

∂xu
|x0 ,

∂ρi

∂yu
|y0 ,

∂ρi

∂zu
|z0 , 1, 1]

dx0 � [(xu − x0), (yu − y0), (zu − z0), (b − b0), (TGB − TGB0)]T

where the subscripts “B” and “G” are used to distinguish BDS andGPS pseudo-range
observations. The linearized pseudo-range residual can be expressed as:

δρG1 = uG1 · dx0 + nρG1 (7.54)

δρG2 = uG2 · dx0 + nρG2 (7.55)

...

δρGm = uGm · dx0 + nρGm (7.56)

δρB1 = uB1 · dx0 + nρB1 (7.57)

δρB2 = uB2 · dx0 + nρB2 (7.58)

...

δρBn = uBn · dx0 + nρBn (7.59)

Equations (7.54) to (7.59) correspond to Eqs. (7.48) to (7.53). It can be seen that
the number of ui vector elements becomes five, and needs to be adjusted according to
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the difference between BDS and GPS satellites. Besides, the dimension of dxi—the
corresponding correction of the system state—is also five.

The calculation of the state correction dxi and the realization of multiple iterations
using the least-squares method are the same as those in the single-frequency mode.
Generally, for the k-th update, the process can be written as:

dxk−1 = (HT
k−1Hk−1)

−1HT
k−1δρk−1

xk = xk−1 + dxk−1

The expression of the above steps is exactly the same as in the single
mode. It should be noted that Hk−1 is composed of uGi and uBi, i.e. H =
[uTG1,uTG2, · · · ,uTGm,uTB1,u

T
B2, · · · ,uTBn]T.

The convergence of the dual-mode iteration is judged identically to that of the
single mode iteration, and the influence of the Earth’s rotation also needs to be
considered in the calculation of the satellite position. The specific process is referred
to in Eqs. (7.44) to (7.46).

The problem of system clock bias can be solved through increasing the amount of
the system state on the user’s end, the advantage of which is that it does not require
time synchronization parameters provided in the system setting, and the position and
clock bias can be determined as long as there are enough dual-mode pseudo-range
observations. Therefore, when the signal reception of the satellite is good, the TTFF
will be shorter than in the system settings. However, the disadvantage is that the
minimum number of satellites required is one more than that in the single mode, thus
the applicability of the method will be affected when the signal is occluded.

In real GPS/BDS dual-mode receivers, the two methods can be adopted simulta-
neously, which means that when the quality of the BDS satellite signal is good, the
time synchronization information can be demodulated through the system settings.
Otherwise, the method of increasing the state of the system can be adopted after
the dual-mode observations of more than five satellites are captured. The specific
process is shown in Table 7.1.

Table 7.1 only shows the case when the number of pseudo-range observations is
sufficient. When this is less than four, the method described in this section will be
impractical. Therefore, elevation assistanceor other redundant information assistance
can be adopted to achieve positioning.

The coordinate of the receiver’s position Pu = [x, y, z] obtained above is in the
ECEF coordinate system, yet generally speaking, the actual positioning result needs

Table 7.1 Positioning solutions determined by satellite categories and numbers

Satellite type Satellite number Solution

GPS ≥4 Single−mode solution

BDS ≥4 Single−mode solution

GPS+BDS ≥5 Dual−mode user side solution or system level solution

GPS+BDS =4s Dual−mode system level solution
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to be converted into latitude and longitude coordinates (φ, λ, h), in which φ is the
latitude, λ is the longitude, and h is the altitude. For the specific conversion, please
refer to Sect. 1.2.3 in Chap. 1.

7.1.3 Calculation of Speed and Clock Drift Using Doppler
Observations

Section 5.3 explains the acquisition of Doppler observations and its mathematical
model expressions. In this section, the solution of the receiver’s speed and the clock
drift through the least-squares method will be elaborated.

The difference between Doppler frequency and integral Doppler observations has
been explained in detail in Sect. 5.3. The Doppler frequency reflects the projec-
tion of the instantaneous relative velocity vector of the satellite and the receiver
on the direction cosine at a certain moment, while the integral Doppler reflects the
change of distance between the satellite and the receiver over a period. Since integral
Doppler observations cannot usually be generated by low-cost navigation receivers,
theDoppler frequencywill be adopted instead in this section to calculate the receiver’s
speed and the clock drift. If not specifically clarified, the Doppler frequency in this
section will be regarded as the Doppler observation. For receivers that can generate
integral Doppler observation, the observations of adjacent time elements can be
differentiated, and the result can be used in the calculation described in this section.

Since GPST and BDT are maintained by atomic clocks in their own systems, the
frequency stability of the atomic clock can reach 10−12 ~ 10−13, which, if converted
to speed, is 3 × 10−4 ~ 3 × 10−5 m/s. The time difference between GPST and BDT
can be considered as constant compared to the frequency error variance of the carrier
tracking loop, i.e. ṪGB = 0. Therefore, although the dual-mode receiver can generate
different Doppler observations of both GPS and BDS satellites, the mathematical
expression is the same, namely Eq. (5.20) in Sect. 5.3. When the receiver can acquire
Doppler observations of m GPS and BDS satellites, the following equations can be
written:

fd1 = (vs1 − vu) · DC1 + cḃ + nd1 (7.60)

fd2 = (vs2 − vu) · DC2 + cḃ + nd2 (7.61)

...

fdm = (vsm − vu) · DCm + cḃ + ndm (7.62)

where fdi is the Doppler observation of the i-th satellite, whose unit is m/s. DCi is
the direction cosine vector of the same satellite, which is derived from the position
solution process in the previous section. It is usually obtained when the iteration
of the positioning solution converges. vsi is the speed of the i-th satellite, which is
obtained according to the method explained in in Sects. 6.2 and 6.3.
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As mentioned above, GPS and BDS satellites are no longer distinguished in
Eqs. (7.60) to (7.62). It should be noted that the unit of fdi is m/s, but the Doppler
frequency outputted by the baseband tracking loop is in Hertz or radians. Hence,
if fdi is expressed in Hertz, it needs to be multiplied by the carrier wavelength, and
if it is in radians, it needs to be multiplied by 2π. The carrier wavelength can be
calculated with λ = c/fcarrier, and the carrier frequency of GPS or BDS should be
chosen according to the signal type of the satellite.

There are four unknown terms to be solved in Eqs. (7.60) to (7.62), which are the
user’s clock drift cḃ and velocity vector vu = [vx, vy, vz]T respectively. For conve-
nience of description, they are represented by a uniform vector xv = [vx, vy, vz, cḃ]T.
If we arrange the satellite speed items in Eqs. (7.60) to (7.62) and move them to the
left of the equal sign, we can obtain:

fd1 − DC1 · vs1 = −DC1 · vu + cḃ + nd1 (7.63)

fd2 − DC2 · vs2 = −DC2 · vu + cḃ + nd2 (7.64)

...

fdm − DCm · vsm = −DCm · vu + cḃ + ndm (7.65)

Equations (7.63) to (7.65) are easy to understand. GPS and BDS satellites move
at high speed, which leads to most of the Doppler shift, so this part must be removed.
The rest of the shift results completely from the user.’s movement and the local clock
drift. Of course, the noise term remains. (fdi −DCi · vsi ) is generally referred to as a
linearized Doppler observation.

When the user stays still, because vu = [0, 0, 0]T,

(−DCi · vu) = 0, i = 1, · · · ,m (7.66)

At this time, the right side of Eqs. (7.63) to (7.65) is completely determined by
the local clock drift and the noise term. The local clock drift is a common term for
all satellite observations, while the noise term is relatively small. If the linearized
Doppler observations of multiple satellites are observed at the same time, it is easy to
see that their values are very close, which is very useful for actual system debugging.

If we define:

f ′
d �

⎡

⎢⎢⎢⎣

fd1 − DC1 · vs1
fd2 − DC2 · vs2

...

fdm − DCm · vsm

⎤

⎥⎥⎥⎦,H �

⎡

⎢⎢⎢⎣

−DCT
1 1

−DCT
2 1

...

−DCT
m 1

⎤

⎥⎥⎥⎦,nd �

⎡

⎢⎢⎢⎣

nd1
nd2
...

ndm

⎤

⎥⎥⎥⎦ (7.67)

then Eqs. (7.63) to (7.65) can be converted into a matrix, which is:

f ′
d = Hxv + nd (7.68)
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Comparing Eq. (7.68) with Eq. (7.1), we see that Eq. (7.68) is already a standard
linear state observation equation, the solution of which is different to that of the
position. The solution of the velocity does not need to be iterated. It can be conducted
directly using the least-squares method:

xv = (HTH)−1HTf ′
d (7.69)

The property of (HTH)−1HT embodied in Eq. (7.39) is still true here. Therefore,
the common error term in all Doppler observations will not affect the solution of a
user’s speed, but only that of the clock drift.

It can be deduced that during the PVT solution through the least-squares method
inside the receiver, the general order is to obtain the position and clock difference of
the user by using the Newton iteration method first, and then construct an H matrix
with the satellite direction cosine vector obtained in the process. At the same time,
the Doppler observation is subtracted from the satellite motion velocity to obtain
a linearized Doppler observation. Finally, the user’s speed and clock drift can be
obtained from Eq. (7.69).

Obtaining the user’s PVT solution through the least-squares method has been
explained thoroughly in this section and the previous section. As the most common
solution, this method has a wide range of applications in real-world receivers, and
is the theoretical basis for understanding other solutions. The solution of each least
square is based on the observation of a certain time element, which is irrelevant for
the observation of the previous time element. If the observed noise of different time
elements is regarded as white noise, the error contained in the PVT result obtained
through the least-squares method can also be considered as uncorrelated. In actual
engineering, this the existence of jumps in the position error and the velocity error
obtained from the least-squares solution, which is similar to white noise. Of course,
the noise contained in the pseudo-range observation and theDoppler frequency obser-
vations is not all white noise. For example, the ionospheric and tropospheric delays
show the characteristics of low-frequency slowly-varying signals in time. The posi-
tion error calculated at this time is also time-correlated. A variety of methods have
been developed to filter the results of the least-squares or to make the positioning
result smoother. The Kalman filter, which will be described later, is one of them.

7.1.4 Satellite Elevation and Azimuth

After the user’s location is obtained, it is important to calculate the elevation and
azimuth of the satellite (also known as the argument), which are related to the user’s
current position and satellite position.

As shown in Fig. 7.2, the user location is Pu and the satellite location is Psv.
The vector Pu−SV, which marks the distance between the user and the satellite, is
projected to a point P⊥ on the plane between the N axis and the E axis in the user
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Fig. 7.2 Satellite elevation
and azimuth

center’s coordinate system, which is actually the tangent plane of the Earth along its
ellipsoid from the user position. TheN axis points due north and theN axis points due
east. The angle between the vector P⊥Pu and the N axis is the azimuth angle, which
is generally counterclockwise. Meanwhile, the angle between the vector Pu−SV and
the tangent plane is the elevation angle. In Fig. 7.2, the elevation angle is represented
by α and the azimuth angle by β.

The satellite’s elevation information lays the foundation for the receiver’s internal
logic to predict the visible satellite set. The receiver needs to predict the visible satel-
lite above the zenith and calculate the elevation angle of each visible satellite during
operation, so that the downlink satellites that has already reached the horizon can be
replaced in time, and the uplink satellites in the horizon direction can be prepared for
signal acquisition and tracking. Therefore, the elevation angle of the satellite is an
important basis for the receiver’s internal star control logic. An important use of the
predicted visible satellite set is towork out the approximate orientation of the satellite
in order to calculate the elevation and depression angles of the satellite according to
the local approximate azimuth when the receiver is started, and begin to save valid
ephemeris or almanac data through non-volatile memory such as EEPROM or Flash.
Only when the elevation angle of the satellite is greater than 0 can the satellite’s
signal be received, so the current set of satellites that may be tracked in the sky can
be predicted. Thereby, the search space can be reduced, and the power-on positioning
of the satellite can be accelerated.

The lower the elevation angle of the satellite, the worse the quality of the received
signal will be, because the satellite signal needs to travel extra distance (mostly
through the atmosphere) to reach the ground. According to Sect. 5.4.3 and 5.4.4,
satellite signals with low elevation angles are more susceptible to the influence of
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the ionosphere and troposphere, the delays of which are also greater. At the same
time, a satellite signal with a lower elevation angle is more likely to have a multipath
effect than one with a high elevation angle. In order to ensure accurate positioning,
minimum elevation angle requirements (Elevation Mask) for positioning satellites
have been set in modern GPS receivers. When the elevation angle of the satellite
is lower than the preset threshold, the observations of the satellite will be excluded
from the positioning solution. In practice, the elevation threshold is generally set to
5~10 degrees, and the indicator can be adjusted according to actual requirements.

The satellite’s elevation is also used to quantify the quality of the pseudo-range
and carrier phase observations in the PVT solution. The higher the elevation angle,
the better the observations provided by the satellite will be. Inweighted least-squares,
the quality of the observation is often used to set the weight matrix of the observation
or the Rmatrix of the observation in the Kalman filter algorithm. A suitable Rmatrix
will improve the accuracy and smoothness of the positioning result.

Figure 7.2 shows that the unit vector of Pu−SV is the cosine vector from the user
to the satellite, i.e. DCi defined in Sects. 7.1.3 and 7.1.4, and i stands for different
satellites, whereDCi is represented in the ECEF coordinate system. According to the
physical meaning of the above elevation and azimuth, it is necessary to convert DCi

into the ENU coordinate system when the elevation and azimuth are under analysis.
According to the definition of the elevation and azimuth, the direction cosine is

expressed in the ENU coordinate system as:

DCENU = [− sin β cosα, cosβ cosα, sin α] (7.70)

and if the value DC in the ECEF coordinate system is obtained, it can be converted
into the ENU coordinate system, i.e.,

DCENU = Re2tDC (7.71)

Here, Re2t is the rotation matrix from ECEF to ENU. Based on Sect. 1.2.4,

Re2t =
⎡

⎣
− sin(λ) cos(λ) 0

− cos(λ) sin(φ) − sin(λ) sin(φ) cos(φ)

cos(λ) cos(φ) sin(λ) cos(φ) sin(φ)

⎤

⎦

where,φ is the latitude of the receiver’s position andλ is the longitude of the receiver’s
position.

Suppose that the result obtained from Eq. (7.71) can be written as [κe, κn, κu], and
compare it with Eq. (7.70), then:

α = tan−1(
κu√

κ2
e + κ2

n

) (7.72)

β = tan−1(−κe

κn
) (7.73)
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Equations (7.72) and (7.73) are for the calculation of the elevation and azimuth
respectively, and are applicable to both GPS and BDS satellites. The range of
elevation angles is [−90°, +90°], and the range of azimuth is [−180°, +180°] or
[0°, +360°]. In practice, since the receiver can only receive signals from satellites
above the zenith, the satellite elevation calculated from the actual received satellite
signals can only be between 0° and 90°. Figure 7.3 shows the 24-h GPS and BDS
satellite elevation and azimuth trajectories. The receiver position is (39.9005 °N,
116.4135 °E). For easier identification, the trajectories of GPS satellites and BDS
satellites are divided into two diagrams. The left shows the trajectories of GPS
satellites, and the right shows those of BDS satellites. The receiver’s own positions
are on the center of the diagrams, and the elevation and azimuth angles of different
satellites are represented by the distances and angles from the center point. As shown
in Fig. 7.3, the trajectories of different GPS satellites are similar in shape, while
those of the BDS satellite can be easily divided into three categories based on their
shapes. B1 to B5 are GEO satellites, so the elevation and azimuth do not change
much. B6 to B10 are IGSO satellites whose trajectories are similar to two-thirds
of a figure “8”, as IGSO satellites are untraceable when they fly to the southern
hemisphere. B11 to B14 are MEO satellites, so only signals from a portion of their
operating cycle can be received at the observation site.

7.1.5 Geometric Dilution of Precision

The co-variance matrix of the position error can be obtained through analyzing
the algorithm for the pseudo-range observation and positioning in Sect. 7.1.3 and
Eq. (7.10) of the co-variance matrix of the state error in the least-squares method:

Fig. 7.3 Elevation and azimuth distribution of GPS and BDS satellites (Receiver position: 39.9005
°N, 116.4135 °E)
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var{δxu} = (HTH)−1HTRH(HHT)−1 (7.74)

δxu is used here to distinguish it from the update amount dxi for each iteration
in Sect. 7.1.3. R is the covariance matrix of the noise vector in the pseudo-range
observations. If δxu is to be calculated with Eq. (7.74), the value of R must be
known. Now, let’s consider the specific form of R.

It is reasonable to assume that the observed noises of different satellites are inde-
pendent of each other, soR is a diagonalmatrix represented by diag{σ 2

1 , σ 2
2 , · · · , σ 2

m}.
Obviously, σ 2

i is the noise power, which evaluates the pseudo-range observations of
the i-th satellite. In general, σ 2

i 	= σ 2
j ,∀i, j ∈ [1,m]. There are many factors that

determine σ 2
i . According to the analysis in Sect. 5.4, the noise term in pseudo-range

observations is affected by a wide variety of factors. For example, as the elevations of
different satellites vary, a higher elevation anglewill result in a higher carrier-to-noise
ratio of the signal. The ionospheric and tropospheric delay during signal transmission
will also be smaller, so the observations extracted from it will be cleaner, and smaller
noise components can be identified. Correspondingly, the observations provided by
the satellitewith a lower elevation tend to have a larger noise component, forwhichσ 2

i
will be larger. In addition, the factors affecting the pseudo-range observation noise
are ephemeris errors, satellite clock errors, multipath delays, and receiver errors.
However, before the termination of the SA policy for GPS, the most significant error
was caused by the random jitter of the satellite clock that was artificially added in the
SA policy. All GPS satellites were affected by the same amplitude of the clock error.
Thus, in the early-stage GPS error analysis of the receiver’s pseudo-range observa-
tions, it can be assumed that all satellites provide the same (or similar) pseudo-range
measurement noise power, so R = σ 2I, where I is a matrix of m×m. This assump-
tion can be proved in the equation below. Firstly, it is assumed that the pseudo-range
observation error is represented by ρURE, where the subscript URE represents the User
Ranging Error. If each error term is independent the others, ρURE can be written as:

ρURE =
√

σ 2
Eph + σ 2

SA + σ 2
iono + σ 2

tron + σ 2
MP + σ 2

r (7.75)

Before the SA policy was abolished for GPS, σSA ≈ 33. When σSA is much larger
than the other terms, ρURE ≈ σSA. Therefore, it is reasonable to assume that the
pseudo-range observation noise provided by all satellites has the same (or similar)
power. If we substitute R = σ 2I into Eq. (7.74), then:

var{δxu} = (HTH)−1HTσ 2IH(HTH)−1

= σ 2(HTH)−1 (7.76)

For the convenience of later theoretical analysis, (HTH)−1 will be written as [�i,j],
where �i,j represents the element of the i-th row and j-th column of the matrix. Then,
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var{δxu} = σ 2
�1,1 (7.77)

var{δyu} = σ 2
�2,2 (7.78)

var{δzu} = σ 2
�3,3 (7.79)

var{δb} = σ 2
�4,4 (7.80)

Equations (7.77) to (7.80) show that the elements on the diagonal of the (HTH)−1

matrix reflect the accuracy of the positioning results only to a certain degree, because
the derivation of the above equations is based on the assumption that the noise power
of each satellite is the same, which is difficult to achieve in engineering practice.
When the SA policy was operational in the USA, since the pseudo-range observation
always had a fixed-range satellite clock component, the magnitude of the positioning
error was always proportional to the value of �i,i. However, since the abolition of the
SA policy, there is no significant error source in the error term of the pseudo-range
observations. In this case, if the pseudo-range error is small, it is still possible to
obtain a more accurate positioning result even though the value of �i,i is relatively
large. Even so, since the early stages of the design and performance analysis of the
GPS receiver, the following precision dilutions has been defined:

Positional dilution of precision (PDOP) = √
�1,1 + �2,2 + �3,3

Time dilution of precision (TDOP) = √
�4,4

Geometric dilution of precision (GDOP) = √
�1,1 + �2,2 + �3,3 + �4,4

The precision dilutions can be regarded as a linearmapping from themeasurement
errors in the observations to the errors in the state estimation. In cases where the
observation measurement errors are the same, a relatively large precision dilution
will evoke a larger state estimation error, while a relatively small precision dilution
makes the state estimation error smaller. As can be seen from the definition of the
precision factor, the precision dilution is independent of the actual observation noise.
It is only related to (HHT)−1, which can be directly calculated from the matrix. By
observing the form of the matrix, we know that each row vector of the H matrix
is composed of the cosine vector of a satellite and the user’s direction and 1, so
(HHT)−1 must be related to the geometric distribution of multiple satellites.

According to the definition of the precision dilutions above,

σPos =
√

σ 2
x + σ 2

y + σ 2
z

= √
�1,1 + �2,2 + �3,3 · σURE

= PDOP · σURE (7.81)
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where σPos is the standard deviation of the receiver’s position calculated with the
least-squares. Equation (7.81) shows the relationship between the ranging error and
the final positioning error in the pseudo-range observation. The example in Fig. 7.4
explains why the geometric accuracy factor is related to the geometric distribution
of the satellite. Although displayed on a two-dimensional plane, the example can be
easily converted to the three-dimensional space of reality.

There are two constellations in Fig. 7.4, each with two stars, which is enough
for positioning on a two-dimensional plane. Of course, if the instability of the local
clock is taken into consideration, one more satellite will be needed. However, to
highlight the key point, it is assumed that the local clock is precise enough here.
A circle can be drawn for the pseudo-range equation of each satellite on the plane.
Considering the measurement error in the pseudo-range equation, this circle is not a
curve, but a concentric zone whose thickness reflects the magnitude of the pseudo-
range measurement error. In theory, there will be two intersections of two circles,
and the position of the user is where one of the intersections meets the Earth’s
surface. However, due to the influence of measurement errors, the juncture of the
two concentric zones is not a point but an area, which is shown by the shaded part in
the figure. Inside the area are all the possible positioning results obtained through the
least-squares method. The constellation arrangement on the right side of Fig. 7.4 is a
case where the two stars and the user’s connection are almost in line; the one on the
left is a case where the two stars and the user’s connection are almost perpendicular
to each other. The thickness of the concentric zone of the same satellite in the two
constellation arrangements is constant, and the only change is the positions of the
two satellites relative to the user. The intersection area on the right is relatively large,
while the one on the left is relatively small. Thismeans that the error of the positioning
result caused by the right constellation is relatively large, while the that caused by
the left is relatively small.

Fig. 7.4 The influence of different constellation arrangements on positioning results
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When introduced to a more general case in the three-dimensional space, the
example shown in Fig. 7.4 matches the concept of geometric dilution of precision.
Since GPS positioning requires at least four satellites, it can be theoretically proven
that in the case of four satellites involved in the process, the best constellation arrange-
ment is to have one satellite located at the zenith and the other three scattered at a
lower elevation.

The precision dilutions obtained from Eqs. (7.77) to (7.80) are from the ECEF
coordinate system. In practice, people tend to be less familiar with the ECEF coordi-
nate system, preferring the Earth-fixed coordinate system, i.e. ENU (or NED). Thus,
to get the expression for the GDOP in the ENU coordinate system, a rotation is
needed.

First, we write the linearized pseudo-range equation:

δρ = Heδxe + nρ (7.82)

where H and δx are subscripted with “e”, indicating that they are in the ECEF
coordinate system. In the ENU coordinate system, the state error is written as δxt .
According to the rotation relationship of vectors in different coordinate systems,
δxt in the ENU coordinate system and δxe in the ECEF coordinate system have the
following relationship:

δxt = RLδxe (7.83)

where

RL =
[
Re2t 03×1

01×3 1

]

In the equation, Re2t is the rotation matrix in which the three-dimensional vector
[δxu, δyu, δzu]T in the ECEF coordinate system is rotated [δEu, δNu, δUu]T in the
ENU coordinate system. The expression ofRe2t has already been given in Sect. 7.1.5,
where, since the clock difference and the specific coordinate system are irrelevant,
the term related to time in RL is 1. As can be seen from the expression of RL, as an
orthogonal matrix, RL has the following properties:

RT
L = R−1

L ⇒ RT
LRL = I (7.84)

So, Eq. (7.82) can be rewritten as

δρ = HeRT
LRLδxe + nρ

= Htδxt + nρ (7.85)

where Ht = HeRT
L , δxt = [δEu, δNu, δUu, δb]T.



378 7 Position, Velocity, and Time Solutions

According to an analysis similar to that in the ECEF coordinate system, in the
theoretical derivation for the ENU coordinate system, (HTH)−1 in Eq. (7.76) turns
into:

(HT
t Ht)

−1 = (RLHTHRT
L)

−1

= RL(HTH)−1RT
L (7.86)

After the value of (HT
t Ht)

−1 is obtained, [�′
i,j] can be used to mark element at

the i-th row of the j-th column. Since δxt = [δEu, δNu, δUu, δb]T now represents
the position errors in the east, north, and up directions, the elements on the four
diagonal lines of (HT

t Ht)
−1 correspond to the position errors in the east, north, and

up directions as well as a clock bias, hence we can define:

Horizontal dilution of precision (HDOP) =
√

�
′
1,1 + �

′
2,2

Vertical dilution of precision(VDOP) =
√

�
′
3,3

Time dilution of precision(TDOP) =
√

�
′
4,4

Geometric dilution of precision (GDOP) =
√

�
′
1,1 + �

′
2,2 + �

′
3,3 + �

′
4,4

Since the GPS satellite is always in motion, the geometric dilution of precision
will change dynamically in accordance. The GPS receiver must constantly monitor
the condition of the GDOP and employ appropriate strategies when it is degraded,
or alert the user about its state. In the early GPS receivers, due to the limitations of
integrated circuit technology and the capabilities of the signal processor, only a few
satellites could be tracked at the same time, which resulted in less precise GDOPs.
Modern GPS receivers can generally track 12 or more satellites at the same time,
and can include their pseudo-range observations in the positioning solution, so the
precision of GDOP has become less of a problem. Occasionally, when there are
obstacles blocking satellites or indoor positioning, GDOPs with less accuracy will
appear, which must be considered during use.

In cases where positioning is carried out jointly in the BDS and GPS mode, if
the system setting is adopted, the H matrix of the least-squares is still in m × 4
dimensions, for which the definition and calculation of the GDOP mentioned above
still apply. If TGB is considered as the system state quantity to be estimated in the
user’s equipment, the H matrix becomes m × 5-dimensional, and a system time
deviation term is added in addition to three position terms and one clock difference
term. Then, apart from the above concentration, therewill be an additional systematic
time dilution of precision for the GDOP:

System time deviation dilution of precision(STDOP) =
√

�
′
4,4 (7.87)
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Equation (7.87) is valid when:

H =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

DCG1 0 1
...

...
...

DCGm 0 1
DCB1 1 1

...
...

...

DCBn 1 1

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(7.88)

which means that the fourth column of the H matrix corresponds to the systematic
time deviation TGB, where DCG/Bi represents the direction cosine vector of the
BDS/GPS satellite. Equation (7.88) shows that the (HT

t Ht)
−1 matrix at this time

is 5 × 5 dimensional, so the definitions of physical quantities such as PDOP, TDOP,
HDOP, VDOP, and GDOP are similar to those in the single GPS mode, and it is only
necessary to adjust the corresponding physical meaning according to the diagonal
elements of (HT

t Ht)
−1.

Figures 7.5, 7.6, 7.7, and 7.8 show the PDOP, HDOP, VDOP, and TDOP values in
24 h in the single GPS solution, the single BDS solution, and the GPS + BDS joint
solution respectively. Among them, the receiver’s position is (39.9005 °N, 116.4135
°E), the sampling interval is 30 s, and the total number of GPS and BDS satellites
tracked most of the time is about 20. All of the satellites tracked during calculation
are not involved in the calculation of the GDOP. Judging from the calculation results,
the value of VDOP is slightly larger than that of HDOP. This is because all satellites

Fig. 7.5 Value of PDOP in 24 h
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Fig. 7.6 Value of HDOP in 24 h

Fig. 7.7 Value of VDOP in 24 h
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Fig. 7.8 Value of TDOP in 24 h

are zenithal, for which the restraint of the positioning result in the vertical direction
is not as strong as it in the horizontal direction. As can be seen from Fig. 7.5, there
is a large probability that the PDOP in the dual-mode solution is less than 1, which,
according to Eq. (7.81), will result in a smaller σPos, a benefit brought by dual-mode
positioning.

In Figs. 7.5, 7.6, 7.7, and 7.8, the change of DOP is slower in the single mode of
BDS, while in the single mode of GPS it changes faster. This is because the current
BDS satellites are mainly composed of GEO and IGSO satellites, and the MEO
satellites are few, which makes the geometric distribution of satellites change more
slowly than that of GPS satellites. With the increase in BDS MEO satellites, the
change of DOP in the BDS single mode tends to be similar to that in the GPS mode.

7.1.6 Receiver Autonomous Integrity Monitoring (RAIM)

The purpose of Receiver Autonomous Integrity Monitoring (RAIM) is to judge
the validity of the positioning result after least-squares method by the redun-
dant constraint between different observations. According to the conclusions in
Sect. 7.1.3, the number of unknown quantities in the least-squares method is four
(or five in cases of dual-mode solution, but the number will be defaulted to four in
the following analysis). The receiver is usually able to track more satellites than the
number of unknown quantities, so the excess pseudo-range observation will provide
redundant information. Based on whether the redundant information matches the
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least-squares solution, it can be judged whether an obvious error or deviation exists
in the current least-squares solution.

Pseudo-range residual decision

One or more false pseudo-range measurements can lead to erroneous positioning
results. However, these results cannot be detected during the iteration process in
Sect. 7.1.3. To illustrate, for a set of pseudo-range measurements in a certain time
element—for example, themeasurements of the following seven availableGPS satel-
lites—if a length of 300 km is artificially added to the pseudo-range observation of
one of the satellites, therewill be a significant deviation in the simulated pseudo-range
observation, which is very common when erroneous bit synchronization occurs in
the receiver. Now we can conduct an iteration on the erroneous pseudo-range obser-
vations. The iterative update and pseudo-range residual results are shown in Table
7.2 and Table 7.3 respectively.

Although thepseudo-rangeobservation is artificially destroyed, the update amount
can still approach 0 after six iterations. Since the update amount is less than the
predetermined threshold, it can still be considered that the iteration reaches its end in
the least-squares method. However, it is obvious that the positioning result obtained
this way is wrong. The termination of the iterative update only indicates that the
minimum value of the cost function defined by Eq. (7.2) with the given pseudo-
range observation has been reached. However, the pseudo-range residuals given in
Table 7.3 are very large (all ranging from 20 to 100 km). Therefore, the result of
the pseudo-range residual can be used to estimate whether the positioning result
is correct or not. It should be pointed out that only in redundant equations, where
the number of observations is greater than four, the above method can be used to
judge the correctness of the positioning result. If there are only four pseudo-range

Table 7.2 Update amount after six iterations of the erroneous pseudo-range observation (unit:
meters)

Number of iterations �xu �yu �zu �b

1 −3,482,231.70 5,717,628.68 3,985,718.62 1,404,937.22

2 551,235.04 −855,330.66 −6,31,169.52 −1,255,831.43

3 15,528.43 −19759.21 −17,773.41 −36,677.45

4 −12.36 49.56 −0.48 5.82

5 0.07 564 −0.139,474 −0.134,227 −0.102,945

6 −0.239,181E−3 0.527,204E−3 0.103,028E−3 0.266,970E−3

Table 7.3 The pseudo-range residual of each satellite during the iterative convergence of the
erroneous pseudo-range observation (unit: meters)

Satellite index 1 2 3 4 6 7

Pseudo−range residual −1.1036E5 0.4787E5 −0.3670E5 0.2917E5 1.1923E5 0.4653E5
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observations, even if an observation is wrong, the pseudo-range residual (close to 0)
will still be small after the iteration. This can be verified independently by readers.

The validity of the current least-squares solution can be judged through the calcu-
lation of the pseudo-range residual discussed above. This RAIMmethod is generally
referred to as pseudo-range residual decision. First, the current pseudo-range obser-
vation should be linearized based on the previous time-based positioning result. The
result of the linearization is shown in the following equation:

ρ = Hx + ε (7.89)

where
ρ is the linearization result of pseudo-range observations of n satellites, ρ ∈ R

n;
H ∈ R

n×4, the row vector in each row of H is [ex, ey, ez, 1], where [ex, ey, ez]T is
the cosine vector from the satellite to the receiver;

x ∈ R
4 is the system state vector to be estimated, usually including 3 quantities

of position and 1 quantity of clock difference;
ε ∈ R

n is the observed noise vector, which usually includes signal transmission
noise, satellite ephemeris error, satellite clock bias and receiver error. Generally, the
noise term is considered to beGaussianwhite noisewith amean of zero, and the noise
between different satellites is independent of each other, i.e. E[ε] = 0, cov[ε] =
σ 2

ε In.
As can be seen from the previous chapter, the least-squares solution of Eq. (7.89)

is:

xls = (HTH)−1HTρ (7.90)

According to Eq. (7.90), the pseudo-range residual vector is:

z = [I − H(HTH)−1HT]ρ (7.91)

If matrix S is defined as S � I −H(HTH)−1HT, then Eq. (7.91) can be rewritten
as:

z = Sρ (7.92)

It can be verified that the S matrix is a symmetric matrix and idempotent matrix(
S2 = S

)
. Therefore, as long as theH matrix is known, the S matrix can be obtained,

and the z vector can be directly calculated without the least-squares solution x1s.
After the z vector is obtained, the pseudo-range residual sum of squares SSE can be
obtained:

SSE = zTz (7.93)
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Obviously, rather than a vector, SSE is a plain number obtained through summing
the squares of the elements of the z vector. If the observed noise in the pseudo-
range observations of n satellites are zero-mean Gaussian noises and independent of
each other, it can be proved that SSE is an open-square distribution with a degree of
freedomofn−4, thereby the detection threshold under a given false alarmprobability
can be calculated according to the probability distribution of the SSE. When the
SSE is greater than the threshold, it can be determined that there is an error in the
current pseudo-range observation, and correspondingly, the least-squares solution of
the current time element has a problem and needs to be discarded. Some scholars
suggest that the normalized pseudo-range residual square sum and

√
SSE/(n − 4)

can be applied to make the decision. Obviously, at least 4 pseudo-range observations
are required for this method. And if the number of pseudo-range observations is
less than or equal to 4, a valid sum of squares of pseudo-range residuals cannot be
obtained.

The advantage of pseudo-range residual decision is that the expression form of
SSE is simple and the calculation is not complex. Since it is a scalar value, the
decision threshold is single. Besides, SSE is independent of the geometric form of
the satellite, and is related to the noise distribution of the pseudo-range observation.
During the validity period of the SA policy, the noise distribution of the pseudo-range
observation was relatively easy to determine, and since noise power of the pseudo-
range observation from each GPS satellite is basically the same, it fits the previous
theoretical assumption of ε. However, after the SA policy was abolished, the pseudo-
range observation from each GPS satellite is no longer the same, so the probability
distribution of SSE is relatively more complicated. In practice, the empirical value
is often used to determine the decision threshold. One of the shortcomings of the
pseudo-range residual decision method is that it can only indicate the existence of
problems or errors in the current pseudo-range observation set but cannot determine
which satellite it is on. This is because all pseudo-range observations are used to
calculate the least-squares solution, and even error occurs in only one pseudo-range
observation, it will lead to an entirely erroneous result.

Pseudo-range comparison

In the case where the number of pseudo-range observations is greater than 4, we can
assume that the number is n, and the pseudo-range observation set can be divided
into two parts, wherein the first part includes 4 pseudo-range observations, and the
second part includes the remaining n-4 pseudo-range observations. In the first step,
the least-squares solution is obtained based on the four pseudo-range observations
of the first part, and the second step is to use the pseudo-range observations in the
second part as the source of decision. Specifically, the position of each satellite in
the second part needs to be calculated first, then, the pseudo-range can be predicted
according to the least-squares solution obtained in Eq. (7.32) and the first step.
Subtract the predicted pseudo-range from the pseudo-range obtained in the second
part, and if the absolute values of all n − 4 pseudo-ranges are very small, then there
should be no error in this set of pseudo-range observations, and the least-squares
solution obtained in the first step is also reliable. Otherwise, errors do exist in this
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set of pseudo-range observations, which may be in the first part of the pseudo-range
observation, or in the second part as the decision of pseudo-range observations. This
process can be regarded as a binary hypothesis test, that is, H0 and H1 decisions.
When the error occurs, it is the H1 decision, and when there is no error, it is the
H0 decision. And when H1 decision occurs, if the absolute values of all n − 4
pseudo-ranges are relatively large, it means that the probability of error in the least-
squares solution calculated with the four pseudo-range observations of the first part
is large. While if only one of the n − 4 pseudo-ranges has a larger absolute value
and the others are small, the least-squares solution is more probable to be correct,
and the erroneous pseudo-range observation is precisely the one with the bigger
pseudo-distance difference. This RAIM method is called pseudo-range comparison,
whose difference from the pseudo-range residual decision is that it does not use all
pseudo-range observations to calculate the least-squares solution. Thus, if only one
pseudo-range observation is erroneous, as long as it is not among the first part of
the four pseudo-range observations, then the least-squares solution is still correct. At
this time, the erroneous pseudo-range observation can be found through the above
logic decision. Besides, the two parts of the pseudo-range observation set need to
be regrouped if necessary, and then the least-squares solution and the pseudo-range
values need to be recalculated and re-compared. But of course, this will make the
computation and logic decisions more complex.

Vector checking

Vector checking is another RAIM method widely applied in practical engineering.
It calculates the check vector p with a check matrix P:

p = Pρ (7.94)

where, the check matrix P has the following properties:

➀ P ∈ R
(n−4)×n, i.e. the dimension of P is (n − 4) × n.

➁ rank(P) = n − 4, i.e. the rank of P is n − 4.
➂ PPT = In−4, the row vectors of P are orthogonal to each other.
➃ PH = 0.

According to the properties of matrix p, the check vector is (n − 4)-dimensional
and

pTp = zTz (7.95)

where z is the pseudo-range residual vector, i.e. the result of Eq. (7.92), which
confirms the consistency of the check vector and pseudo-range residual, thus either
of them can be used in the calculation of SSE.
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According to the fourth property of matrix p, the column vector of P is in the zero
space ofHT. Substitute Eq. (7.89) into Eq. (7.94) and base on the fourth property of
P,

p = Pε (7.96)

From Eq. (7.96) we can know that the system state vector x becomes 0 vector
after leftward multiplication with P, and only the erroneous observation vector will
be “converted” into the check vector p, which is a very useful property. We can
understand this property more thoroughly by writing Eq. (7.90) and (7.94) together,
as shown in Eq. (7.97).

⎡

⎣
xls

............

p

⎤

⎦ =
⎡

⎣
(HTH)−1HT

..........................

P

⎤

⎦[
ρ
]

(7.97)

where,
[
ρ
]
corresponds to the observation vector space, [xls] corresponds to the

system state vector space and
[
ρ
]
corresponds to the check vector space. The conver-

sion from the observation space to the system state space is completed throughmatrix
(HTH)−1HT, and the conversion from the observation space to the verification space
can be performedwithmatrixP. According toEq. (7.96), since the check vectorP and
the observed noise vector ε are homogeneously linear, the detection and screening
of the erroneous observation can be completed with the help of the check vector P.
Taking n = 6 pseudo-range observations as an example, matrixH in this case is 4 ×
6-dimensional and matrix P is 2 × 6-dimensional. Assume that matrix P takes the
following form:

P =
[
p11 p12 p13 p14 p15 p16
p21 p22 p23 p24 p25 p26

]

When the j-th of the 6 pseudo-range observations is erroneous, i.e. ρj = Hjx+ b,
where b is the significant deviation in the pseudo-range observations, if the noise of
other observations is negligible, then the check vector is:

p ≈
[
p1j
p2j

]
b (7.98)

Two conclusions can be drawn from Eq. (7.98). First, the module of p can be used
to determine whether there is an observation error. Second, vector p can be used to
decide which observation has an error, and the principle is to compare the slope of
the line between the origin (0,0) and the element of p with p1i/p2i (i = 1, · · · , 6).
And when i takes the values that makes the slopes closest to each other, the pseudo-
range observation of the satellite corresponding to that position is most possible
to be erroneous. In practice, the elements of each column vector in matrix P can
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be regarded as a deviation slope, and each slope corresponds to a pseudo-range
observation. In the above example, six deviation slopes can be obtained from six
pseudo-range observations. As shown in the left part of Fig. 7.9, there are 6 straight
lines, and the slope of each line is determined by p1i/p2i. The radius of the circle
in the figure represents the decision threshold. Only when the module of p is larger
than the threshold can the observation be judged as erroneous. At this time, vector
p will be determined to be parallel with that line so that the wrong pseudo-range
observation can be found.

When the number of pseudo-range observations is larger than six, the slope of
the deviation needs to be represented in a space with higher dimensions. The right
part of Fig. 7.9 shows the slope of the deviation when the number of pseudo-range
observations is 7. The check vector space at this point is three-dimensional. The
shape determined by the corresponding decision threshold is a sphere instead of a
circle. Vector P is a straight line in a three-dimensional space, yet the criteria for
decision is still the parallelism of vector p with the deviation slopes.

The properties ofmatrixP indicates that it is not unique, it can be obtained through
the QR decomposition of matrix H , i.e. if

H = QR (7.99)

then the n − 4 row vectors at the bottom of the transposed matrix of Q is matrix P.
Through vector checking, not only the determination of erroneous pseudo-range

observations can be achieved, but the screening of erroneous observations through
comparing the slopes of deviation can be completed, that is why it is widely used in
practice. However, the check vector also has certain deficiencies. For example, if the
deviation slopes of the two satellites are very close, misjudgment may occur. And
when there are more than one erroneous observations, the check vector p will be
composed of a plurality of straight lines with different slopes, then it will be difficult
to determine which observation is wrong. Besides, the decision threshold in Fig. 7.9,
i.e. the radius of the circle and the sphere in the figure, is difficult to be determined

Fig. 7.9 Diagram of the deviation slopes of 6 and 7 pseudo-range observations
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accurately. When the module of p is large, it is easy to determine the erroneous
observation, and when the mode of p is small, there is no need to determine the
erroneous observation. However, when c, the module of p, is in between, the situation
will be the trickiest, because although b is not large at this time, such observation
can lead to a non-negligible deviation of the positioning result, and it is also difficult
to screen out the erroneous observation.

7.2 Maximum Solution Separation

The basic idea of maximum solution separation is to divide N pseudo-range obser-
vations into N sets, and the i-th observation is not included in each set, i = 1, …, N,
which means the number of observations contained in each set is N − 1. And if N −
1 is large enough (N − 1 ≥ 4), a valid least-squares solution can still be obtained. In
this way, the positioning result of N and the distance between two positioning results
can be obtained. If the maximum distance is less than the preset threshold, none of
the N pseudo-range observations have errors. On the contrary, errors are present in
the other one or more pseudo-range observations. This method is based on the prin-
ciple that when there is only one erroneous pseudo-range observation, there must be
a set of observations that do not contain the erroneous one after the above-mentioned
grouping. The positioning result calculated with this observation set must be near
to the actual location. The other sets must contain false observations, due to which
the positioning result will not be correct, so there must be a large distance between
the correct and false positioning results. There are several variations of this method,
one of which is to calculate the observations in different groups. In this method,
N observations are divided into CM

N groups, and each group contains M observa-
tions. Obviously, if M ≥ 4, a least-squares solution can be obtained in each group.
Comparing the distances among theCM

N solutions, we can determine whether there is
an error in all observations. The erroneous observation can be screened out through
further detailed analysis of the CM

N solutions. The cost of this method is that the
computation burden will increase due to the grouping. Complex logic processing is
required to screen out the erroneous observation, and decision error may also occur.

The RAIM methods analyzed above all use redundant information from pseudo-
range observations. If there is no redundant pseudo-range observation, the accuracyof
the least-squares solution cannot be guaranteed. From this perspective, more redun-
dant information can be utilized. This is not necessarily limited to satellite signals, but
also comes from inertial sensors, barometers, magnetometers, Roland-C navigation
results, and vehicle odometers.
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7.3 Kalman Filtering

The emergence of Kalman filtering in the 1960s sparked a wave of research and
discussion among scholars all over the world. Kalman filtering is widely used in
manyfields, especially in target tracking, guidance, control, and navigation. Its salient
features include efficiency in recursive operations and operations, and it is optimal
in the sense of minimum mean square error. In general, each update of the Kalman
filter requires two steps: the first is to update the status, and the second is to observe
the measurement update. The state update is based on the system state transition
equation, and predicts the time of the system state quantity. The observation update
occurs after the system observations are received. The predicted state quantity and
the observation are used as input to estimate the system state quantity through the
least-squares method. The estimate obtained is used as the starting point for the
system update at the next moment. Therefore, Kalman filtering has similarities with
the Recursive Least Square (RLS) method in a certain sense. This section will start
with RLS and offer a detailed explanation of the principle of Kalman filtering and
its application in the BDS/GPS receiver. It also includes engineering problems to
discuss the specific implementation of Kalman filtering.

7.3.1 Recursive Least-Squares

As seen in Sect. 7.1.2, when it comes to the system that is described in state transition
equation Y = Ax+n, the weighted least-squares estimate of its system state quantity
is:

x̂ = (ATWA)−1ATWỸ (7.100)

In this equation, the definitions of n,W , Ỹ are the same as they are in Sect. 7.1.2.
It is assumed that all observations from the 0 moment are included in Ỹ , and such
processing is performed simultaneously for all observations. It is generally referred
to as batch processing.

Since modern digital systems operate in discrete time domains, the following
analysis will be based on digital sampling instants tk, where k = 0, 1, …, ∞. If we
assume that there are m observations at time tm, Ỹm = [ỹ1, ỹ2, · · · , ỹm]T, then the
state transition matrix A is a m × k matrix, and k is the dimension of the system
state vector x. Then, the WLS estimate obtained from the equation is based on all
the elements in the Ỹm. Obviously, the entire batch process needs one multiplication
of matrices k × m and m × k, one inversion of matrix k × k, one multiplication of
matrices k × m and m × 1, and one multiplication of matrices k × k and k × 1.
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At the moment tm+1, ỹm+1 is the new observation value. The vector of this is:

Ỹm+1 = [ỹ1, ỹ2, · · · , ỹm, ỹm+1]T
= [ỸT

m, ỹm+1]T

If the WLS estimation of the system state is continued in an ongoing batch mode
of Eq. (7.100), the new estimate is based on all elements in Ỹm+1. Similar to the
previous analysis, the calculation is one multiplication of matrices k × (m + 1)
and (m + 1) × k, one inversion of the matrix k × k, one multiplication of matrices
k × (m + 1) and (m + 1) × 1, and one multiplication of matrices k × k and k × 1.

It seems that there is nothing wrong with doing this. However, after careful anal-
ysis, it emerges that all the information contained in Ỹm has been used at time tm. At
tm+1, there is no need to recalculate from the ỹ1. This is because, comparing Ỹm+1

with Ỹm, the new information is only included in ỹm+1. It is only necessary to consider
this new observation based on the previous estimate.

The approach that is simply based on Eq. (7.100) has a fatal problem, which is
system resource overhead, especially memory overhead. As time passes, new obser-
vations will be obtained, and the system needs to open up new storage space to store
newobservations. Thatwill lead to amomentwhen thememory in the actual system is
exhausted and stops working. Therefore, we have to find a way to avoid these prob-
lems. If Ỹm = [ỹ1, ỹ2, · · · , ỹm]T based on the least-squares estimate is expressed
as E∗[x|ỹ1, ỹ2, · · · , ỹm], the relationship between E∗[x|ỹ1, ỹ2, · · · , ỹm, ỹm+1] and
E∗[x|ỹ1, ỹ2, · · · , ỹm] will be analyzed from the perspective of recursion.

Suppose that at time tm, based on Ỹm, the WLS estimate for the system state x is
x̂m, the deviation from x̂m and the true value x is expressed as δx̂m, that is

x̂m = x + δx̂m (7.101)

At the same time, the co-variance matrix of the error var{δx̂m} = Pm is known,
which is the equation in Sect. 7.1.2.

At time tm+1, a new observation ỹm+1 occurs, assuming that the observed noise
variance is Rm+1. We can combine the WLS estimators at tm time, x̂m and ỹm+1 into
a new observation vector [x̂Tm, ỹm+1]T, and the state transition equation between the
observation and the system state parameters becomes:

[
x̂m
ỹm+1

]
=

[
I

Am+1

]
x +

[
δx̂m
nm+1

]
(7.102)

In this equation,Am+1 is the state transitionmatrix at time tm+1. The subscript “m+1”
indicates that the state transition matrix can be time-varying. nm+1 is the observation
noise at time tm+1, constituting a new measured noise vector with δx̂m. The nm+1
and δx̂m are relatively independent, and the co-variance matrix of the new observa-
tion error can be expressed by Rm+1. According to the above analysis, Rm+1 can be
expressed as:
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Rm+1 = cov{δx̂Tm, nm+1} =
[
Pm 0
0 Rm+1

]
(7.103)

With the expression of Rm+1, the new observation vector [x̂Tm, ỹm+1]T adopts the
WLS method. The new state transition matrix and the observation noise are given
by the equation, and the weighting matrix is taken asW = R−1

m+1, then the new state
parameter is estimated as:

x̂m+1 = Pm+1
[
I AT

m+1

][Pm 0
0 Rm+1

]−1[
x̂m
ỹm+1

]
(7.104)

in which:

Pm+1 = var{δx̂m+1}
(
[
I AT

m+1

][Pm 0
0 Rm+1

]−1[
I

Am+1

])−1

(7.105)

To expand the equation,

P−1
m+1 = P−1

m + AT
m+1R

−1
m+1Am+1 (7.106)

In the above equation, AT
m+1R

−1
m+1Am+1 is always non-negative, so it can be

seen that the information matrix is always incremented as new observations occur.
According to the definition and nature of the information matrix in Sect. 7.1.2, when
new observations occur, the information in the information matrix increases. The
next step is to see how to use the new information to make the local estimate be more
accurate.

We simultaneously multiply Pm+1 and collate both sides of Eq. (7.106),

Pm+1P−1
m = I − Pm+1AT

m+1R
−1
m+1Am+1 (7.107)

The equation will be used in the following derivation.
If we expand Eq. (7.104) and apply the result of Eq. (7.107) to the second step of

the following equation, then:

x̂m+1 = Pm+1P−1
m x̂m + Pm+1AT

m+1R
−1
m+1ỹm+1

= x̂m + Pm+1AT
m+1R

−1
m+1(ỹm+1 − Am+1x̂m) (7.108)

If the RLS gains matrix, then:

km+1 = Pm+1AT
m+1R

−1
m+1 (7.109)
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The equation can be simplified as:

x̂m+1 = x̂m + km+1(ỹm+1 − Am+1x̂m) (7.110)

In this equation, ŷm+1 = Am+1x̂m is predicted based on the observation of x̂m
at tm+1. (ỹm+1 − Am+1x̂m) is the residual of the actual observation and prediction
observation.

The equation can be understood as follows: We assume that at time tm, we have
obtained the WLS estimation of the system state x̂m, and have also obtained the
estimated error variancematrixPm. At tm+1, new observation ỹm+1 occurs, along with
the system transfer matrixAm+1 and observed noise variance of the new observations
Rm+1. First, Pm+1 is calculated according to Eq. (7.105), and then the gain matrix
km+1 is calculated by using Pm+1, Am+1,and R−1

m+1. Then, we multiply the residual
(ỹm+1 − ŷm+1) and km+1, and the result is the updated x̂m. The updated result is the
WLS estimation x̂m+1 of the system state at time tm+1. The state estimation x̂m+1 and
estimation error variance matrix of the current time Pm+1 is used as the starting point
of the next iteration.

The process does not start with the initial observations, but cleverly utilizes the
results of the last estimate and the current observations. Theoretically, it can be
proven that the result of the iterative process is the same as the batch mode from the
initial observation. However, the amount of computation is much smaller, as is the
overhead of storage space.

The whole process is explained in the schematic diagram in Fig. 7.10. x̂m and Pm

in the picture is saved in local memory. Pieces of information such as ỹm+1,Am+1, and

Fig. 7.10 Iterative principle of recursive least-squares (RLS) [1]
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Rm+1 are derived from observations. The results of each processing are updated with
x̂m andPm. The computational analysis and storage analysis of the RLS algorithm are
shown in Table 7.4, [1] in which the variable n in the calculation of the computational
quantity and the memory overhead is the number of system state parameters, that is
x ∈ R

n. The observation is a scalar, so Hm+1 ∈ R
1×n, in which ỹm+1 and Rm+1 are

scalars. Fm+1 is actually an intermediate variable matrix whose physical meaning is
the information matrix.

Table 7.4 shows that the amount of computation and memory overhead required
by the RLS algorithm is only related to the dimension n of the state vector, so
its overhead is a fixed number. The amount of computation and memory overhead
required for the corresponding batch mode of Eq. (7.100) increases as the processing
time increases, so when m is very large, the system will be overwhelmed and crash.

Finally, a simple example is used to summarize the RLS method, making it easier
for readers to understand the basic idea of the RLS algorithm.

Considering the last example in Sect. 7.1.2, when the measured noise power is
equal, that is, var{ỹ} = σ 2, its WLS estimation is to average all the observations
[ỹ1, ỹ2, · · · , ỹm]:

x̂m = 1

m

m∑

i=1

ỹi, var{δx} = σ 2

m

At themomentm+1, a newobservation ỹm+1 occurs, and the new state is estimated
to be:

x̂m+1 = 1

m + 1

m+1∑

i=1

ỹi

= x̂m + 1

m + 1
(ỹm+1 − x̂m) (7.111)

Table 7.4 Comparison of RLS computation and memory overhead

Calculation item FLOPS Scratchpad storage Global storage

Am+1 0 n n

r = ỹm+1 − Am+1x̂m n 1 0

d = AT
m+1R

−1
m+1 N n 0

Fm+1 = Fm + dAm+1
1
2 (n + 1)n 0 1

2 (n + 1)n

Pm+1 = F−1
m+1 n3 + 1

2 (n + 1)n 1
2 (n + 1)n 0

K = Pm+1d n2 n 0

x̂m+1 = x̂m + Kr n 0 n

The amount of computation n3 + 2n2 + 4n 1
2n

2 + 5
2n + 1 1

2n
2 + 5

2n
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In the above derivation process, the new state estimate x̂m+1 iswritten in a recursive
manner. Note that the recursion method here is just a mathematical variant of the
batch method, not the RLS method described in this section. The following will
derive the corresponding state estimation expression from the principle of the RLS
algorithm and compare it with Eq. (7.111).

Now, let’s consider the approach from RLS. From the moment 0, the observation
is ỹ0, and the observed noise variance is var{ỹ0} = σ 2. Then, the WLS of the x is
estimated to be x̂0 = ỹ0 and P0 = var{δx̂0} = σ 2.

At time 1, the observation ỹ1 occurs, and P1, K1 and x̂1 are obtained according to
Eqs. (7.105), (7.109), and (7.110). They are as follows:

P1 = (P−1
0 + A1R

−1
1 A1)

−1 = σ 2

2

K1 = P1A1R
−1
1 = 1

2

x̂1 = x̂0 + K1(ỹ1 − A1x̂0) = x̂0 + 1

2
(ỹ1 − x̂0)

Ai = 1,Ri = σ 2,∀i is used in the above various derivation processes.
If we continue to use the estimation results of the equation at the previousmoment,

Pm,Km and x̂m, thenwe can obtain the followingPm+1,Km+1 and x̂m+1 at the following
moment m + 1:

Pm+1 = (P−1
m + Am+1R

−1
m+1Am+1)

−1 = σ 2

m + 1

Km+1 = Pm+1Am+1R
−1
m+1 = 1

m + 1

x̂m+1 = x̂m + Km+1(ỹm+1 − Am+1x̂m) = x̂m + 1

m + 1
(ỹm+1 − x̂m) (7.112)

The equations show that the result of RLS can be regarded as a time-varying low-
pass filter for observation ỹm. The filter coefficient 1/(m + 1) gradually decreases
with time, indicating that the system’s update to the local state will change over
time, and is more inclined to retain the estimated results of the previous moment.
Comparing Eq. (7.112) with (7.111), the results of RLS are in complete agreement
with the results obtained by the batch method. This confirms that the RLS method
and the batch method have the same result if they are properly initialized, but it is
clear that the RLS method has less total computational complexity and less memory
overhead than the batch method.
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7.3.2 The Basic Kalman Filter

The RLS algorithm subtly utilizes iterations so that the current system state can be
weighted by the least-squares based on the estimation of the time tm and the obser-
vation of the time tm+1. Therefore, the RLS algorithm requires that the system state
remains unchanged at time tm and time tm+1, thereby recursing to all future moments;
the RLS algorithm requires that the system statemust be constant, otherwise it cannot
be used. In practical applications, the system state often needs to change with time,
and the RLS algorithm is inappropriate.

Considering a state time linear system, it is described by discrete time difference
equations as follows:

xm = �m−1xm−1 + Gm−1um−1 + wm−1 (7.113)

ym = Hmxm + vm (7.114)

where xm is the system state vector; Φm is the state transition matrix; um is the input
signal vector; Hm is the system observation equation; and wm and vm are the system
processing noise and the observed noise respectively. Equation (7.113) is called
the state transition equation, and Eq. (7.114) is called the systematic observation
equation.

Observers cannot directly measure xm, but can only observe Ym. The observed Ym

is called an observation, and is written as Ỹm to distinguish it. Since wm and vm are
random variables, the specific value cannot be obtained, but the statistical properties
can be analyzed. It is assumed that both wm and vm are white noise with an average
value of 0 and independent of each other. That is

E{w} = 0,E{wjwT
l } = QDjδj,l (7.115)

E{v} = 0,E{vjvTl } = Rjδj,l (7.116)

E{wjvTl } = 0 (7.117)

In which,

δj,l =
{
I, when l = j
0, when l 	= j

(7.118)

Equation (7.118) states that the typical features of white noise are that it is irrel-
evant in time. Since the power spectrum of a random signal is the FFT of its auto-
correlation function, the characteristic of white noise in the frequency domain is that
the power spectrum is constant over the entire frequency range. This is similar to the
uniform distribution of white light over the entire spectral frequency range.
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Equations (7.115), (7.116), and (7.117) are assumptions about system noise. This
assumption is true under ideal conditions. There are two main cases in the actual
system that do not conform to this assumption. The first is when wm and vm are
colored noise; the second is when wm and vm are correlated. The countermeasures
for these two cases are described in the following sections. Here, in order to derive
the basic equation of the Kalman filter, we assume that Eqs. (7.115), (7.116), and
(7.119) are established.

Suppose we have an estimate x̂m−1 of the state of the system xm−1 at the
moment m − 1, and we also know the estimated error variance matrix Pm−1 =
var{(δx̂m−1)(δx̂m−1)

T}. At the moment m, on the basis of knowing ym, QDm and Rm,
how can we use the iterative method to obtain the estimation x̂m of the state of the
system xm? At the moment m, the state of the system xm changes, but this change
is determined by the state transition equation, so we can first predict the time xm
according to Eq. (7.113),

x̂−
m = �m−1x̂

+
m−1 + Gm−1um−1 (7.119)

The superscript “−” is used to indicate that it is before the observation update.
The superscript “ + “ is used to indicate that it is after the observation update. The
subsequent content will follow the same representation. It is common to use x̂−

m as
the time update of x̂+

m−1.
Since x̂+

m−1 is unbiased and the mean of wm−1 is 0, it can be proven that x̂−
m is

unbiased,

(7.120)

We subtract Eq. (7.113) from Eq. (7.119),

δx̂−
m = �m−1δx̂

+
m−1 + wm−1 (7.121)

We use P−
m to describe the co-variance matrix of the estimated error of x̂−

m .

P−
m = E{[δx̂−

m][δx̂−
m]T}

= �m−1E{[δx̂+
m−1][δx̂+

m−1]T}�T
m−1 + E{wm−1wT

m−1}
= �m−1P

+
m−1�

T
m−1 + QDm−1 (7.122)

The derivation of the above equation uses Eq. (7.121). There is no cross term in the
second step in the derivation process because E{(δx̂+

m−1)(w
T
m−1)} = 0. In wT

m−1 only
the influence x̂−

m , w
T
m−1 and δx̂+

m−1 are irrelevant. Therefore E{(δx̂+
m−1)(w

T
m−1)} =

E{δx̂+
m−1}E{wT

m−1}. When E{wT
m−1} = 0 so E{(δx̂+

m−1)(w
T
m−1)} = 0.

Now that we have a time prediction estimate x̂−
m for xm, the estimated error covari-

ancematrixP−
m is also known, sowe canwrite the following equation,which is similar

to Eq. (7.102):
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[
x̂−
m

ỹm

]
=

[
I
Hm

]
xm +

[
δx̂−

m

vm+1

]
(7.123)

So far, we can directly use the method of RLS analysis in Sect. 7.3.1, which is
similar to the derivation of Eq. (7.110), to get the x̂+

m estimate of the xm, as shown
below.

x̂+
m = x̂−

m + km(ỹm − Hmx̂
−
m) (7.124)

The km = P+
mH

T
mR

−1
m in Eq. (7.124) is called the Kalman gain matrix. It is used to

weight the observed residuals and then update x̂+
m . It is the value of the system state

after the observation update. The error covariance matrix is P+
m . From Eq. (7.106),

we know

(P+
m)−1 = (P−

m)−1 + HT
mR

−1
m Hm (7.125)

An intuitive analysis of the km expression shows that when the observation
contains more noise, that is, when R−1

m becomes larger, the corresponding km
becomes smaller, indicating that the current system is more inclined to maintain the
original estimation result.When the observation credibility is greater,R−1

m becomes
smaller, then km becomes larger, and the system allows more updates from the obser-
vations. The Kalman filtering process is actually an intelligent adaptive adjustment
process. The estimation of the state parameters is based on the compromise between
its current state parameter confidence and the reliability of external measurement.

Based on the above analysis, the Kalman filter can be divided into two steps. The
first is to update the system state according to the system state transition equation, and
to update the state co-variancematrix. The second step is to observe themeasurement
update. After the observation quantity occurs, the state co-variance matrix is first
updated to calculate the Kalman gain and finally update the system state. The system
state and co-variance matrix at the current moment become the initial conditions for
the next iteration. In summary, the whole process is represented by the following
equations:

x̂−
m = �m−1x̂

+
m−1 + Gm−1um−1 (7.126)

ŷm = Hmx̂
−
m (7.127)

P−
m = �m−1P

+
m−1�

T
m−1 + QDm−1 (7.128)

(P+
m)−1 = (P−

m)−1 + HT
mR

−1
m Hm (7.129)

km = P+
mH

T
mR

−1
m (7.130)
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x̂+
m = x̂−

m + km(ỹm − ŷm) (7.131)

Equations (7.126) to (7.128) are the operations for time update.Equations (7.129)
to (7.131) are the operations for observation update. These are the basic equations
of Kalman filtering.

In all of the above operations, Eq. (7.129) requires the highest amount of compu-
tation in all operations. It is necessary first to find the inverse of matrix P−

m and then
the inverse of (P−

m)−1 + HT
mR

−1
m Hm. Matrix inversion has high requirements on the

computing power of the processor, especially when the latitude of the matrix is large,
so other calculation methods have been developed. Appendix A proves that km and
P+
m can be calculated by the following method:

km = P−
mH

T
m(HmP−

mH
T
m + Rm)−1 (7.132)

P+
m = (I − kmHm)P−

m (7.133)

There may be doubts here. From Eq. (7.132), this alternative method also needs to
reverse thematrix (HmP−

mH
T
m+Rm), sowhat are the advantages of the newmethod? If

we carefully compare Eqs. (7.132) and (7.129), we can see that the original method
requires the inverse of (P−

m)−1 + HT
mR

−1
m Hm and P−

m . The dimension of the two
matrices is determined by the dimension of the system state vector. When the system
state parameters are constant, the dimensions of the two matrices are invariant, and
Eq. (7.132) requires the inverse of (HmP−

mH
T
m +Rm). The dimension of the matrix is

determined by the number of systemobservations, whichmay be different at different
times. Section 6.2.6 shows that each observation order can be processed by means
of sequential processing. At this time, each observation update only processes one
observation, and the inverse of the matrix changes into calculating the reciprocal of
the logarithm, thereby reducing the amount of calculation.

From Eqs. (7.126) ~ (7.132), the one-step prediction equation of Kalman filtering
can also be derived, that is to use x̂−

m ,P
−
m to calculate the equations of x̂−

m+1, P
−
m+1.

x̂−
m+1 = �mx̂

−
m + �mkm(ỹm − Hmx̂

−
m) + Gmum (7.134)

P−
m+1 = �m(I − kmHm)P−

m�T
m + QDm (7.135)

The above derivation process shows that the Kalman filtering process does not
have to store all the observations due to the recursive algorithm, which saves memory
overhead and computational complexity. Although each observation update only
utilizes the observation information at the current time, the system state quantity
estimation x̂+

m includes all the observation information from the initialization time,
and the information concentration in x̂+

m increases as the update time increases.
Another positive feature of Kalman filtering is that each filtering process is based

on the system state vector of the previous moment �m to “predict” the current time
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according to the system state transition matrix. This allows the system state vector
to be non-stationary during the observation process. Only the statistical features of
the system noise and the observed noise need to be known in the overall derivation
process. The first-order and second-order moments of the estimated quantity do not
need to be known. Therefore, a significant advantage of Kalman filtering over RLS is
that it can estimate non-stationary quantities. Of course, the premise is that the state
equation of the system is accurately known, while the system noise and observed
noise are smooth white noise processes, and the statistical features do not change
with time.

7.3.3 From Continuous Time Systems to Discrete Time
Systems

In Sect. 7.3.2, all analyses are based on Eqs. (7.113) and (7.114), both of which
are clearly discrete-time systems. All observations and state estimates are based
on a certain time interval. In an actual discrete system, the time interval is often
a fixed clock cycle Ts. However, in reality, a linear system presented to the system
designer’s original mathematical model is often continuous in time but not discrete. It
is convenient for modern computer processing to convert a continuous time system
into a discrete time system. Therefore, converting a continuous time system to a
discrete time system is an important and fundamental task for system designers.
This section describes how to complete this conversion.

Consider a continuous-time linear system, which is described by the following
state observation difference equations:

ẋ(t) = F(t)x(t) + G(t)w(t) (7.136)

y(t) = H(t)x(t) + v(t) (7.137)

where x(t) is the dimensional system state vector of (n×1);F(t) is the state transition
matrix of (n×n);G(t) is the input transformationmatrix of (n×l) (l is the dimension
of the input variable); y(t) is the observation vector of (m × 1) (m is the number of
observations); andH(t) is the observationmatrix of (m×n). The system’s processing
noise and observed noise distribution are stochastic variables w(t) and v(t). All of
the above variables are in the continuous time category.

In order to correspond Eqs. (7.136) and (7.137) with (7.113) and (7.114) relatively
simply, the input variable u(t) is omitted here.

A reasonable assumption about stochastic variables w(t) and v(t) is to consider
themaswhite noisewith ameanof 0. The variance is known, and they are independent
of each other:

E{w(t)} = 0, var{w(t)w(t + τ)T} = Q(t)δ(τ ) (7.138)
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E{w(t)} = 0, var{w(t)w(t + τ)T} = Q(t)δ(τ ) (7.139)

E{w(t)v(t + τ)T} = 0 (7.140)

In the above equation, δ(τ ) is the Dirac function, that is, the representation in the
continuous time domain δj,l in the Eqs. (7.115) and (7.116).

From the knowledge of linear systems, if there is a matrix �(t) of (n × n), the
conditions are met:

�(0) = I , and �(t) = F(t)�(t),∀t > 0

Then,

x(t) = �(t, t0)x(t0) +
∫ t

t0

�(t, λ)G(λ)w(λ)dλ (7.141)

Among them,�(t, t0) = �(t)�−1(t0) is called a state transitionmatrix on contin-
uous time, and the matrix reveals the conversion of the system state from time t0 to
time (t). It is very easy to verify that �(t, t0) has the following properties:

�(t, t) = 0 (7.142)

�(t, t0) = �−1(t0, t) (7.143)

�(t, α)�(α, t0) = �(t, t0) (7.144)

d�(t, t0)

dt
= F(t)�(t, t0) (7.145)

d�(t, t0)

dt0
= −�(t, t0)F(t) (7.146)

In order to examine whether Eq. (7.141) satisfies Eq. (7.136), we will derive
Eq. (7.141) from the time t, and obtain:

ẋ(t) = d

dt
(�(t, t0)x(t0)) + d

dt

(∫ t

t0

�(t, λ)G(λ)w(λ)dλ

)
π

= F(t)�(t, t0)x(t0) +
∫ t

t0

F(t)�(t, λ)G(λ)w(λ)dλ + �(t, t)G(t)w(t)

= F(t)(�(t, t0)x(t0) +
∫ t

t0

�(t, λ)G(λ)w(λ)dλ) + G(t)w(t)

= F(t)x(t) + G(t)w(t)
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When F(t) is a constant,

�(t) = eFt ⇒
�(t, t0) = eF�t, here�t=t − t0 (7.147)

In engineering practice, F(t) is often a variable. In this case, an approxi-
mate method is to divide [t0,t] into several small time segments, for example,
[t0,t1,t2,…,tN], where tN = t. In each small time period t ∈ [ti, ti+1), it can be
considered that F(t) = F i is a constant, then �(ti, ti+1) = eFiδti , here δti = ti+1 − ti.
Hence, throughout the time period [t0, t],

�(t, t0) ≈
N∏

i=0

eFiδti , i = 0, 1, · · · ,N (7.148)

The calculation step of Eq. (7.148) can be represented by Fig. 7.11. In the figure,
[t0,t] is divided into N time periods. The approximation F(t) can be considered as a
constant in each time period, so that each time periodΦ i can be calculated according
to Eq. (7.147), and the entire time span is the total �(t, t0) = �0�1 · · · �N−1.

Now, let’s consider discrete time systems. All updates to the discrete time system
occur at certain time intervals T s. If T s is small, F(t) can be assumed to be constant.
This assumption will greatly simplify later analysis. Therefore, the state vector tk+1
at the moment tk has the following relationship:

x(tk+1) = eFTsx(tk) +
∫ tk+1

tk

eFTsG(λ)w(λ)dλ (7.149)

Equation (7.149) shows that after the state transition from time t0 to t, the input
noise variable also becomes:

wd =
∫ tk+1

tk

eFTsG(λ)w(λ)dλ (7.150)

Based on the assumption that w(t) is a white noise process, the covariance matrix
of wd can be calculated as follows:

Fig. 7.11 The approximate method of calculating the Φ(t,t0)
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QDw = E{wdwT
d }

= E{
∫ tk+1

tk

∫ tk+1

tk

eF(λ−tkG(λ)w(λ)wT(β)GT(β)(eF(β−tk ))Tdλdβ}

=
∫ tk+1

tk

eF(λ−tkG(λ)Q(λ)GT(λ)(eF(λ−tk ))Tdλ (7.151)

A rough approximation of Eq. (7.151) is:

QDw ≈ GQGTTs (7.152)

The assumption Ts here is small enough that eF(λ−tk ) ≈ I, ∀λ ∈ [tk , tk+1). A
more precise approximation of Eq. (7.151) is first to use the Taylor series to expand
eF(λ−tk ),

eFT = I + FT + 1

2!F
2T 2 + 1

3!F
3T 3 + · · ·

and substitute into Eq. (7.151) to get

QDw ≈ QGT + (FQG + QGF
T)
T 2

2!
(F2QG + 2FQGF

T + QG(FT)2)
T 3

3! + · · · (7.153)

Among them,QG = GQGT. Here, we only expand it to the third item in the Taylor
series. Readers can expand the rest independently.

So far, we have understood the transition from continuous-time systems to
discrete-time systems, including the transformation of system states and the conver-
sion of covariance matrices of input noise variables. The following example in the
BDS/GPS receiver will be used to help readers understand this section more deeply.

Consider a two-state linear system. The state vector is x = [x1, x2]T. If we input
the noise vector w = [w1,w2]T, its continuous-time equation of state is:

[
ẋ1
ẋ2

]
=

[
0 1
0 0

][
x1
x2

]
+

[
w1

w2

]
(7.154)

The state vector in Eq. (7.154) can be applied to the position and velocity in the
receiver, that is, either [P, v]T or the clock difference and the clock drift [b, ḃ]T. Note
that P and v here are one-dimensional. Multidimensions can be treated similarly. As
[w1,w2]T is an input to the system, it is called the system handled noise of [x1, x2]T.

If we assume var{w1(t)} = S1, var{w2(t)} = S2, then:

Q(t) =
[
S1 0
0 S2

]
(7.155)
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At the same time, we know from Eq. (7.154) that:

F(t) =
[
0 1
0 0

]
,G(t) =

[
1 0
0 1

]
(7.156)

F(t)and G(t) are constants. With calculation, it can be proven that Fn = 0, n ≥
2. This property will simplify the subsequent derivation.

According to Eq. (7.147), we know that:

�(t, t0) = eF(t−t0)

= I + F(t − t0)

=
[
1 (t − t0)
0 1

]
(7.157)

The second line of the above equation is to expand the Taylor series eF(t−t0) and
use Fn = 0, n ≥ 2.

According to Eq. (7.153), QDw is known:

QDw ≈ QG�t + (FQG + QGF
T)

�t2

2! + 2FQGF
T�t3

3!
=

[
S1�t + S2

�t3

3 S2
�t2

2

S2
�t2

2 S2�t

]
(7.158)

where �t = (t − t0).
Then, the discrete time representation of the system is:

[
x1(k)
x2(k)

]
=

[
1 Ts
0 1

][
x1(k − 1)
x2(k − 1)

]
+

[
w1(k − 1)
w2(k − 1)

]
(7.159)

Here T s is the time interval between two samples:

E

{[
w1(k − 1)
w2(k − 1)

]
[w1(k − 1),w2(k − 1)]

}
= QDw (7.160)

QDw is calculated by Eq. (7.158).

7.3.4 The Extended Kalman Filter

The Kalman filters described in the previous sections are all based on linear systems,
but in practice, it cannot be guaranteed that the system state equations or observa-
tion equations will be linear. In such cases, the conventional linear Kalman filter is
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not applicable. Before applying Kalman filtering to a nonlinear system, it is often
necessary to linearize it beforehand. This is known as the Extended Kalman Filter
(EKF).

Suppose a nonlinear system is described by the following difference equations:

ẋ(t) = f (x,u, t) + g(x, t)w(t) (7.161)

y(t) = h(x, t) + v(t) (7.162)

Equation (7.161) is the system state transition equation, and Eq. (7.162) the obser-
vation equation. f (x,u,t) is a nonlinear equation about the state of the system x, the
input quantity u, and t. h(x,t) is a nonlinear equation about x and t. w(t) and v(t) are
the processing noise and observed noise in the continuous time domain respectively.

If the state of the system x(t) at the moment t is unknown, but we know its
approximate range, we can choose a value x*(t). So long as we obtain the estimate of
δx(t) = x(t) − x∗(t), we can correct x*(t) and get a more accurate estimate of x(t).

When selecting x*(t), we need to ensure that the following equations are
established:

ẋ∗(t) = f (x∗,u, t) (7.163)

y∗(t) = h(x∗, t) (7.164)

Then, we use Eq. (7.161) and Eq. (7.163) to subtract. Equation (7.162) and
Eq. (7.164) are subtracted. The Taylor series is used to expand, and the high-order
term is omitted. We can obtain:

δẋ(t) = F(t)δx(t) + g(x, t)w(t) (7.165)

δy(t) = H(t)δx(t) + v(t) (7.166)

where
F(t) = ∂f (x,u,t)

∂x

∣∣∣
x=x∗

,H(t) = ∂h(x,t)
∂x

∣∣∣
x=x∗

.

Equation (7.165) and Eq. (7.166) are consistent with the state equations and obser-
vation equations of the linear Kalman filter, so Kalman filtering can be implemented
in a very similar way to the steps in Sect. 7.3.2. The only differences are the time
update and prediction of the system state observation. At the same time, it should
be noted that Eq. (7.165) and Eq. (7.166) are only applicable when x*(t) is close
to the real state of the system. When the difference between x*(t) and the real state
is too large, the linearization of the result of the first-order Taylor series expansion
will contain a large error. Therefore, after the estimation of δx(t) is completed by the
Kalman filter, it is very important to update x*(t) in time.
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Combining the above analysis with the principles of conventional linear Kalman
filtering, the basic steps of extending the Kalman filter are as follows.

1. Time update of system status

Suppose that the estimation of the system state at the moment tk is x̂k|k , according to
the equation ẋ∗(t) = f (x∗,u, t), substitute x̂k|k to obtain ẋ∗(t)|x̂k|k . Integrate it over
time [tk , tk+1), and x̂k+1|k is obtained, that is:

x̂k+1|k = x̂k|k +
∫ tk+1

tk

ẋ∗(t)|x̂k|kdt (7.167)

2. Calculating the observed residuals

Calculate the predicted observation according to the x̂k+1|k in the first step:

y
∧

k+1 = h(x
∧

k+1|k , tk+1) (7.168)

Then calculate the observation residual between the actual observation and the
predicted observation:

zk+1 = ỹk+1 − ŷk+1 (7.169)

This step shows that the predicted observation ŷk+1 is obtained by state quantities
x̂k+1|k , which is based on nonlinear equations.

Time update of the error covariance matrix Pk|k and error state δx̂k|k .
Substitute the obtained x̂k+1|k from step 1 into F(t) = ∂f

∂x to obtain the matrix of
F(t)|x̂k+1|k at the time tk+1, and then use the method in Sect. 7.3.3 to calculate �k and
QDw. Perform time update to Pk|k and δx̂k|k and obtain:

δx̂k+1|k = �kδx̂k|k = �k0 = 0 (7.170)

Pk+1|k = �kPk|k�T
k + QDw (7.171)

The reason why δx̂k|k = 0 will be illustrated in step 6.
Linearize the observation at time tk+1 and calculate the Kalman gain matrix kk+1.
The observation equation h(x∗, t) is linearized when x̂k+1|k . Hk+1 = ∂h

∂x

∣∣
x̂k+1|k

is
obtained, so the Kalman gain matrix is

kk+1 = Pk+1|kHT
k+1[Hk+1Pk+1|kHT

k+1 + Rk+1]−1 (7.172)

Update the observation of the error state δx̂k+1|k

δx̂k+1|k+1 = δx̂k+1|k + kk+1zk+1
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= kk+1zk+1 (7.173)

Here δx̂k+1|k is the time update of the error state δx̂k|k in the third step.
Update system status x̂k+1|k+1 and Pk+1|k+1.
Now that the error status δx̂k+1|k+1 after the observation update is obtained, the

time update of the system status x̂k+1|k has been obtained in the first step, so the
observation update of x̂k+1|k can be performed:

x̂k+1|k+1 = x̂k+1|k + δx̂k+1|k+1 (7.174)

After this update, x̂k+1|k+1 = E{x(tk+1)}. Hence, the new information contained
in δx̂k+1|k+1 has already been used, so δx̂k+1|k+1 = 0 needs to be set, which explains
why δx̂k|k = 0 in step 3.

At the same time, the error co-variance matrix needs to be updated:

Pk+1|k+1 = (I − kk+1Hk+1)Pk+1|k (7.175)

Steps 1 to 3 are time updates, and steps 4 to 6 are observation updates. The result
of each processing Pk+1|k+1 and x̂k+1|k+1 are saved as the starting condition for the
next iteration.

In Eq. (7.174), the estimation of the system state error is obtained by observing
the residual and the Kalman gain matrix. It is a very critical step to use this estimate
to correct the time update of the system’s full state x̂k+1|k . Only after this update can
δx̂k+1|k+1 be set to 0. This step also ensures that the system state x̂k+1|k+1 is always
in the vicinity of the near-value range of the real state of the system, thus ensuring
the correctness of subsequent linearization.

In GPS receivers, pseudo-range observation is a nonlinear function of the system
state. Therefore, the extended Kalman filter described in this section has been
widely used in modern GPS receivers, in the BDS/GPS dual-mode receiver. The
dual mode observation is slightly more complicated than the single GPS pseudo-
range observation, but the extended Kalman filter principle described above is the
same. Section 7.3.5 will analyze the models of several Kalman filters commonly
used in receivers, and combine the steps in this section to analyze how to implement
extended Kalman filters.

7.3.5 Several KF Models Commonly Used in Receivers

1. Static user: P model

When the receiver is in a static state, since the speed is constant to 0, it is only
necessary to use the position coordinates and the clock as the system state, that is,
x = [xTp, xTc ]T. The position state vector is xp = [x, y, z]T; the clock state vector is



7.3 Kalman Filtering 407

xc = [b, d ]T; the local clock difference b; and the local clock drift is d. In general,
the clock vector must be included in the system state, so this KF model is called the
P model for the sake of highlighting xp.

In the P model, the position state is considered to be a random walk process. The
system state equation of the P model is

⎡

⎢⎢⎢⎢⎢⎣

ẋ
ẏ
ż
ḃ
ḋ

⎤

⎥⎥⎥⎥⎥⎦
=

⎡

⎢⎢⎢⎢⎢⎣

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 1
0 0 0 0 0

⎤

⎥⎥⎥⎥⎥⎦

⎡

⎢⎢⎢⎢⎢⎣

x
y
z
b
d

⎤

⎥⎥⎥⎥⎥⎦
+

⎡

⎢⎢⎢⎢⎢⎣

wx

wy

wz

wb

wd

⎤

⎥⎥⎥⎥⎥⎦
(7.176)

wp =
⎡

⎣
wx

wy

wz

⎤

⎦ and wc =
[
wb

wd

]
are the processing noise vector of the position and

the processing noise vector of the clock respectively.
As explained in Chap. 5, the observations include pseudo-range observations and

Doppler observations. In the P model, since the system state does not include the
velocity vector, it is generally sufficient to use pseudo-range observation. If you
need to use Doppler observation, you must set its speed component to zero. The
observation equation for single-mode pseudo-range observation is:

ρi = √
(x − xsi)2 + (y − ysi)2 + (z − zsi)2 + cb + ni, i = 1, · · · ,m (7.177)

In the above equation, c is the speed of light, [xsi, ysi, zsi]T is the position of the
satellite, and ni is the pseudo-range noise. If it is a BDS or GPS dual-mode receiver,
and themethod of considering TGB as the state quantity of the system to be estimated,
the observation equation of GPS and BDS pseudo-range observation is:

ρ̃Gi =
√

(xu − xGsi )2 + (yu − yGsi )2 + (zu − zGsi )2 + cb + nρGi (7.178)

ρ̃Bi =
√

(xu − xBsi )2 + (yu − yBsi )2 + (zu − zBsi )2 + cb + cTGB + nρBi (7.179)

At the same time, the equation of the system state should be adjusted to:

⎡

⎢⎢⎢⎢⎢⎢⎢⎣

ẋ
ẏ
ż

ṪGB
ḃ
ḋ

⎤

⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡

⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 0 0

⎤

⎥⎥⎥⎥⎥⎥⎥⎦

⎡

⎢⎢⎢⎢⎢⎢⎢⎣

x
y
z

TGB
b
d

⎤

⎥⎥⎥⎥⎥⎥⎥⎦

+

⎡

⎢⎢⎢⎢⎢⎢⎢⎣

wx

wy

wz

wT

wb

wd

⎤

⎥⎥⎥⎥⎥⎥⎥⎦

(7.180)
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The difference between Eq. (7.180) and Eq. (7.176) is that there is TGB in the
system state quantity of the former, with wT during processing of noise vectors. That
is, TGB is also modeled as a random walk process. Since the TGB changes little when
time changes, the variance term wT to which the Q matrix corresponds is set to a
small value.

The equation for Doppler observation is:

f ′
d_i = cd + vi, i = 1, · · ·m (7.181)

Here, f ′
d_i, i = 1, · · · ,m is the linearized Doppler observation in the equation,

that is, the Doppler shift obtained from the NCO of the pseudo-code tracking loop
minus the projection component of the satellite velocity on the direction cosine, and
c is the speed of light. Since the receiver speed is 0, only the clock drift term is left
in the Hxv.

Low dynamic users: PV model

When the user is in a low dynamic motion environment, the PV model should be
used. Applications for such models include smooth driving of vehicles and boats,
and walkers. In this model, the velocity component is considered to be a random
walk, while the position component is the integral of the velocity component, and
the clock model remains unchanged. The system state vector is x = [xTp, xTv , xTc ]T,
xv = [vx, vy, vz]T is the velocity state vector, and the meaning of xp and xc remain
the same.

The system state equation of the PV model is:

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ẋ
ẏ
ż
v̇x
v̇y
v̇z
ḃ
ḋ

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x
y
z
vx
vy
vz
b
d

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

wx

wy

wx

wvx

wvy

wvz

wb

wd

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(7.182)

Here, wv = [wvx ,wvy ,wvz ]T is the processing noise vector of the speed state. The
processing noise vectors for the position and clock states wp and wc are the same as
defined in the P model. In the PV model, the processing noise vector of the position
state wp = 0 can be considered. That is, the position state is considered to have no
processing noise, and the position state can be perfectly determined by the integral
of the speed state.

The single-mode pseudo-range observation has no change compared with the P
model. The BDS and GPS dual-mode pseudo-range observations are the same as
Eq. (7.178) and Eq. (7.179), and the system state equation becomes Eq. (7.184). The
dual-mode system has more instances of TGB. The TGB is also modeled as a random
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walk. Since the TGB hardly changes with time changes, the corresponding variance
wT term in the Q matrix can be set to a small value. It should be noted that if the
scheme of reading TGB through system setting is adopted, the system state equation
does not include TGB, and the system state equation takes the form of Eq. (7.182).
At this time, the mathematical model of dual-mode pseudo-range observation adopts
the form of Eq. (7.177).

The Doppler observations under the PV model differ from Eq. (7.181). Since the
velocity state vector is not zero at this time, the Doppler observation takes the form
of (7.183):

f ′
d_i = hx_ivx + hy_ivy + hz_ivz + cd + vi, i = 1, · · ·m (7.183)

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ẋ
ẏ
ż
v̇x
v̇y
v̇z
ṪGB
ḃ
ḋ

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x
y
z
vx
vy
vz
TGB
b
d

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

wx

wy

wx

wvx

wvy

wvz

wT

wb

wd

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(7.184)

The direction cosine vector H = [hx_i, hy_i, hz_i]T in Eq. (7.183) is the same as
defined in Sect. 7.1.3. Since the velocity vector is no longer zero at this time, the
corresponding matrix elements in the Doppler observation equation are no longer
zero.

High dynamic users: PVA model

In some applications, the user’s motion acceleration varies widely, such as a high-
speed aircraft. In this case, three acceleration components need to be added to the
system state vector. Thismodel is called a PVAmodel. Comparedwith the PVmodel,
the PVA model has three more acceleration components and one more clock high-
order term. Because the state component of the PVAmodel is relatively large, for the
sake of simplicity, the expression of the block matrix will be used in the following
equation.

In the PVA model, the system state vector is x = [xTp , xTv , xTa , xTc ]T, where xp,xv,
and xc are the position state vector, the velocity state vector, and the clock state
vector respectively. The definition of xp and xv are the same as the definition in the
PV model, and xc = [b, d , j]T is the newly added acceleration state vector. At this
time, xc contains three quantities, namely clock bias, clock drift, and clock drift
acceleration, that is, xc = [b,d,j]T where j is the acceleration of the clock drift, and j
can be modeled as a randomwalk process, then xc can satisfy the following equation:
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ẋc = Fcxc + wc (7.185)

where Fc =
⎡

⎣
0 1 0
0 0 1
0 0 0

⎤

⎦,wc =
⎡

⎣
wb

wd

wj

⎤

⎦.

In the PVA model, the position state is the integral of the velocity state, the velocity
state is the integral of the acceleration state, and the acceleration state can be
approximated by the first-order Markov process, that is:

ẋp = xv
ẋv = xa
ẋa = Dxa

(7.186)

whereD = diag
(
− 1

τx
,− 1

τy
,− 1

τz

)
is a diagonalmatrix. τx, τy, and τz are the respective

time-dependent constants of the three accelerations.
Based on the above analysis, the system state equation of the PVA model can be

written as:

⎡

⎢⎢⎣

ẋp
ẋv
ẋa
ẋc

⎤

⎥⎥⎦ =

⎡

⎢⎢⎣

0 I 0 0
0 0 I 0
0 0 D 0
0 0 0 Fc

⎤

⎥⎥⎦

⎡

⎢⎢⎣

xp
xv
xa
xc

⎤

⎥⎥⎦ +

⎡

⎢⎢⎣

wp

wv

wa

wc

⎤

⎥⎥⎦ (7.187)

where I is the 3 × 3 unit matrix.
For the case of BDS and GPS dual-mode observation, similar to the P model and

the PV model, it is only necessary to add the TGB term in the system state vector.
The system state equation is as follows:

⎡

⎢⎢⎢⎢⎢⎣

ẋp
ẋv
ẋa
ṪGB

ẋc

⎤

⎥⎥⎥⎥⎥⎦
=

⎡

⎢⎢⎢⎢⎢⎣

0 I 0 0 0
0 0 I 0 0
0 0 D 0 0
0 0 0 0 0
0 0 0 0 Fc

⎤

⎥⎥⎥⎥⎥⎦

⎡

⎢⎢⎢⎢⎢⎣

xp
xv
xa
TGB

xc

⎤

⎥⎥⎥⎥⎥⎦
+

⎡

⎢⎢⎢⎢⎢⎣

wp

wv

wa

wT

wc

⎤

⎥⎥⎥⎥⎥⎦
(7.188)

In the above equation, TGB is still modeled as a random walk. The two-mode
pseudo-range observation and Doppler observation did not change compared to the
PV model. The Kalman filter which adopts Eq. (7.185) contains 12 state quantities,
and the Kalman filter which adopts Eq. (7.188) 13 state quantities. When using
single mode or dual mode pseudo-range observation and Doppler observation, the
corresponding elements of the observation matrix are needed to be adjusted and the
details will not be described here.
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Latitude and longitude model

The three system models described above are all in the ECEF coordinate system.
The latitude and longitude model represents the position coordinates in the geodetic
coordinate system. At this time, the position state vector is xp = [φ, λ, h]T, where
φ, λ, and h are the longitude, latitude, and altitude of the receiver respectively. In
the corresponding velocity state vector xv = [vn, ve, vd ]T, xv contains the velocity
component of the northeast direction. The clock state vector is xc = [b, d ]T, b is the
local clock difference, d is the local clock drift. So the state vector under this system
model is x = [xTp , xTv , xTc ]T, which contains a total of 8 state variables.

The system state equation of the latitude and longitude model can be obtained
according to Eqs. (1.39) and (1.40) in Chap. 1:

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

φ̇

λ̇

ḣ
v̇n
v̇e
v̇d
ḃ
ḋ

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 1
RM +h 0 0 0 0

0 0 0 0 1
(RN+h) cosφ

0 0 0

0 0 0 0 0 −1 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

φ

λ

h
vn
ve
vd
b
d

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

wφ

wλ

wh

wvn

wve

wvd

wb

wd

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(7.189)

The definitions of RN and RM are as follows (refer to Chap. 1):

RN = a
[
1 − e2 sin2 φ

]1/2 ,RM = a(1 − e2)
[
1 − e2 sin2(φ)

]3/2

When using the latitude and longitude as the position state vector, the pseudo-
range observation is difficult to express directly with the latitude and longitude,
and the pseudo-range mathematical expression is still Eq. (7.177). Since both the
satellite position and the receiver position in the equation are expressed in the ECEF
coordinate system, the relationship between the pseudo-range observations and the
[φ, λ, h]T cannot be obtained directly. In the process of using the EKF update step,
there is pseudo-range observation residual in calculation Eq. (7.169):

∂ρi ≈ Hxi∂x + Hyi∂y + Hzi∂z + c∂b

= [
hx_i hy_i hz_i

]
⎡

⎣
∂x
∂y
∂z

⎤

⎦ + c∂b (7.190)

where in HE_i = [hx_i, hy_i, hz_i]T is the corresponding satellite direction cosine
vector measured for the i-th pseudo-range view expressed in the ECEF coordinate
system. As seen in Sect. 1.2.4,
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⎡

⎣
∂x
∂y
∂z

⎤

⎦ = Rt2e

⎡

⎣
∂n
∂e
∂d

⎤

⎦ (7.191)

If we substitute Eq. (7.191) into Eq. (7.190), we can obtain:

∂ρi ≈ [
hn_i he_i hd_i

]
⎡

⎣
∂n
∂e
∂d

⎤

⎦ + c∂b

= HT_i

⎡

⎣
∂n
∂e
∂d

⎤

⎦ + c∂b (7.192)

where HT_i = [hn_i, he_i, hd_i]T of Eq. (7.192) is still the direction cosine vector of
the i-th satellite represented in the NED coordinate system. The relationship between
HT_i and HE_i is:

HT_i = HE_iRt2e (7.193)

where Rt2e is determined by Eq. (1.32).

⎡

⎣
∂n
∂e
∂d

⎤

⎦ =
⎡

⎣
(RM + h) 0 0

0 (RN + h) cos(φ) 0
0 0 −1

⎤

⎦

⎡

⎣
∂φ

∂λ

∂h

⎤

⎦ (7.194)

If we substitute Eq. (7.194) into Eq. (7.192), we can obtain:

∂ρi ≈ [
(RM + h)hn_i (RN + h) cos(φ)he_i −hd_i

]
⎡

⎣
∂φ

∂λ

∂h

⎤

⎦ + c∂b (7.195)

The equation is the linear relationship between the pseudo-range residuals and
[∂φ, ∂λ, ∂h]T, which is needed for the pseudo-range observation update.

The Doppler observation is simpler than the pseudo-range observation and can
be easily derived.

f ′
d_i = hn_ivn + he_ive + hd_ivd + cd + vi

= HT_i

⎡

⎣
vn
ve
vd

⎤

⎦ + cd + vi, i = 1, · · ·m, (7.196)

where HT_i is calculated by Eq. (7.193).
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The biggest advantage of the latitude and longitude height model is that the
receiver’s elevation is directly used as one of the system state quantities, meaning
that it is easy to achieve high assistance using a barometer or altimeter. It is only
necessary to add the height value of the sensor output as an observation to theKalman
filter measurement set.

The above analysis is based on the single-mode pseudo-range observation. In
cases of BDS and GPS dual-mode observation, only the system state vector x needs
to be expanded to be [xTp , xTv ,TGB, xTc ]T. This is similar to the processing in the P
model, the PV model, and the PVA model. TGB is modeled as a random walk, and
readers can work it out according to the previous explanation.

Case Study: PV Model

Since the PV model is the most widely used in practical GPS receivers, it has prac-
tical significance, and we use it as an implementation example to summarize the
principle of Kalman filtering described in this chapter. Hopefully readers can use
this example to understand the principle of Kalman filtering and extend it to more
practical applications.

The state vector of the PVmodel includes the position, velocity, and clock param-
eters of the receiver, so the applicable scenes include smooth moving cars, boats,
pedestrians, and low-speed aircraft. Since it covers most of the moving scenes in
daily life, the PV model is widely used in civilian receivers, which is why it is
analyzed as an example.

Equation (7.182) shows that the system state equation of the PV model is linear
and F(t) is a constant matrix.

F(t) =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(7.197)

However, since the pseudo-range observation is non-linear, the state vector
estimation x requires the use of the extended Kalman filter described above.

First, the pseudo-range equation needs to be linearized, and the error state is taken
according to the method in Sect. 7.3.4.

δx = x − x∗

x in the above equation is an unknown system real state, and x* is an estimate of x
when it is close to the adjacent range. The task of the Kalman filtering process below
is to find the best estimate of the difference between x* and x, and then correct x*.
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Since the system state equation itself is linear, there is no need to linearize it. The
pseudo-range equation is nonlinear, so linearization is required. Using the first-order
Taylor series to develop the pseudo-range observation Equation

δẋ(t) = Fδx(t) + w(t), (7.198)

δρ = Hδx(t) + v (7.199)

In practice, the initialization of x* is often the result of obtaining the PVT solution
by the least-squares method, and then using the solution result to set the initial value
of x̂, which is x̂0. After Kalman enters the steady state, the time measurements
come continuously. The system state is continuously updated, and must be near the
neighboring value of x in the real state to ensure that linearization is correct.

Each row vector of H in Eq. (7.199) corresponds to the observation equation of a
satellite:

H =

⎡

⎢⎢⎢⎣

hx_1 hy_1 hz_1 0 0 0 1 0
hx_2 hy_2 hz_2 0 0 0 1 0
...

...
...

...
...

...
...

...

hx_m hx_m hx_m 0 0 0 1 0

⎤

⎥⎥⎥⎦ (7.200)

where
[
hx_i, hy_i, hz_i

] =
[

∂ρi

∂x

∣∣∣
x∗

,
∂ρi

∂y

∣∣∣
x∗

,
∂ρi

∂z

∣∣∣
x∗

]
is the direction cosine vector

between the i-th satellite and x*. It should be noted that as the position of the receiver
changes, H also changes. Hence, each time the user position is updated, the matrix
of H needs to be recalculated.

The co-variance matrix of the state processing noise w(t) is represented as a Q
matrix, as shown in Eq. (7.201), which contains only the diagonal elements. The
non-diagonal elements are 0, indicating that the processing noise in each system
state is irrelevant here. The actual Q matrix is not necessarily a diagonal matrix, but
this does not affect the Kalman filter’s update step.

Q = var{w(t)} =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

σp 0 0 0 0 0 0 0
0 σp 0 0 0 0 0 0
0 0 σp 0 0 0 0 0
0 0 0 σv 0 0 0 0
0 0 0 0 σv 0 0 0
0 0 0 0 0 σv 0 0
0 0 0 0 0 0 σb 0
0 0 0 0 0 0 0 σd

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(7.201)

It is assumed here that the processing noise of each state quantity is independent
of the others and is white noise, and the respective noise power spectral densities
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are respectively diag{σp, σp, σp, σv, σv, σv, σb, σd }. The Q matrix will be used later
in the calculation of QDw.

The F, Q, and H above are in the continuous time domain. Now, to implement
Kalman filtering on a computer, the corresponding Φ and QDw in the discrete time
domain must be derived. According to the analysis in Sect. 7.3.3, it can be known
that:

� = eFT =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 T 0 0 0 0
0 1 0 0 T 0 0 0
0 0 1 0 0 T 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 T
0 0 0 0 0 0 0 1

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(7.202)

QDw ≈ QT + (FQ + QFT)
T 2

2! + 2FQFT T
3

3!

=

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Qp 0 0 σvT 2

2 0 0 0 0
0 Qp 0 0 σvT 2

2 0 0 0
0 0 Qp 0 0 σvT 2

2 0 0
σvT 2

2 0 0 σvT 0 0 0 0
0 σvT 2

2 0 0 σvT 0 0 0
0 0 σvT 2

2 0 0 σvT 0 0
0 0 0 0 0 0 Qb

σd T 2

2

0 0 0 0 0 0 σd T 2

2 σdT

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(7.203)

Qp = σpT + σvT 3

3
,Qb = σbT + σdT 3

3
(7.204)

T is the interval between each update. Modern GPS receivers are generally T =
1 s. For certain special requirements of the receiver, such as receivers in large dynamic
applications, the frequency of the positioning information required to output is higher.
T will take a smaller value, but at this time the power of the processor has higher
expectations.

The properties of F are applied in the derivation of Eq. (7.202) and Eq. (7.203):
Fn = 0, n ≥ 2. After completing the above preparations, a two-step update of the
Kalman filter, namely time update and observation update, can be implemented.

If we assume that the system state at the time tk is x̂k|k , the co-variance matrix of
the state is Pk|k . First, a time update of the system state and state co-variance matrix
is performed:

x̂k+1|k = �k x̂k|k (7.205)
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Pk+1|k = �kPk|k�T
k + QDw (7.206)

Here, since the state equation is linear, the time update of x̂k|k is also linear.
Furthermore, for the PV model, the time update of x̂k|k is actually.

xk+1|k = xk|k + vx,k|kT
yk+1|k = yk|k + vy,k|kT
zk+1|k = zk|k + vz,k|kT
bk+1|k = bk|k + dk|kT

Here, T is the time interval between this update and the last update, that is,
T = tk+1 − tk . The above equation can avoid a cumbersome matrix multiplication.

Then, based on the state of the system after the time update x̂k+1|k , the observation
is predicted:

ρ̂i =
√

(xk+1|k − xsi)2 + (yk+1|k − ysi)2 + (zk+1|k − zsi)2 + bk+1|k , (i = 1, · · · ,m)

(7.207)

Since the observation equation is nonlinear, the prediction of the observations here
is also a nonlinear function of the state parameters. With the advent of observation
ρ̃k+1 = [ρ̃1, · · · , ρ̃m]T, the pseudo-range residual can be calculated:

δρk+1 = ρ̃k+1 − ρ̂ (7.208)

The calculation method of Kalman gain kk+1 is as follows:

kk+1 = Pk+1|kHT
k+1[Hk+1Pk+1|kHT

k+1 + Rk+1]−1 (7.209)

Among them, Rk+1 is the observation measurement variance matrix, andHk+1 is
calculated by Eq. (7.210).

x̂k+1|k+1 = x̂k+1|k + kk+1δρk+1 (7.210)

Then, we update the state co-variance matrix Pk+1|k :

Pk+1|k+1 = (I − kk+1Hk+1)Pk+1|k (7.211)

The updated x̂k+1|k+1 and Pk+1|k+1 are saved to prepare for the next update.
The above is the basic process of Kalman filtering of the user’s position, velocity,

and clock difference using the PV model inside the GPS receiver. BDS/GPS dual-
mode observation can be extended from Eq. (7.184), for which the specific steps can
be similar to the above process. Due to the limitations of space, we only describe
the use of pseudo-range observations. Readers can deduce the processing steps of
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Doppler observation according to the principles in this section and the previous
sections.Within the actual receiver, completing a reliable and stable navigation algo-
rithm is a very complicated and arduous task, and the work that needs to be done is
far more than the above description. This section includes only a detailed explanation
of the principle of the extended Kalman filter inside the receiver, which will help
readers in practical work.

7.3.6 Technical Processing in the Implementation of Kalman
Filtering

The basic equations of Kalman filtering are described in the above chapters, and
are sufficient for understanding the principle. However, when Kalman filtering is
used in engineering, problems occur that require special skills and techniques. These
techniques do not change the basic properties of Kalman filtering in principle, but
they are very important in practice. Some techniques can greatly reduce the amount
of computation, some can stabilize the system, and some bring the noise model of
the Kalman filter closer to the actual situation. The following section summarizes
these issues.

When input is colored noise

From Eq. (7.115) and Eq. (7.116), the noise and observation noise that the Kalman
filter needs to process are white noise. In cases where the input is not white noise, the
subsequent Kalman filter process will encounter problems, especially with updates
to the system state’s co-variance matrix.

Consider the state equation and the observation equation of the system as shown
in Eq. (7.212) and Eq. (7.213).

xm = Φm−1xm−1 + Gm−1um−1 + Γ m−1wm−1 (7.212)

ym = Hmxm + vm (7.213)

When the noisewm is colored, it can be assumed that thewm is fitted into Equation:

wm = Bmwm−1 + ςm−1. (7.214)

jm−1 in Eq. (7.214) is zero-mean white noise.
At this point, we can augment wm into the system state, that is, the new system

state vector is Xm =
[
xm
wm

]
. Then, the new system state equation and observation

equations are:
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[
xm
wm

]
=

[
Φm−1 Γ m−1

0 Bm−1

][
xm−1

wm−1

]
+

[
Gm−1

0

]
um−1 +

[
0
I

]
ςm−1 (7.215)

ym = [
Hm 0

][ xm
wm

]
+ vm (7.216)

The noise in Eqs. (7.215) and (7.216) is white noise, which is consistent with the
noise requirements of the basic Kalman filtering equation.

In cases where the observed noise vm is colored noise, the processing is slightly
different. In such cases, the method of augmenting vm to the system state cannot be
adopted, because it will cause a lack of observation noise in the observation equation,
and will lead to the inverse divergence of the matrix when calculating the Kalman
gain.

Assuming that the observed noise vm meets the following equation:

vm = Tmvm−1 + ζm−1 (7.217)

from Eq. (7.213), we can know that:

ym+1 = Hm+1xm+1 + vm+1

= Hm+1(	mxm + Gmum + 
mwm) + (Tm+1vm + ζm)

= Hm+1(	mxm + Gmum + 
mwm) + [Tm+1(ym − Hmxm) + ζm]
= (Hm+1	m − Tm+1Hm)xm + Hm+1Gmum + Tm+1ym

+ (Hm+1
mwm + ζm) (7.218)

If we slightly transform Eq. (7.218), we can get:

ym+1 − Tm+1ym = (Hm+1	m − Tm+1Hm)xm + Hm+1Gmum
+ (Hm+1
mwm + ζm) (7.219)

Let’s define that:

Yk � yk − Tkyk−1,

H∗
k � HkΦk−1 − TkHk−1,

V k � HkΓ k−1wk−1 + ζ k−1.

Then, we can rewrite Eq. (7.219) into:

Ym+1 = H∗
m+1xm + Hm+1Gmum + Vm+1 (7.220)
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Equation (7.220) is a new measurement equation that can prove that the new
observed noise Vk is zero-mean white noise, which is consistent with the require-
ments of the Kalman filter for observation noise. The only problem is that Vk and wm

are correlated, that is, measurement noise and processing noise are no longer irrele-
vant, and Eq. (7.117) is no longer valid. The Kalman filter for measuring noise and
processing noise-related conditions is not described in detail in this book. Interested
readers should refer to Reference [2] in Chap. 2.

Sequential (serial) update of observation

Assuming that at tk time,m observations appear at the same time, thesem observations
are to be formed into m × 1 vector according to the general processing in 7.3.2, and
theKalman gain and state correctionwill be obtained in a parallel processingmethod.

kk = P−
k H

T
k (HkP

−
k H

T
k + Rk)

−1

δx̂k = kk(ỹk − ŷk)

It can be seen that in this kind of conventional parallel processing approach,
the inverse of the matrix is essential. This is especially so when the number of
observations is relatively large, as the dimension of (HkP

−
k H

T
k + Rk) can be very

large. Therefore, onmany occasions, especially in the case of embedded applications,
this method brings a very heavy computational burden.

In practice, when the observation covariance matrix R is a diagonal matrix, that
is:

R =

⎡

⎢⎣
R1 · · · 0
...

...

0 · · · Rm

⎤

⎥⎦.

the m observations can be regarded as in “sequential order”, so that it can be
processed in a serial manner, that is, for each observation ỹi, assuming that the noise
variance is Ri, i = 1, · · · ,m, we can calculate the Kalman gain ki and the updated
value of xi caused by this observation.

First, two auxiliary vectors can be introduced:

x̂0 = x−
k , P0 = P−

m

Here, x−
k and P−

m are the system state and state error variance matrix after the time
update, and then the order i-th observation for the first observation, i = 1, · · · ,m.
We can make the following calculation:

ki = Pi−1hTi
hiPi−1hTi + Ri

(7.221)

x̂i = x̂i−1 + ki(ỹi − hix̂i−1) (7.222)
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Pi = [I − kihi]Pi−1 (7.223)

In the above equation, hi is the row vector corresponding to the observation ỹi
in the matrix Hk . The processing of Eq. (7.221) to Eq. (7.223) is repeated until m
observations have been processed. After processing m observations, the total system
state and state variance matrix should be reset.

x+
k = x̂m, P+

m = Pm

When viewing observations are updated according to each observation, there is
only one observation, so (hiPi−1hTi + Ri) is a 1 × 1 “matrix”, which is a number.
Therefore, through this serial method, the inversion operation of a matrix with large
dimensions is transformed into several numbers to find the inverse of the operation.
ki is also no longer a matrix, but a vector.

In this kind of processing, the system has been updated several times. This is
because these observations come at the same time, that is, �t = 0, so it is not
necessary to perform a time update. The cumulative state updates of sequential
processing δx̂k are the same as parallel processing. However, the final Kalman gain
km is different from parallel processing because the km in parallel processing is based
on all observations, whereas here, it is based on one observation at a time.

When the observation covariance matrixR is not a diagonal matrix, it is a positive
definite matrix, so it can be decomposed into a form in which the lower triangular
matrix is multiplied.

R = EET (7.224)

Multiplying sides of the observation equations, we can obtain:

E−1ym = E−1Hmxm + E−1vm (7.225)

Defining:

ym
�=E−1ym,

Hm
�=E−1Hm,

vm
�=E−1vm

The new observation equation is:

ym = Hmxm + vm (7.226)

and the new observation co-variance matrix can be verified.

R = E
{
vmv

T
m

} = I
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Therefore, it is possible to continue to use themethod ofmeasuring the co-variance
matrix as a diagonal matrix.

Observation validity test

In practical applications, for some reason, erroneous or invalid observations are
often entered into the Kalman filter. Updating the system state based on these incor-
rect observations may result in errors. Fortunately, the Kalman filter provides a
mechanism for screening these error observations.

Considering that the observation at a certain moment is ỹ, and assuming that the
observed variance is R and the system state covariance matrix is P, then the predicted
value ŷ is observed according to the system state x, and the observed residual is
δy = ỹ − ŷ, which is a random variable, and:

E{δy} = 0, var{δy} = HPHT + R (7.227)

We can set a threshold α, making:

(7.228)

Therefore, an observation that satisfies the condition of the above equation can
be regarded as an error or an invalid observation, and is thus eliminated without
updating the Kalman filter. The value α can be determined according to the actual
engineering situation. The basic principle is to eliminate the incorrect observation
and not interfere with the correct observation update.

The method described here is often referred to as an Innovation Check. It should
be noted that when the system state deviates far from the real state for some reason,
even if the correct observation cannot be detected by the update, the practical strategy
must consider how to deal with this situation. A simple and effective strategy is
that if the signal quality is good enough but is removed by the update detection
logic, it is necessary to carefully check the validity of the current system state.
Clearly, the update detection can be applied naturally in the serial processing of
the observation, and an update detection is performed each time an observation
is updated. An interesting technique at this time is to observe the order of serial
processing. Generally, it is necessary to sort the reliability of the observation, firstly
to process the observation with high reliability, and to post the observation with low
reliability, so that the normal observation will not be influenced by the incorrect
update of the system state, which will pass update detection.

Lost or invalid observations

Sometimes, due to system failure or communication problems, observations are lost
or cannot be obtained by the Kalman filter module. In this case, the time update can
still be performed, while the measurement update cannot be performed.

From another point of view, when the observation is lost, the uncertainty of the
observation can be considered to be infinite, that is,R = ∞ according to the equation
of the Kalman gain:
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k = P−H(HP−HT + R)−1.

Because of R = ∞, k = 0, the update amount of the system state is obviously
0, so there is no observation update to the system state at this time. However, the
time update is continued, and at the same time, Pk+1|k = �kPk|k�T

k + QDw. The
system state covariance matrix is incremented to indicate the system state, and the
uncertainty increases.

Maintaining the symmetry and positive definiteness of the matrix P

The co-variance matrix of the system state P is a symmetric matrix from its own
definition, and it should also be a positive definite matrix. The equation that P−
obtains from the time update to P+ from the observation update is:

P+ = (I − kH)P−

It seems that the symmetry of P+ is not visible from the form, but if the equation
k = P−HT(HP−HT + R)−1 of k is substituted, we can obtain:

P+ = P− − P−HT(HP−HT + R)−1HP− (7.229)

Equation (7.229) shows that in cases when P− and R are symmetric arrays, theo-
retically P+ must also be a symmetric matrix, because at the next moment, when the
P+ is time updated, the operation is also symmetrical. As a result, at any moment,
P− and P+ must be symmetric arrays.

In the specific implementation process, because the word length effect and
rounding effect of the computer are inevitable, it will certainly lead P to gradu-
ally become asymmetrical, and at the same time lose its positive definiteness. When
P becomes unsteady, the Kalman gain k cannot achieve a true weight value between
the observation and the local state, which can cause serious errors in the updating of
the system state. There are some ways to guarantee the symmetry of P, one of which
is the average reset P with PT and P after each observation update, that is:

P = 1

2
(P + PT) (7.230)

This method is widely used in practice because it is simple and effective.
Another very simple method is to calculate only the elements of the diagonal and

the elements of the upper part in the calculation process of P+, that is, {Pi,j, i ≤
j, i = 1, · · · , n}, where n is the dimension of the matrix P. Then, according to
the symmetry of the matrix, the upper part of its element can be used to place the
elements of the lower part, that is:

Pj,i = Pi,j i < j
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However, the above two methods can only guarantee the symmetry of the matrix
P. They cannot guarantee the positive definiteness of thematrix. Further methods can
also use square root filtering and UDU decomposition filtering methods. The basic
idea of square root filtering is to use a conclusion in matrix theory that a non-negative
symmetric matrix P can always be decomposed into a form in which two triangular
matrices are multiplied, that is:

P = ��T (7.231)

where� is the upper triangular or lower triangular matrix, which is called the square
root matrix of P. The � matrix can be obtained by performing Cholesky decom-
position. The subsequent Kalman state co-variance matrix is updated based on the
matrix �. Since Eq. (7.231) guarantees the positive definiteness and symmetry of
P, the square root filter has the advantage of being able to strictly guarantee the
matrix P’s positive definiteness while still using only half of the matrix P. The word
length guarantees the numerical accuracy of the filtering result. UDU decomposition
filtering is the UD decomposition using the matrix P, that is:

P = UDUT (7.232)

where U is the upper triangular matrix; D is the diagonal matrix; and UDU decom-
position filtering no longer transmits the matrix, making it easy to lose positive
definiteness due to the word length effect, but transmitting the U and D matrix.

Thesemethods change the update process of thematrixP to the square root matrix
or the U and D matrix by square root decomposition � and UDU decomposition of
the matrix. This can strongly guarantee the positive definiteness of the matrix P,
but at the cost of increasing the computation. Due to the limitations of space, the
specific details of square root filtering and UDU filtering are not explained in detail
here. Interested readers can consult related literature and books about the principle
of Kalman filtering.

7.4 Summary of the Least-Squares and Kalman Filtering
Solutions

The BDS and GPS receivers calculate the position, velocity, and time information
of the user through pseudo-range observation and Doppler observation, which is
referred to as the PVT solution. In the process of implementing this solution, the
least-squares or Kalman filter algorithm can be used.

The positioning result obtained by the least-squares method is based on a set of
observations of a certain time element, and has nothing to do with the observation of
other time elements. When the receiver extracts the observation, the observations of
different time elements are extracted independently of each other, so the observations
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from different time elements can be considered to be independent of each other.
Thus, the error features of the least-squares positioning results based on different
time elements can be considered to be similar to white noise, so the result of the
least-squares positioning has a white noise-like jumping phenomenon in time.

Kalman filtering is a linear, recursive estimation method widely used in modern
control, parameter estimation, and adaptive filtering systems. The Kalman filter
theory is based on the premise that the system processing noise is Gaussian white
noise. The Kalman filter in the receiver is based on observations of multiple time
elements, and can be considered to share all of the information from observations of
different time elements. Although the observation noise at different time scales can be
considered as a white Gaussian distribution, the error features of the Kalman filtering
positioning result are colored noise distribution due to the Kalman filtering informa-
tion sharing for different time elements. The positioning error reflected in terms of
time gradually and continuously varies. Figure 7.12 shows a two-dimensional error
plot of the least-squares positioning result and the Kalman filter positioning result
in the case of a static antenna. In the pursuit of fair comparison, the least-squares
and Kalman filtering methods deal with the same intermediate frequency data. The
left half is the positioning result of least-squares positioning, and the right half is the
positioning result of Kalman filtering. The abscissa and the ordinate are the errors
in the positive east and north directions of the user ENU coordinate system respec-
tively, and the units are meters. The positioning error results of adjacent moments
in the figure are connected by thin solid lines. Clearly, the error of the least-squares
positioning is distributed in a disorderly manner, and the error of the Kalman filter
exhibits a certain regular slow change. Overall, the positioning result of the Kalman
filter is better than that of the least-squares positioning result. The error is smaller,
which also reflects the low-pass filtering features of Kalman processing. The starting
point in theKalman filtering result is marked in the figure. Clearly, the update amount
of the Kalman filter is large at the beginning of the iteration, which is reflected in
the figure by the relatively large space between adjacent points. With the number

Positioning result of the least squares solution Positioning result of the Kalman filter solution

The starting point

metersmeters

m
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er
s

m
et

er
s

Fig. 7.12 Comparison of the positioning results of least-squares and Kalman filtering
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of iterations increasing, the Kalman filter’s P matrix converges. Then, the Kalman
filter’s gain matrix is more dependent on the local state, resulting in a smaller update
of the Kalman filter, which is reflected in the figure where the space between adjacent
points becomes smaller.

The following example illustrates the colored noise features of the Kalman filter
positioning error more clearly. In this example, the receiver antenna is stationary, and
the receiver’s output contains the positioning results of the twomethods, which lasted
500 s, as shown in Fig. 7.13. At the 200th second, the pseudo-range observation of
a certain satellite is artificially introduced into a 50-km hop, and large positioning

Fig. 7.13 Differences in the Kalman filter and the least-squares positioning result caused by a
pseudo-range observation error introduced at the 200th second
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errors will appear in both the Kalman filter and the least-squares algorithm. The three
pictures on the left in the figure are the (x, y, z) coordinates of the ECEF coordinate
system of theKalman filter output, and the three pictures on the right are the (x, y, z) of
the least-squares ECEF coordinate system. The least-squares method only deviates
the positioning result at the 200th second, and then quickly returns to the correct
positioning result, that is, the positioning result at the subsequent time is not affected
by the error result of the previous moment. Meanwhile, in the Kalman filter, not only
does the incorrect positioning result occur at the 200th second, but the error continues
for a long period of time, before gradually returning to the correct positioning result.
Therefore, the positioning results of Kalman filtering are correlated in time.

From the nature of the problem, the colored noise features of the Kalman filtering
result are derived from the constraints of the system state equation. For example, in
the PV model, there is a strict integral relationship between position and velocity, so
between the current positioning result and that at the next moment, there is a physical
constraint, which comes from the speed vector of the receiver itself. The time update
in the Kalman filtering process is the embodiment of this physical relationship, and
the subsequent observation update is only based on time. The residual between the
update and the observation is corrected, which determines that the positioning results
of the Kalman filter must be correlated in time, and the extent to which the time-
correlation feature is applied marks the biggest difference between the Kalman filter
and the least-squares method. This is why the positioning result of the Kalman filter
is smoother than that of the least-squares method.

Judging from the perspective of optimal estimation, the least-squares method and
the Kalman filtering algorithm both estimate the user position based on the least-
squares principle, but in the least-squares algorithm, the least-squares estimation is
performed for a set of observations of the current time element, while in the Kalman
filtering algorithm, it is performed recursively based on observations from the power-
on time of the receiver to the current time element. The statistical features of the
system state and the observation are not required for the least-squaresmethod, and the
optimal index ismerely the numerical accuracyof themeasurement estimation,which
is clearly shown in cost functions like Eqs. (7.2) and (7.15). The estimation accuracy
of the least-squares method is not high, and when a large deviation appears in the
observation, it will cause a similarly large deviation of the estimation result. However,
it is still widely used in practice for the simple algorithm and wide application
conditions. Although the co-variance matrix of the estimated error can be calculated
according to Eqs. (7.10) and (7.20) in the case of a known covariance matrix of the
observation vector, it is not necessary. This means that the result of least-squares
estimation does not need to be performed based on the results of Eqs. (7.10) and
(7.20). On the contrary, matrix P, the covariance matrix of the estimation error, must
be calculated in the process of obtaining the state estimation in the Kalman filtering
algorithm.

Kalman filtering must first define a system state vector x and then solve a time-
state equation based on x, which must also be a linear or nonlinear equation of x for
observation. If the time-state equation of the system state vector cannot be derived,
theKalman filteringmethod cannot be used. The time-state equationmust also reflect
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the actual system operation, otherwise the Kalman filter will not achieve the desired
results. For example, if a Pmodel is used for a high-speedmoving object, the velocity
vector of the object cannot be accurately estimated.

At least four satellite observations are adopted in the least-squares algorithm to
provide an equation for each satellite’s observations. This solves four unknowns by
nonlinear iterative methods, namely the three position coordinates of the user and a
clock deviation. Unlike the least-squares algorithm, Kalman filtering obtains a time
update of the current system state according to the system state transition equation,
and has no requirements for the number of satellites. After the time update, with
the arrival of the observation, the observation update is performed for the equation
based on the time update. In the observation and updating process, there is still
no requirement for the number of satellites, so even if there are observations from
only one or two satellites, Kalman filtering can still provide a positioning result. Of
course, this positioning result will gradually deviate from the correct position with
the increase of time.

From the expression of Kalman gain km,

km = P−
mH

T
m(HmP−

mH
T
m + Rm)−1

When an element on the diagonal of R is large, the corresponding element in km
will be small, indicating that δx derived from the corresponding observation will also
be small in value. Meanwhile, if an element of P is small, the corresponding element
of km will be small, indicating that the value of δx at this time is small too. From
the above analysis, we can see that the update of the system state through Kalman
filtering is based on a compromise between the uncertainty of the current system state
and the uncertainty of the observation. If the uncertainty of the current system state
estimation is zero (that is, if the current system state estimation is very reliable), then
the update caused by the observationwill be very small. Conversely, if the uncertainty
of the observation is very low (that is, if the observation is credible), the update of
the system state will be mainly determined by the observation. So Kalman filtering
is an adaptive process, and the matrix P provides a variance estimate of the system
state error, that is,

P = cov{δxδTx}

In practice, the matrix P is often used to evaluate the state estimation error of x.
If the elements in the matrix P are relatively large, the corresponding system state
quantity is less reliable. Otherwise, the corresponding system state quantity is more
reliable.

At the same time, the matrix P can also be used to evaluate the credibility of
the observations. We saw how to use the observation validity test in Sect. 7.3.6. In
the least-squares method, there is no intuitive way to evaluate the effectiveness of
observations.
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The Kalman filtering method functions as a way of data fusion, so for system
designers, it is the only choice in some applications. In the system design of inte-
grated navigation, in addition to the satellite pseudo-range and Doppler observation
of the BDS and GPS receivers themselves, other sensors can provide more obser-
vations. For example, accelerometers and gyroscopes provide the acceleration and
angular velocity in three directions; the altimeter provides the current level; and the
digital compass provides the current course angle. To fully and effectively utilize
the observations from these sensors, we must resort to the Kalman filtering method
to integrate all of this information and make an optimal estimate of the state of the
system based on the system state equation and the observational equation. More
details can be found in References [1, 3, 4].

ForBDSandGPS receiver designers, the least-squaresmethodmust be understood
as a conventional positioning solution.With the advancement of technology, the price
of sensors is declining, and inexpensive receivers are beginning to use sensors to assist
navigation. Therefore, a thorough comprehension of the principles and methods of
Kalman filtering is becoming increasingly important for the analysis of the actual
system and the design of an acceptable filtering model. It is also a very important
theoretical basis for learning about other non-linear filteringmethods such as the new
filtering principles of the Unscented Kalman Filter (UKF) [5, 6, 7, 8] and particle
filtering. Hopefully, this chapter has offered a preliminarily introduction to this field
as a foundation for further study.
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Chapter 8
RF Front-End

The setup of the RF front-end plays a pivotal role in the satellite receiver, especially
for software receivers, in which the RF front-end may be the only hardware in
the system. In conventional hardware receivers where ASIC chips form the main
structure, the RF front-end is the source of subsequent baseband signal processing,
which is vital for the performance of the receiver. The importance of the RF front-end
can be interpreted from the following aspects:

➀ The signal bandwidth, noise figure, insertion loss, and RF impedance of the
RF front-end directly affect the strength and noise properties of the received
signal, which will thereby affect the performance of the subsequent baseband
processing, including the performance of the tracking loop and the precision of
the navigation positioning result.

➁ The frequency scheme setting of the RF front-end determines the theoretical
intermediate frequencyvalue f c of the received satellite signal. In physics,it is the
theoretical value of the carrier frequency of the received satellite signal without
Doppler shift and local clock drift that directly determines the frequency search
range of the signal acquisition algorithm, and it is an indispensable parameter
for subsequent signal processing.

➂ With the implementation of multi-mode satellite navigation systems, signals
from multiple satellite navigation systems need to be received and processed
simultaneously in multi-mode multi-frequency receivers. For example, the new
civilian signals L2C and L5 in GPS; B1, B2, and B3 signals in BDS; and G1
and G2 signals in GLONASS. Proper RF settings will enable the receiver to
simultaneously receive GNSS signals in multiple frequency bands and multiple
systemswith fewer RF hardware overheads. This chapter will elaborate on these
three points.

In modern satellite navigation receivers, the digital signal processing scheme is
extensively used to process the satellite signal. The satellite signal enters theRF front-
end initially in the form of an analog signal, and is finally processed in the baseband
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in the form of a digital signal, so the analog-digital conversion (hereafter referred to
as ADC) will be an indispensable part of the RF front-end. Later in this chapter, we
will find that the finite quantization bit width of the ADC will bring loss to the signal
energy, and the establishment of the quantization level is also related to the setting
of the AGC. These factors must be considered during the design of the RF front-end.
Since satellite navigation signals tend to be narrowband signals, bandpass sampling
is widely adopted in the RF front-end of GNSS receivers, and deliberate spectral
aliasing is often used to convert narrowband signals in higher frequency bands into
digital baseband signals. For better comprehension of the sampling process, this
section also explains the basic principle of bandpass sampling.

Two common RF front-end schemes are explained in this chapter—the traditional
IF sampling scheme and theRF sampling scheme commonly used in software radio—
of which the pros and cons will also undergo comparison. The strength of the signal
receivedby the antenna relative to the noise is often representedby the carrier-to-noise
ratioCN0, which is closely related to the subsequent signal processing performance.
This chapter explains the relationship between signal-to-noise ratio S/N and carrier-
to-noise ratio from the perspective of the RF signal. At the end of this section, a GPS
RF chip commonly seen in the market is taken as an example to offer a detailed
analysis of the specific frequency scheme based on the principle of the RF front-end
explained in this section. This will help GPS receiver engineers to understand the
most important parameters of the RF front-end, which are essential for the design of
subsequent signal processing algorithms.

8.1 Transmission and Reception of Satellite Signals

The signal power transmitted by BDS and GPS satellites is limited by space-borne
devices. For example, the transmission power of the C/A code signal of the GPS
satellite on the L1 carrier is only about 27W if it is in decibels, that is, 10 lg 27 = 14.3
dBW. When the satellite transmits a signal uniformly in all directions in the space,
the speed at which the signal attenuates during the transmission in free space is
proportional to 1

R2 , where R is the linear distance from the satellite to the receiver.
More specifically, the signal power space density at a place whose linear distance to
the satellite is R is

PD = PT
4π R2

(8.1)

where PT is the transmit power of the signal, and PD is the power intensity per unit
area, whose unit is W/m2.

In engineering, PD is more commonly written in the unit of dB, so
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Fig. 8.1 Satellite signal propagation distance in space

PD,dB = PT,dB − 10 lg(4π) − 20 lg R

= PT,dB − 11 − 20 lg R dB/m2 (8.2)

where PT,dB is the satellite transmit power, expressed in dB/m2. In Eq. (8.2),

LR,dB = 11 + 20 lg R (8.3)

is the signal loss caused by the path.
The propagation distance of satellite signals in spaceR can be calculated according

to Fig. 8.1. In the figure, α is the elevation angle of the receiver on the surface of
the earth. When the elevation angle is 90°, the satellite is in the overhead direction
of the receiver, and when the elevation angle is 0°, the satellite is in the horizontal
direction of the receiver. As seen in Fig. 8.1, if the satellite’s elevation angle is
known, according to the Earth’s radius and the orbital height of the satellite, the
signal propagation distance can be calculated. The specific steps can be deduced
from the correlation triangles, which are skipped here.

In terms of GPS signal reception, when the user is on the surface of the Earth,
R is a function related to the satellite elevation angle α. When the satellite is right
above the user, i.e. α ≈ 90

◦
, R ≈ 20 190 km, according to Eq. (8.3), the path loss

at this time is about −157.1 dB. Meanwhile, when the satellite is in the horizontal
direction, such as when the elevation angle is 5 °, R ≈ 25 240 km, the path loss at
this time is approximately −159 dB.

For the BDSMEO satellite, when the satellite is over the user,R≈ 21 500 km. The
path loss at this time is about−157.6 dB, and when the satellite is on the horizon, the
satellite’s elevation angle is still 5 °, then R ≈ 25 688 km. The path loss is about −
159.5 dB, which shows that in each case, the path loss of the MEO satellite is 0.5 dB
more than the GPS satellite.

For the IGSO/GEO satellite of BDS, the propagation distances of the signal in
the above two cases (α ≈ 90

◦
and α ≈ 5

◦
) are R ≈ 35 780 km and R ≈ 41 120 km

respectively. According to Eq. (8.3), the path losses are −162 dB and −163.3 dB
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Fig. 8.2 Satellite transmission of antenna gain

respectively, which is nearly 4 dB more than the path loss in the BDSMEO satellite.
Thus, the higher satellite orbit of the IGSO/GEO satellite brings about 4 dB of
additional signal loss to the receiver on the Earth’s surface as compared to the MEO
satellite.

The above analysis is based on the omnidirectional transmit antenna that can
distribute signals evenly in all directions of space. Meanwhile, in practice, the BDS
and GPS satellites will transmit signals towards the Earth. Therefore, the signal
received on the surface of the earth is enhanced as compared with those in the free
space analyzed above. The enhancement is determined by the transmit antenna, so
it is called the transmit antenna gain. Figure 8.2 shows this principle.

According to Fig. 8.2, when the antenna transmits signals within a range whose
angle is 2φ, as indicated by the shaded portion of the figure, the signals will appear
within a spherical cap with a radius of r. So, compared with the spherical surface
formed by the omnidirectional antenna, the antenna gain is approximately

GT (φ) ≈ 4π R2

π r2
= 4

sin2 φ
(8.4)

The antenna gain is a function of φ. The sign “≈” is used in Eq. (8.4) because
the area of the actual spherical cap is not π r2, but slightly larger than π r2, and the
smaller φ is, the lager the approximation will be. In specific GPS implementations,
the satellite antenna transmits the signal at an angle of± 21.3 °, and the antenna gain
calculated through Eq. (8.4) is approximately 10 lgGT (21.3

◦
) ≈ 14.8 dB.

In this way, if the satellite signal is uniformly emitted inside the entire spherical
cap, the signal received by the user at the vertex of the spherical cap region is slightly
stronger, and the satellite signal received bY the user at the edge of the spherical cap
is slightly weaker. The reason is obvious: there is a small distance loss at the vertex
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of the spherical cap. In order to ensure that the signal received by users at different
locations on the surface of the Earth is consistent in strength, the transmitting power
of the GPS satellite antenna is slightly lower when the emission angle is 0 ° and
slightly higher at the edge of the spherical cap. As mentioned in Chap. 2, the “hot
spot”, i.e. the local signal enhancement function, will be added to the Block-IIIC
satellite of the modernized GPS, mainly through the spot beam. This will raise the
signal intensity of local hotspots on the Earth so that the anti-interference capability
of GPS receivers in the region can be improved. This special function is achieved
through adjusting the coverage area of the beam.

Satellite signals travel long distances before reaching the Earth, and the path loss
is already very weak. The power of the signal obtained by the receiver is equal to
the product of the signal power density PD and the effective area of the antenna.
Theoretically, the relationship between the effective area of the antenna and the
signal wavelength λ and the gain of the receiving antenna GR is

SAnt = GRλ2/4π (8.5)

where λ is the wavelength of the signal carrier for GPS L1 signals. The carrier
wavelength λ ≈ 0.19 m and the carrier wavelength of BDS signals can be calcu-
lated by readers independently. GR is the gain of the receiving antenna, indicating
the antenna’s ability to capture signals intensively from a certain direction. Consid-
ering the design of the BDS and GPS satellite constellations, a satellite’s signal may
come from any direction. Therefore, the receiver’s antenna is usually designed to be
omnidirectional, that is, the antenna gain is identical for satellites in any direction.
Otherwise, the receiver would not generate good GDOPs if the antenna does not have
fine reception of signals from certain directions.

The BDS and GPS satellite signals will be very weak after a long transmission
distance, so the specific signal power received by the antenna is determined by
several factors, including the initial transmitting power of the satellite, the transmit-
ting antenna gain, the path loss, and the effective area of the receiving antenna. Let’s
take the GPS signal as an example for a rough estimate.

We assume that the transmitting power of the GPS satellite signal at L1 frequency
is 27W, which is 14.3 dBW. According to the above calculation, the transmit antenna
gain is 14.8 dB and the path loss is −159 dB. The power density of the signal
that reaches the Earth’s surface is −130 dBW/m2. If we assume that the effective
area of the antenna is SAnt = λ2/4π, and for the L1 signal, λ = 0.19 m, then
SAnt ≈ 2.872 × 10−3 m2, which is −25.4 dB, so the received signal power is about
−156 dBW. It is worth noting that this value is only a rough estimate; the actual value
will vary depending on the satellite’s elevation angle and the different factors of the
receiving antenna. However, one thing we can be sure of is that the BDS and GPS
signals received by users on the surface of the Earth are already extremely weak.
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8.2 Noise Figure of the Cascaded System

Starting from the antenna, the RF front-end of the GNSS receiver has multiple RF
modules, including low noise amplifiers, mixers, and filters. So, the entire RF front-
end can be regarded as a cascade of multiple modules, each having an important
indicator called the noise figure, which is written as F here. The noise figure is
defined as

F = Input SNR

Output SNR
(8.6)

The noise figure is always greater than 1, because a module will always generate
noise itself. At any temperature above absolute zero (0 K), a semiconductor or
conductor will inevitably generate thermal noise inside, so the signal-to-noise ratio
after the signal passes through the module is always less than the input signal-to-
noise ratio. Furthermore, if the noise power in the input signal is N0, the gain of the
module is G, and the noise power generated by the module itself is NLocal, then

F = 1 + NLocal

GN0
(8.7)

Equation (8.7) can be understood from Fig. 8.3. The input signal of the module
in the figure is S + N in, where S is the signal, N in is the input noise, G1 is the gain of
the module, and the noise generated by the module itself is NLocal. Then, the signal
outputted by the module plus noise is G1S + G1N in + NLocal, so

Input SNR = S

Nin
, Output SNR = G1S

G1Nin + Nlocal
(8.8)

The result of Eq. (8.7) can be obtained via substituting Eq. (8.8) into Eq. (8.6).
According to Eq. (8.7), if the noise figure is known, the local system noise can be

written as

NLocal = (F − 1)GNIn (8.9)

According to the definition of the noise figure, it measures the extent to which a
module degrades the input signal-to-noise ratio. The larger the noise figure is, the
worse the output signal-to-noise ratio will be. Conversely, the smaller the noise figure
is, the closer the output signal-to-noise ratio will be to the input signal-to-noise ratio.

Fig. 8.3 Calculation of the
noise figure
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Fig. 8.4 Calculation of the noise figure of N cascaded systems

When the module itself does not generate any noise, the output signal-to-noise ratio
is equal to the input signal-to-noise ratio, and the noise figure is 1. Of course, this is
an ideal situation that cannot be achieved in practice. Some interesting conclusions
can also be drawn from Eq. (8.7). If the two modules have the same noise power,
the module with larger gain has the smaller noise figure. For passive devices such as
cables, connectors, and passive filters, since the gain G <1, it attenuates the signal.
It can be proven that the noise figure of the passive device is equal to its insertion
loss, for which the larger the attenuation of the passive device is, the larger the noise
figure will be.

The above is the analysis for a single RF module. When multiple modules, such
as N linear systems, are cascaded, the noise figure and gain of each system and the
local noise generated by each module are assumed to be Fi , Gi , i = 1, 2, · · · , N
and NL,i , as shown in Fig. 8.4.

Based on the analysis of single modules, the following conclusions can be derived
in a similar way:

• The signal outputted by the first-stage module is G1S, and the noise is G1NIn +
NL,1;

• The signal outputted by the second-stage module is G1G2S, and the noise is
G1G2NIn + G2NL,1 + NL,2; ……

By analogy, the signal outputted by the N-stage module is
∏n

i=1 Gi S, and the
noise is

n∏

i=1

Gi NIn +
n∏

i=2

Gi NL,1 + · · · + GN NL,N−1 + NL,N

If the N-stage cascaded system is regarded as a module, the total noise figure is

FAll =
∏n

i=1 Gi NIn + ∏n
i=2 Gi NL,1 + · · · + GN NL,N−1 + NLN∏n

i=1 Gi S

S

NIn

=
∏n

i=1 Gi NIn + ∏n
i=2 Gi NL,1 + · · · + GN NL,N−1 + NLN∏n

i=1 Gi NIn

= 1 + NL,1

G1NIn
+ NL,2

G1G2NIn
+ · · · + NL ,N

G1G2 · · ·GN NIn

= F1 + F2 − 1

G1
+ · · · + FN − 1

G1G2 · · ·GN−1
(8.10)
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Equation (8.10) is the Friis Formula that is often adopted in RF front-ends. This
formula reveals a useful property of the RF front-end, namely that when G1 is large,
the total noise figure of the entire cascaded system is basically determined by the noise
system of the first-stage module. Therefore, in actual engineering design, the first
module behind the satellite antenna is often a first-stage low-noise amplifier. The low-
noise amplifier has a relatively lower noise figure and higher gain, so it determines
the noise figure of the entire RF front-end. Therefore, in such a cascaded system, the
noise figure of subsequent passive devices does not requiremuch consideration. Some
satellite antennae have built-in low-noise amplifiers. This type of antenna is called
an active antenna. The antenna must be fed by the outside environment to ensure
that it outputs a normal RF signal. In this case, regardless of how the subsequent RF
front-end in the receiver is designed, the total noise figure is basically determined by
the low noise amplifier in the antenna.

8.3 Bandpass Sampling

Bandpass sampling is widely used in the RF front-end of GNSS receivers. Especially
in the application of Intentional Frequency Aliasing, the bandpass sampling process
can be regarded as a combination of the digital quantization of the analog signal and
the frequency conversion of the narrowband signal. Since bandpass sampling is so
widely applied in the RF front-end of GNSS receivers, this section will explain the
principles in detail. We will now review the principles of baseband sampling.

If the bandwidth of a signal s(t) is B, the discrete sequence sampled at a frequency
of fs > 2B will contain all the information of s(t), which means that s(t) can be
reconstructed without distortion by the discrete sequence. Assuring that fs > 2B is
the key for the sampled discrete sequence to reconstruct the original signal, and 2B
is called the Nyquist frequency of s(t). The reason why a sampling rate above two
times the signal bandwidth shall be selected is to avoid spectral aliasing. In order to
understand this, a theoretical analysis of the entire sampling principle is required.

For the convenience of theoretical analysis, it is assumed that the sampling wave-
form is a periodic impulse function p(t) as shown in Fig. 8.5. Assume that the
sampling period is Ts, obviously, Ts = 1

fs
. The mathematical expression of the

sampling pulse is

p(t) =
∞∑

n=−∞
δ(t − nTs) (8.11)

whose Fourier transform is

P( f ) = 1

Ts

∞∑

n=−∞
(8.12)
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Fig. 8.5 Sampling the waveform and its spectrum [the arrows stand for the impulse function δ(t)]

The signal is sampled by the sampling pulse described above, which can be
regarded as the multiplication of the sampling waveform p(t) and s(t). If the signal
after sampling is recorded as ŝ(t), then

ŝ(t) = s(t)
∞∑

n=−∞
δ(t − nTs) (8.13)

We perform a Fourier transform on ŝ(t) to obtain its spectrum Ŝ( f )

Ŝ( f ) = S( f ) ⊗ P( f )

= 1

Ts

∞∑

n=−∞
S( f − n

Ts
) (8.14)

where ⊗ stands for the convolution.
After the sampling of the periodic impulse function, the spectrum of the obtained

discrete signal is equivalent to the spectrum of the original signal after periodically
shifting and superimposing, and the period is the sampling frequency f s. This process
is shown in Fig. 8.6. The upper part of the figure is the spectrum S(f ) of the original
signal. The abscissa axis indicates the frequency, and the shaded part is the spectrum
range of the signal. Since the sampling frequency f s > 2B, the signal spectrum is
between 0 and 0.5 f s. The lower half of Fig. 8.6 is the spectrum Ŝ( f ) of the sample
sequence, which is the expression in Eq. (8.14).

As seen in Fig. 8.6, if the signal bandwidth exceeds fs/2, there must be an aliasing
between the high frequency and the low frequency parts of the signal after sampling,
for which the sampling frequency must be higher than two times the bandwidth.
Figure 8.6 shows that the fundamental way to avoid signal aliasing is to ensure
that the spectrum of the entire signal is distributed within [k fs, (k + 1/2) fs], where
k = 0, 1, · · · , or any integer. Also, there may be a suspicion that the signal spectrum
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Fig. 8.6 Original signal spectrum S(f ) and signal spectrum Ŝ( f ) after sampling

is in the negative frequency domain. In fact, if s(t) is a real signal, its negative
spectrum must be symmetrical with the positive spectrum with respect to the zero
frequency, so it must also fall within [−(k + 1/2) fs, −k fs]. Therefore, when k = 0,
the sampling is baseband sampling. Meanwhile, when k > 0, since the highest
frequency component in the signal is already higher than the sampling rate, the
sampling is bandpass sampling.

It should be noted that when the spectrum of the signal is distributed between
[(k + 1/2) fs, (k + 1) fs], spectrum aliasing can also be avoided. However, at this
time, “spectral inversion” occurs, which means that the high-frequency component
in the original signal corresponds to the low frequency component in the sampled
signal, while the low frequency component of the original signal corresponds to
the high frequency component of the sampled signal. It is a situation that worthy
of attention during the design of the system. Figure 8.7 shows a case of spectrum
inversion.

Fig. 8.7 The original signal spectrum S(f) and the signal spectrum inversion after it is sampled
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Fig. 8.8 Conditions for the
selection of f s

Bandpass sampling is often performed on narrowband signals, which are signals
whose bandwidth is relatively smaller than their carrier frequency. The signal band-
width of the C/A code in GPS is 2 MHzm. That of the P/Y code is only 20 MHz,
which can be considered quite small compared to its carrier frequency of 1.57 GHz.
Thus, the GPS signal is a standard narrowband signal. The BDS signal can also
be considered as a narrowband signal judging from its relatively small bandwidth
compared to its carrier frequency. According to the above analysis of the sampling
principle, to avoid spectral aliasing, f s must be selected based on the following three
conditions during the sampling of the narrowband signal:

fs > 2B;
fL > n fs/2;
fH < (n + 1) fs/2 (8.15)

Figure 8.8 illustrates Eq. (8.15).
In Fig. 8.8, B is the signal bandwidth, and fL and fH are the lowest frequency

and the highest frequency component in the signal spectrum respectively. Obviously,
B = fH− fL. In fact, only two of the three conditions in Eq. (8.15) are necessary, and
the third one can be derived from any two of them. However, for the sake of clarity,
all three of them are listed here. The value of n is not unique. It can be anything
that meets the above conditions, and its value is only unique when there are other
additional requirements. For example, in practice, the sampling rate often needs to
be as low as possible on the premise that spectral aliasing does not occur. At this
time, the value of n can be determined. It should be noted that when the value of n
is even, the signal after sampling has no spectral inversion, while when n is odd, the
spectrum after sampling is reversed.

The bandpass sampling principle can be represented by Fig. 8.9. The signal spec-
trum in the figure is between [n fs, (n+1/2) fs], so the signal after sampling is shown
in the lower part of the figure. Obviously, after sampling, the spectrum of the signal
that was originally at a high frequency is linearly “moved” to the digital baseband,
i.e. [0, 1/2 fs]. From this perspective, bandpass sampling can be considered as the
combination of digital quantization and down-conversion.

An important premise of this processing is that the signal energy is concentrated
within [n fs, (n+1/2) fs] and the signal components are zero in other bands, because
the out-of-band noise is also “moved” to the digital baseband during the down-
conversion of the signal to the digital baseband, where the “out-of-band” noise
includes noise in all frequency bands from DC to infinity. There are high require-
ments for bandpass sampling on the filter. It must be guaranteed that the flow of the
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Fig. 8.9 Signal spectrum of the narrowband signal after bandpass sampling

amplitude-frequency response of the filter is unimpeded in the signal band and noise,
and that unnecessary signals outside the signal band are intensively filtered out.

Since the BDS and GPS signal spectrum must be symmetrical with respect to its
carrier frequency fc, in practical engineering, when the value of n is determined, fs
can be selected so that

fc = n fs + 1/4 fs (8.16)

Then, the center frequency of the signal after sampling must be at 0.25 fs on
the digital baseband. This processing is the safest for the sake of avoiding spectral
aliasing. Of course, it is not the only option.

Theoretically, there is no special requirement for the spectral distribution of the
input signal in bandpass sampling as long as the three conditions in Eq. (8.15) are
met. Therefore, in the design of the BDS and GPS receivers, bandpass sampling
is applicable to the intermediate-frequency signal after down-conversion in the RF
front-end and the RF signal after direct amplification, so there are two sampling
schemes: IF sampling and RF sampling.

8.4 IF Sampling and RF Sampling Schemes

8.4.1 IF Sampling Scheme

The IF sampling scheme is currently a widely used RF front-end scheme in GNSS
receivers. The basic configuration of this scheme is to down-convert the RF signal to
the intermediate frequency through the local oscillator and the mixer, and sample the
IF signal through the ADC to obtain the signal in the discrete time domain, and then
send it to the subsequent signal processing software for baseband signal processing.
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Fig. 8.10 IF sampling scheme diagram

In Sect. 5.3, a conventional RF solution is briefly explained in order to illustrate
the extraction of Doppler observations, as shown in Fig. 5.5, where the RF scheme
described is an IF sampling scheme. In general, the principle of the IF sampling
scheme is shown in Fig. 8.10.

The RF signal in the figure is received by the antenna at first, and then amplified
by a first-stage low noise amplifier (LNA), which is the first RF module behind the
antenna here. This design is for the convenience of analyzing the noise figure of the
cascaded system described in Sect. 8.2. After the LNA, unserviceable out-of-band
signals and noise are filtered through theRFbandpass filter, followed by the first stage
mixer. Themixermultiplies theRF signal and the local carrier of the local oscillator to
obtain an intermediate frequency signal, which is represented by IF1, where IF is the
abbreviation of Intermediate Frequency. Some RF schemes have multi-stage mixers,
forwhich therewill bemultiple intermediate frequencies, like IF2, and IF3. The values
of the intermediate frequencies of each stage decrease successively. Besides, the out-
of-band noise and interference are also gradually eliminated or reduced. Multi-stage
and first-stage mixing schemes are all applicable in practice. The mixed signal is
further filtered out of the out-of-band signal and noise by the mid-band pass filter
to obtain the final down-converted signal. If the signal is not sufficiently amplified,
there will be one or more stages of LNA in the mid-band to generate the necessary
gain. Finally, the IF signal that is sufficiently amplified is sampled by the ADC to
obtain a digital IF signal, which is sent to the subsequent module for processing.

Figure 8.10 contains only the basic functional units of the RF front-end. In fact,
more are required for a practical GNSS RF front-end, such as automatic gain control
(AGC). AGC is to ensure that the analog signal level input to the ADC is within
the proper range and does not change with external signals and noise. If AGC is
included, the LNA in Fig. 8.10 needs to be replaced by a controllable gain amplifier
(PGA). In addition, modern RF front-ends typically include flexible local frequency
synthesizers to accommodate different frequency inputs. In-phase and quadrature-
channel signal sampling are also frequently included in ADC. Besides, clock and
reset logic are also essential. At the same time, since the RF front-end often needs
flexible configuration, peripheral configuration interfaces such as UART, IIC, or SPI
bus interfaces are also necessary.
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The filter in the RF front-end is an easily overlooked but essential part. According
to the description of the bandpass sampling in Sect. 8.3, if there is no filter, noise,
or other signals outside, the signal band will be “moved” into the digital baseband,
which will affect the signal-to-noise ratio, signal capture, and tracking. If the filter
works directly in the RF band, the passband width (≈ 2MHz) of the filter is very
narrow compared to its operating frequency (= 1.57 GHz). Such a filter is regarded
as one with a high value of Q, so it is hard to manufacture. The one commonly used
today is the surface acoustic wave (SAW) filter, which works on the IF frequency. It
is easier to manufacture and the cost is lower. Therefore, in terms of filter selection,
the IF sampling scheme is more advantageous, and sometimes the common LC or
RC filter can meet the requirements.

The above process is the entire signal flow of the IF RF scheme. Actually, there
are many options for the implementation of the scheme, and Fig. 8.10 is just one of
them. For example, the LNA in the mid-band can also be installed in the RF section,
i.e. before the mixer. The performance and properties of different devices, such as
the working frequency band of the amplifier, the impedance matching of each device
during the cascade, and the noise figure of different devices should be taken into
consideration in the specific implementations.

Since theRF signal received by the antenna is a real signal, its spectrum is symmet-
rical with respect to the RF carrier. If the local mixing signal is single in the carrier,
then the mixing will only change the carrier frequency and not the signal spectrum.
So, in the final stage of the mixer, the signal spectrum must be symmetrical with
respect to the IF value, while the IF signal is used as the input signal to the ADC
to complete the sampling process. The sampling scheme can be baseband sampling
or bandpass sampling as mentioned in Sect. 8.3, depending on the final IF value fIF
and the sampling frequency fs. If the IF value falls within the digital fundamental
frequency, baseband sampling should be adopted, and if the IF value falls outside
the digital fundamental frequency, the scheme should be bandpass sampling. The
overall process can be expressed as follows:

Sampling scheme =
{
Baseband sampling, When fIF ∈ [0, 0.5 fs]
Bandpass sampling, When fI F ∈ [0.5 fs,∞]

For subsequent work in the receiver, the two most important technical indicators
that need to be known from the RF front-end are the sampling frequency and the
theoretical intermediate frequency. The sampling frequency is important for two
reasons. First, the operating frequency of the carrier NCO and the pseudo-code NCO
in the subsequent tracking loop comes from the sampling frequency, so it must be
accurate to generate the correct local carrier and pseudo-code. Second, the operating
frequency of the software receiver is the sampling frequency. The arrival of each
sample point indicates the beginning of a new clock cycle, and the local time comes
from the integration of the sampling clock. The principle of the theoretical IF value
has been explained in Sect. 5.3, and will not be repeated here. What needs to be
mentioned is that the theoretical IF value is determined by the setting of the specific
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RF front-end, and there is no general method of calculation. Basically, in the entire
IF sampling scheme, there are two modules that affect the theoretical IF value. One
is obviously the mixer, and the other is the ADC, which is easy to understand if we
look back at the explanation of the sampling principle in Sect. 8.3. In the bandpass
sampling process, what is actually performed is the down-conversion of the IF signal.
Therefore, in this process, the theoretical intermediate frequency valuewill inevitably
be affected. Hence, the detailed RF frequency scheme and the sampling frequency
of the final ADC is indispensable for the confirmation of the theoretical IF value.

It can be seen from the above analysis that theworking clock is needed for the local
oscillator, ADC, and other modules of the RF front-end. The signal of the clock is
critical, because the clock’s performance directly affects the theoretical IF value fIF
of the signal after sampling and the stability of the sampling frequency fs. It will also
directly impact the subsequent signal processing, for example, the performance of
the carrier tracking loop and the pseudo-code tracking loop. Therefore, the reference
clock used in the RF front-end of the GNSS receiver generally has a temperature
compensated crystal oscillator (TCXO). This quartz crystal oscillator can achieve
a frequency stability of 10−6~10−7 through the negative feedback control of the
temperature compensation loop.

The following is an example of the effect of clock bias on fIF and fs.
Let’s assume that there is an RF solution with IF sampling as shown in Fig. 8.10.

The intermediate frequency is obtained from the first-stage mixer and sent to the
ADC through two stages of LNA. Let’s assume that the theoretical frequency of the
local oscillator in the mixer is 1 571.0 MHz, then the theoretical IF value fIF =
1 575.42 − 1 571.0 = 4.42 MHz. However, due to the deviation of the local
clock, the actual frequency of the local oscillator will not be 1,571.0 MHz, but
1,571.010 MHz. This is 10 kHz higher than the theoretical IF value, so the actual
IF value obtained will also have a corresponding deviation of 10 kHz. Due to the
relative motion between the satellite and the user, the received signal must have a
Doppler shift, so the value of the final intermediate frequency is determined by both
the Doppler shift and the frequency deviation of the local oscillator. If the deviation
between the true IF value and the theoretical IF value is too large, the complexity of
the signal acquisition algorithm will increase. For example, it will take a long time to
cover all possible frequency ranges. More seriously, the excessively large frequency
deviation will make it impossible to capture the signal with the acquisition algorithm.
For GPS signals at the L1 frequency and BDS signals at the B1 frequency, the
theoretical intermediate frequency will deviate by approximately 1.5 kHz for every
1 ppm increase in the frequency deviation of the TCXO. Therefore, the worse the
frequency stability of the TCXO is, the more the Doppler frequency search range is
to be increased when the signal is captured.

As mentioned earlier, the deviation of fs during bandpass sampling will affect
the actual IF value of the Doppler observation. However, the deviation of the clock
will only cause common deviation to all Doppler observations, but will not affect the
accuracy of the estimation of the receiver’s speed. To understand this, we only need
to review Sect. 7.4. In addition, the clock input of the subsequent signal processing
module comes from the sampling frequency fs, and the local time of the receiver
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is maintained by integrating the fs clock. The extraction of the pseudo-range obser-
vation requires local time, so the deviation of the sampling frequency will directly
affect the deviation of the pseudo-range observation.Of course, similar to theDoppler
observation, the deviation caused by the clock is the common deviation of the pseudo-
range observations, which can be estimated with the positioning algorithm, as can
the clock drift. Hence, it can be deduced that there is an integral relationship between
the clock deviation and the clock drift calculated through the PVT, which has been
explained in detail in the description of the PVT algorithm in Chap. 7.

8.4.2 RF Sampling Scheme

The biggest difference between the RF sampling scheme and the IF sampling
mentioned above is that there is no mixer and IF involved, and all processing is
done at the RF end. The RF sampling scheme is the best choice for software radio
systems, as its simple hardware setup conforms to the principles of software radio. It
is necessary for the entire RF front-end to have a certain gain, which is an amplifica-
tion of the signal in the RF band. The RF signal, amplified to a certain extent, will be
sent directly to the ADC for sampling and quantization. It can be seen that the ADC
also works in the RF band instead of the IF band. The workflow of the RF sampling
scheme is shown in Fig. 8.11. Compared with the IF sampling scheme in Fig. 8.10,
the RF sampling scheme is much simpler in structure. However, this does not mean
that the RF sampling scheme is easier to implement. The main RF front-end chips
on the market are made using the IF sampling scheme.

In Fig. 8.11, the first stage after the GPS antenna is the LNA, followed by the
RF bandpass filter, considering the noise figure. Since one stage of the LNA may
not be enough to achieve the required gain, one or more LNAs are needed. There
will be one or more stages of filters to remove out-of-band noise or interference,
and the sampling is finally completed by the ADC. Because the RF frequency of the
GPS L1 signal is L1 = 1575.42 MHz, it is obvious that if the baseband sampling is
adopted, the sampling rate should be higher than 2 × L1 = 3 150.84 MHz, which is
very difficult to achieve using current technology. Therefore, the bandpass sampling

Fig. 8.11 The principle of the RF sampling scheme
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principle is generally applied for the ADC in the RF sampling scheme. During the
bandpass sampling, the signal band is transformed from the radio frequency to the
digital baseband, where deliberate spectral aliasing is performed to complete the
down-conversion. Detailed theoretical analysis can be seen in Sect. 8.3. In order to
give readers a clearer understanding of this process, here is an example.

Let’s assume that the sampling rate fs = 100 MHz, as in the analysis in Sect. 7.2,
for the GPS signal

fc = 1 575.4MHz, B ≈ 2MHz ⇒ fL = 1 574.4MHz, fH = 1 576.4MHz

According to Eq. (8.15), for fL and fH of the GPS signal

fL > 31 fs/2, and fH < (31 + 1) fs/2

So, when fs = 100 MHz, n = 31, the BDS or GPS signal is moved from
the RF band, i.e. [1,550 MHz, 1,600 MHz], to the digital baseband [0,50 MHz]
through bandpass sampling. Since n is an odd number at this time, the sampled
signal undergoes spectrum inversion.

The above process is cumbersome and unintelligible in words and formulas, so
some scholars (including Akos and Poppe) skillfully use the mirror steps shown in
Fig. 8.12 to describe it.

The lowermost range in Fig. 8.12 is the digital baseband, i.e.
[
0, fs

2

]
. The frequen-

cies above the digital baseband are all reflected on the upper ladder, and each of the

Fig. 8.12 The steps of the
RF sampling image
frequency, where f s =
100 MHz; at this point the
GPS signal falls between[
31 × fs

2 , 32 × fs
2

]



448 8 RF Front-End

fold lines corresponds to a band of frequency
[
i fs
2 , (i + 1) fs

2

]
, i = 1, 2, · · · . The

GPS signal is within
[
31 × fs

2 , 32 × fs
2

]
. The shaded area in the middle of each fold

line in the figure corresponds to the signal spectrum. According to Eq. (8.16), the
center frequency of the signal is preferably located at the center point of each fold
line. Careful readers will notice that some of the signal spectrum of the fold line
is lighter in color, and some is darker. The shallower signal bands indicate that no
spectrum inversion occurs, and the deeper ones indicate the opposite. It can be seen
that spectrum inversion occurs in the line where the GPS signal is located.

The effect of the filter on the signal-to-noise ratio of the sampled signal is also
easy to see in Fig. 8.12. Because the noise in each step will be moved to the digital
baseband, a filter is necessary to filter out noises outside the signal band. Otherwise,
there will be a lot of out-of-band noise in the signal after sampling.

Figure 8.12 also illustrates the effect of the deviation of the sampling frequency on
the theoretical intermediate frequency of the signal after sampling. Let’s assume that
the actual sampling rate is 100.001 MHz, which is 1 kHz higher than the theoretical
sampling rate. Because the step where the GPS signal is located corresponds to
n = 31, 16 complete [0, fs] frequency bands need to be “folded” for it to reach the
digital baseband. So, the GPS signal after sampling will have a deviation of 16 kHz,
fromwhichwe can tell that theRF sampling process requires high frequency accuracy
and stability of the sampling clock.

In the RF sampling scheme with bandpass sampling, although the operating
frequency of the ADC is not high, such as 100 MHz in the above example, the
designer must always be aware that the signal frequency is in the RF band, that is,
L1 = 1575.42 MHz. Therefore, the ADC must not cause unnecessary attenuation
to such high-frequency signals, and the distribution parameters of the device should
also be considered during the design of the circuit. For example, the pins of the
device and the cables among them are equivalent to a low-pass network, as shown
in Fig. 8.13. These factors must be carefully considered in both device selection and
system hardware design.

Another advantage of the RF sampling scheme is the ability to simultaneously
sample multiple GNSS signals. Taking GPS signals as an example, the current GPS
signals are mainly L1 and L2 signals. With the modernization of GPS systems,
new civilian signals L2C and L5 will enter the civilian receiver market, hopefully
allowing multiple GPS signals to be sampled with just one RF front-end. Theory
and practice have proved that if the sampling rate is carefully selected so that GPS
signals of multiple frequencies fall within a certain frequency band of the digital

Fig. 8.13 Equivalent circuit
of the ADC input pin



8.4 IF Sampling and RF Sampling Schemes 449

Table 8.1 Signal properties
of future GPS L1, L2C, and
L5 signals

Signal type L1 L2C L5

Signal
bandwidth

≈2 MHz ≈2 MHz ≈20 MHz

Chip rate of the
signal

1.023 Mchip/s 1.023
Mchip/s

10.23 Mchip/s

Carrier
frequency

1 575.42 MHz 1 227.6 MHz 1 176.45 MHz

[ fL, fH]/MHz [1 574.42,1
576.42]

[1 226.6,1
228.6]

[1 171.45, 1
181.45]

baseband without overlapping, these signals can be down-converted through one
bandpass sampling. The following is an example to illustrate the implementation of
this conception.

Future GPS civilian signals will include L1 C/A, L2C, and L5 signals, whose
signal bandwidth and carrier frequency are shown in Table 8.1. The last column of
the table shows the spectrum range of the three signals.

The sum of the three signal bandwidths is approximately 24 MHz, or ≈ (2 +
2+20) MHz, so according to the Nyquist sampling principle, the required sampling
frequency is at least 50 MHz. After the sampling frequency is selected, according
to the above description, each of the signals can be bandpassed and moved from the
RF band to the digital baseband. Instead of single frequency, there are now multiple
signals, and it must be ensured that the spectrum of each signal does not overlap
in the digital baseband. Several sampling frequencies as shown in Table 8.2 are
obtained through correlated calculation, allowing the spectrum of the three signals
after bandpass sampling to satisfy the above conditions on the digital baseband. The
sampling frequency and the corresponding center frequency fc of the three GPS
signals at the frequency of the digital baseband, as well as the range of the spectrum
[ fc − 0.5B, f c + 0.5B], are also given in Fig. 8.2.

Table 8.2 Selection of the sampling frequency scheme for simultaneous bandpass sampling of
GPS L1, L2C, and L5 signals

Sample frequency f s L1 L2C L5

fc fc ± 0.5B fc fc ± 0.5B fc fc ± 0.5B

64.5 27.42 (26.39, 28.44) 2.1 (1.077, 3.123) 15.45 (5.22, 25.68)

166 1.42 (80.397,82.443) 65.6 (64.577,66.623) 14.45 (4.22, 24.68)

166.5 76.92 (75.897,77.943) 62.1 (61.077,63.123) 10.95 (0.72,21.18)

190 55.42 (54.397,56.443) 87.6 (86.577,88.623) 36.45 (26.22,46.48)

191.5 43.42 (42.397,44.443) 78.6 (77.577,79.623) 27.45 (17.22,37.68)

192 39.42 (38.397,40.443) 75.6 (74.577,76.623) 24.45 (14.22,34.68)

Note: All the units above are MHz
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The following is an example of how the results in Table 8.2 can be obtained when
the sampling frequency fs = 64.5 MHz.

For the GPS L1 signal, according to Eq. (8.15)

fL1 > n fs/2, and fH1 < (n + 1) fs/2, ⇒ n = 48

where fL1 = 1 574.42, fH1 = 1 576.42, the theoretical intermediate frequency on
the digital baseband is

fC1 = 1 575.42 − n fs/2 = 27.42 MHz

If we analyze the L2C signal in a similar way, then

fL2 > n fs/2, and fH2 < (n + 1) fs/2, ⇒ n = 38

where fL2 = 1 226.6, fH2 = 1 228.6, and the theoretical intermediate frequency on
the digital baseband is

fC2 = 1 227.6 − n fs/2 = 2.1 MHz

Likewise, for L5 signals,

fL3 > n fs/2, and fH3 < (n + 1) fs/2, ⇒ n = 36

where fL3 = 1 171.45, fH3 = 1 181.45, 1,171.45, and 1,181.45, so the theoretical
intermediate frequency on the digital baseband is

fC3 = 1 176.45 − n fs/2 = 15.45 MHz

For other sampling frequency schemes, readers can perform independent analysis.

8.5 Automatic Gain Control (AGC) and Quantization Bit
Width

The environment in which the RF front-end of the GNSS receiver operates varies.
In addition to GNSS signals, various noises and interference signals will enter the
antenna, including blocking signals, some of which are accidentally captured, and
some of which are intentionally sent, such as malicious blocking signals sent to
enemy receivers in hostile states. The main noises and interference signals that
civil receivers may encounter include cosmic background noise, antenna thermal
noise, continuous wave interference, and electromagnetic compatibility interference.
For instance, for GNSS receivers in mobile phones, the interference of the image
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Fig. 8.14 The basic
principle of automatic gain
control

frequency or harmonic frequency of the communication frequency band (theworking
frequency band of communication systems such as GSM, TDS-CDMA, WCDMA,
and cdma2000) must be taken into consideration. The presence of these interference
and noise signals causes the signal received by the antenna to fluctuate drastically in
intensity when the signal arrives at the ADC after being amplified and filtered. The
main purpose of the automatic gain control module is to ensure that the input level
of the ADC remains stable over a certain range. Without automatic gain control, the
output of the ADC will be saturated in the presence of a strong interference signal,
and the signal will not be output normally.

Figure 8.14 shows the principle of an AGC that is widely used in the GNSS
RF front-end, in which the automatic gain control is composed of a level detection
unit, a low-pass filter unit, and a programmable gain amplifier (PGA). The level
detecting unit performs level detection on the digital sample outputted by the ADC,
and generates a control signal according to the magnitude of the level value, which is
filtered by the low-pass filter to remove the high frequency and then used to control
the amplification factor of the PGA. Thereby, the gain of the PGA is small when the
sampled data of the ADC output is too high, and the gain of the PGA becomes large
when the sampled level of the ADC output is too low, so the sampled data outputted
by the ADC remains in a stable range of levels. The input signal of the level detection
unit in Fig. 8.14 is from the output of the ADC, i.e. the digital sampling signal. At
this time, the level detection is performed by the digital circuit. Of course, the input
signal of the level detection can also be extracted from the input of the ADC, i.e. the
analog signal. At this time the level detection is performed by the analog circuit.

The factors affecting the function of AGC mainly include the gain control range
of the PGA, the valve time of the control signal, and the algorithm of level detection.
The gain control range of the PGA is written in dB, indicating the range of amplifier
gain that the control signal can control. Currently, the general GNSS RF chip can
achieve a gain control range of 40 to 60 dB [4–6]. The larger the gain control range is,
the larger the dynamic range of interference and noise that the AGC can handle will
be. However, excessive gain can also cause problems for the stability of the amplifier.
The valve time of the control signal is a time constant for the generation of the control
signal. In the level detection algorithm, the level in a certain period of time needs
to be analyzed to obtain the control signal, and the valve time is the length of time
period here, so the shorter the valve time is, the more sensitive the control signal will
be. However, if the valve time is too short, too much noise will be contained in the
signal. The longer the valve time is, the more the control signal will lag behind the
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input interference and the change of noise, so the general valve time should be kept
accurate to the order of milliseconds. The level detection is another important factor
affecting the performance of the AGC. In general, it includes peak-to-peak detection,
average leveling, power calculation, and sampled data distribution analysis. For the
schemewhere the sampling level comes from the ADC output sampling, the sampled
data distribution analysis is extensively used in the current GNSS RF front-end.

The sampled data distribution analysis relies on a basic assumption that the noise
and the interference in the input signal of the antenna are distributed as Gaussian
white noise, and the sampling level distribution of the ADC output should follow
the same distribution pattern. There is actually an implicit premise for this method
that the main component of the antenna input signal is the noise component, and
the intensity of the GNSS signal is so weak that it does not affect the strength of
the noise component. This is often in line with the actual situation, because when
satellite signals reach the ground, they are generally obliterated by noise. To prove
this, consider that even in open sky, the power of the GPS signal is about 19 dB lower
than the noise power. Therefore, the adjustment of AGC in the GNSS RF front-end
is different from other near-field communication terminals. The AGC of the GNSS
RF front-end generates the control signal according to the power of the noise level,
while the general near-field communication terminals generate it according to the
power of the signal intensity.

Figure 8.15 shows the distribution of the sampling point outputted by the ADC
after the AGC controls the PGA in the two-bit quantization case. Because of the two-
bit quantization, the digital sample points outputted by the ADC have four levels: ±
1,± 3. The levels are+1 and+3when the input signal is positive, and are−1 and−3
when the input signal is negative. The value of the quantization level VT determines
whether the absolute value of the ADC output is 1 or 3. The AGC will generate a
control signal to adjust the gain of the PGA, so it actually controls the analog level
of the ADC input, not the quantization level of the ADC. However, the distribution
of the input level of the ADC can be considered as fixed, and the quantization level
of the ADC can be adjusted accordingly, so the AGC control can be demonstrated
by the relationship between the distribution curve of the input level and the value of
the quantization level VT in Fig. 8.15.

Fig. 8.15 The influence of quantization level on sampling point distribution after AGC control
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If we assume that the distribution probability density function of the input signal
is

p(x) = 1

σ
√
2π

e− x2

2σ2 (8.17)

then the distribution probabilities of the four sampling points are

P(±3) =
∞∫

VT

1

σ
√
2π

e− x2

2σ2 dx (8.18)

P(±1) =
VT∫

0

1

σ
√
2π

e− x2

2σ2 dx (8.19)

Substitute VT = σ into Eq. (8.18) and (8.19), then P{−3,−1, + 1, + 3} = [16%,
34%, 34%, 16%], which is also currently the most widely adopted sampled data
distribution under the two-bit quantization case. The level detecting unit of the AGC
checks the distribution of sampled data 1 and 3 in the valve time. If the distribution
of the sample value 1 is greater than 34%, it indicates that the gain of the PGA is too
low and needs to be made higher. Otherwise, the PGA gain is too high and needs to
be lowered.

The above analysis is based on the two-bit quantization case, and similar analysis
can be conducted in cases of multi-bit quantization. Figure 8.16 shows the sampling
level distribution in the three types of PGA gains when the quantization width is 6
bits. Since the quantization bit is 6, the range of samples at this time is [−63, +63].
Figure 8.16a shows the distribution of sampled points when the gain is too small. It
can be seen that the sampling points are mostly distributed in the range with low-
value sampling points. Figure 8.16b is the case where the gain is appropriate. At this
time, the distribution of sampling points exhibits a Gaussian pattern over the entire
range. In Fig. 8.16c, where the gain is too large, the sample points are abnormally
distributed in a range with high-value sampling points.

In cases where the quantization bit width is limited, quantization loss in the ADC
will be inevitable during quantization, so the wider the quantization bit is, the smaller
the quantization loss will be. Since the spread gain of the GPS or BDS signal is large
(for example, the spread gain of the GPS CA code is 30 dB, while that of the BDSD1
code is 33 dB), the coherent integration time of baseband processing is longer, and
the quantization loss of high-bit quantization tends to decrease gradually. According
to References [9, 10 and 12], the minimum quantization losses with the quantization
bit width of 1 bit, 2 bits, 3 bits, 4 bits are shown in Table 8.3 on the premise that the
noise is in Gaussian distribution and the RF bandwidth is infinite. If the bandwidth is
limited, the actual quantization losses will be slightly larger than those in Table 8.3,
by 0.4 to 0.5 dB.
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Fig. 8.16 Three types of AGC control in bit quantization

Table 8.3 Relationship
between minimum
quantization loss and bit
width

Quantized bit Minimum quantization loss/dB

1 −1.96

2 −0.55

3 −0.17

4 −0.05

According to Table 8.3, when the number of quantization bits is larger than four,
the quantization loss can almost be negligible. By this time, the main purpose of
increasing the quantization bits is not to reduce the quantization loss, but to improve
the dynamic range of the RF front-end. Because the dynamic range can be increased
by 6 dB with each additional bit, there will be an additional 60 dB in the range
with a sampling of 12 bits as compared to that of 2 bits. With the adjustable gain of
40–60 dB brought by the PGA, the total dynamic range can reach 120 dB, which is
highly advantageous when dealing with signal blocking and interference. Therefore,
high-bit sampling schemes are widely adopted in the RF front-ends of anti-blocking
receivers.
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8.6 The Relationship Between RF Carrier-to-Noise Ratio
and Baseband Signal-to-Noise Ratio

In order to indicate the quality of GNSS satellite signals, in the RF segment, the
carrier-to-noise ratio CN0 is often used to indicate the relationship between signal
strength and noise, and the baseband is often expressed by the signal-to-noise ratio
S/N . It is important to understand the relationship between the two, because one
of the tasks of the receiver is to estimate CN0 based on the S/N of the baseband.
The meaning of CN0 has been roughly introduced in Sect. 4.2.5 of this book. This
section will detail the meaning of CN0 and the relationship between CN0 and S/N .
In order to understand the relationship between the two, the meaning of CN0 should
be understood first.

Noise is included in the signal received by the antenna. A reasonable assumption
is that the noise here is white noise, that is, the power spectral density of the noise is
flat and does not vary with frequency. Based on this assumption, in a system with a
signal bandwidth B, if the single sideband power spectral density of the input noise
is N0, the total noise power is

Pn = BN0 (8.20)

This equation shows that the unit of noise power spectral density N0 should be
watts/hertz (W/Hz).

The power spectral density of thermal noise is proportional to its equivalent noise
temperature,

N0 = kTe (8.21)

k = 1.38 × 10−23 is the Boltzmann constant, and Te is the equivalent noise
temperature whose unit is kelvins. The thermal noise comes from the conductors
in the device and the electron motion inside the semiconductor, so thermal noise
is inevitable as long as the device’s temperature is above absolute zero. It can be
calculated from Eq. (8.21), when the equivalent noise temperature is 290 K, N0 =
–204 dBW/Hz. For the BDS and GPS antennae, the equivalent noise temperature is
70–100 K due to the main reception of signals from space.

As analyzed in Sect. 8.1, the receiver on the Earth’s surface receives a signal
power which is approximately −156 dBW. The noise power spectral density at the
RF front-end of the receiver is primarily determined by the antenna and the first-stage
LNA, mostly around −201 dBW/Hz. Therefore, the carrier-to-noise ratio of the RF
front-end of the receiver is roughly

CN0 ≈ (−156) − (−201) = 45 dB/Hz (8.22)

Similar to the calculation of signal power, the calculation of the carrier-to-noise
ratio is also a rough estimate. The actual value is related to many factors, such as
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the elevation angle of the satellite, the circumstance that the user use in, and the
performance parameters of the receiver antenna. The carrier-to-noise ratio CN0 is
an important parameter in the signal processing of GNSS receivers. Many signal
processing performance and results are directly related to the carrier-to-noise ratio.
For example, in the initial signal search process, the carrier-to-noise ratio directly
determines whether the capture is successful or not; in the tracking process of the
signal, the phase noise of the tracking loop is also directly related to the carrier-to-
noise ratio. Therefore, it is important to know the carrier-to-noise ratio information
for the GNSS receiver. The specific calculation method is described in detail in
Sect. 4.2.5.

It is difficult to estimate the carrier-to-noise ratio directly at the RF front-end
because the signal is annihilated in the noise and cannot be separated from the signal
without special processing. Beginners may have questions about this. Given that
the input signal-to-noise ratio of the RF signal is about 45 dB/Hz, isn’t this signal
stronger than noise? This doubt is due to a shallow understanding of the meaning
of the carrier-to-noise ratio. This ratio measures the relationship between signal
power and noise power per unit bandwidth, so the system noise bandwidth must
be considered to truly measure the relationship between signal power and noise
power. Specific to the GPS C/A code signal, since the signal bandwidth is 2 MHz,
the bandwidth of the RF front-end must be greater than 2 MHz to allow the signal
power to pass without loss. It is assumed here that the bandwidth of the RF front-
end is 2 MHz, and the signal power and noise power spectral density are calculated
in the value of Eq. (8.22), that is, about 201 dBW/Hz. Then, the noise power is
Pn(dB) = −201 + 10 lg(2 × 106) = −138 dBW. Hence, the signal-to-noise ratio
is [−156 − (−138)] = −18 dB. This shows that the signal is indeed annihilated in
the noise.

Figure 8.17 shows the relationship between the carrier-to-noise ratio and the
signal-to-noise ratio. The thick line above in the figure indicates the noise power

Fig. 8.17 The relationship
between the carrier-to-noise
ratio and signal-to-noise ratio
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spectral density. The rectangular shaded area below can be considered as the noise
power in cases where the RF front-end noise bandwidth is B.

According to the physics of the carrier-to-noise ratio, if the bandwidth of the RF
front-end is B, the signal-to-noise ratio of the baseband processing is

S/Nin = CN0

B
(8.23)

It is assumed that the coherent integration of the integration time T is performed
during the de-spreading process, so the resulting spread gain is

Gd = T

Tc
(8.24)

Here, Tc is the chip width of the spreading code; for the GPS signal C/A code,
Tc = 1

1 023 ms, and for the BDSD1 code, Tc = 1
2 046 ms. Based on the above analysis,

and without considering other losses, the relationship between S/N and CN0 can be
obtained:

S/N = S/NinGd = CN0
T

BTc
(8.25)

The above equation can be written in logarithmic form:

CN0(dB) = S/N (dB) + 10 lg(B) − 10 lg(T/Tc) (8.26)

Considering that the noise figure and other losses of the RF front-end are not zero,
the above equation can be adjusted to

CN0(dB) = S/N (dB) + 10 lg(B) − 10 lg(T/Tc) + β (8.27)

where β is the sum of the noise figure of the receiver RF front-end and the baseband
processing loss. Equation (8.27) shows the relationship between the carrier-to-noise
ratio and the baseband signal-to-noise ratio.

8.6.1 Case Analysis of the RF Front-End Frequency Scheme

GP2015 is a GPS RF front-end chip from Zarlink that provides a low-power, low-
cost, and highly integratedGPSL1bandRF front-end solution for device-constrained
applications.GP2015 integrates a frequency synthesizer, a three-stagemixer, anAGC
control unit, and a two-bit ADC. It requires only a few peripheral components to form
a complete RF front-end. GP2015 was designed more than ten years ago, and has
been overtaken by contemporary mainstream products in terms of the performance
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Fig. 8.18 Block diagram of GP2015

of the indicator and the RF front-end. However, its clear system structure, compre-
hensive functional unit, and rich product documentation make it a good example to
demonstrate the principle and structure of the GFSS RF front-end. So, in this section,
with GP2015 as an example, the principles explained earlier in this chapter will be
integrated with actual engineering products to deepen readers’ understanding of the
RF front-end of GNSS receivers.

Figure 8.18 is a diagram of GP2015, showing just a few key modules that deter-
mine the RF frequency scheme, including local frequency synthesizers, mixers, auto-
matic gain control modules, and ADC sampling modules. The rest of the devices that
are significant but not directly related to the frequency scheme are omitted or simply
listed.

Briefly speaking, the function of GP2015 is to amplify the L1 signal of the GPS
satellite received by the antenna. After mixingwith the local oscillator, it is converted
to the intermediate frequency band. In GP2015, there are three intermediate frequen-
cies, which are 175.42MHz. 35.42MHz, and 4.3MHz respectively. Finally, a digital
intermediate frequency signal with a theoretical IF of 1.405 MHz is sampled by an
ADC with a sampling rate of 5.714 MHz.

The signal carrier frequency received by the antenna is L1 = 1,575.42 MHz,
and enters the GP2015 mixer. The mixer multiplies the input signal by the carrier
generated by the local oscillator, and filters out the high frequency component to
obtain the difference frequency component. GP2015 contains a total of three mixers,
so there are three intermediate frequencies, which are represented by IF1, IF2, and
IF3 respectively. The local oscillator signals of the three-stage mixer are respectively
derived from the three-carrier output of the frequency synthesizer.

The first-stage local oscillator carrier frequency is 1,400 MHz, which is obtained
from the frequency synthesizer throughmultiplying the input fundamental frequency
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(10 MHz) by 140 with a phase-locked loop. The second-stage local oscillator carrier
frequency is 140 MHz, which is obtained through dividing the first-stage local oscil-
lator carrier signal frequency by 10, while the third-stage local oscillator carrier
frequency is obtained through dividing the first-stage local oscillator carrier signal
by 45, that is, 31.111 MHz. Then, after the first stage mixer, the first intermediate
frequency IF1 is (1 575.42 − 14 000) = 175.42 MHz. The second intermediate
frequency IF2 after the second-stage mixing is (175.42− 140) = 35.42 MHz. After
the third-stage mixing, IF2 becomes the third intermediate frequency IF3, which is
(35.42 − 31.11) = 4.31 MHz.

After the third intermediate frequency signal passes through a bandpass filter with
a center frequency of 4.3 MHz, the sampling rate fs = 5.714 MHz is converted by
the ADC into a two-bit digital signal. Since the value of IF3 is within [ fs/2, fs], the
bandpass sampling described in Sect. 8.3 and the spectral inversion occur during AD
sampling. The final center carrier frequency f c is 5.714–4.31 ≈ 1.405 MHz. The
sampling clock of the ADC is obtained through dividing the 40 MHz clock by 7,
while the exact value of IF3 is 4.308 888 MHz, so the exact value of its f c should
be (40/7-4.308 888) = 1.405 396 MHz. It should be noted that these values are only
theoretical. Thismeans that when the local reference clock is exactly 10MHz, and the
input GPS signal carrier is exactly 1575.42 MHz, any deviation will cause the actual
received signal frequency to deviate from the theoretical intermediate frequency.

The significance of analyzing the theoretical intermediate frequency value is to
determine the search space of the Doppler frequency in the subsequent signal acqui-
sition process, and also to make readers aware of the influence of the frequency
scheme of the RF front-end on the value of the theoretical intermediate frequency.
The theoretical IF value of the IF signal is closely related to the specific setting of
the RF scheme. There is no general equation to obtain it, and readers should analyze
a variety of specific circumstances.

According to theGP2015 chipmanual, the three-stagemixer also generates certain
gains upon completion of the mixing. The three-stage gains are written as G1, G2
and G3, respectively. The total gain of the three-stage mixer is (G1 + G2 + G3). To
determine the value of the total gain is also a problem that chip designers must solve.

The input level of the GP2015’s on-chip ADC is required to be at approximately
100 mV, and with 50 � of the RF impedance, the power is 0.12/50 = 2×10-3 W,
expressed in decibels as −37 dBW or −7 dBm. Considering factors such as the gain
and noise figure of the low noise amplifier, the attenuation of the peripheral SAW
filter, and the signal bandwidth of 2 MHz, the following inequality can be obtained

− 7 dBm < −174 dBm/Hz + 19 dB

+ (G1 + G2 + G3) − 21 dB + 63 dB+
⇒ (G1 + G2 + G3) > 106 dB (8.28)

The result of this inequality shows that the total gain of the three-stage mixer
must be greater than 106 dB. −174 dBm/Hz is the background noise power spectral
density of the RF input, in which 63 dB is from the 2 MHz GPS signal bandwidth,
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Table 8.4 Probability of
ADC sampling distribution in
GP2015

Sampled value Percentage/(%)

3 15

−1 35

1 35

3 15

and−21 dB is the attenuation of the peripheral SAW filter (mainly the 175 MHz and
35 MHz bandpass filters), and 19 dB is the combined result of the gain and noise
figure provided by the low noise amplifier before the ADC. The above relationships
and parameters are cited from the GP2015 data sheet. [4]

The input of the automatic gain control unit in GP2015 is the sampling result of
the ADC output. The signal strength of the sampling result is determined according
to a certain level of detection logic to control the controllable gain amplifier in the
third-stage mixer. The AGC’s gain control range is 60 dB, which covers the variation
range of the signal in most applications. In the description of the AGC principle in
Sect. 8.5, the method of determining the AGC control signal according to the sample
value distribution has been emphasized. The control signal of the AGC in GP2015
is adjusted according to this method.

The AGC adjusts the gain by judging the numerical distribution of the output data
stream. The final effect is that 70% of the sampled data falls within [−1,1] and 30%
of the sampled data within [−3,3]. Specifically, Table 8.4 can be used to indicate its
distribution. Obviously, the sampled data after the AGC control must have no DC
component, and the sampling level is near the noise averaging square root.

The valve time of the GP2015 AGC is determined by the external capacitor.
According to the GP2015 data sheet, the recommended capacitor value is 100 nF,
and the valve time is 2 ms.

Other similar GNSS RF front-end chips include SE4110/4120 from the SiGe
Semiconductor and MAX2769 from Maxim-IC. Domestic manufacturers include
Zhongke Microelectronics, Southwest Microelectronics, Runxin Information Tech-
nology Co., Ltd., and Jiameixinxin Communication Technology. Ltd. The working
principles of their products are similar, and readers can work out their frequency
schemes and key parameters according to the chip data manual based on their
understanding of this section.
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Chapter 9
Implementation of BDS/GPS Dual-Mode
Software Receivers

This chapter will discuss the implementation of the BDS and GPS dual-mode
receivers in software according to the principles of the GNSS receiver that were
explained in previous chapters. This implementation is the software radio receiver
solution mentioned in Chap. 2. Compared with the hardware solution, the software
solution is considerably more flexible, and is easier to reconfigure and upgrade, so
it is ideal for beginners to learn principles of the GNSS receiver. For engineers, it
can also be used as a development platform for the GNSS receiver, for related signal
processing and algorithms.

The basic principles of the implemented software receivers in this chapter have
been covered in the previous chapters. The essential task of software receivers
is to implement the most important receiver principles on a computer through a
specific programming language. In the implementation process of specific soft-
ware, the choice of programming language should be carefully considered. In prin-
ciple, any programming language can be used to implement the principles of GNSS
software receivers. However, considering that the readership of this book mainly
consists of students and researchers, MathWorks’ Matlab scripting language (USA)
has obvious advantages, as it is widely used in algorithm research, data visualization,
data analysis, and numerical calculation.

This chapter will be divided into three parts. The first part explains the signal
source (input signal) of the software receiver, which often takes the form of data
files. The data stored in the signal source comes from the AD sampled quantized
data of the RF front-end, and is stored as a data file in a certain format, so the
principles of the RF front-end introduced in Chap. 8 will be referred to in this part.

The second part of this chapter deals with the code implementation of the software
receiver. It explains the Matlab code module with a focus on the main functions of
each source file and the signal processing principles involved, which are related to
the principles of BDS and GPS signal, signal acquisition and tracking, telegraphy
demodulation, satellite position and velocity calculation, and PVT solution. This will
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give readers a clearer and more practical understanding of the theoretical knowledge
mentioned in the previous chapter.

The third part of this chapter presents the data processing result of the software
receiver. The software receiver explained in the second part is applied to process
typical BDS and GPS dual-mode IF data, and analyzes the signal processing results.
The results of signal acquisition and tracking, and the results of the PVT positioning
solution will be given in the form of graphs, offering readers a more visualized
understanding of the internal principles of the GNSS receiver, signal processing
flow, and various functional modules. At the same time, it can also help readers to
understand the principles of GNSS receivers discussed in the first half of the book.

The source code of the software receiver in this chapter is given on the website
that accompanies this book (https://www.gnssbook.cn). At the same time, there is
a BDS and GPS dual-mode IF data file lasting about 90 s. This data file contains
the signals from 15 BDS and GPS satellites. The time period of 90 s ensures that
the GPS and BDS satellites can at least contain a complete set of ephemeris data.
Readers can develop their own BDS and GPS software receivers and corresponding
signal processing algorithms based on their understanding of the receiver’s source
code.

9.1 Signal Source for Dual-Mode Software Receivers

The source of the dual-mode software receiver comes from the IF data file. Since
the IF data file comes from the sampled quantized data of the BD/GPS dual-mode
RF front-end, the signal source of the dual-mode software receiver is also from the
BD/GPS dual mode RF front-end. In fact, the logical relationship between the three
is shown in Fig. 9.1.

The BD/GPS dual-mode RF front-end in Fig. 9.1 contains two RF signal chan-
nels, which process the BDS and GPS signals respectively, and complete a series of
signal processing tasks such asmixing, filtering, down-conversion, and AD sampling

Fig. 9.1 The relationship between the signal input, IF data files, and dual-mode RF front-ends for
dual-mode software receivers

https://www.gnssbook.cn
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quantization. The local clock ensures that the clocks of the BDS and GPS signals
are strictly aligned. The two AD-quantized digital signals are stored as intermediate-
frequency data files through the high-speed data interface, and then the IF data files
are processed by the dual-mode software receiver. Figure 9.1 shows that the dual-
mode software receiver still processes the signal of the hardware RF front-end, which
is only processing the stored data file. It is not a real-time processing method. Signal
processing algorithms have obvious advantages, and are widely used in the early
stages of product development for receivers, as well as in scientific research.

In the implementation of the software receiver code, the format of the IF data file
needs to be analyzed first to obtain the data sample value. The specific format of the
IF data is determined by the AD quantization format of the RF front-end, and the
AD output quantization formats of different RF front-ends are different from each
other. Hence, only the BDS and GPS dual-mode IF data file formats attached to this
book are described here. Readers can analyze data files stored by digital sampling
output from other RF front-ends according to their hardware manuals.

The data file attached to this book is in binary format. Each byte contains two
sets of sample data. Each set of sample data contains one sample of BDS and GPS.
The quantization bit width of each sampled data is 2 bits. The detailed data format
is shown in Fig. 9.2.

The dual-mode data format in each byte is shown in Fig. 9.2, where the data is
stored in chronological order from high bit (MSB) to low bit (LSB), which readers
should note. The reason is that when reading data at the software receiver, the data
needs to match the order in which it was stored. Each data sample (GPS and BDS)
is two-bit quantization. The high bit is the Sign bit (Sign) and the low bit is the
Amplitude bit (Mag). For the specific quantization principle, please refer to Sect. 8.5.
If the Sign is 0, the sample value is positive. Otherwise, the sample value is negative.
If Mag is 0, the amplitude should be 1, otherwise the amplitude is 3. The specific
meaning is shown in Table 9.1.

The IF data file in the software receiver has two main functions. The first is to
provide IF sampling data, and the second is to provide the working clock of the core
processing module. The first function can be easily understood, but the second is

Fig. 9.2 IF data file format
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Table 9.1 Mapping table of
two-bit quantization and
sample values

Sampling value Sign bit Mag bit

+1 0 0

+3 0 1

−1 1 0

−3 1 1

Fig. 9.3 Correspondence between the reading of data files and AD sampling

less simple. To understand it, we only need to grasp the specific process of ADC
sampling. Each sampling clock leads to the generation of a sample. In the practical
use of BDS and GPS receivers, this sampled data is sent to the subsequent hardware
processing stage. However, in the software receiver, the sampled data is stored in the
data file. When undertaking the signal processing of the software receiver, each time
sample data is read from the data file, it also means the arrival of a sampling clock.
This clock will cause each state update of the correlator. The integration of the clock
is the local time change, which is used to update the local time.

The above analysis is shown in Fig. 9.3. The left side of the dashed line in the
figure is the representation of the IF data in the computer file. Each reading of the
data corresponds to the sampling process of the AD to the intermediate frequency
signal in the hardware, which is shown to the right of the dotted line in the figure.
For the dual-mode software receiver in this book, each piece of data in the figure
contains BDS data and GPS data.

9.2 Software Modules and Program Interfaces
for Dual-Mode Receivers

As mentioned in the previous section, the code for the software receiver in this book
is the Matlab scripting language, so readers should ensure that they understand it
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independently. There are many reference books and technical materials explaining
it, as well as a variety of free tutorials on the Internet for reference.

In general, the dual-mode software receiver code can be divided into five parts,
namely the graphical interface, the signal acquisition, the signal tracking, the tele-
gram demodulation, and the PVT solution. The functions belong to five subdi-
rectories in accordance with their respective functions, namely GUI, Acquisition,
Tracking, Navmsg, and PVT. The functions performed by the code modules in each
subdirectory are shown in Table 9.2.

The following is a description of the source code files in each subdirectory. It
should be noted that this is only a brief introduction to the basic functions of each
source code file. For the details and principles of how it works, please read the source
code.

1. GUI Subdirectory

main_fig.m: Completes initialization of the main program interface.

initial_mainfig.m: Updates the main program interface according to the information
from the initial configuration. It only operates once during the running of the program.

GuiUpdate.m:Updates different information areas during the running of the program,
including the data file information area, processing progress information area,
processing message area, baseband signal processing information area, least-squares
result area, and Kalman filtering result area.

pushInfoMsg.m: Shows the key information and intermediate variables during the
running of the program in the processing message area.

Table 9.2 Module divisions of software receiver functions

Subdirectory Function

GUI Generates the graphical interface. Updates according to the results of data
processing during the running of the program

Tracking Allocates the tracking channel according to the results of signal acquisition, to
realize signal tracking bit synchronization and observation measurement of GPS
and BD

Acquisition Receiver initialization, GPS and BD pseudo-random code generation, generation
of various LUTs, and capture of GPS and BD signals

Navmsg Sub-frame synchronization of GPS and BD signals, GPS data check and BCH
check of BD data, and demodulation of ephemeris data

PVT PVT solution, least-squares solution, Kalman filtering solution, ECEF to LLH
coordinate transformation, GPS and BD satellite positioning, and velocity
calculation
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2. Acquisition Subdirectory

ReadGnssConfig.m: Reads the name, the IF sampling frequency, the theoretical IF
frequency, and the signal format of the input configuration file that users need to
modify to suit the specific file information.

gnssInit.m: Completes global variable initialization, including the generation of GPS
andBDpseudo-randomcodes, sine/cosine and signalmapping look-up tables, initial-
ization of tracking channels, least-squares, and initialization of Kalman filtering
results.

GpsCodeGen.m: Generates the pseudo-random code of 32 GPS satellites.

BdCodeGen.m: Generates the pseudo-random codes of 32 BDS satellites.

DownSampling.m: Down-samples the original input signal to satisfy the software
FFT requirements.

createValueMapping.m: Establishes a signal map look-up table.

BDsearchNH.m: Searches the starting position of the NH code in the D1 code of the
BD, which is required for the capture of the BDS IGSO/MEO satellite signal.

AcquisitionByFFT.m:Captures the signal by the timedomain parallel FFTalgorithm,
which is the core file of the signal capture in the software receiver.

AcquisitionEngine.m:Down-samples the original input signal, and then signal acqui-
sition is performed by the FFT algorithm. It is the upper function interface for the
main program to call signal capture.

3. Tracking Subdirectory

AllocateTrackingChannel.m:Allocates and initializes the tracking channel according
to the result of the capture module.

ResetChannel.m: Resets the tracking channel.

BDGeoTrkLoop.m: Updates loops for BDS GEO satellites, including the code loop
update and carrier ring update.

BDMeoTrkLoop.m: Updates loops for BDS MEO/IGSO satellites, including the
code loop update and carrier ring update.

GPSTrkLoop.m: Updates loops for GPS satellites, including the code loop update
and carrier ring update.

SignalTracking.m: The main function entry of the signal tracking, which performs
the I and Q integration of the E, P, and L branches for all the assigned tracking
channels, and uses their respective loop update functions to conduct loop updates.



9.2 Software Modules and Program Interfaces for Dual-Mode Receivers 469

SignalTrackingByC.c: Correlates the I and Q integrals of the E, P, and L branches.
It is the only C language file in all codes. Its main purpose is to improve the running
speed of the program.

TicMeasurement.m: Extracts pseudo-range andDoppler observations after the signal
tracking channel completes the sub-frame synchronization.

UpdateTrackingLoop.m: Calls loops to update their respective functions based on
the difference in signal systems.

4. Navmsg Subdirectory

BdBchDecode.m: Performs BCH decoding of BDS telegram data bits.

BdGeoDecodeEph.m: Performs the ephemeris data decoding of the BDS GEO
satellite.

BdMeoDecodeEph.m: Performs the ephemeris data decoding of the BDS
MEO/IGSO satellite.

BdNavProcess.m: The main function entry of the BDS baseband data processing.

BdSearchPreamble.m: Performs the synchronization word search and sub-frame
synchronization of the BDS message, upon the completion of which the SOW and
the current sub-frame number can be known.

GpsDecodeEph.m: Performs the decoding of the ephemeris data of the GPS satellite.

GpsParityCheck.m: Performs the Hamming code verification of GPS data bits.

GpsSearchPreamble.m: Performs the synchronization word search and sub-frame
synchronization of the GPS data. The Z-Count and the sub-frame number can be
known after the step is completed.

GpsNavProcess.m: The main function entry for GPS baseband data processing.

5. PVT Subdirectory

Ecef2Llh.m: Converts ECEF coordinates to LLH coordinates (latitude and longitude
coordinate system).

Llh2Ecef.m: Converts LLH coordinates to ECEF coordinates.

gnssPvt.m: The main function entry of the PVT solution.

initKF.m: Initializes the Kalman filter state with the result of the least-squares
solution.

kalmanFix.m: Implements Kalman filtering, including time update and observation
update, and the generation of rotation matrix of ECEF to LLH coordinate system
and calculation of DOP value. What the Kalman filter model selects is the PV model
explained in Sect. 7.2.5.
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lsfix_double.m: Performs a least-squares solution (5 state) for dualmode observation.

lsfix_single.m: Performs a least-squares solution (4 states) for single mode observa-
tion.

sv_pos_eph.m: Calculates the position, velocity, and clock correction of GPS
satellites and BDS MEO/IGSO satellites.

sv_pos_eph_geo.m: Calculates the position, speed, and clock correction of the BDS
GEO satellite.

In the source code root directory, the main program script file is startRun.m. In
the Matlab environment, the current working directory is set to the source code root
directory. Then, the main function (startRun) is run in the command line window,
and the main program interface appears. This is shown in Fig. 9.4.

Click the start button in the upper left corner of the interface to start the program.
You can stop it by clicking the stop buttonwhile the program is running. In the process
of running the program, in order to visually display the results of data processing and
the status of the program, the program running interface is divided into six parts: the
data file information area, processing progress information area, processing message
area, baseband signal processing information area, least-squares result zone, and
Kalman filter result zone.

The data file information areamainly shows the current data file name, IF sampling
frequency value, theoretical IF frequency value, and GPS/BD data file mode (single-
mode data or dual-mode data), as shown in Fig. 9.5.

The processing progress information area shows the total duration of the data
file currently being processed and the sampling time being processed, as well as the
percentage progress of the current data processing, which is shown in Fig. 9.6. The
total duration and the time being processed are in milliseconds.

Fig. 9.4 The main program interface of the software receiver
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Fig. 9.5 Data file
information area

Fig. 9.6 Data processing
progress information area

During the running of the program, key information in BDS and GPS signal
processing is generated, such as signal acquisition, signal tracking loop status,
bit synchronization, sub-frame synchronization results, local time initialization,
ephemeris data demodulation results, and PVT solution results. This information is
crucial for judging whether the software receiver is working normally, so the signal
processing message area is specifically allocated in the main interface to display the
information, as shown in Fig. 9.7.

The state quantity during signal tracking is displayed in the baseband signal
processing information area, including satellite number, satellite type (G indicates
GPS satellite, B indicates BDS satellite), sub-frame synchronization result, Z-Count
(or TOW) value, code tracking frequency, carrier tracking frequency, pseudo-range
observation, Doppler observation, IQ integral value, CN0, and satellite elevation and
amplitude, as shown in Fig. 9.8.

Fig. 9.7 Signal processing
message areas
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Fig. 9.8 The baseband signal processing information area

With the completion of the ephemeris demodulation, the determination of the local
time, and the extraction of the pseudo-range and carrier frequency observations, the
receiver software starts the PVT solution. The initial solution algorithm is completed
by the least-squares method, and the program will adopt either single-mode or dual-
mode algorithms based on the combination of observationmeasurements. The results
of least-squares calculation include information in the ECEF coordinate system and
the latitude and longitude coordinate system, the speed of the ECEF coordinate
system, clock difference and clock drift, and the geometric accuracy factor. A further
PVT solution is completed by Kalman filtering. The Kalman filter in the software
receiver is in system state, which is [x, y, z, b, vx, vy, vz, dr, Tgb], where [x, y, z]
are the positions in the ECEF coordinate system, [vx, vy, vz] are the amounts of
velocity in the ECEF coordinate system, and [b, dr, Tgb] are the clock difference, the
clock drift, and the system time deviation of GPST-BDT respectively. The results of
least-squares and Kalman filtering are shown in the least-squares result area and the
Kalman filter result area, as in Fig. 9.9.

During the running of the program, you can click the three View buttons at the
top of the interface to implement the function similar to “Oscilloscope”. The View
Track button can show the I/Q integral and E, P, and L branch integration results
of each tracking channel. Thus, we can make a real-time observation of the entire
process of transient response and loop update during signal tracking, which is shown
in Fig. 9.10.

Fig. 9.9 The least-squares result area and Kalman filter results area
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Fig. 9.10 I\Q integral and E, P, and L integration results of the tracking channel

The View LS button shows the curve of the least-squares positioning result on the
time axis. The View KF button shows the value of the system state of the Kalman
filter, the correction amount, and the curve of the covariance matrix element on the
time axis. They are shown in the left and right halves of Fig. 9.11 respectively. In
the least-squares result, there is information such as receiver position, speed, clock
drift, GPST-BDT system time difference, and DOP value. They are the values of nine
system state quantities in the Kalman filter result display, and display their respective
correction amount and variance value.

Fig. 9.11 Least-squares results (left) and Kalman filter results (right)
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9.3 Data Processing in Dual-Mode Receivers

Aswell as theMatlab code for BDS andGPS dual-mode software receivers, a section
on the BDS and GPS dual-mode IF data file is also provided in this book. This file
comes from theUTREK210 satellite belonging to Beijing Jetstar Quanta Technology
Co., Ltd. The data acquisition system obtains the actual satellite signal acquisition,
with a sampling frequency of 16.367 6 MHz, a theoretical intermediate frequency
of 4.130 4 MHz, and two-bit quantization. The data storage format is consistent
with the description in Fig. 9.2. Combined with the source code of the dual-mode
software receiver and the dual-mode IF data file, readers can directly debug and
modify the implementation of the software receiver. At the same time, the software
algorithm can be programmed to process the actual satellite signal, which can deepen
the theoretical understanding of the GNSS receiver.

In this section, the software receiver is used to process the above IF data files,
including key processing such as signal acquisition, tracking,message demodulation,
and navigation solution. The results are presented in the form of graphical curves.
Readers can run the software receiver code independently, and analyze and compare
the intermediate results and variables that are of interest.

Figure 9.12 shows the result of signal acquisition for dual-mode IF data files.
Due to the characteristics of the software receiver, there is no a priori information
at the beginning of the software receiver operation. Therefore, the signal acquisition
method adopts the “cold start blind search” strategy. Figures 9.12 and 9.13 show
the results of capturing all GPS and BDS satellites. The specific signal acquisition
algorithm uses the time domain parallel FFT acquisition algorithm from Sect. 4.1.4.
The figure only shows the capture results of the satellites with stronger signals, from
which the obvious signal peaks can be seen.

According to the results of Figs. 9.12 and 9.13, the pseudo-code phase andDoppler
frequency corresponding to the satellite signal peak after successful acquisition can
be calculated. Then, the information is submitted to the signal tracking channel
through a certain logic conversion, and the carrier channel of the tracking channel
is initialized. The pseudo-code NCO is set to enter the tracking processing of the
signal.

Figure 9.14 shows the coherent integration result of the in-phase path (I way) and
the orthogonal path (Q way) of the signal tracking loop output. The integral length
is 1 ms, so the horizontal axis in the figure is the time axis in ms. The axis is the
integral amplitude value. The results in the figure are from GPS satellite signals and
have similar patterns to the BDS satellite signal, except that the data hopping period
of the BDS GEO satellite is 2 ms. The upper part of the figure is the I way integral
result, and the lower part is the Q way integral result. From the curves of the I and Q
way integral results with time, the following two points can be seen:

➀ At the beginning of the loop (within 500 ms), the signal energy gradually
increases, which means that

√
I 2 + Q2 gradually increases. This is because the

loop adjustment makes the carrier frequency difference smaller, so the energy
loss caused by the frequency difference becomes smaller.
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Fig. 9.12 Results of signal acquisition for all GPS and BDS satellites

➁ After the loop enters stable tracking (after 500 ms), the integral amplitude of the
I path is stable, and the integral amplitude of the Q channel becomes smaller.
This is because the phase lock is started when the frequency difference is small
to a certain degree. After the phase lock is realized, the energy is concentrated
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GPS GPS

GPS GPS

Fig. 9.13 Results of signal acquisition for all BDS satellites

Fig. 9.14 The I and Q integral results of the signal tracking loop
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in the I path, and the Q path only contains the noise component. At this time,
the navigation signal can be demodulated by the integral value of the I path.

Figure 9.15 shows the NCO frequency value of the carrier tracking loop and the
pseudo-code tracking loop in the signal tracking process. The upper part is the carrier
tracking frequency value, and the lower part is the pseudo-code tracking frequency
value. From Figs. 9.15 and 9.14, corresponding conclusions can be made. At the
beginning of the loop, the variance of the carrier frequency and the pseudo-code
frequency is large, indicating that a relatively drastic adjustment is being made at
this time. The variation of the carrier frequency and the pseudo-code frequency after
entering the stable tracking is much smaller than in the initial stage. In particular, the
pseudo-code frequency is greater due to the role of carrier assistance, resulting in a
very smooth pseudo-code frequency.

For loop update strategies at different stages of loop tracking, please refer to the
source code to understand the details. Adjust the parameters and strategies to improve
the loop performance.

After the tracking loop enters a steady state, the sub-frame synchronization and
the demodulation of the navigation message can be started. Synchronization of the
BDS and GPS sub-frames can be realized by referring to the methods described in

Fig. 9.15 Carrier frequency of the carrier tracking loop, and pseudo-code frequency of the pseudo-
code tracking loop
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Sects. 3.3.2 and 4.2.7 of this book. Comprehensive navigation in telemetry demod-
ulation includes TOW demodulation, ephemeris data demodulation, almanac data
demodulation, UTC parameter demodulation, and ionospheric parameter demodula-
tion. Due to limitations of the data file length, the software receiver code only imple-
ments TOW demodulation with ephemeris data, but this is sufficient for subsequent
PVT solvers.

After the TOW time of the satellite signal is acquired, the observation measure-
ment can be performed. Here, the pseudo-range observation and the Doppler
frequency observation are extracted. The PVT solution can be achieved after
obtaining more than four satellite observations and pieces of ephemeris data.

The PVT solution strategy is to perform the least-squares positioning solution first,
then initialize the Kalman filter state quantity with the result of the least-squares
method, and then start the Kalman filter positioning solution. The least-squares
method in the specific implementation will either adopt the 4-state model or the
5-state model according to the situation of single-mode or dual-mode observation,
wherein the 4-state model is for the single-mode (single GPS or single BDS) and 5-
state model is for the dual-mode observation. The 5-state model has one GPST-BDT
system time deviation more than the 4-state model. For the specific principle, refer
to Chap. 7 of this book.

Figure 9.16 shows the receiver position coordinates calculated by the least-squares
method, expressed in the ECEF coordinate system. In order to display the range of
variation of the coordinates, the difference between the calculated coordinate result
and its mean value is shown in the figure. Since the software receiver code extracts
the observation every 100 ms, the horizontal axis of Fig. 9.16 is the time axis in units

Fig. 9.16 Location calculated by the least-squares method
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of 100 ms, and the vertical axis is in meters. It can be seen that the positioning result
of the least-squares method has large jumping phenomenon.

In contrast, Fig. 9.17 shows the position coordinates calculated by the Kalman
filter, in which the mean value is also deducted for the same reason. It can be seen
from the comparison of the position results of the least-squares method that the
position result of the Kalman filter is smoother, and the position jump range is much
smaller in the entire positioning time. The reader can adjust the R and Q matrix
parameters to obtain different positioning results based on the understanding of the
Kalman filter source code. The reader can also consider the effect that the result of
the Kalman filter obtains from the R matrix and the Q matrix.

The velocity component results of the Kalman filter are given in Fig. 9.18. The
upper,middle, and lower curves are the velocity components in theX-axis,Y-axis, and
Z-axis directions respectively. Since it is a stationary antenna, the velocity component
has a mean value of 0, and the velocity deviation in the Z-axis direction is slightly
larger. The three curves in Fig. 9.19 are the local clock error, local clock drift, and
GPST-BDT system time deviation, where the local clock and system time deviation
are in meters, and the local clock drift is in m/s. The local clock difference and the
system time deviation can be converted to the speed of light in seconds, and the speed
of light at the local clock can be converted to ppm.

Fig. 9.17 Location calculated by Kalman filtering
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Fig. 9.18 Speed of Kalman filtering

Fig. 9.19 Clock time difference and clock drift of Kalman filtering, and GPST-BDT system time
deviation
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The local clock difference is the integral of the local clock drift. This conclusion
is determined by the physical nature of the clock difference and the clock drift. This
can also be easily verified from the values in the curve in Fig. 9.19. It can be seen
from Fig. 9.19 that the value of the GPST-BDT system time deviation is around 0 (if
expressed in seconds), which means that BDT and GPST are basically synchronized.
If the observation error is subtracted, the value of the system time deviation will be
smaller. The figure shows that the variation of the time deviation of the GPST-BDT
system is small and remains basically unchanged during the observation.

Figures 9.20, 9.21 and 9.22 show the respective curves of the variance of the
various system states of the Kalman filter over time. The Kalman filter in the soft-
ware receiver uses the PV model explained in Sect. 7.2.5. The system state vector
is [x, y, z, b, vx, vy, vz, d, TGB], which consists of three position quantities, three
speed quantities, and three clock quantities. The P matrix is the covariance matrix of
the nine system state variables, while Figs. 9.20, 9.21, and 9.22 give the time curve of
the nine diagonal elements of the P matrix. The unit of the vertical axis in Fig. 9.20
is m, the unit of the vertical axis in Fig. 9.21 is m/s, and the unit of the vertical axis
in Fig. 9.22 is m (top), m/s (middle), and m (bottom). The horizontal axis in these
three figures is the time in 100 ms.

Figures 9.20, 9.21, and 9.22 show that the time curves of the diagonal elements
of the P matrix of the Kalman filter are consistent. The initial values are large.
They gradually become smaller as time passes, and finally converge near a stable
value. This is because when the Kalman filter is initialized by using the result of the
least-squares method, the P matrix is generally initialized to a larger value, which

Fig. 9.20 The variance of the positional state of the Kalman filter output
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Fig. 9.21 The variance of the velocity state of the Kalman filter output

Fig. 9.22 The variance of the time state of the Kalman filter output



9.3 Data Processing in Dual-Mode Receivers 483

allows the observation update to quickly correct the local state. As time passes and
the observation quantity update continues, the covariance matrix of the local system
state will gradually converge. At this time, the observed noise variance and the P
matrix jointly determine the Kalman gain matrix K. The correction for the local
system state will be the weighted result of the local state variance and the observed
noise variance. The final P matrix will also stabilize near a convergence value. In
the subsequent update of the Kalman filter, the observation noise situation and the
system processing noise matrix Q will affect the convergence value of the P matrix,
such as when there are no observations for a period of time (a typical scenario in
which this happens is when the receiver enters an underground garage or tunnel), or
if there is a decrease in the quality of the measurement results in an increase in the
P matrix.

A simple explanation has been offered on the processing of the actual IF data file
by the dual-mode software receiver in this book. This analysis covers only a small part
of the intermediate result in the software receiver, and some implementation details
and debugging processes have been skipped.We hope that readerswill understand the
software receiver code implemented in this book, and grasp its theoretical principles.
Modifying and optimizing the existing code, and observing the changes in output
will improve future work and research.



Appendix A
Basic Matrices and Vector Operations

Calculations of matrices and vectors appear extensively in this book, so some basic
knowledge is essential for readers. Due to the limitations of space, the specific deriva-
tion process will not be given. Interested readers can refer to books on linear algebra
and matrix theory for a more in-depth understanding.

The notation format of this book is as follows:

• Scalars are represented by variables in regular font, such as x ;
• Vectors and matrices are represented by variables in bold, such as x, X ;
• The real number field set is written as R;
• The set of real n-dimensional vectors is written as Rn;
• The set of real m × n matrices is written as Rm×n;
• The set of real n × n squares is written as Rn×n;
• diag{a1, a2, …, an} represents an n-th order matrix with diagonal elements as

{a1, a2, . . . , an} and other elements as 0;
• det(A) or |A| represents the determinant of the matrix;
• r(A) represents the rank of the matrix.

A.1 The Inverse Matrix and Its Properties

The necessary and sufficient condition for the reversibility of matrix A ∈ R
n×n is

r(A) = n, which means that A is in full rank. So,

det(A) �= 0 � A Full rank � AReversible

When calculating the inverse matrix of the n-th order matrix A, we can convert it
into a matrix with a lower order and perform the inversion through the partitioning
of the matrix. Specifically, if A can be written as
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A =
[
A11 A12

A21 A22

]

and A11 is reversible, then

A−1 =
[
A−1
11

(
I + A12W−1A21A

−1
11

) −A−1
11 A12W−1

−W−1A21A
−1
11 W−1

]
(A.1)

where W = A22 − A21A
−1
11 A12.

When A22 is a one-dimensional matrix, i.e. a scalar, the inversion of the n-th order
matrix is converted to that of the n-1-th order matrix. At this point, the calculations
of −A−1

11 A12W−1 and −W−1A21A
−1
11 are relatively simple vector multiplications.

The following is a useful matrix inversion lemma:
If matrix E = A + BCD and the inverse matrices of A, C, and E exist, then

E−1 = A−1 − A−1B
(
DA−1B + C−1)−1

DA−1 (A.2)

This lemma is very useful in the calculation of the gain km matrix of a Kalman
filter. The derivation of Eq. (7.132) using a matrix inversion lemma is given below.

According to Eq. (7.129)

(P+
m)−1 = (P−

m)−1 + HT
mR

−1
m Hm (A.3)

Compared with Eq. (A.2), A = (P−
m)−1, B = HT

m , C = R−1
m , D = Hm , and

based on the matrix inversion lemma,

P+
m = P−

m − P−
mH

T
m

(
Hm P−

mH
T
m + Rm

)−1
Hm P−

m (A.4)

By substituting the above equation into Eq. (7.130), we obtain

km = P+
mH

T
mR

−1
m

= P−
mH

T
mR

−1
m − P−

mH
T
m

(
Hm P−

mH
T
m + Rm

)−1
Hm P−

mH
T
mR

−1
m

= P−
mH

T
m

[
R−1
m − (Hm P−

mH
T
m + Rm

)−1
Hm P−

mH
T
mR

−1
m

]

= P−
mH

T
m

[
I − (Hm P−

mH
T
m + Rm

)−1
Hm P−

mH
T
m

]
R−1
m

= P−
mH

T
m

(
Hm P−

mH
T
m + Rm

)−1
RmR−1

m

= P−
mH

T
m

(
Hm P−

mH
T
m + Rm

)−1
(A.5)

If we substitute Eqs. (A.5) to (A.4), then

P+
m = P−

m − kmHm P−
m
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= (I − kmHm)P−
m (A.6)

A.2 Eigenvalues and Eigenvectors of the Matrix

For matrix A ∈ R
n×n , if there is a non-zero vector x ∈ R

n that makes

Ax = λx (A.7)

then λ is called the eigenvalue of A, and the corresponding vector x is called the
eigenvector of A with respect to the feature value λ.

From the definition of the eigenvalues of the matrix, we can see that λ satisfies
the homogeneous linear equation.

(λI − A)x = 0 (A.8)

To give the equation a non-zero solution,

det(λI − A) = 0 (A.9)

det(λI − A) is the n-th order equation of λ, so the root of the equation is the
eigenvalue of A.

If A = [ai j ], then

f (λ) = det(λI − A) (A.10)

This is called the characteristic polynomial of A, and

⎡
⎢⎢⎢⎣

λ − a11 −a12 · · · −a1n
−a21 λ − a22 · · · −a2n

...
...

. . .
...

−an1 −an2 · · · λ − ann

⎤
⎥⎥⎥⎦ (A.11)

is called the characteristic matrix of A.

If we assume that λ is an eigenvalue of A, the following conclusions can be
established:

• kλ is the eigenvalue of kA, and k is an arbitrary constant;
• λm is the eigenvalue of Am , and m is any positive integer;
• If A is reversible, then 1

λ
is the eigenvalue of A−1;

• If A is a real symmetric matrix or a Hermite matrix, then λmust be a real number;
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• If λ = 0, then A must be a singular matrix, i.e. det(A) = 0;
• λ is also the eigenvalue of AT, which means that A and AT have the same

eigenvalue.

Assume that the n eigenvalues of A = [ai j ] ∈ R
n×n are λ1, λ2, · · · , λn , then

(i)
n∑

i=1

λi =
n∑

i=1

aii (A.12)

(i i)
n∏

i=1

λi = det (A) (A.13)

where,
∑n

i=1 aii is generally written as Tr(A), which is called the trace of A.
There is a close relationship between the eigenvectors and the diagonalization

of the matrix. More specifically, the necessary condition for the diagonalization of
the matrix is that there is a linearly independent eigenvector. Since the eigenvec-
tors corresponding to different eigenvalues are linearly independent, if there are n
different eigenvalues of A, Amust be diagonalizable. The inverse proposition of this
conclusion is not true, and the diagonalizable matrix A does not necessarily have n
different eigenvalues.

A special case is when A is a real symmetric matrix. In this case, the eigenvectors
corresponding to different eigenvalues are not only linearly independent, but also
orthogonal. The real symmetric matrix must be diagonalizable, that is, there is an
orthogonal matrix P ∈ R

n×n that makes

P−1AP = diag{λ1, λ2, . . . , λn} (A.14)

where, PTP = I .

A.3 Quadratic Form and Fixed Matrices

The quadratic homogeneous polynomial of the n-ary variable x1, x2, · · · , xn

a11x
2
1 + a12x1x2 + · · · + a1nx1xn+

a21x2x1 + a22x
2
2 + · · · + a2nx2xn+

...

an1xnx1 + an2xnx2 + · · · + annx
2
n (A.15)

is called an n-ary quadratic form, referred to as a quadratic form.
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If

A =

⎡
⎢⎢⎢⎣
a11 a12 · · · a1n
a21 a22 · · · a2n
...

...
. . .

...

am1 am2 · · · amn

⎤
⎥⎥⎥⎦, x = [x1, x2, . . . , xn]

T

then the quadratic form can be written as

n∑
i=1

n∑
j=1

ai j xi x j = xTAx (A.16)

MatrixA can be written as the sum of the symmetrical part As and the asymmetric
part Au, so

xTAx = xTAsx + xTAux (A.17)

It can be proven that

xTAux = 0

⇒ xTAx = xTAsx

Therefore, in the analysis of the quadratic form in the real number domain, only
the real symmetric matrix needs to be considered.

Through a certain non-degenerate linear transformation x = C y, whereC ∈ R
n×n

is an invertible matrix, y = [y1, y2, · · · , yn]T, the quadratic form of x in Eq. (A.15)
can be transformed into a quadratic form for y with only mixed but not quadratic
terms, i.e.

b1y
2
1 + b2y

2
2 + · · · + bn y

2
n (A.18)

It is called a standard quadratic form. Obviously, the conversion from general
quadratic form to standard quadratic form is to find the reversible matrix C to make
CTAC a diagonal matrix.

For the real symmetric matrix A, no matter how the non-degenerate linear trans-
formation matrix C is selected, the number of positive square terms in the standard
quadratic form obtained is constant, and so is the number of negative square terms.
They are called the positive and the negative inertia indexes of A respectively.

When the positive inertia index of the real symmetric matrix A is n, for any
non-zero vector x, there is always
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n∑
i=1

n∑
j=1

ai j xi x j = xTAx < 0 (A.19)

At this time, xTAx is called a positive definite quadratic form, and A is a positive
definite matrix. If xTAx ≥ 0 in the above equation, then xTAx ≥ 0 is called a
semi-positive definite matrix.

Similarly, when the negative inertia index of the real symmetric matrix A is n, for
any non-zero vector x, there is always

n∑
i=1

n∑
j=1

ai j xi x j = xTAx < 0 (A.20)

At this time, xTAx is called a negative quadratic form, and A is a negative fixed
matrix.

For the positive definite symmetric matrix A = [ai j ], it has the following
properties:

• The diagonal elements of Aaii > 0, i = 1, 2, · · · , n;
• The characteristic value of Aλi > 0, i = 1, 2, · · · , n;
• det(A) > 0;
• There is a reversible matrix P, making A = PTP ;
• A has an inverse matrix, and A−1 is also a positive definite matrix.

The eigenvalue of the semi-definite matrix is greater than or equal to 0 and is not
less than 0, so its determinant is greater than or equal to 0. The positive definitematrix
must be of full rank. Meanwhile, the semi-positive definite matrix is not necessarily
of full rank, so the semi-positive definite matrix does not necessarily have an inverse
matrix. The case of a semi-negative fixed matrix can be analyzed similarly.

It is mentioned in Sect. 7.2.6 that matrix P in the Kalman filter is positive definite.
In actual engineering, the positive definiteness can be determined according to the
above conditions.

A.4 Several Important Matrix Decompositions

1. Matrix eigenvalue decomposition

We assume that matrix A ∈ R
n×n has n linearly independent eigenvectors xi , i =

1, 2, · · · , n and the corresponding eigenvalue is λi , i.e.

Axi = λi xi (A.21)

We arrange the n feature vectors into a matrix P of n × n,
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P = [x1, x2, · · · , xn]

Then, we multiply A left-ward by P,

AP = P

⎡
⎢⎢⎢⎣

λ1 0 · · · 0
0 λ2 · · · 0
...

...
. . . 0

0 0 0 λn

⎤
⎥⎥⎥⎦ (A.22)

Because xi is linearly independent, P is of full rank and P−1 exists, so there is

A = P

⎡
⎢⎢⎢⎣

λ1 0 · · · 0
0 λ2 · · · 0
...

...
. . . 0

0 0 0 λn

⎤
⎥⎥⎥⎦P−1 (A.23)

Then, A is decomposed by the eigenvalue into the diagonal matrix
diag{λ1, λ2, · · · , λn}.
2. SVD decomposition

SVD decomposition means the singular value decomposition of the matrix. It can be
performed on non-diagonal matrices.

If A ∈ R
m×n , then the matrix ATA is an n-order square matrix whose positive

square root σ = √
λ of n eigenvalues λ is called the singular value of A. Since ATA

is a real symmetric matrix and must be semi-positive, if its eigenvalues are listed by
size, there must be

λ1 > λ2 > · · · > λr > λr+1 = · · · = λn = 0 (A.24)

where r is the rank of ATA, r ≤ min(m, n).
An interesting conclusion is that in the calculation of the singular value of A,

if a similar process is performed for AAT, the same result will be obtained. AAT

is an m-th order square matrix, which is also semi-positive. If its eigenvalues are
calculated and sorted, the resulting sequence is

μ1 > μ2 > · · · > μr > μr+1 = · · · = μm = 0 (A.25)

then μi = λi , i = 1, 2, . . . , r .
For A, there must be orthogonal matrices U ∈ R

m×m and V ∈ R
n×n that make

UTAV =
[
S 0
0 0

]
(m×n)

(A.26)
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where S = diag{σ1, σ2, · · · , σr }.
It can be derived from Eq. (A.26) and the orthogonal characteristics of U and V

that

AATU = UUTAVVTATU

= U(UTAV )(UTAV )T

= U
[
S2 0
0 0

]
(m×m)

(A.27)

ATAV = VVTATUUTAV

= V (UTAV )T(UTAV )

= V
[
S2 0
0 0

]
(n×n)

(A.28)

So, it can be seen that U and V are respectively composed of linearly independent
eigenvectors of AAT and ATA.

When A is a real symmetric matrix, the singular value of its SVD decomposition
is the absolute value of its eigenvalue, i.e.

σi = |λi |, i = 1, 2, · · · , r (A.29)

Furthermore, when A is a real symmetric positive definite matrix, its singular
value is equal to its eigenvalue, that is, its SVDdecomposition is itsmatrix eigenvalue
decomposition.

3. LU decomposition

For matrix A ∈ R
n×n , its LU decomposition is the multiplication of a matrix of

the lower triangular L and an upper triangular matrix U, i.e. A = LU . The LU
decomposition of the matrix is proposed along with the solution of equation Ax = b.
If LU decomposition is performed for A, then the equation can be solved into two
steps.

LUx = b ⇒
Ly = b Ux = y (A.30)

Thereby, the solution can be greatly simplified, and the generally adopted method
is Gaussian elimination.

First, we generatematrix Lk, k = 1, 2, . . . , n−1 according to the following rules:
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Lk =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 · · · 0 0 · · · 0
...

. . .
...

...
. . .

...

0 1 0 0
0 −τk+1 1 0
...

...
...

...
. . .

...

0 · · · −τn 0 · · · 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(A.31)

where τk+1 = ak+1,k

ak,k
, . . . , τn = an,k

ak,k
.

It is easy to prove that

L−1
k =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 · · · 0 0 · · · 0
...

. . .
...

...
. . .

...

0 1 0 0
0 τk+1 1 0
...

...
...

...
. . .

...

0 · · · τn 0 · · · 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(A.32)

That is, the inversion of Lk is to reverse the sign of τk .
If we multiply Lk left-ward by matrix A and turn all elements below ak,k , and the

element at the k-th column and the k-th row of A into 0, then the upper triangular
matrixU can be obtained throughmultiplying elements from k = 1 to n−1 left-ward
by Lk , i.e.

Ln−1 · · · L2L1A = U (A.33)

Note: the order of left multiplication by Lk should not be confused. Multiply both
sides of the above equation by L−1

k successively to get

A = L−1
1 L−1

2 · · · L−1
n−1U (A34)

We define L = L−1
1 L−1

2 · · · L−1
n−1, and obviously L is still a lower triangular

matrix, so

A = LU (A.35)

where L−1
k is determined by Eq. (A.32).

4. QR decomposition

For full rank matrix A ∈ R
n×n , if it is written in the form of column vector, i.e.
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A = [a1, a2, · · · , an]

then, ai , i = 1, 2, · · · , n, is n linearly independent vectors, and we can perform
Gram–Schmidt on these vectors. The process needs to be completed in n steps as
follows.

Step 1: Make u1 = a1, y1 = ‖u1‖−1u1;

Step 2: Make u2 = a2 − (a2 · y1) y1, y2 = ‖u2‖−1u2;

…

Step n: Make un = an +
n−1∑
i=1

[−(an · yi ) yi ], yn = ‖un‖−1un .

where (x · y) is the point multiplication of vector x and vector y.
The resulting vectors yi must be orthogonal to each other, i.e.

yi · y j =
{
0 when i �= j
1 when i = j

If we reverse the above process,

a1 = ‖u1‖ y1
a2 = (a2 · y1) y1 + |u2| y2

...

an =
n−1∑
i=1

[(an · yi ) yi ] + ‖un‖ yn

and write them in the form of matrix, then

A = QR (A.36)

where

R =

⎡
⎢⎢⎢⎣

‖u1‖ (a2 · y1) · · · (an · y1)
0 ‖u2‖ · · · (an · y2)
...

...
. . .

...

0 0 · · · ‖un‖

⎤
⎥⎥⎥⎦, Q = [ y1, y2, · · · , yn

]
(A.37)

A similar decomposition can easily be applied to long square matrices. For the
full rank matrix A ∈ R

m×n, (m > n), there is an orthogonal matrix U ∈ R
m×m

and an upper triangular matrix D ∈ R
n×n that make
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A = U
[
D
O

]
(A.38)

where o ∈ R
m−n×n .

TheQR decomposition of thematrix is useful in the solution of an overdetermined
equation

Ax = b (A.39)

where, A ∈ R
m×n , $m > n$, rank(A) = n, b ∈ R

m , x ∈ R
n .

For a pending solution x, we define the cost function as

J (x) = ‖Ax − b‖2 (A.40)

Obviously,

J (x) = ∥∥UTAx − UTb
∥∥2

=
∥∥∥∥
[
Dx
O

]
−
[
b1
b2

]∥∥∥∥
2

= ‖Dx − b1‖2 + ‖b2‖2 (A.41)

where UTb =
[
b1
b2

]
.

The minimum solution xo of the cost function can be determined by Dxo = b1.
Since D is reversible, there is

xo = D−1b1 (A.42)

At this time, the cost function

J (x) = ‖b2‖2 (A.43)

It can be proved that the solution obtained at this time is the least-squares solution,
i.e.

xLS = (ATA)−1ATb (A.44)

and

xo = xLS (A.45)
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A.5 Preliminary Matrix Analysis

The matrix function is a type of function in which the independent variable as well
as the range are both matrices. It is similar to the polynomial of real number field

f (λ) = a0 + a1λ + a2λ
2 + · · · + anλ

n(am �= 0)

The matrix polynomial of matrix A ∈ R
n×n can be defined as follows:

f (A) = a0 + a1A + a2A2 + · · · + anAn(am �= 0) (A.46)

The relationship between the two matrix polynomials f1(A) and f2(A) is

f1(A) + f2(A) = f2(A) + f1(A) (A.47)

f1(A) f2(A) = f2(A) f1(A) (A.48)

f (P−1AP) = P−1 f (A)P (When P is a nonsingular matrix) (A.49)

If the characteristic polynomial of A is

�(λ) = |λI − A| = λn + α1λ
n−1 + · · · + αn−1λ + αn (A.50)

then

�(A) = 0 (A.51)

That is, �(A) is a zero polynomial of A.
Based on this property, higher-order matrix polynomials can be transformed into

low-cost (≤ n) matrix polynomials. For example, for f (A) below,

f (A) = �(A)φ(A) + s(A) (A.52)

Only s(A) needs to be solved.
With the matrix polynomial concept, some special functions can be solved. For

example, the exponential function of a matrix that appears many times in this book
can be solved with the matrix power series.

eFt = I + Ft + (Ft)2

2! + (Ft)3

3! + · · · (A.53)

where F ∈ R
n×n .
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The definition of a function matrix is a matrix with functions of the independent
variable x as the matrix elements, i.e.

A(x) =

⎡
⎢⎢⎢⎣
a11(x) a12(x) · · · a1n(x)
a21(x) a22(x) · · · a2n(x)

...
...

. . .
...

am1(x) am2(x) · · · amn(x)

⎤
⎥⎥⎥⎦ (A.54)

where, ai j (x) are all functions of x . Please note that the definition of functionmatrices
should not be confused with that of matrix functions.

If all functions ai j (x) in the function matrix A(x) are divisible in (s, t), then the
derivative of A(x) in (s, t) can be defined as

A′(x) = lim
x→x0

A(x0 + �x) − A(x0)

�x
(A.55)

If the function f (A) takes the matrix A ∈ R
m×n as its independent variable and

the result is a scalar, then define its derivative with respect to the matrix as A.

d f (A)

dA
=

⎡
⎢⎢⎢⎢⎣

∂ f
∂a11

∂ f
∂a12

· · · ∂ f
∂a1n

∂ f
∂a21

∂ f
∂a22

· · · ∂ f
∂a2n

...
...

. . .
...

∂ f
∂am1

∂ f
∂am2

· · · ∂ f
∂amn

⎤
⎥⎥⎥⎥⎦ (A.56)

Obviously, d f (A)

dA is a matrix.
A simple example can be given here for a better understanding of this deduction.

If f (A) = tr(A), then d f (A)

dA = I,
When f (v) is a scalar function with vector v ∈ R

m as an argument, similarly,

d f (v)
dv

=

⎡
⎢⎢⎢⎢⎣

∂ f
∂v1
∂ f
∂v2
...

∂ f
∂vm

⎤
⎥⎥⎥⎥⎦ (A.57)

Therefore, it is safe to conclude that the derivative of the scalar function to the
vector is still a vector, which can be regarded as a special form of the above derivative
of the matrix.

Here are some useful relationships, in which A ∈ R
n×n, X ∈ R

n×n, v ∈ R
n, u ∈

R
n .

d

dv
(u · v) = d

dv
(v · u) = u (A.58)
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d

dv
(Av) = A (A.59)

d

dv
(vTA) = AT (A.60)

d

dv
(vTAv) = vT(A + AT) (A.61)

d

dX
tr(AX) = AT (A.62)

d

dX
tr(XTAX) = AX + ATX (A.63)



Appendix B
Conversion and Rotation of the Cartesian
Coordinate System

Suppose that there are twoCartesian coordinate systemsXYZ and X ′′′Y ′′′Z ′′′ as shown
in Fig. B.1. The origins of the two coordinate systems coincide, but the three axes in
each of them point to different directions.

Suppose that the coordinates XYZ of point P in the coordinate system are
(x1, y1, z1), the vector pointing from the origin of the coordinate system to point
P can be expressed as

OP = x1 I1 + y1 J1 + z1K 1 = [ I1 J1 K 1

]⎡⎣ x1
y1
z1

⎤
⎦ (B.1)

Here I1, J1, and K 1 are the respective unit vectors that the X-axis, Y-axis, and
Z-axis point to.

Similarly, the coordinates of point P in the coordinate system X ′′′Y ′′′Z ′′′ is
(x2, y2, z2), and the representation of vector OP in the coordinate system X ′′′Y ′′′Z ′′′
is

OP = x2 I2 + y2 J2 + z2K 2 = [ I2 J2 K 2

]⎡⎣ x2
y2
z2

⎤
⎦ (B.2)

I2, J2, and K 2 are the respective unit vectors that the X ′′′-axis, Y ′′′-axis, and
Z ′′′-axis point to.

(x1, y1, z1) and (x2, y2, z2) in Eqs. (B.1) and (B.2) are the coordinates of point
P in two different coordinate systems. There must be an inevitable connection
between these two coordinates that reveals the relationship between the two coordi-
nate systems. In order to figure out this conversion, let’s analyze the representation
of vectors I2, J2, and K 2 of X ′′′Y ′′′Z ′′′ in XY Z .

First is the representation of the X ′′′-axis in XY Z as shown in Fig. B.2.
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Fig. B.1 Representation of
point P in two Cartesian
coordinates

Fig. B.2 Representation of
the X ′′′-axis in XY Z

In the figure, the angles between the X ′′′-axis and the X-axis, and the Y-axis and
the Z-axis are αX , βX , and γX respectively. The unit vector I2 that the X ′′′-axis points
to is represented in XY Z as

I2 = cosαX I1 + cosβX J1 + cos γX K 1 = [ I1 J1 K 1

]⎡⎣ cosαX

cosβX

cos γX

⎤
⎦ (B.3)

Hence, the representation of J2 and K 2 in XY Z can be obtained through similar
analysis.

J2 = cosαY I1 + cosβY J1 + cos γY K 1 = [ I1 J1 K 1

]⎡⎣ cosαY

cosβY

cos γY

⎤
⎦ (B.4)
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K 2 = cosαZ I1 + cosβZ J1 + cos γZ K 1 = [ I1 J1 K 1

]⎡⎣ cosαZ

cosβZ

cos γZ

⎤
⎦ (B.5)

αY , βY , and γY are the angles between the Y ′′′-axis and the X-axis, the Y-axis, and
the Z-axis, while αZ , βZ , and γZ are the angles between the Z ′′′-axis and the X-axis,
the Y-axis and the Z-axis.

According to (B.3)–(B.5),

[
I2 J2 K 2

] = [ I1 J1 K 1

]⎡⎣ cosαX cosαY cosαZ

cosβX cosβY cosβZ

cos γX cos γY cos γZ

⎤
⎦ (B.6)

If we substitute (B.6) into (B.2), then

OP = [ I1 J1 K 1 ]
⎡
⎣ cosαX cosαY cosαZ

cosβX cosβY cosβZ

cos γX cos γY cos γZ

⎤
⎦
⎡
⎣ x2
y2
z2

⎤
⎦ (B.7)

If we compare (B.7) and (B.1),

⎡
⎣ x1
y1
z1

⎤
⎦ =

⎡
⎣ cosαX cosαY cosαZ

cosβX cosβY cosβZ

cos γX cos γY cos γZ

⎤
⎦
⎡
⎣ x2
y2
z2

⎤
⎦ (B.8)

Define

R2→1 =
⎡
⎣ cosαX cosαY cosαZ

cosβX cosβY cosβZ

cos γX cos γY cos γZ

⎤
⎦ (B.9)

This matrix is called the rotation matrix from X ′′′Y ′′′Z ′′′ to the coordinate system
XY Z . R2−1 contains nine unknown quantities {αX , βX , γX , αY , βY , γY , αZ , βZ , γZ }.
However, in fact, there is a constraint as follows:

First of all, for αi , βi , γi , i = { x, y, z}

cos2 αX + cos2 βX + cos2 γX = 1 (B.10)

cos2 αY + cos2 βY + cos2 γY = 1 (B.11)

cos2 αZ + cos2 βZ + cos2 γZ = 1 (B.12)
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Fig. B.3 Step 1: Rotate the
coordinate system around the
Z-axis by angle ψ to get the
X ′Y ′Z ′ coordinate system

Second, because of the orthogonality between the coordinate axes, there are

cosαX cosαY + cosβX cosβY + cos γX cos γY = 0 (B.13)

cosαY cosαZ + cosβY cosβZ + cos γY cos γZ = 0 (B.14)

cosαX cosαZ + cosβX cosβZ + cos γX cos γZ = 0 (B.15)

There are six constraints in Eqs. (B.10)–(B.15), so there are only three degrees of
freedom for the nine unknowns in the rotation R2-1 matrix. That is to say, there are
only three angles that need to be determined.

Now, another method can be used to derive the rotation matrix. From the initial
XY Z coordinate system, three coordinate axes are rotated by a certain angle to obtain
the final X ′′′Y ′′′Z ′′′ coordinate system. This method fully embodies the “rotation”
characteristics of the rotation matrix.

The first step is shown in Fig. B.3. We rotate the coordinate system around the
Z-axis by angle ψ to get the X ′Y ′Z ′ coordinate system. It is easy to see that after
this step, the Z ′-axis of the new coordinate system still coincides with that of the
original system, but the X-axis and the Y-axis no longer coincide. The new X ′-axis
and Y ′-axis are still within the XY plane, but differ from the X-axis and the Y-axis
by an angle of ψ .

The Z
′
-axis coordinates in the new coordinate system are the same as the Z-axis

coordinates in the original coordinate system. The initial coordinates of the X-axis
and the Y-axis undergo a two-dimensional rotation to become the coordinates of the
X ′-axis and the Y ′-axis, so the new coordinate system and the rotation matrix of the
coordinate system are
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Fig. B.4 Step 2: Rotate the
coordinate system around the
Y ′-axis by an angle of −θ to
get the X ′′Y ′′Z ′′ coordinate
system

R1 =
⎡
⎣ cosψ sinψ 0

− sinψ cosψ 0
0 0 1

⎤
⎦ (B.16)

Figure B.4 shows the second step. We rotate the coordinate system around the
Y ′-axis by an angle of −θ to get the X ′′Y ′′Z ′′ coordinate system. The rotation in this
step is based on the X ′Y ′Z ′ coordinate system in the last system. Because it is rotated
around the Y ′-axis, the coordinates of the Y ′-axis will not change, and the X ′′-axis
and the Z ′′-axis differ from the X ′-axis and the Z ′-axis by an angle of −θ .

Thus, the rotation matrix from X ′Y ′Z ′ to X ′′Y ′′Z ′′ is

R2 =
⎡
⎣ cos θ 0 − sin θ

0 1 0
sin θ 0 cos θ

⎤
⎦ (B.17)

Figure B.5 shows the third step. We rotate the coordinate system around the X ′′-
axis by an angle of φ to get the X ′′′Y ′′′Z ′′′ coordinate system. The rotation in this
step is based on the X ′′′Y ′′′Z ′′′ coordinate system in the last step. Because it is rotated
around the X ′′-axis, the coordinates of this axis will remain unchanged. A similar
analysis shows the rotation matrix from X ′′Y ′′Z ′′ to X ′′′Y ′′′Z ′′′

R3 =
⎡
⎣ 1 0 0
0 cosφ sin φ

0 − sin φ cosφ

⎤
⎦ (B.18)

X ′′′Y ′′′Z ′′′ is the final coordinate system. Integrating the above steps, we can get the
rotation matrix from the initial coordinate system to X ′′′Y ′′′Z ′′′.
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Fig. B.5 Rotate the
coordinate system around the
X ′′′-axis by an angle of φ to
get the X ′′′Y ′′′Z ′′′ coordinate
system

R1→2 = R3R2R1

=
⎡
⎣ c(θ)c(ψ) c(θ)s(ψ) −s(θ)

−c(φ)s(ψ) + s(φ)s(θ)c(ψ) c(φ)c(ψ) + s(φ)s(θ)s(ψ) c(θ)s(φ)

s(φ)s(ψ) + c(φ)s(θ)c(ψ) −s(φ)c(ψ) + c(φ)s(θ)s(ψ) c(θ)c(φ)

⎤
⎦

(B.19)

where c(a) = cos(a), s(a) = sin(a).
Equation (B.19) gives the rotation matrix from XY Z to X ′′′Y ′′′Z ′′′, and R2→1 in

Eq. (B.9) is the rotation matrix from X ′′′Y ′′′Z ′′′ to XY Z . The relationship between
the two is

R2→1 = RT
1→2 (B.20)

and

R2→1R1→2 = I (B.21)

It can be verified that the rotation matrix obtained from Eq. (B.19) still satisfies
Eqs. (B.10)–(B.15).

It can be seen from the above steps that only three angles are required to determine
the rotation matrix and the relationship between the two coordinate systems. This
conclusion is also consistent with that of the previous three degrees of freedom.

So far, our analysis is still based on cases where the origins of the two coordinate
systems coincide, which means that the two coordinate systems only rotate without
translation. Now, let’s consider a more general case, as shown in Fig. B.6.

In Fig. B.6, the origins of X ′′′Y ′′′Z ′′′ and XY Z no longer coincide, and a translation
occurs. In this case, we assume that the coordinates of point P in the X ′′′Y ′′′Z ′′′
coordinate system are (x2, y2, z2), i.e.
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Fig. B.6 A case where both
rotation and translation occur
to the two coordinate
systems

O ′′′P = [ I2 J2 K 2

]
⎡
⎣ x2
y2
z2

⎤
⎦ (B.22)

In this case, point P is expressed in XY Z as

OP = OO ′′′ + [O ′′′P]1

=
⎡
⎣ xo
yo
zo

⎤
⎦+ R2→1

⎡
⎣ x2
y2
z2

⎤
⎦ (B.23)

where [xo, yo, zo]T is the vector translation of the origin of X ′′′Y ′′′Z ′′′ relative to the
origin of XY Z , and the subscript 1 in [O ′′′P]1 is the representation of vector O ′′′P
in XY Z .

Knowing the conversion of the coordinates of a point in different coordinate
systems, we can derive the conversion of a vector in different coordinate systems. As
shown in Fig. B.7, if QP = [x2, y2, z2]T in system X ′′′Y ′′′Z ′′′, how can we convert
its coordinates to system XY Z?

According to the knowledge of vectors, in the X ′′′Y ′′′Z ′′′ coordinate system,

QP = O ′′′P − O ′′′ Q (B.24)

Writing the above formula in XY Z , with the result of Eq. (B.23), we can deduce
that

[QP]1 = [O ′′′P]1 − [O ′′′ Q]1 =
⎛
⎝
⎡
⎣ xo
yo
zo

⎤
⎦+ R2→1

⎡
⎣ xP
yP
zP

⎤
⎦
⎞
⎠
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Fig. B.7 Representation of

vector
⇀

QP in two coordinate
systems

−
⎛
⎝
⎡
⎣ xo
yo
zo

⎤
⎦+ R2→1

⎡
⎣ xQ
yQ
zQ

⎤
⎦
⎞
⎠

= R2→1

⎛
⎝
⎡
⎣ xP
yP
zP

⎤
⎦−

⎡
⎣ xQ
yQ
zQ

⎤
⎦
⎞
⎠

= R2→1

⎡
⎣ x2
y2
z2

⎤
⎦ (B.25)

Therefore, for vectors, what needs to be considered is only the rotation of the
coordinate systems, not their translation.



Appendix C
Mean and Variance of NBP and WBP

This section aims to prove Eqs. (4.202)–(4.206), which is mainly about probability
theory.

According to Eqs. (4.200) and (4.201) in Chap. 4,

WBP =
M∑
k=1

(S2I,k + S2Q,k) (C.1)

NBP =
(

M∑
k=1

SI,k

)2

+
(

M∑
k=1

SQ,k

)2

(C.2)

SI,k = A cos(�) + nI,k

SQ,k = A sin(�) + nQ,k
(C.3)

where A is the signal amplitude and Φ is the initial phase difference, which can be
considered as constants or minor changes in the coherent integration time period. nI,k
and nQ,k are noise terms that obey the distribution of N (0, σ 2). nI and nQ at different
integration moments can be considered to be independent of each other.

Substituting Eq. (C.3) into Eqs. (C.1) and (C.2), we can get

WBP = A2M + 2A cos�

(
M∑
k=1

nI,k

)
+ 2A sin�

(
M∑
k=1

nQ,k

)

+
(

M∑
k=1

n2I,k

)
+
(

M∑
k=1

n2Q,k

)
(C.4)

NBP = A2M2 + 2AM cos�

(
M∑
k=1

nI,k

)
+ 2AM sin�

(
M∑
k=1

nQ,k

)
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+
(

M∑
k=1

nI,k

)2

+
(

M∑
k=1

nQ,k

)2

(C.5)

Let NI,M =∑M
k=1 nI,k , XI,M =∑M

k=1 n
2
I,k . Obviously NI,M and NQ,M fit into the

distribution of N (0, Mσ 2). Let XI,M = ∑M
k=1 n

2
I,k , XQ,M = ∑M

k=1 n
2
Q,k , then XI,M

and XQ,M need to fit into the distribution of M degrees of freedom χ2(M). The mean
of XI,M and XQ,M is Mσ 2 and the variance of them is 2Mσ 4.

From this, the mean values of NBP and WBP can be derived. The results are
shown in Eqs. (C.6) and (C.7). The results are consistent with those in Eqs. (4.200)
and (4.203) in Chap. 4.

E[WBP] = A2M + 2A cos� · E
(

M∑
k=1

nI,k

)
+ 2A sin� · E

(
M∑
k=1

nQ,k

)

+ E

(
M∑
k=1

n2I,k

)
+ E

(
M∑
k=1

n2Q,k

)

= A2M + 2σ 2M (C.6)

E[NBP] = A2M2 + 2AM cos� · E
(

M∑
k=1

nI,k

)
+ 2AM sin� · E

(
M∑
k=1

nQ,k

)

+ E

⎡
⎣
(

M∑
k=1

nI,k

)2
⎤
⎦+ E

⎡
⎣
(

M∑
k=1

nQ,k

)2
⎤
⎦

= A2M2 + 2σ 2M (C.7)

To derive the following Eqs. (4.204) and (4.205), E
[
(WBP)2

]
and E

[
(NBP)2

]
need to be derived first.

E
[
(WBP)2

] = E
[(
A2M + 2A cos�NI,M + 2A sin�NQ,M + XI,M + XQ,M

)2]

= A4M2 + 4A2 cos2 � · E[N 2
I,M

]+ 4A2 sin2 � · E[N 2
Q,M

]
+ E

[
(XI,M + XQ,M)2

]+ 2A2M · E[XI,M + XQ,M
]

= A4M2 + 4A2Mσ 2 + 4A2M2σ 2 + 4Mσ 4 + 4M2σ 4 (C.8)

The following conclusions are used in the derivation of Eq. (C.8):

E
[
XI,M

] = E
[
XQ,M

] = Mσ 2 (C.9)

E
[(
XI,M

)]2 = E
[(
XQ,M

)2] = 2Mσ 4 + M2σ 4 (C.10)



Appendix C: Mean and Variance of NBP and WBP 509

E
[
(NBP)2

]
= E

[(
A2M2 + 2AM cos�NI,M + 2AM sin�NQ,M + N2

I,M + N2
Q,M

)2]

= A4M4 + 4A2M2 cos2 � · E
[
N2
I,M

]
+ 4A2M2 sin2 � · E

[
N2
Q,M

]

+ E
[
(N2

I,M + N2
Q,M )2

]
+ 2A2M2 · E

[
N2
I,M + N2

Q,M

]

= A4M4 + 8A2M3σ 2 + 8M2σ 4 (C.11)

The following conclusions are used in the derivation of Eq. (C.11):

E
[
N 2

I,M

] = E
[
N 2

Q,M

] = Mσ 2 (C.12)

E
[
N 2

I,M + N 2
Q,M

] = 2Mσ 2 (C.13)

E
[
(N 2

I,M + N 2
Q,M)2

] = 8M2σ 4 (C.14)

(N 2
I,M+N 2

Q,M) is subject to the square root distribution of the two degrees of freedom
χ2(2), with the mean 2Mσ 2 and the variance 4M2σ 4. According to the nature of the
square root distribution, Eq. (C.14) can be derived easily.

Then, according to Eqs. (C.8) and (C.14), we can get

var[WBP] = E
[
(WBP)2

]− (E[WBP])2

= 4Mσ 4 + 4A2Mσ 2

= 4Mσ 4

(
A2

σ 2
+ 1

)
(C.15)

At the same time, according to Eqs. (C.11) and (C.7), we can get

var[NBP] = E
[
(NBP)2

]− (E[NBP])2

= 4M2σ 4 + 4A2M3σ 2

= 4M2σ 4

(
MA2

σ 2
+ 1

) (C.16)

Equations (4.204) and (4.205) are proven.

cov[WBP,NBP] = E[(WBP − E[WBP]) · (NBP − E[NBP])]

= E[(WBP) · (NBP)] − E[WBP] · E[NBP] (C.17)

From Eq. (C.17) we can see that if we want to know cov[WBP,NBP], the key is
to find E[(WBP) · (NBP)].
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(WBP) · (NBP) =
(

M∑
k=1

(S2I,k + S2Q,k)

)⎡
⎣
(

M∑
k=1

SI,k

)2

+
(

M∑
k=1

SQ,k

)2
⎤
⎦

=
(

M∑
k=1

(S2I,k + S2Q,k)

)

×

⎡
⎢⎢⎣

M∑
k=1

(S2I,k + S2Q,k) +
1..M∑
i, j
i �= j

2SI,i SI, j +
1..M∑
i, j
i �= j

2SQ,i SQ, j

⎤
⎥⎥⎦

= (WBP)2 + (WBP) ·

⎛
⎜⎜⎝

1..M∑
i, j
i �= j

2SI,i SI, j +
1..M∑
i, j
i �= j

2SQ,i SQ, j

⎞
⎟⎟⎠ (C.18)

According to Eq. (C.18), we can get

E[(WBP) · (NBP)] = E
[
(WBP)2

]+ E[WBP]

· E

⎛
⎜⎜⎝

1..M∑
i, j
i �= j

2SI,i SI, j +
1..M∑
i, j
i �= j

2SQ,i SQ, j

⎞
⎟⎟⎠

= A4M3 + 4A2Mσ 2 + 2A2M2σ 2

+ 2A2M3σ 2 + 4Mσ 4 + 4M2σ 4 (C.19)

Substituting Eqs (C.19), (C.6), and (C.7) into the Eq. (C.17), we get

cov[WBP,NBP] = 4A2Mσ 2 + 4Mσ 4

= 4Mσ 4

(
A2

σ 2
+ 1

) (C.20)

Equation (4.205) is proven.



Appendix D
Derivations Related to the Elliptical Orbit
of the Satellite

In this section, Eq. (1.15) in Sect. 1.2.3 and Eqs. (6.14), (6.21)–(6.23) in Sect. 6.1
will be derived.

First, based on Fig. D.1, assuming the point coordinates of point N is (x0, y0),
and according to the elliptic curve equation

y0 = b

√
1 − x2

a2
(D.1)

To pass through point N and construct the tangent line of the ellipse, the slope is

k‖ = − bx0

a
√
a2 − x20

(D.2)

Then, the slope of line NT is

Fig. D.1 The meaning of
RN
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k⊥ = −1/k‖ =
a
√
a2 − x20

bx0
(D.3)

Since line NT passes through point N , with the knowable coordinates of the point
N , the linear equation of NT is

y = k⊥x +
⎛
⎝y0 −

a
√
a2 − x20

b

⎞
⎠ (D.4)

To set x in the above equation to 0, the coordinate of T is,

⎛
⎝0, y0 −

a
√
a2 − x20

b

⎞
⎠

RN is

RN = ∥∥NT
∥∥ =

√
x20 + a2(a2 − x20 )

b2

=
√
a4

b2
+ (1 − a2

b2
)x20 (D.5)

Based on the relational equation,

tan φ =
a
√
a2 − x20

bx0
(D.6)

we can derive

x20 = a4 cos2 φ

b2 sin2 φ + a2 cos2 φ
(D.7)

Substituting Eq. (D.7) into Eq. (D.5), we can get

RN = a2√
b2 sin2 φ + a2 cos2 φ

(D.8)

The result of Eq. (1.15) is proven.
To prove Eqs. (6.21)–(6.23), let’s first look at Fig. D.2.
The curve of point S in Fig. 9 is an elliptic curve. The long semi-axis of the ellipse

is a and the short semi-axis is b. The curve where point S
′
is located is concentric
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Fig. D.2 The relationship
between the eccentric
anomaly and the true
anomaly

with the elliptic curve, and the radius of the circular curve is the semi-axis of the
ellipse.

A significant Equation in Fig. 9 is

‖S′H‖
‖SH‖ = a

b
= 1√

1 − e2
(D.9)

Equation (D.9) is easily derived by knowledge of analytical geometry. In fact, it
is clear when the equations for the circumference and the elliptic curve are listed.
Assuming that the abscissa of point S

′
and point S is x,

‖S′H‖ = a

√
1 − x2

a2
(D.10)

‖S′H‖ = b

√
1 − x2

a2
(D.11)

Because

‖S′H‖ = r sin f (D.12)

To combine the above Equation with Eq. (D.9),

‖S′H‖ = r sin f√
1 − e2

(D.13)

because

‖PH‖ = a cos E (D.14)
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‖PO‖ = ae (D.15)

Therefore,

‖OH‖ = r cos f = a cos E − ae (D.16)

‖S′H‖ can be expressed as

‖S′H‖ = a sin E (D.17)

According to Eq. (D.9), we can get

‖SH‖ == r sin f = a
√
1 − e2 sin E (D.18)

Equations (6.21)–(6.23) are proven.
The proof of Eq. (6.14) is more complicated, and requires the following known

conditions.
From Eqs. (D.16) and (D.18), the coordinates of the satellite in the orbit can be

expressed as

⇀
r =

[
a cos E − ae

a
√
1 − e2 sin E

]
(D.19)

DerivingEq. (D.19), the velocity vector of the satellite in the orbit can be expressed
as

⇀̇
r =

[ −a sin E
a
√
1 − e2 cos E

]
dE

dt
(D.20)

According to Eqs. (6.12) and (6.13), we can get

∣∣∣∣⇀r ×⇀̇
r

∣∣∣∣ =
√

μa(1 − e2) (D.21)

Substituting Eqs. (D.19) and (D.20) into Eq. (D.21), we can get

dE

dt
= −√

μ

a
3
2 (1 − e cos E)

(D.22)

Therefore, the satellite speed is

v2 =
{
(−a sin E)2 +

[
a
√
1 − e2 cos E

]2}(dE
dt

)2
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= a2
(
1 − e2 cos2 E

)(dE
dt

)2

(D.23)

Substituting Eq. (D.22) into Eq. (D.23), we can get

v2 = μ(1 + e cos E)

a(1 − e cos E)
(D.24)

Substituting the relational expression r = a(1−e cos E) into the above Equation,
we can get

v(r) =
√

μ

(
2

r
− 1

a

)
(D.25)

Equation (D.25) is Eq. (6.14).



Appendix E
The Klobuchar Model with Ionospheric Delay

At present, the ionospheric delay models of BDS and GPS navigation message prop-
agation are both Klobuchar models, and can provide about 50% ionospheric delay
correction globally. The Klobuchar model uses eight parameter constraints, and its
theoretical mathematical model can be expressed as the following equation:

Diono = F

[
b + A cos

(
2π(t − ς)

Per

)]
(E.1)

where F is the tilt factor; b is the vertical delay constant; A is the amplitude of the
cosine curve; and ς is the initial phase moment, which is generally the moment of
the cosine curve, that is, when local time is 14:00. It is 50,400 s when it is expressed
in seconds. Per is the cosine curve period.

Equation (E.1) shows that the Klobuchar model regards the ionospheric delay
as a cosine function of a certain period. The ionospheric parameters of satellite
propagation include eight parameters (α1, α2, α3, α4, β1, β2, β3, β4), where αi is
used to calculate A, and β i is used to calculate Per. This model is only used in single-
frequency independent receivers, and should not be used in differential mode and
dual-frequency receivers.

The calculation of Diono requires the following known quantities.

• E: Elevation angle of the receiver relative to the satellite;
• Z: Azimuth of the receiver relative to the satellite;
• φu: Receiver’s WGS-84 latitude;
• λu: Receiver’s WGS-84 longitude;
• Tgps: The time of the GPS system

The calculation process is as follows.

➀ Calculate the receiver position and the geocentric angleψ where the ionospheric
pierce point is between the projections of the Earth
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ψ = 0.0137

E + 0.11
− 0.022 (E.2)

➁ Calculate the latitude φi and longitude λi of the ionospheric pierce point at the
projected position of the Earth

φi =
⎧⎨
⎩

φu + ψ cos(Z) |φi | ≤ 0.416
0.416 φi > 0.416

−0.416 φi < −0.416
(E.3)

λi = λu + ψ sin(Z)

cos(φi )
(E.4)

➂ Calculate φm , the magnetic latitude of the ionospheric pierce point

φm = φi + 0.064 cos(λi − 1.617) (E.5)

➃ Calculate Per using the ionospheric parameter β i

Per =
⎧⎨
⎩

3∑
i=0

βi (φm)i Per > 72, 000

72, 000 Per ≤ 72, 000
(E.6)

➄ Calculate A using the ionospheric parameter αi

A =
⎧⎨
⎩

3∑
i=0

αi (φm)i A ≥ 0

72, 000 A < 0
(E.7)

➅ Calculate the local time t and cosine term parameter x of the ionospheric pierce
point

t = 4.32 × 104λi + Tgps (E.8)

x = 2π(t − 50 400)

Per
(E.9)

➆ Calculate the slope factor F
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F = 1.0 + 16(0.53 − E)3 (E.10)

➇ Calculate Diono, the ionospheric delay correction of L1

Diono =
{
F
[
5 × 10−9 + A

(
1 − x2

2 + x4

24

)]
|x | < π

2

F × 5 × 10−9 |x | ≥ π
2

(E.11)

In Eq. (E.11), the Taylor series approximation is performed on the cosine function
cos(x), and the vertical delay constant b = 5 × 10−9.

If the ionospheric correction at the L2 frequency needs to be calculated, then

Diono2 = 772

602
Diono (E.12)

It can be found that the coefficient in Eq. (E.12) is the ratio of the square of the
L1 and L2’s carrier frequencies.

TheKlobuchar parameter for calculating the ionospheric delay of theBDSsatellite
is given in the BDS interface control document. The principle is similar to the one
described in this section. Readers can refer to the BDS ICD for specific processing
details and steps.
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