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Foreword

It is with deep satisfaction that I write this Foreword to the proceedings of ICCBI
2020 held in Vaigai College of Engineering, Madurai, Tamil Nadu, on December
15–16, 2020.

This conference was bringing together researchers, academics and professionals
from all over the world, and experts in computer networks, big data and Internet of
things.

This conference particularly encouraged the interaction of research students and
developing academics with themore established academic community in an informal
setting to present and to discuss new and current work. The papers contributed the
most recent scientific knowledge known in the field of computer networks, big
data and Internet of things. Their contributions helped to make the conference as
outstanding as it has been. The local organizing committeemembers and their helpers
put much effort into ensuring the success of the day-to-day operation of the meeting.

We hope that this program will further stimulate research in data communication
and computer networks, Internet of things, wireless communication, big data and
cloud computing and also provide practitioners with better techniques, algorithms,
and tools for deployment. We feel honored and privileged to serve the best recent
developments to you through this exciting program.

We thank all the guest editors, authors and participants for their contributions.

Dr. P. Sugumaran
Conference Chair, ICCBI 2020
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Preface

This conference proceedings volume contains the written versions of most of the
contributions presented during the conference of ICCBI 2020. The conference
provided a setting for discussing recent developments in a wide variety of topics
including computer networks, big data and Internet of things. The conference has
been a good opportunity for participants coming from various destinations to present
and discuss topics in their respective research areas.

This conference tends to collect the latest research results and applications on
computer networks, big data and Internet of things. It includes a selection of 74
papers from 248 papers submitted to the conference from universities and industries
all over the world. All of accepted papers were subjected to strict peer-reviewing
by 2–4 expert referees. The papers have been selected for this volume because of
quality and the relevance to the conference.

We would like to express our sincere appreciation to all the authors for their
contributions to this book. We would like to extend our thanks to all the referees
for their constructive comments on all papers; especially, we would like to thank
the organizing committee for their hard work. Finally, we would like to thank the
Springer publications for producing this volume.

Coimbatore, India
Toronto, Canada
Joondalup, Australia

Dr. A. Pasumpon Pandian
Dr. Xavier Fernando

Dr. Syed Mohammed Shamsul Islam
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Maximizing Network Lifetime in WSN
Using Ant Colony Algorıthm
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and K. S. Tamilselvan

Abstract A wireless network is a cluster of specific transducers with statement
transportation intend to study it frequently operate in an unpredictable wireless back-
ground with vigour constriction. Several types of research are mainly interest in
vigour consciousness and statement dependability of a wireless sensor network to
maximize network lifetime. In this article, a greedy algorithm and ACO algorithm
aims at obtaining the best clarification that satisfies the given set of Greedy algo-
rithm. The aim of the Greedy algorithm obtains a most favorable explanation that
satisfies the given set of constraints and also maximizes the given objective func-
tion. Ant colony algorithm has been practical to the traveling salesman problem to
find the optimal solution in a short time. However, the performance of the ACO
algorithm is considered for both high energy efficiency and good power balancing,
and maximal energy utilization throughout the network. ACO algorithm it is under-
standable that the network time increases and extends the life cycle of the wireless
sensor network since it manages the energy and power management. The Greedy
Algorithm creates the problem of selecting a communication path using the trav-
eling salesman and cracks the logic by using this algorithm. The algorithm uses the
single source to all destination technique to find through path for optimum network
connectivity. The simulation results were demonstratedwith the help of the algorithm
and it outperforms the shortest path length concerning the network lifetime.

Keywords Wireless network ·Maximizing network lifetime · Greedy algorithm ·
ACO · Communication reliability · Connectivity · Coverage · Traveling salesman
problem
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1 Introduction

The wireless group is the way of contact along with sensors and observers. A Sensor
network is a collection of dedicated transducers among a transportation infrastructure
intended tomonitor aswell as record conditions at the varied location.WSNnaturally
encompasses numerous integer of spatially detached array-operated, an embedded
option that is a network to accumulate the data to the users, and it has the restricted
computing and processing capabilities. Full coverage with connectivity suggests that
every location in the field is enclosed by at least one node and the information on this
position can be running scared to the fusion center. The complexity of data routing
and processing also depends on topology. In a WSN the sensors are work in a longer
lifetime. Each communication task has an implementation time, relative deadline,
and a time. The duration of a WSN is increased by scheduling the vigorous interval
of devices. It could affect the performance of the network for connectivity Rc/Rs
ratio has to be considered. At each node in the system should form a linked envelop
to attain sensing coverage and system connectivity.

2 Review of Related Work

General optimization carried at improved force effectiveness and improved network
lifetime in wireless sensor network; two critical factors are information packet size
and broadcast control level. Conversely, the effect of slighter package size is disinte-
gration into additional information packets and thereby indulgence of increased force
[1, 2]. Wireless Sensor Network Lifetime (NL) is a critical metric since the antenna
nodes frequently rely on the limited power supply. Cross layer network lifetimemaxi-
mization consider the joint best possible proposal of the substantial, Medium Access
Control (MAC), and system layers to exploit the NL of the power-constrained WSN
[4]. The problem of NL maximization can be formulated as a nonlinear optimization
problem encompassing the routing stream, link scheduling, contact rate, and control
allocation operations for all energetic Time Slots (TSs) [5]. The complexity of NL
Maximization (NLM) can be formulated as a mixed integer-convex optimization
difficulty with the implementation of the Time Division Multiple Access (TDMA)
technique [3, 6]. The wireless sensor system topology, the convenience of resources,
and the energy consumption of nodes in different paths of the data collection tree
may vary largely, thus affecting the general network lifetime [8, 7]. Cross-layer
protocol, which incorporates a multipath routing protocol and an information inter-
leaving practice based on Reed–Solomon code. Formulate the trouble of selecting
sensor announcement paths as knapsack trouble and resolve it by a greedy algorithm
[10, 9]. The multipath routing protocol then enables all sensors to select multiple
statement paths using the proposed optimization algorithm [11, 12]. On the basis
of numerous communication paths, the method of data interleaving is working by
using a Reed–Solomon code to provide reliable data transmission. Simulation results
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can display the available multipath routing protocols to the system lifetime since it
balances energy utilization and promotes communication reliability [13, 14].

2.1 Routing Protocol

Routing is the method of selecting a path for traffic in several networks. Direction
finding is performed for many types of networks, such as the path switched networks,
public switched telephone network such as the Internet, as well as in networks used
in society and covert transportation, such as the organization of streets, roads, and
highways in universal communications. In packet switching networks, routing is the
higher-level judgment construction that directs network packets from their source
toward their destination through middle network nodes by exact packet forwarding
mechanisms.

2.2 Traveling Salesman Problem

Traveling Salesman Problembelongs to a set of troubles in computational complexity
analysis called NP-complete problem. If could find a way to declare an NP-complete
problem and can employ the algorithm to explain all NP problems rapidly. TSP has
a number of applications silent in its purest formulation preparation, logistic, and
creates of microchips. The challenge of the complexity is that the traveling salesman
needs to reduce the total length of the trip. The goal of the Traveling Salesman
Problem (TSP) is to find the majority competent way to tour a choose number of
“cities”.TravelingSalesmanProblemconservebemodeled as anundirectedweighted
graph, such that cities are the graph’s vertices. Figure 1 shows the TSP crisis to find
theminimum length of the path using the ACO algorithm. The shortest path= a–d–e,
Net weight = 22.

Fig. 1 Example of TSP
problem
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3 Proposed Scheme

3.1 Greedy Algorithm

In this article, the greedy algorithm aims at obtaining the finest solution that satisfies
the given set of constraints and alsomaximizes the given objective function. A greedy
algorithm is a traffic initiator that generates data at the maximum rate feasible and at
the earliest chance possible. Each source forever has data to transmit and is not at all in
an idle state due to or another local host. Greedy algorithm preserve is characterized
as human life from tiny sight and in addition to non-recoverable. A greedy session is a
time-limited packet flow or data flow at the maximum possible rate. A greedy source
transfer creation simulation model, or a greedy transfer generator, is useful when
simulating and analyzing or measuring the lifetime and throughput of a network.
These locally optimal solutions will lastly include a globally best resolution. Greedy
algorithm is to resolve the problem, it must be that the best explanation to the big
difficulty contains the best possible solution to sub-problems.

3.2 Ant Colony Algorithm for TSP

1. ACO is an inhabitants-based Meta-heuristic to facilitate can exist used to locate
estimated solutions to the complicated optimization problem.

2. InACO, a location of a software agent called synthetic ants investigates excellent
solutions to a known optimization difficulty. To apply ACO, the optimization
trouble is transformed and addicted to the problem of finding the finest path on
a weighted diagram.

3. ACO is a probabilistic technique searching for the finest pathway in the graph
based on the performance of ants seeking a path connecting their colony and
based on food. Ants steer from shell to food source; ants are blind.

Ant Colony Optimization (ACO) studies reproduction systems that obtain stim-
ulation from the performance of authentic ant colonies and which are used to estab-
lish discrete optimization problems. The method that ants discover their grub in the
straight path is interesting; ants are secreting pheromones to memorize their path.
These pheromones disappear with time; whenever an ant finds food, it marks its
entrance journey with pheromones.

Pheromones disappear faster on longer paths. Shorter paths make obtainable as
the way to food for most of the other ants. The shorter path will be unbreakable by
the pheromones further. Finally, the ants revolve up at the shortest path. Ants leave
pheromone trail when they make an adaptation trails that are used in prioritizing
evolution. The communication along with individuals, or stuck between individuals
and the atmosphere, is based on the employ of chemicals produced by the ants. These
chemicals are called pheromones.
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Fig. 2 Flowchart of traveling salesman predicament

ACO is proficient in solving the Traveling Salesman Problem (TSP). TSP is an
NP-hard problem. Figure 2 shows the Flowchart traveling salesman problem given
a set of n cities, the Traveling Salesman Problem requires a salesman to discover
the shortest way between the given cities and go back to the starting city, while
keeping in mind that each metropolitan preserve to be visited only once. The most
primitiveACOalgorithms used the Traveling Salesman Problem (TSP) as an instance
application. The TSP is characteristically represented by a graph G = (V, E), V is
the set of integers of vertices, representing the cities, and E being the position of
edges that completely connects the vertices. To every edge (i, j) a distance dij is
associated. The ACO algorithm, called Ant System (AS), has been applied to the
Traveling Salesman Problem (TSP). TSP is also called the Hamiltonian circuit.

3.3 Procedure of ACO

Step 1: In the TSP, each ant finds paths in a network and every work is a node.
Moreover, no one has to return to the start node and the path is completed when each
node is visited.
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Step 2: Initially, arbitrary levels of pheromone are spread resting on the edges.

Step 3: An ant starts at a start node (so the first connection it chooses defines the
first task to plan on the machine) as earlier than it uses a conversion regulation to get
one step at a time, prejudiced by pheromone levels, and also a heuristic score, each
instance choosing the next mechanism to agenda.

Step 4: Construct Solutions: Each ant starts at a meticulous state, and then traverse
the states one by one.

Step 5: Apply Local Search: Before updating the ant’s trail, a restricted search can
be applied to each solution constructed.

Step 6: Update Trails: after the solutions are constructed and calculated, pheromone
levels increase and reduce on paths according to favorability.

Step 7: Use dij to indicate the detachment between any two cities in the difficulty.
As such dij = [(xi − xj)2 + (yi − yj)2]1/2.

Step 8: Let τ ij(t) indicate the strength of the track on edge (i, j) at time t, at which
time every ant will have completed an expedition.

3.4 Shortest Path Problem

Figure 3 shows the shortest path identification to find the minimum length of the
path using the ACO algorithm.

The ACO algorithm has been applied to the shortest path problem, and each ant
finds paths in a network where each node is referred to as a node. Upon completion
of every node, there is no intention to reach the start node once again. Therefore, a
total number of available paths in the network and the corresponding path weight get
calculated.

(a) Available Path

1. Path1—A–B–E–F–I–J
2. Path2—A–B–E–F–G–H–I

Fig. 3 Shortest path
problem
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Table 1 Number of
connected covers

Number of test case Number of nodes Number of connected
covers

Test case 1 5 4

Test case 2 7 6

Test case 3 10 9

3. Path3—A–C–B–E–F–I–J
4. Path4—A–C–B–E–F–G–H–J
5. Path5—A–C–D–C–H–J
6. Path6—A–B–E–F–I–H–J
7. Path7—A–C–B–E–F–I–H–J

(b) Calculate the Path Net Weight

1. Path1-Netweight-16
2. Path2-Netweight-24
3. Path3-Netweight-26
4. Path4-Netweight-17
5. Path5-Netweight-27
6. Path6-Netweight-25
7. Path7-Netweight-20

(c) Optimal Shortest Path

Path1-A-B-E-F-I-J
Netweight-16
No. of. Connected covers-7.
The number of Connected Covers in Shortest Path Identification by Greedy

Algorithm is scheduled in Table 1.

4 Software Description

4.1 Proteus

Proteus mechanism to test, debug, and regulate a program is problematic. In distinc-
tion, greedy simulation allows non-intrusive monitoring and debugging, and also
makes it simple to repeat executions. Proteus provides users with unparalleled
edibility in choosing or customizing the period of accuracy in the wireless sensor
network and memory simulations. Proteus was initially designed for evaluating
language, compiler, and runtime system mechanisms to carry portability. Several
CAD users release schematics detain as essential immorality in the procedure of
creating printed circuit board (PCB) arrangement encloses the disputed in the peak
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of investigation.With PCB layout now offering automation of equally section assign-
ment and path routing, getting invent hooked on the computer can frequently be the
main occasion overriding constituent of expending even more time working on the
schematic. Proteus provides repeatability, non-instructivemonitoring and debugging,
and incorporated graphical output. The power of its structural design has allowed us
to combine first conventional graph-based imitation and now with Proteus VSM—
interactive circuit reproduction keen on the invent WSN environment. For the first
time eternally, it is sufficient to explain a total circuit for a TSP based Ant Colony
Optimization and then test it interactively. It provides in general control of drawing
emergence in turns of line widths, fills styles, colours and fonts.

4.1.1 Features of Proteus

1. Regular wire steering and mark post/removal.
2. Powerful equipment for selecting substances and passing on their property.
3. Entire maintenance for buses including element pins, inter-sheet terminal,

module ports, and wires.
4. Schedule of equipment and Electrical Rules ensure report.
5. Netlist output is to furnish all fashionable PCB layout tools.

5 Results and Discussion

5.1 Schematic Diagram

The power of its construction has allowed us to assimilate primary conventional
chart based imitation and now with Proteus VSM—interactive circuit replication
keen on the plan surroundings. Figure 4 shows the schematic diagram of shortest
path identification using greedy in Proteus simulation.

5.2 Simulation Output

Figure 5 the simulation yield of shortest path identification using a greedy algorithm
for Proteus simulation. It provides the whole administer of drawing appearance in
turns of row thickness, pack style, and standard in addition to fonts.
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Fig. 4 Schematic figure of shortest path using greedy

Fig. 5 Simulation output of shortest path classification using greedy algorithm
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Table 2 Power consumption Path Weight Power loss transmit
mW

Power loss receive
mW

Path1 37 55.5 74

Path2 44 66 88

Path3 42 63 84

Path4 44 66 88

Path5 51 76.5 102

Path6 49 73.5 98

Path7 30 45 60

5.3 Power Analysis of Greedy Algorithm

The amount of power utilization for communicating through dissimilar nodes inside
the range is listed in Table 2.

5.4 Simulation Waveform of Greedy Algorithm

The relationships connecting the numbers of nodes and initial energy capacity using
a greedy algorithm, and the results of the greedy algorithm is shown in Fig. 6 In this
figure, it is obvious that the network life span increases along with the increasing
initial energy capacity.

Fig. 6 Numbers of nodes and initial energy capacity using a greedy algorithm
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Table 3 Power analysis of
ant colony algorithm

Path Net weight P Power
loss/transmit mW

Power loss/receive
mW

Path 1 187 76.4 110

Path 2 129 63.5 87.8

Path 3 56 45.3 63

Path 4 131 64.7 83.5

Path 5 131 64.8 83.5

Path 6 86 55.9 75.2

5.5 Power Analysis of ACO

The sum of power utilization for communicating with dissimilar nodes surrounded
by the variety is listed in Table 3.

5.6 Simulation Waveform of Greedy Algorithm and ACO

Figure 7 shows the relations connecting the system lifetime initial power capacities
along with different algorithms; it is clear that the net lifetime increases and extends
the life series of the wireless sensor network since it manages the energy and control
management.

Fig. 7 Relationships between the network lifetime and Initial energy capacity along with different
algorithms. Ant colony algorithm, Greedy algorithm
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6 Conclusion and for Future Work

6.1 Conclusion

This article presents a greedy algorithm that aims at obtaining the best solution
that satisfies the given position of constraints and also maximizes a given objective
function. To create the difficulty of selecting communication paths as a Traveling
salesman crisis and crack it by a greedy algorithm. Themanual calculations to find the
number of connected covers in shortest path identification using a greedy algorithm.
Simulation results can exhibit the shortest path concerning network lifetime and
communication reliability.

In this project also, using the competent ant colony algorithm has been functional
to the traveling salesman problem to locate the optimal solution in a short time.
However, the performance of the ACO algorithm is designed for both high energy
efficiency and good power balancing, and maximal energy utilization throughout the
network. The relationship between the statistics of nodes and original power capacity
using ACO algorithm is evident that the network lifetime increases and extends the
life cycle of the wireless sensor network since it manages the energy and power
management.

6.2 Scope for Future Work

In the future, another proposedACOalgorithmwill be regularly considered to recover
the network lifetime and communication reliability, for example, the active adaptation
of multiple routing problems that are essentially multiple paths multiple destinations
of the original TSP; this is similar to vehicle routing problems. For these problems,
numerous routes are considered, whichmakes them closer to real-world applications.
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Deep Ensemble Approach for Question
Answer System

K. P. Moholkar and S. H. Patil

Abstract Researches on question answering systems has been attracting significant
research attention in recent years with the explosive data growth and breakthroughs
in machine learning paradigm. Answer selection in question answering segment is
always considered as a challenging task in natural language processing domain. The
major difficulty detected here is that it not only needs the consideration of semantic
matching between question answer pairs but also requires a serious modeling of
contextual factors. The system aims to use deep learning technique to generate the
expected answer. Sequential ensemble approach is deployed in the proposed model,
where it categorically boosts the predictionofLSTMandmemorynetwork to increase
the system accuracy. The proposed model shows a 50% increase in accuracy when
compared to individual systems with a few number of epochs. The proposed system
reduces the training time and boosts the system-level accuracy.

Keywords Question answer system · Deep neural network · LSTM · Memory ·
Network ensemble · CatBoost

1 Introduction

In general, people tend to seek information through conversation, Internet, books,
etc. Due to information overload, the process of extracting the required answers using
machine learning techniques has become a challenging task. The task become more
complicated when the users have started to post different types of questions like
Wh, short question, factoid, reasoning questions, counting, etc. A system is always
expected to learn facts and apply reasoning to discover new facts that can assist
in answering the given question. Extraction and identification of suitable answer
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depends on understanding the main intent of a question. This makes the task of
building an appropriate model as a challenging task. The conventional method of
question system will have data retrieval and handcrafted rules. The performance of
traditional systems is restricted as they heavily depend on manually extracted rule.
The task becomes difficult because of imbalanced dataset. The QA process can be
broken into two parts: information retrieval and reading comprehension. The process
of finding the document containing the answer for the raised question is known as
information retrieval. Reading comprehension deals with identifying answer from
a given the passage. However, the recent schemes on deep learning have shown
their potential in improving the performance of QA system. Deep learning models
require a substantial amount of training. GRU, LSTM, and bidirectional LSTM help
to handle longer text sequences unrolled during time. Enhancements like attention
mechanism and memory networks help the model to identify important features.
Dialog systems [8] like chat bots [9], Alexa, and IBM Watson [10] which simulate
human conversation are derived from question answer systems. With the increase in
digital awareness and reach in rural area, the need of multilingual question answer
system has started arising. Availability of multilingual QA corpus is a challenging
task. Until recently, multilingual QA system was dependent on machine translation.
Identifying appropriate answers and framing syntactically and semantically correct
sentence require consideration of language-specific grammar, which is also difficult
task. This would further affect the accuracy of system. Therefore, advancements in
QA system are the need of the hour. Ensemble models help to combine the strengths
of individual models to enhance the accuracy of system. The major contribution of
the paper is an ensemble model which categorically boosts the combined predictions
of LSTM model and memory model. The ensemble model is designed to boost the
accuracy of question answering system capable of handling different question cate-
gories. The proposed research work has been arranged as follows: Section 2 provides
a brief review of literature. Section 3 explains the overview of the proposed question
answering system. Section 4 presents experimental setup. Section 5 illustrates the
results and discussion, and Sect. 6 presents the conclusion.

2 Literature Review

Abishek et al. [1] proposed a CNN—LSTM model for identifying duplicate ques-
tions using Quora dataset. The author proved that identifying duplicate questions
before the classification enhances the performance of model tremendously. Bae et
al. [2] employed word weighting method for question classification. The author pro-
posed mechanism to identifying positive and negative words, and positive words
having negative sentiments, and vice versa for query processing. Razzaghnoori et
al. [3] experimented with recurrent neural network (RNN) for extracting feature
vector mechanism and employed classical support vector machine (SVM) for query
classification. Hong et al. [4] have proposed a model that constructs a binary tree
structure to take care of composite reasoning implied in the language. The recursive
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grounding tree (RVG-TREE) parses the language and then performs a visual reason-
ing along the tree in a bottom-up fashion. Liu [5] proposed a Siamese architecture
that compromises of multilayer long short-term memory (LSTM) network and con-
volutional neural networks (CNN). The author uses concept interaction graph for
matching long text. The graph vertex acts as a concepts, and interaction level act
as edges. The model aggregates the matching signals through a graph convolutional
network which checks similarity relationship between two articles. Ullah et al. [6]
proposed an attention model that emphasizes on the importance of context and time
that helps to provide contextual information regarding the question while generating
the answer representations. In 2017, Yue et al. [7] developed a dynamic memory net-
works to carry out “textual QA.” Themodel takes the inputs that are processed to take
out hierarchical and global salient features simultaneously. Consequently, they were
deployed to formulate numerous feature sets at every interpretation phases. Exper-
imentation was performed on a public textual Q&A dataset using without and with
supervision approach from labels of constructive details. Finally, when distinguished
with preceding works, the developed technique demonstrates improved stability and
accuracy.

3 Proposed System

3.1 Long Short Term Memory

LSTM helps to defend the error that is backpropogated through time. LSTM is the
memory element in the model. A LSTM cell consists of neural network with three
different activation functions. LSTM cell has three basic gates which are neural
networks with sigmoid activation function known as input gate ‘i’, forget gate ‘f ’,
and output gate ‘o’. Neural net with Tanh activation is known as candidate layer ‘c’.
Output is a current hidden state id denoted by vector ‘h’, and memory state denoted
by vector ‘c’. Forget layer ‘F’ decides which information to discard. Inputs to the
LSTM cell at each step are X the current input and H the previous hidden state,
and C is the previous memory state. Outputs from the LSTM cell are H the current
hidden state and C the current memory state. The following equations demonstrate
the working of LSTM layers.

ft = σ(W f .[h(t − 1), xt ] + b f ) (1)

it = σ(W f .[h(t − 1), xt ] + bi ) (2)

C̃ = tanh(WC .[h(t − 1), xt ] + bC) (3)

Ct = ft ∗ C(t − 1) + it ∗ C̃) (4)
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Fig. 1 LSTM cell

ot = σ(Wo.[h(t − 1), xt ] + bo) (5)

ht = ot ∗ tanh(Ct ) (6)

Figure1 demonstrates the working of LSTM cell. The cell compares its memorywith
previous output of LSTM cell to identify the importance and reads a current word
considering previous.

3.2 Encoder–Decoder Model

For a QA system to be efficient, inference mechanism and memory elements are
required to memorize long sequences with context. These long sequences serve as
knowledge for effective prediction of answers. This model decodes the context and
question in fixed length vector and produces the expected answer. This model is also
known as encoder–decoder model. Consider a network with M = μ1, μ2, . . . , μn

memory elements, I input feature of vector of size e, u update parameter for updat-
ing old memory with present input, O the output feature map, and R the expected
response. The encoder processes the input feature and produces a two-dimensional
output matrix. The model takes input as sentence and stores in available memory μ.
The input length depends on the number of memory cells in the layer. A new mem-
ory is stored in u module without changing the old memory μ. LSTM layer acting
as a decoder takes input vector, the time steps, and features to produce a decoded
sequence, i.e., answer (Fig. 2).
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Fig. 2 Memory network

Algorithm 1: Memory Cell
Data: input text character/word/sentence
Result: Memory Network Algorithm
initialization;
while not at end of sentence do

Encode x → I(x);
while not at end of X do

Update Memory
μi = u(μi , I (x), μ), ∃i
Compute O = O(I (x), μ)

end of X
Decode o : r = R(o)n;

end
end

3.3 CatBoost

CatBoost is an implementation of gradient boosting, which uses binary decision trees
as base predictors [12]. Existing gradient boosting algorithms like random forest,
Adaboost, and Xgboost suffer from prediction shift problem. Boosting algorithm
relies on target of all training examples which causes prediction shift. Traditional
approach [14] converts categorical features to statistical model leading to target
leakage. CatBoost algorithm provides solution to both the said issues by employing
principle of ordering. CatBoost is based on gradient boosted decision trees. Decision
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trees are built repetitively during training phase. Each successive tree is built with
reduced loss compared to the previous trees. When the algorithm identifies over
fitting, it stops construction of new tress.

Algorithm 2: Categorical Boosting
Data: input text character/word/sentence
Result: tree
Preliminary calculation of splits.;
Choosing the tree structure.;
while not over-fitting do

Divide objects into disjoint ranges;
Split data into bucket;
Select tree structure;
Calculating values in leaves.;
while not over-fitting do

Calculate penalty function;
min(penalty)
Select split

end
Calculate Score

end

The CatBoost algorithm is good in handling categorical values and performs
best when used with default parameters, and parameters can be tuned for optimized
results. Though the algorithm is robust and easy to use, it requires considerable time
to train and optimize the results. CatBoost takes more time to train a system with
numerical features. It does not support sparse matrices.

3.4 Ensemble Model

A deep neural network (DNN) learns complex nonlinear relationship in data. Bias,
variance, and noise are prediction errors. While noise cannot be handled by algorith-
mic approach, bias and variance can be reduced by proper choice of model. Every
time a DNN is trained, different version of mapping function is learnt. This stochas-
tic nature affects the performance of model. The DNN suffers from low bias and
high variance. The proposed model uses ensemble approach to reduce the problem
of high bias. Sequential ensemble approach is used in the proposed system to reduce
bias error. This approach combines predictions from base learners and applies cat-
egorical boosting to enhance the accuracy of system. Several instances of the same
base model are trained sequentially to train the LSTM learner with previous weak
learners. Figure3 shows the working of the model. Long short-term recurrent neural
network and memory networks are used as base learners. Categorical boosting is
done by CatBoost algorithm which is used as meta learners to enhance the accu-
racy of ensemble model. The proposed model works in two phases. The learning
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Fig. 3 Proposed model

algorithms for LSTM are based on minimizing the error rate. The first phase uses
data subsets to produce results. The results generated by first phase are combined
together, and performance boost is achieved by categorical boosting (Fig. 3).

4 Experimental Setup

LSTM and memory networks are trained in full supervision by providing context,
question, and expected answers to the system. Each model is tested in isolation for
accuracy and loss parameters. Evaluation of the proposed system is done on babi
question answering dataset. The dataset consists of 20 different question answering
tasks. Themodels are trainedwith 40 epochs andbatch size of 32.Themodel is trained
on 1000 samples. A dropout of 0.3 is applied to avoid over fitting. The efficiency of
a QA system is judged by the correctness of answer predicted. Precision and recall
are traditional factors for judging a classification problem. Apart from these, mean
reciprocal rank (MRR) is the ability of a QA system to select appropriate answer for
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a given question from the ranked list of answers. If suitable answer is not found, then
rank becomes zero. The proposed model was evaluated on precision, recall, and f1
measure.

Precision (Micro) = No. of correctanswers for Question q

answers retrieved for Question q
(7)

Recall (Micro) = Correct answers retrieved for Question q

gold standard answers retrieved for q
(8)

Precision = Average of Precision for all questions (9)

Recall = Average of Recall for all questions (10)

F1 Score (Micro) = Harmonic mean of Precision (Micro) and Recall (Micro)
(11)

F1 Score = Harmonic Mean of Precision and Recall (12)

MRR = 1

Q

Q∑

i=1

1

answerranki
(13)

5 Results and Discussion

From experiments, it was observed that each classifier requires different settings of
hyperparameters for producing best model. With fixed hyperparameter setting, indi-
vidual performance of classifier varies a lot. The proposed ensemble boosting helps
to overcome this bottleneck. Considerable amount of time needs to be invested to
identify optimal hyperparameters. In cases where single classifier is not sufficient
to correctly predict the result, the proposed approach provides a better alternative.
Metric classification report indicates that proposed ensemble model performs bet-
ter than individual models. The accuracy of LSTM model is obtained around 60%
and memory network model around 60% for 40 epochs. The accuracy of proposed
ensemble model obtained is 95.45%. The f1 score of proposed model is 93%. A
considerable boost in accuracy is observed in the result (Table 1).

Table 1 Comparing different models on precision, recall, and f1 score

Model Precision Recall F1 score

LSTM 51 50 50

Memory network 37 38 37

Proposed model 91 95 93
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The ROC curve is plotted with true positive rate on y-axis and false positive rate
on x-axis. The ROC curve demonstrates the probability distribution of system. Clas-
sifiers that produce curves closer to the top-left corner indicate a better performance.
TheROC curve and FPRFNR curve indicate that the performance of proposedmodel
is stable. FNR indicates the miss rate for given data (Figs. 4 and 5).

Fig. 4 ROC curve

Fig. 5 FPR/FNR curve
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6 Conclusion

Experiments explore proposed model for question answering (QA) task. The exper-
iments show that using LSTM and memory network as base learners and boosting
the results with CatBoost algorithm shows considerable improvement in prediction
accuracy. Evaluation of proposed system is done on babi dataset which contains 1000
question answer tasks. Overcoming the problem of bias was handled successfully in
the system. There are many future enhancements for the said system. Choice of base
learners and combining traditional machine learning algorithm would make it com-
putationally efficient. Testing system with multilingual data would be a challenging
task.
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Information Sharing Over Social Media
Analysis Using Centrality Measure

K. P. Ashvitha, B. Akshaya, S. Thilagavathi, and M. Rajendiran

Abstract Instagram and Twitter are popular social media in India. This exploration
plans to comprehend the client’s behavior and strong/weak relationship inside the
social media and to find the range of interaction in the social network. UCINET
is an analytic tool for social media networks which examines the client highlights
and floating inspiration of these four environments. To measure the centrality three
markers such as degree centrality, closeness centrality and betweenness centrality
are widely used. Clients obtained the most astounding estimation of centralities are
mostly used in social media by people, and the least centrality is used the least. The
recurrence to utilize four web-based lives is comparable as per the results of three
centralities.

Keywords Social media · Centrality · Social network analysis

1 Introduction

Immense SNA originates from social science, network analysis, and graph theory.
Network analysis produces a result for the problems which are in the form of a
network generally in the graph structure. There are many analytical tools to analyze
this network and visualize it in the form of a graph. The main purpose of designing
social network analysis is to work on groups especially on the social network rather
than on individual data. SNA is used in the field of business for improving commu-
nication flow, law enforcement agencies to find forgeries network, social networks
such as Facebook to find a friend of friends, and network operators such as tele-
phone, cable, and even in mobile networks. The relationship between two nodes can
be unidirectional or bidirectional. For example, Facebook is unidirectional where
only one person is enough to accept the request but in the private account of Insta-
gram, both of them need to send a follow request and accept it mutually, so Instagram
is bidirectional.
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A social group can be of two types such as realist and nominalist. The social
network comes under the group of nominalists and not under realist because the
actors have a relationship among themselves. There are two methods for analyzing
social network such as complete network and egonetwork-based analysis. Traditional
survey is used to analyze the ego network and also involves evaluating the parameters
such as average, size, min, and max of a person network. Whereas complete network
analysis is used to produce the relationship between the actors such as trustworthy
friends in a connected network, and it is also used to measure centrality.

UCINET is a user-friendly software system for analyzing the social network.
It also provides several analytical technologies such as clustering, centrality, and
statistical analysis. UCINET accepts a large number of inputs in the form of an excel
file using a data editor known as DL editor. Excel can either be created in the DL
editor or imported from the system. They are different features in which data can be
arranged are Full matrix, Nodelist, Edgelist, Edgelist23, etc., Here, the Full matrix
feature is used inwhich data are arranged as actor-by-actor adjacencymatrix inwhich
Xij shows the strength of relation from actor i to actor j. Full matrix is mainly used
for small and dense data sets.

NETDRAW enables the client to delineate and connect utilizing drawing high-
lights such as color, size, and shapes. Tie strength is used to differentiate the different
relationships in the relation using the attribute. Thus, the result of the NETDRAW
can be stored in different formats such as Windows metafile and jpeg format. It is
also used for clustering and measuring centrality. UCINET produces two types of
output. At first, the output log opens the text file in the notepad gets displayed default.
Once the UCINET is closed, the output log file gets deleted so it is necessary to store
the output log. The other way of viewing data is through UCINET which creates
UCINET data file which contains results. This file will not get deleted when the
UCINET is closed, so the user can view the output whenever required.

2 Related Works

In leadership development, one of the challenging tasks is evaluation of social
networks. Mathematics and perception-based approach such as social network anal-
ysis (SNA) is utilized to frame the links for individuals, objectives, benefits, and
different objects inside a large system [1]. SNA is utilized to expand the atten-
tion toward intensity of systems to leaders, to additional connections, associations,
and finally reinforce the system limit altogether. The social organization conducted
an investigation to evaluate all of its initiative improvement efforts, including the
Emerging Leaders programme. The structure for administration systems supports
the user by comprehending the work and help to choose and decide how and when
to utilize SNA for assessment and capacity-building tool. An unpredictable system
module is worked to speak the mind complex item structure, utilizing short-term
esteemed intuitionist logic figure out the edge weights of the system demonstra-
tion and provides relationship qualities between measures [2]. Due to this, UCINET
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is utilized for item module segment. The module is based on mutual relationship
of complex products. The instrument of informal community examination utilized
UCINET to exchange the co-word network into a photo of the keyword system and
make an examination of it. They break down the arrangement as well as connections
characteristics formed through various social entities [3].

Once the social network research organization examines to perceive the gener-
ality of its structural approach, helpful applications in an extensive variety of exper-
imental circumstances moved toward becoming possible. SNA study is one of the
few social endeavors in which individuals impact each other such that they all coop-
erate to assemble an aggregate assemblage of knowledge [4]. In the web condition,
the hyperlink quantity checks and quantity of webpages are utilized to measure the
affect factor. Self-references are supplanted without anyone else joins, i.e., connec-
tions inside the sites, and references are supplanted through in-joins, i.e., incoming
links from other sites. There are several approaches to discover the effect of dairy,
paper, and web locales, and so on. The proposed framework will discover the affect
factor of understudies E-Dissertation through h-record and associated connections
of E-Dissertation spoken to pictorially by utilizing UCINET programming [5].

The centrality of the venture administration group is very high, which implies it
has the greatest power in the correspondence organization, yet that will influence the
general correspondence productivity [6]. In migration estimation, social networks
have denoted a significant takeoff of understanding. It is not just a component as
the movement procedure is spotted. This extraordinary issue arises as migrants are
implanted between individual connections and primary subjects, directions of no
less than two distinct country states. In this way, their lives span crosswise over
borders. The creators appear among others that migrants and non-migrants have
very comparative talk networks and participation on different measurements, yet
they vary in the ethnic composition of their systems [7].

SNA objective depends on scientific investigation, commonly on estimations that
are defined on the 60s and the present created strategies. Estimations and relations
between them will be broke down, utilizing the current programming for informal
community examination, for example, UCINET and ORA. This related work is
finished on numerous means, while for information, investigation is utilized DBLP
dataset [8]. Utilizing a self-administrated survey, 210 individuals are requested to
give a reply for the study utilizing the accommodation examining strategy [9]. Indi-
viduals spend more than 33% of their waking day expending social media. However,
with the notoriety of social media sites, a few organizations are utilizing informal
communication destinations to help the production of brand networks [10].

The fundamental purpose of this article was the investigation of co-initiation in
a particular meeting and the connection of these co-creators with paper procedures.
Research through poll study andmeetings to gather data andmanufacture a system of
connections, utilizing a blend of subjective quantitative examination, with the guide
of the UCINET social organize examination programming to break down the impact
level of relationship writes and comparing system impacts, accomplish the graphical
portrayal of the system topological structure [11].
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In addition, exploration estimated the grade in light of informal community inves-
tigation techniques, dissects the networks into strong subcategories along with group
calculation and inner circle. The point is to recognize the impact of online networking
promoting on brand loyalty of the shoppers, given that the idea is accepting and
expanding consideration from advertising the scholarly community and experts. Data
was gathered through the organization of an organized surveywith an example of 338
individuals who were online networking users [12]. One question asked whether the
respondent was utilizing web-based life more than once in seven days. The respon-
dent was utilizingweb-based lifemore than once in seven days, and they took after no
less than one brand via web-based networking media. The questionnaire was created
to quantify measure brand loyalty in social media.

3 Data Analysis

The analysis is experimentedwith 25 active participants in socialmedia such as Insta-
gram and Twitter. Some of the members were interviewed and constructed the matrix
of interaction. In view of the meeting, information of connection among actors has
been collected. The parameters were exposed to the contiguousness network, which
is a sort of connection between clients and server who are hubs of social systems.
The information was investigated based on the product UCINET 6, which is the
contiguousness network input parameter. The outcomes acquired and in addition to
their understanding are identified with the accompanyingmeasures such as centrality
(degree, betweenness, closeness) grouping coefficient, thickness, achieve, geodesic
separation, and eigenvector [13].

Social information is represented with charts called sociograms. A different
sociogram is normally worked for each social connection under study. Sociologists
as a rule get them through public opinion surveys and meet with the people. Also,
the investigation of human social structures is normally done by a socialist external
to society. Social network analysis organizes study can be utilized as a part of a noto-
riety framework that considers the social measurement of notoriety. The combination
of complementary strategies that utilization diverse parts of the communication and
social relations, enables the specialist to compute notoriety esteems at various phases
of its knowledge of the society[14] (Table 1).

This research intends to comprehend the client’s behavior (features) and
strong/ties inside the social network and if clients have been drifted on two social
media. Analytic tool for social media networks UCINET is utilized in the research
which examines the client highlights and floating inspiration of these two environ-
ments. To measure the centrality, three markers such as degree centrality, closeness
centrality, and betweenness centrality are used [15].

A. Analysis of Centrality.
A total of 20 samples is used to create two social networks in view of two plat-
forms (Instagram and Twitter). The created systems depended on the discussion
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Table 1 Degree of
interaction

Degree of interaction Explanation

0 No interaction

1 Interact with others every 2 days

2 Interact with others every 5 days

3 Interact with others every week

4 Interact with others every two weeks

5 Interact with others every month

data which is equally to the level of communication. Quantities of centralities
are contrasted to decide if the actors drifted or not (Figs. 1, 2 and 3).

B. Degree Centrality.
To characterize the incident quantity of a node along the lines, degree centrality
is utilized. Themost potential node among nodes can be defined through degree
centrality. In order to obtain this, direct connection is essential between the
nodes, and it is mathematically expressed as

Fig. 1 Social network
generated for 25 members on
Instagram

Fig. 2 Social network
generated for 25 members on
Twitter
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Fig. 3 Social network generated for 25 members on combined Instagram and Twitter

CD(Pk) =
n∑

i=1

a(pi , pk)

The relative measure of degree centrality

C ′
D(Pk) =

∑n
i=1 a(pi , pk)

n − 1

The normal degree centrality of Twitter is observed to be 21.000 by L.
Ayyappan, and Instagram is observed to be 21.000 by S. Jothi, and a combina-
tion of Instagram and Twitter is observed to be 39.000 by J. Dhanasekaran.

C. Closeness Centrality.
The distance between one node and other node is used to represent the closeness
centrality. Subsequently, it is used to quantify the magnitude request of a node
that is close to another node in the network by computing the shortest path from
one node to all nodes in the system as a graph. Mathematically, it is expressed
as
The relative closeness centrality is

CC(Pk) =
[

n∑

i=1

d(pi , pk)

]−1

S. Jothi has a higher incentive in Instagram of 88.889, L. Ayyappan has a higher
incentive in Twitter of 88.889, and M. Nagaraj has a higher incentive in both
Instagram and Twitter of 100.

D. Betweenness Centrality.
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Table 2 Comparison value
of betweenness and
in-betweenness

Name Betweenness Nbetweenness

S. Ramachandhiran 46.348 8.396

V. Harini 36.636 6.637

N. Prema 33.08 5.993

S. Thilagavathi 27.008 4.893

S. Muthu hemalatha 24.603 4.457

S. Muthu krishnan 23.778 4.308

L. Nithya 18.122 3.283

S. Udhaya 15.957 2.891

L. Ayyappan 14.762 2.674

L. Padmavathi 13.277 2.405

K. Sivaraj 10.418 1.887

N. Shobana 8.409 1.523

S. Thilaga 8.202 1.486

M. Nagaraj 6.763 1.225

J. Dhanasekaran 5.56 1.007

N. Vijayalakshmi 5.145 0.932

M. Jayachandhiran 4.494 0.814

M. Loganathan 2.555 0.463

N. Divya 1.834 0.332

L. Bruno 1.833 0.332

L. Aishwariya 1.229 0.223

S. Jothi 0.894 0.162

M. Selvaraj 0.726 0.132

J. Jaya 0.365 0.066

J. Gejendhiran 0 0

Betweenness centrality is used to define the node which lies between other nodes
in a network. In the event, if a particular node is the only element which connects
two different groups, then that node is considered as vital node in order to keep the
cover the network

CB(pk) = ii j (pk) = 1

gi j
∗ gi j (pk) = gi j (pk)

gi j

S. Thilagavathi has a value of 27.750 plays an essential in the mediation of the
network on Instagram. S. Ramachandhiran has a value of 46.348 plays an essential
in the mediation of networks on Twitter. S. Muthu Krishnan has a value of 16.593
plays an essential in the mediation of networks on Instagram and Twitter.

Using Table 2, the graph can be generated using the values shown above.
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The above graph gives the generated curve for betweenness and in-betweenness
(Fig. 4).

Thus, from the above analysis, calculated value of betweenness and in-
betweenness is found (Fig. 5; Table 3).

Fig. 4 Generated graph of betweenness and in-betweenness

Fig. 5 Generated curve of betweenness and in-betweenness
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Table 3 Mathematical
calculation

Calculation Betweenness In-betweenness

Mean 12.48 2.261

Std Dev 12.577 2.278

Sum 312 56.522

Variance 158.171 5.191

SSQ 7848.046 257.563

MCSSQ 3954.286 129.775

Euc Norm 88.589 16.049

Minimum 0 0

Maximum 46.348 8.396

N of Obs 25 25

4 Conclusion

In the proposed work, the results show up that there is a noteworthy impact of impli-
cation from Twitter to Instagram. In three centralities, regular clients are practically
identical case in two phases. User interface and preference are the two fundamental
contrast between the platforms. The outcomes additionally demonstrate the effects
of network as various clients select media in view of their companion’s utilization.
As per research recognition, an inadequacy exists on Twitter. At that point, again
the strong bonds existed on Instagram. Numerous members of the research demon-
strated contingency behavior since they endeavored to get used to diverse platforms.
Therefore, this analytical model is unclear about the drifting behavior. The results
of Instagram match the present reality state and associations between performing
actors are robust.
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AndroHealthCheck: A Malware
Detection System for Android Using
Machine Learning

Prerna Agrawal and Bhushan Trivedi

Abstract With the boom of malware, the area of malware detection and the use of
gadget assist to gain knowledge in research drastically with the aid of researchers.
The conventional methods of malware detection are incompetent to detect new and
generic malware. In this article, a generic malware detection process is proposed
using machine learning named AndroHealthCheck. The malware detection process
is divided into four phases, namely android file collection, decompilation, feature
mining and machine learning. The overall contributions made in AndroHealthCheck
are as follows: (1) designing and implementing a crawler for automating the process
of benign files download, (2) collection of unstructured data from the downloaded
APK files through the decompilation process, (3) defining a proper mechanism for
the feature selection process by performing a static analysis process, (4) designing
and implementing a feature mining script for extracting the features from unstruc-
tured data collection from APK files, (5) generating a rich homemade data set for
machine learning with a huge variety and different flavours of malware files from
different families and (6) evaluating the performance of the generated data set by
using different types of supervised machine learning classifiers. In this article, the
overall architecture and deployment flow of AndroHealthCheck are also discussed.

Keywords Malware detection · APK files · Static analysis · Unstructured data ·
Feature mining ·Machine learning

1 Introduction

The malware detection domain using machine learning is an emerging area that is
being researched extensively these days. The conventional methods used for the
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detection of malware are more resource and time consuming and are incompe-
tent to detect generic and new malware [1]. The conventional methods used for
malware detection include signature-based, resource-based, components-based and
permission-based analysis [2], which are not enough to detect the new and generic
malware. Machine learning methods acquire on their own from the knowledge given
to them as training data and use performed classification on testing data and are
highly used for the investigation of the malware [1].

Here, the Android files are used as a proof of concept for the proposed malware
detection process. For the proper investigation of the malware, the independent
flavours of features and a variety of malware files from different malware fami-
lies are needed. The existing malware data sets are available and that can be used in
machine learning directly, but the Drebin data set is found to be with lesser features
and with malware files having less variety of malware families. To generate our data
set with independent flavours of features, they were decided to have a huge variety
of malware files for better performance in malware detection. It can be directly used
by researchers in machine learning.

The overall contributions performed in AndroHealthCheck are as follows: (1)
designing and implementing a crawler for automating the process of benign files
download [3], (2) collection of unstructured data from the downloaded APK files
through the decompilation process [4], (3) defining a proper mechanism for the
feature selection process by performing a static analysis process [5], (4) designing
and implementing a feature mining script for extracting the features from unstruc-
tured data collection from APK files [5], (5) generating a rich data set for machine
learning with a huge variety and different flavours of malware files from different
families [5] and (6) evaluating the performance of the generated data set by using
different types of supervised machine learning classifiers [6]. Using the machine
learning classifiers, the performance of theCatBoost classifier is highest with 93.15%
accuracy and ROC value of 0.91 [6]. The layout of this article is divided into
the following sections. Section 2 describes the overall architectural flow of the
AndroHealthChecka—malware detection system. Section 3 describes the overall
deployment flow of the AndroHealthCheck—a malware detection system. Section 4
describes the conclusion of the research work.

2 Architecture of AndroHealthCheck

This section represents the overall architecture of AndroHealthCheck—the malware
detection system. Figure 1 represents the overall architecture of AndroHealthCheck.
The AndroHealthCheck is divided into four phases: They are android file collection,
decompilation, feature mining and machine learning. In the android file collection
[3] phase, the malware and the benign file collection were concentrated as it is the
first step for the data collection. In the android file collection phase, the user enters
the website URL for downloading the files. This module connects to the website, and
after the successful establishment of connection, the website sends the file request
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Fig. 1 Overall architectural flow of AndroHealthCheck

to the server for download. The server responds with the file path to the website, and
the file gets downloaded and stored in the physical location. Using the android file
collection phase [3], a total of 15,506 files ofmalware fileswere downloaded from the
world’s famous android malware projects like Drebin, Androzoo, AndroPRAGuard,
Kharon and Kudoos [3]. To automate the process of benign file downloads, a crawler
is developed [3] and downloaded for 4000 benign files [3]. The android files contain
an unstructured data format like text files, Java files and.xml files. For extracting the
features from the APK files, reverse engineering of these files is necessary. So the
decompilation phase [4] collects the unstructured data from the APK files. In the
decompilation phase, an APK file is given as input. The APK file is uploaded on the



38 P. Agrawal and B. Trivedi

website and sent to the server for decompilation. The server processes the APK file,
decompiles it and sends the decompiled file back to the website in the form of a zip
file. The decompiled zip file is saved to a physical location. Using the decompilation
phase, the collected malware and benign files are decompiled, and unstructured data
like XML and Java files are collected from each decompiled APK file [4].

For mining, the features from the decompiled files feature selection are an impor-
tant criterion as there is no proper mechanism available for the feature selection
process. So for the proper selection of features, the static analysis [5] was performed
using the online malware scanners [7]. In the static analysis phase [5], an APK file
is given as an input to the website, and the file is uploaded on the website. The file is
sent to the server for processing. The server processes the file and returns the results
to the website. The user can view the results of the file, and those results are saved to a
physical location. All the collected APKmalware files were scanned using the online
malware scanners, and their reports were collected and analysed. From the analysis
of the reports of the online malware scanners, total of 215 features were selected
that included various permissions, API calls and Intents. In the feature mining, all
the 215 selected features were extracted from the unstructured data collection from
the APK files. For the feature mining process, a feature mining script was devel-
oped and implemented to extract features from the decompiled APK files. In the
feature mining phase [5], the feature mining script looks for a decompiled file in
the decompiled files repository and extracts all the 215 features from a decompiled
file. A vector for each Android file is generated with extracted features and will be
saved in a CSV file. Using this feature mining phase [5], a final data set is generated
with a total of 16,300 records in which it includes both malware and benign files
[5]. For the evaluation and performance of the generated data set, various supervised
machined learning classifiers were implemented in the machine learning phase [6].
In the machine learning phase [6], the features from the generated data set were
given as input, and various supervised machine learning classifiers were applied to
the features for the classification of the malware and benign files. Different types of
supervised classifiers, feature reduction classifiers and ensembling techniques were
applied, and the classification result of each classifier is saved into an Excel file. The
classification results of each classifier are compared and analysed for better perfor-
mance and detection of malware. The machine learning phase is explained in our
previous paper [6]. The next section describes the overall deployment flow of the
AndroHealthCheck system.

3 Deployment of AndroHealthCheck

This section discusses the overall deployment flow of the AndroHealthCheck
malware detection system. Figure 2 represents the overall deployment flow ofAndro-
HealthCheck. The AndroHealthCheck is divided into four phases such as android
file collection, decompilation, feature mining and machine learning. The deploy-
ment scenario of the AndroHealthCheck model is discussed according to its phases.



AndroHealthCheck: A Malware Detection System for Android … 39

Android File Collec�on

(Download, file)

Sta�c Analysis (Website)

Decompiler (Unstructured Data Collec�on)

Feature Mining Script

Machine Learning

File Downloader Malware Files

.dex file .xml files
Android 

Files

(Save, file) (Save, file)

(Process, file) (Process, file)

Sta�c 
Analysis 
Results

(Save, Output)

Decompiled 
Files

(Save,file)

API Calls Permissions Intents

(Execute, file)

(Input, Feature Selec�on)

Dataset
(Save, Features)

Training Phase

Tes�ng Phase

Supervised 
Algorithms

Feature 
Reduc�on 
Algorithms

Ensembling 
Techniques

(Execute, Features)
(Test, Features)

(Process, Features)

Machine 
Learning 
Results

(Classify, 
Output)
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In the android file collection phase, themalware fileswere downloaded fromdifferent
android malware projects. A variety of malware files are downloaded from different
cloud servers and online sources. For benign files download, we have designed and
implemented a crawler/file downloader to automate the process of automatic file
download from websites [3]. The crawler is designed using technologies like node
package and Cypress framework. The version of Node 10.16.3 is used with Cypress
4.0 along with Chrome browser. The crawler can be deployed on any local machine
and executed using Chrome browser. The crawler needs to be initialized with a
website URL, and it will fetch and parse a web page by downloading the APK files.
The malware files and benign files downloaded are saved into android files reposi-
tory. In the static analysis phase [5], different online malware scanners were used to
process the file and to obtain the results. The downloaded APK file is given as an
input to the website, the file processing is done on the cloud servers itself, and the
processed zip file is returned to the website and downloaded at a physical location.
In the decompilation phase [4], an online decompiler is used for the collection of
unstructured data from theAPKfiles. TheAPKfile is given as an input to thewebsite,
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and the file is uploaded on the server and is decompiled on the cloud server only. The
decompiled file is returned to the website back and saved to a physical location. The
decompiled file contains .dex files and .xml files. The .dex files are further processed
to extract the Java files.

In the feature mining phase [5], the selected 215 features from analysing the
reports of the static analysis phase are extracted from the decompiled APK files.
A feature mining script is developed and implemented in Python for extracting the
features from the decompiled files. The feature mining script can be deployed on any
local machine and executed using Python, and features can be extracted from the
decompiled files and saved in a CSV file. The feature mining script mainly extracts
API calls, permissions and Intents from the APK files. A vector of extracted features
is generated for each Android file and saved in the CSV file. Using the feature mining
script a final data set of a total of 16,300 records is generated. For the performance and
evaluation of the generated data set of various machines, learning classifiers are used.
In the machine learning phase [6], various experiments are carried on the data set by
using various machine learning classifiers. The experiments are carried on Intel Core
i7-7500UCPU@2.90GHzwith 8GBRAMandWindows 10. The technologies used
for experiments are Python and Anaconda Package having a suite of various machine
learning libraries for supervised and unsupervised algorithms. For obtaining good
results, the data set is divided into a training set and a testing set. From the data set,
75% of data is trained to perform classification and testing on 25% of data. Various
machine learning classifiers applied are KNN, random forest, decision tree, linear
SVM, logistic regression, Naive Bayes, linear discriminant analysis (LDA), non-
negative matrix factorization (NMF), principal component analysis (PCA), bagged
decision tree, extra trees and random forest using bagging, gradient boost, CatBoost,
AdaBoost, XGBoost, softmax voting and hardmax voting. The classification results
of all the machine learning classifiers are stored in an Excel file.

4 Conclusion

AndroHealthCheck is a malware detection system to investigate that a file is malware
or not by using machine learning methods. A data set is a prerequisite for machine
learning models to determine themselves and gain knowledge from the training data
for the proper classification of malware and benign files on the testing data. For
the investigation of proper malware, a homemade data set with rich variety and
with different flavours of malware families was needed. The objective is to create
our own data set which can be directly used by researchers for machine learning.
A generic malware detection process named AndroHealthCheck is proposed for
malware detection using machine learning.

The AndroHealthCheck defines the generic process of data set generation for
machine learning and also defines a mechanism for malware detection using
machine learning. The architectural and deployment flow of AndroHealthCheck
were discussed. In AndroHealthCheck, the design and implementation of a crawler
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for automating the process of benign files download were discussed. The unstruc-
tured data were collected from the APK files through the decompilation process from
all downloaded 15,506 malware and 4000 benign APK files. A proper mechanism
is defined for the feature selection process from the APK files through static anal-
ysis. The design and implementation of a feature mining script are used for feature
mining from unstructured data collection from APK files. A rich data set is gener-
ated for machine learning of a total of 16,300 records and 215 features with a huge
variety and different flavours of malware files from different families and indepen-
dent flavours of features. The performance of the generated data set is evaluated with
different supervised machine learning classifiers and found that the performance of
the CatBoost classifier is highest with 93.15% accuracy and ROC value of 0.91.
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Use of Machine Learning Services
in Cloud

Chandrashekhar S. Pawar, Amit Ganatra, Amit Nayak, Dipak Ramoliya,
and Rajesh Patel

Abstract Machine learning services are the comprehensive description of integrated
and semiautomated web devices covering most facilities problems such as prepro-
cessing information, design preparation, and design assessment, with the further
forecast. REST APIs can bridge the outcomes of predictions with one’s inner IT
infrastructure. Like the original SaaS, IaaS, and PaaS cloud delivery models, ML and
AI fields cover high-level services to provide infrastructure and platform, exposed
as APIs. This article identifying the most used Cloud Technologies for Machine
Learning as a Service (MLaaS): Google Cloud AI, Amazon, and Microsoft Azure.

Keywords Machine learning (ML) · Machine learning as a service (MLaaS) ·
Application program interface (API) · Artificial intelligence (AI) ·
Technology–organization–environment (TOE) framework · Information system
(IS)

1 Introduction

The development of ML alternatives involves sophisticated, understanding, and
costly assets because of this ML was mostly available to big firms that had such
capacities. However, it was difficult to harness ML’s authority for larger businesses
or personal IT experts. One way to address the above-mentioned issues would be
to have an ML as a service (MLaaS) capable of providing on-demand computing
funds and an obviously specified API forML procedure. Such a website would allow
consumers to concentrate on the issue, and they are attempting to fix rather than the
information of execution.

The algorithms ofmachine learning which are built on deep neural networks (NN)
have been widely used in diverse fields. As the use of cloud services grows, MLaaS
is accessible, and the training and deployment of these machine learning models are
achieved on cloud providers’ infrastructure [1].

C. S. Pawar (B) · A. Ganatra · A. Nayak · D. Ramoliya · R. Patel
Faculty of Technology and Engineering (FTE), Devang Patel Institute of Advance Technology and
Research-(DEPSTAR), Charotar University of Science and Technology (CHARUSAT), Changa,
Gujarat, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
A. Pasumpon Pandian et al. (eds.), Computer Networks, Big Data and IoT, Lecture Notes
on Data Engineering and Communications Technologies 66,
https://doi.org/10.1007/978-981-16-0965-7_5

43

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-0965-7_5&domain=pdf
https://doi.org/10.1007/978-981-16-0965-7_5


44 C. S. Pawar et al.

Fig. 1 Cloud computing service models

Machine training systems are one of the government cloud’s highest increasing
facilities.MLandAI systems are accessible throughvarious distribution systems such
as GPU-based computing, cognitive computing, MLmodel management, automated
machine learning, and ML model serving, and, unlike other cloud-based facilities.
Google Cloud AI, Azure machine learning, and Amazon machine learning are major
MLaaS cloud amenities that enable quickmodel instruction and implementationwith
little or no knowledge in data science [2]. In Fig. 1, the different service models of
cloud computing were observed, and Fig. 2 shows howML cloud services are useful
in each service model of cloud computing.

This paper contributes an analysis of Amazon, Google, and Microsoft’s primary
machine learning as a service application and then compares the machine learning
APIs supported by these suppliers. The provided review is not proposed to provide
in-depth instructions on what point and how to apply these platforms, but it focuses
on what to know before one starts to use machine learning services on the cloud.

2 Cognitive Services

Speech recognition, computer vision, and natural language processing services are
provided as a set of APIs by cognitive computing [3].

On the daily basis the size of data increase, the use of the services also increases,
which force the cloud providers to provide better accuracy for the predictions. With
the use of AutoML, a machine learning pipeline with limited computational budgets
can be built. AutoML offers an extent territory to temperamental previously trained
models vs. training required models from raw information [4].

IBM Watson APIs, Google Cloud AI APIs, Microsoft Cognitive Services, and
Amazon AI Services are types of cognitive services. Table 1 gives a comparison of
cloud machine learning services.
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Fig. 2 ML cloud services

Table 1 Cloud ML services comparison for custom predictive analytics tasks [5]

Amazon Microsoft Google IBM

Automated and semiautomated ML services

Amazon ML Microsoft
azure ML
studio

Google prediction
API

IBM Watson ML
model builder

Classification
√ √

Deprecated
√

Regression
√ √ √

Clustering
√ √

X

Anomaly detection X
√

X

Recommendation X
√

X

Ranking X
√

X

Platforms for custom modeling

Built-in algorithms
√

X X
√

Supported
frameworks

TensorFlow,
MXNet, Keras,
Glucon, Pytorch

TensorFlow.
Sckit-Learn,
Microsoft
Cognitive
tool-kit,
SparkML

TensorFlow,
Scikit-Learn,
XGBoost, Keras

IBM SPSS,
PMML,
TensorFlow,
Scikit-learn,
XGBoost, Spark
Mllib
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In [30], through the introduction of cloud-based cognitive radio networks, the
user will benefit from a seamless link and wireless Internet access, so the suggested
model uses the cloud to control and distribute the space available of license users to
the ULU by tracking the spectrum using collective spectrum mapping and the sparse
Bayesian algorithm to analyze free space and communicate it to the cloud servers
and use a spectrum lessor to assign free spaces to the ULU.

3 Machine Learning APIs of Google, Amazon,
and Microsoft

MLaaS has become popular during the last few years. The leading Internet companies
have deployed their own MLaaS. It offers an easy way to a service provider so that
the machine learning (ML) model can be deployed and a quick way for a user/client
for making use of the various applications offered by the model [6].

One can provide their owndata to these serviceswith trainedmodels and obtain the
outcome. APIs do not need proficiency in machine learning. The provided APIs are
mainly categorized into three categories as image plus video recognition, text recog-
nition, translation, and textual analysis, and other analysis which includes specific
unclassified services.

Table 2 shows the comparison of speech and text processing APIs [5] as below-
Amazon, Microsoft, and Google also provide Video analysis APIs as a service

for various analysis purposes. The comparison of these Video Analysis APIs [5] is
shown in Table 3.

4 ML Services Serve as a Platform

At the point when cognitive APIs miss the mark regarding prerequisites, one can use
ML PaaS to construct many tweaked AI models.

For instance, while an intellectual API might almost certainly distinguish the
vehicle as a vehicle, it will most likely be unable to order the vehicle-dependent
content for advancement and model. Expecting a huge dataset of autos marked with
the brand and type, the information science group can depend onML PaaS to prepare
and convey a prototype that is customized for the commercial situation [7].

Like PaaS conveyance archetypal where designers take their code and host it at
scale, ML PaaS anticipates that information researchers should bring their individual
dataset and code that can prepare a model against custom information. They will be
saved from running the register, stockpiling, and systems administration situations to
run complex AI occupations [7, 8]. Information researchers are relied upon to make
and assess the code with a little dataset in their nearby surroundings before executing
it as work in the open cloud stage.
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Table 2 Comparison of speech and text processing APIs [5]

Amazon Microsoft Google

Speech recognition (speech into text)
√ √ √

Text into speech conversion
√ √

X

Entities extraction
√ √ √

Key phrase extraction
√ √ √

Language recognition 100 + languages 120 languages 110 + languages

Topics extraction
√

Spell check X
√

X

Auto completion X
√

X

Voice verification X
√

X

Intention analysis
√ √ √

Sentiment analysis
√ √ √

Syntax analysis X
√ √

Tagging parts of speech X
√ √

Filtering inappropriate content X
√ √

Low-quality audio handling
√

X
√

Translation 6 languages 60 + languages 100 + languages

Catbot toolset
√ √ √

ML PaaS expels the grating associated with configuring up and designing infor-
mation science situations. It gives pre-arranged conditions that can be utilized by
information researchers to prepare, configure, and host the model. ML PaaS produc-
tively handles the complete execution of an AI model by giving apparatuses from
the information willingness stage to demonstrate facilitating.

They accompanymainstream apparatuses, for example, Jupyter Notebooks which
are recognizable to the information researchers. ML PaaS handles the unpre-
dictability associated with running the preparation occupations on a bunch of
PCs. These are conceptual underpinnings through basic Python or R API for the
information researchers [8].

IBM Watson Studio, Amazon SageMaker, Google Cloud ML Engine, and
Microsoft Azure ML Services are instances of ML PaaS in the cloud.

In the event that a business needs to bring readiness into AI model improvement
and sending, consider ML PaaS. It joins the demonstrated strategy of CI/CD with
ML model administration. The ML PaaS is shown in Fig. 3.
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Table 3 Comparison of
video analysis APIs [5]

Amazon Microsoft Google

Object detection
√ √ √

Scene detection
√ √ √

Activity detection
√

X X

Facial recognition
√ √

X

Facial and sentiment
analysis

√ √ √

Inappropriate content
detection

√ √
V

Celebrity recognition
√ √

X

Text recognition
√ √

X

Person tracking on
video

√ √
X

Audio transcription X
√

X

Speaker indexing X
√

X

Keyframe extraction X
√

X

Video translation X 9 languages X

Keyword extraction X
√

X

Annotation X
√

X

Dominant colors
detection

X X X

Fig. 3 Machine learning PaaS

5 ML Services Serve as an Infrastructure

ConsiderML framework as the infrastructure service of the AI stack. Cloud suppliers
recommend crudeVMs sponsored by the top of the line CPUs and quickening agents,
for example, graphical processing unit (GPU) and field-programmable gate array
(FPGA).

Engineers and information researchers that need access to crude process power
go to ML foundation. They depend on DevOps groups for arrangement and design
required situations. The work process is the same as configuring a testbed for web
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or portable application improvement dependent on VMs. From picking the number
centers of the CPU to introducing a particular adaptation of Python, DevOps groups
claim to start to finish arrangement [9].

For complex profound learning ventures that intensely depend specialty on
toolbox and libraries, associations pickML framework. They dealwith the equipment
and programming setup which may not be accessible from ML PaaS contributions
[10].

The equipment speculations fromMicrosoft, Google, Amazon, and Facebook are
themadeML foundation less expensive and productive. Cloud suppliers are presently
configuring equipment as per the requirement that is exceptionally streamlined for
running ML remaining burdens in the cloud [11]. Google’s TPU and Microsoft’s
FPGA contributions are instances of custom equipment quickening agents solely
implied for ML occupations. At the point when joined with the ongoing processing
patterns, for example, Kubernetes, ML framework turns into an appealing decision
for endeavors.

Amazon EC2 deep learning AMI sponsored by NVIDIA GPU, Google Cloud
TPU, Microsoft Azure Deep Learning VM dependent on NVIDIA GPU, and IBM
GPU-based Bare Metal Servers are instances of specialty IaaS for ML.

In Table 4, the past studies were summarized and classified the driving variables
(factors) in technical, operational, and environmental contexts, technology adoption.

6 ML for Attack Detection and Prevention

Completely decentralized cloud computing and open structure of the Internet and
cloud computing. This includes multi-tenancies, multi-domains, and automated
multi-user more fragile administrative structures, and sensitive to danger to safety.
Missing full oversight of cloud service technology is of great concern to customers.
It means the task of detection of intrusion programs and prevention of intrusion
programs in protecting cloud computing application information assets [18].

Table 5 [20] represents the paper that suggest deep learning models and big data
analytics for collecting and analyzing information.

Intrusion prevention systems (IPS) will respond to any anomalies found. IPS
shuts down access of the server infected or the device program (it/IP). The address
the detected traffic originates from is blocked. Unlike IDS and IPS, intrusion can be
a host or network-based Prevention programs according to whether or not they are
protects a host or operate at the network level. These methods of antiviruses are used
for the prevention [19].

Today’s IDPS required improved aspect architecture of speed and quantity of data
required Precise. Cloud services come with elastic tools network bandwidth, data,
power transmitter, virtualization, high-quality delivery, and accordingly, they form
the basis for the analysis of big data and the creation of through cloud services,
security services.
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Table 4 Study using the structure for the TOE in IS disciplines [12]

Refs no Study Technological
context

Organizational
context

Environmental
context

[13] Implementation of
cloud computing

Intricacy
compatibility of
relative
advantage

Top management
assistance firm scale
preparation for
technology

Strong competition,
the pressure of
trading partners

[14] RFID adoption in
Chinese companies

Gain usability
expense use of IS
firm size

IS unit practitioner’s
Top management
service

Consumer
competitor RFID
supplier
government

[15] In the Malaysian
tourism market,
e-commerce use and
business
performance

Competence of
technology

Firm size business
scale Web investment
technology
Management beliefs

Regulatory support
strength of the
pressure

[16] Innovation
as-simulation, a view
of technological
diffusion

Integration of
Technology
Readiness

Size global barriers
to management

Regulatory
environment:
rivalry level

[17] Effective B2B
e-commerce
(adoption and
diffusion of
e-commerce)

Service
discontinuity
Compatibility
incorporation
Benefits of
emerging
technologies
EDI precision of
assets

IT policymakers
readiness-knowledge
administrative
framework

Competitive
environment market
partner partnership
dynamics of
industry external
capital support for
industry
institutional factors

7 Conclusion

Machine learning and artificial intelligence can be expensive—skills and resources
can cost a lot. For that reason, MLaaS goes to be a massively influential develop-
ment inside the cloud. The ranges of services are offered from AWS, Azure, and
GCP. It is really the ease and convenience that is most remarkable. To enhance the
business processes and operations, client communications, and in general business
policy, these services help due to their effortless configuration and execution of ML
algorithms. So, this review work can help the readers to check and decide which ML
service is available in which cloud model.
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Table 5 Summary of paper which analyze the attacks using deep learning and big data analytics

Ref No. Dataset Algorithm and technology Research field

[21] User dataset MOA, NeuralNetwork, Filing
Storm, Spark Storm, Hadoop

New techniques for NIDS in cloud

[22] User dataset Hadoop, Ganglia and Nagios1 Architecture for anomaly detection

[23] KDD-99 Restricted Boltzmann Machine
(RBM), Logistic Regression

Real-time novel attacks detection

[24] – Predictive performance
anomaly prevention

Comprehensive analytics in
business, Service-Level Agreement
(SLA)

[25] – - Twitter: R studio, Hadoop Limits of relational databases

[26] User dataset HAMR, next-generation
in-memory MapReduce engine

Detection of anomalies on a
distributed architecture

[27] User dataset Hadoop, decision tree Detection of anomalies on the Big
Data platform

[28] User dataset Hadoop, eagle, density
estimation, PCA

User behavior analysis

[29] User dataset Net sniffer NetL, process log,
HDFS, k-means

Detection of anomalies over events
from various logs
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An Experimental Analysis on Selfish
Node Detection Techniques for MANET
Based on MSD and MBD-SNDT

V. Ramesh and C. Suresh Kumar

Abstract Mobile ad hoc network (MANET) is a network that permitsmobile servers
and customers to convey without fixed infrastructure. MANET is a promptly devel-
oping region of investigation as it employs a group of uses. To encourage effective
information access and update data sets are conveyed onMANET. Since information
openness is influenced by the portability and power imperatives of the servers and
customers, the information in MANET is reproduced. As in ad hoc network, since
portable hostmoves unreservedly network panel happens habitually in thisway infor-
mation accessibility is decreased bringing about execution debasement. Themajority
of the replication strategies expect that each node advances each packet provided to
it and combine completely as far as sharing the memory space. A portion of the
nodes may go about as selfish nodes which may selfishly conclude and participate
incompletely with all the different nodes. In this manner, selfish conduct of nodes
could lessen the general information openness in the network. At first, a designmodel
of a MANET is built and the correspondence between the versatile is started. The
packet drop can occur in MANET because of the selfish node or network clog. In
this paper,MSD-SNDT andMBD-SNDTmethod is proposed to recognize the selfish
nodes effectively inMANET. The reproduction study shows that the proposedMSD-
SNDT and MBD-SNDT strategy improves the selfish node detection ratio, packet
delivery proportion (PDP), and normal packet drop proportion.
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1 Introduction

In a mobile ad hoc network (MANET), the constancy of the portable nodes toward
pack sending is made plans to be a basic substance for ensuring dominating bundle
sending rate. This unfaltering nature of mobile nodes is influenced by their prideful
lead toward data sending development to remain dynamic in the framework. A
gigantic number of fundamental applications, exceptionally selected express the
control over the frameworks and achieved fewer troubles and stresses concerning
assurance and security of the data toward the coordinating information. The frame-
work with intrinsic exceptional geography is crucial clarification of security-related
concerns. Establishing fewer frameworks organizes the absence of united control
impacts the establishment and restoration of security-related information. The center
points present in the framework bit by bit extending the coordinating overhead, since
the groups are separated by the flexible centers while sending them.

Skellam scattering is considered as the most serious scattering that models the
boundaries used for intolerant center point. It is a recognizable proof for the discrete
sporadic variable for achieving common revelation. Moreover, it is recognized for
assessing the particular estimation about the negative impact constrained by the
selfish nodes under coordinating. Along these lines, a biased node revelation and
disengagement approach that depends upon Skellam scattering is essential for the
exact improvement in the framework to extent the package during transport and
throughput.

This proposed MSD-SNDT and MBD-SNDT utilize the key preferences of
Skellam and Bates distribution for ensuring potential selfish acknowledgment
measure.

2 Literature Review

From the outset, a selfish node id scheme using essential level and extent of node
correspondencewas propounded for perceiving themalignant intolerant development
of the portable nodes in the framework [1]. The imperative level and extent of node
correspondence are based on the narcissistic NODES area approach. It was assessed
to improve the movement of recognizable proof with the ultimate objective that the
selfish motivation behind the mobile nodes is prevented as far as possible.

Networkmonitor canine [2] approach and a deliberatemodel that evaluates season
of distinguishing the extremist nodes, they have extended thework incase pretentious
node assembles a mean-max gauge for achievable calculation. The display of the on-
demandmulti-way controls [3] in portable exceptionally designated frameworks, and
the proposed structure is conceivable and versatile to find the most concise method to
send the data groups in a secured strategy with malicious node distinguishing proof.
The pleasing distinguishing proof attack is watching [4] all the new segment nodes
in sort out, accommodating nodes are passed on between the neighbor nodes two
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successive nodes in the course, and if attacker nodes are perceived, by then reversing
to the all-nodes through mix places.

An enthusiastic pleasing trust [5] building up a plan for reaching on the groups
securely and constantly in multi-ricochet courses, in the arrangement choosing
the trust for each center. In the indirect node trust, it is happened by MAC layer
and reused node is by recommendation of the neighboring nodes to perceive and
send packages; this is incredible on the counterfeit information of noxious nodes.
Moreover, Distributed Detection Of Selfish Nodes Utilizing Dynamic Associativity
(DDSN-DA)was proposed for diminishing the degree of false revelation in the biased
centers of the framework [7]. The degree of trust and acknowledgment supported by
this DDSN-DA plot was turned being expanded during the route toward arranging
mobile nodes into extremist and reliable. Finally, An exponential reliability factor-
based selfish node detection technique (ERF-SNDT) was proposed for likely id and
controls the selfish nodes in the framework [8]. This ERF-SNDT approach was set
to diminish the group drop, essentialness usages, bundle inaction, and hard and fast
overhead to the great level that appeared differently with the DDSN-DA and SRA-
FSND approaches added to potential biased center point acknowledgment measure.
The movement of a false certain movement of this proposed ERF-SNDT approach
was set out to be generally extraordinary with diminished overhead in figuring and
correspondence of the framework.

Finally, the semi-Markov processmechanismutilizing selfish node detection tech-
nique (SMPM-SNDT) was proposed for productive gauging in malignant develop-
ment subject to the current status of bundle sending rate [6]. The SMPM-SNDT was
assessed formaintaining unparalleled execution to the extent of improved throughput,
diminished total overhead, and control overhead [9].

3 Related Work

The authors [10] overviewed the problems and pointers to mild execution corruption
and network packing in MANET’s. A large portion of the tries to alleviate selfish
behavior might be ordered into the incentive-based mechanism, and reputation-
primarily based on mechanism and various additives. The authors [11] format self-
designing because of the capability to adjust automated associate and powerfully to
herbal adjustments. The difficulty of animating collaboration in self-arranging trans-
portable unintentional companies for non-military network packages is self-tended
to [12]. This methodology is utilized to regulate secure system module alluded to
as a safety module in every mobile node. A credit-based complete convention is
applied to animate the participation among flexible nodes in packet sending. This is
a good way to upgrade the employer execution through relieving the miserly conduct
[13]. The authors [14] organized a decent, sensible and at ease collaboration in moti-
vating the pressure of the machine for multi-jump remote businesses. To parsimony
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assaults and invigorate hub collaboration is enhanced to upgrade the business enter-
prise execution and reasonableness. It is performed by means of charging each of
the appropriate and target nodes of the correspondence.

Selfish node detection technique exploitation organization head became predicted
call and dependableness of flexiblemobile nodes inside the network [15]. This cluster
head-based call turns the difficulty into the firm level of directing overhead and
power utilizations. This contrasted the canine-based totally agreeable to the contact
technique. The distinguishing evidence attack is attentive [4], and the all of the new
segment middle point in arrange, precious middle point is arranged in the rectangular
degree which is passed among the neighbor hubs and resulting hubs in course.Within
this event, the attacker facilities are apprehend, and round then add weights to the
all middle factors via combo locations. SHRCDM changed into preparations for
encouraging crucial participation among themobile nodes [8]. This SHRCDMengine
aided better segregation of mobile nodes to agreeable and stingy nodes for main
execution development inside the network.

In this nearby aspect-based totally miserly node identity technique includes a
number of the chose nodes utilized in rectangular measure for investigating the
features of mobile nodes to look the extent of deliberate behavior ascribed by them
toward the network.Agradable area consciousHashTable-Based totallySelfishNode
Detection Mechanism (HLAHT-SNDM) turned into contributed through ceaseless
notion [16]. Finally, the Hash Table-Based totally Selfish Node Detection Technique
(HLAHT-SNDT) changed into made preparations for effective predicting in malev-
olent action upheld the contemporary remaining of packet sending charge [9]. The
SMPM-SNDT changed into measurable for actualizing universal execution as a long
way as elevated outturn, reduced the overhead and executives overhead. The identi-
fication pace of this system head-based totally calls technique to become conjointly
resolved to the maximum under any assortment of selfish nodes inside the network.

4 Modified Skellam Distribution -Based Selfish Node
Detection Technique (MSD-SNDT)

The MSD-SNDT is created in this examination for identifying Selfish Nodes.
MSD-SNDT follows three stages:

(A) Computing mean packet deviation
(B) Calculation of variance and standard deviation for computing MSD
(C) Detection of such nodes.

(A) Computing mean packet deviation

Thedeviation in the number of packets received to the number of the packet forwarded
by each mobile node to their neighbors as recommended through neighbor-based
interaction in each session ‘c’ is
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DEVIATIONPACKET(c) = PR(c) − PF(c) (1)

PF(1), PF(2), …., PF(s) and PR(1), PR(2), …, PR(s) define packet forwarded and
packet received, respectively, by each of its neighbors in ‘s’ sessions.

Packet forwarding capability identified by their neighbor is

PPFC(C) − PF(C)

PR(C)

(2)

The mean packet deviation is given by

MDEVPACKET(C) =
s∑

c=1

DEVIATIONPACKET(C)

S
(3)

(B) Calculation of variance and standard deviation for computing MSD

STDDETECT = PPFC(s) ∗ (1 − PPFC(s)) (4)

VARIANCEDETECT =
s∑

c=1

(MDEVPACKET(c) − DEVIATIONPACKET(c))2 (5)

(C) Detection of such nodes

Then MSD computed based on (4) and (5) is

MSDDETECT = s

s − 1

(
1 −

∑s
c=1 STDDETECT

VARIANCEDETECT

)
(6)

5 Detection and Isolation of Selfish Nodes Misbehavior
Utilizing Computed MSD

The mobile nodes found with MSD esteem under 0.35 are distinguished as selfish
nodes and isolated.

5.1 The Proposed Algorithm—MSD-SDNT

The accompanying algorithm represents the means engaged with distinguishing
selfish nodes utilizing MSD
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5.1.1 The Steps for Proposed Algorithm MSD-SNDT

1. Let N be the number of Nodes.
2. Let GN be Group Node (GN), in which SN is Source Node and DN is

Destination Node.
3. Set of nodes in the routing path can be set up by sending ‘RREQ’ message by

the NS to all different nodes in the network
4. Mobile node reacts to the source node by ‘RREP’.
5. Let this algorithmSTEP (6–14) be executed for a node say, k, which has a place

with the rundown GN that utilizes ‘t’ number of sessions for transmission.
6. For each node ‘k’ of GN in the routing path.
7. Determine deviation N utilizing condition 1.
8. Compute packet forwarding capacity utilizing Eq. 2.
9. Calculate mean deviation utilizing Eq. 3.
10. Using Eqs. 4 and 5 decide STD and variance separately
11. Compute MSD utilizing Eq. 6.
12. if (MSD(k) < 0.35) at that point
13. node k is selfish node misbehavior bargained
14. Call Selfish_Node_-Mitigation (k)
15. Else
16. node k is reliable.
17. End if
18. End for
19. End for

6 Experimental Results and Discussions of MSD-SNDT

The predominant function of the proposed MSD - SNDT plot is researched the
simulation experiments utilizing ns-2.31. The simulation time for the execution is
100 s with the CBR traffic pattern of data. The quantity of mobile nodes in the
network is 100 disseminated randomly with the size bytes of 512 packets.

Figure 1models the throughput of the proposedMBD-SNDTplot examined under
a substitute number of mobile nodes in the framework. The proposed MBD-SNDT
is found to increase the throughput to a most outrageous level of 11, 13, and 18%
better than the ERF-SNDT, DDSN-DA, and SRA-FSND approaches.

Figure 2 portrays the control overhead of the MBD-SNDT plot researched under
a substitute number of portable nodes in the framework. The proposed MBD-SNDT
is shown to restrict the control overhead to a most extraordinary level of 10, 14, and
18% better than taking a gander at ERF-SNDT, DDSN-DA and SRA-FSND
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Fig. 1 Performance of
MSD-SNDT-throughput-
different mobile
nodes

Fig. 2 Performance of
MSD-SNDT-control
overhead-mobile nodes

Fig. 3 Performance of
MSD-SNDT-total
overhead-different nodes
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Figure 3highlights the total overheadof the proposedMBD-SNDTplot researched
under a substitute number of portable nodes in the framework. The proposed MBD-
SNDT is set out to diminish total overhead to the biggest level of 9, 12, and 18%
better than the idea about ERF-SNDT, DDSN-DA, and SRA-FSND approaches.

Figure 4 presents the plots in the group lethargy of the proposed MBD-SNDT
plan investigated under a substitute number of mobile nodes in the framework. The
proposed MBD-SNDT is set out to check the pack inertness to a great level of 12,
18%, and 21 better than the dissected ERF-SNDT, DDSN-DA, and SRA-FSND.

Figure 5 highlights the throughput of the proposed MBD-SNDT plan explored
under a substitute number of pompous nodes in the framework. The proposedMBD-
SNDT is inferred to grow the throughput to a most extraordinary level of 11, 15,
and 19% better than they took a gander at ERF-SNDT, DDSN-DA, and SRA-FSND
approaches.

Additionally, Fig. 6 models control overhead of the proposed MBD-SNDT plot
examined under a substitute number of prideful NODES in the framework. The

Fig. 4 Performance of
MSD-SNDT-packet
latency-different mobile
nodes

Fig. 5 Performance of
MSD-SNDT-throughput-
different selfish
nodes
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Fig. 6 Performance of
MSD-SNDT-control
overhead-selfish nodes

Fig. 7 Performance of
MSD-SNDT-total
overhead-different selfish
nodes

proposed MBD-SNDT is shown to restrict the control overhead to the biggest level
of 11, 14, and 16% better than the dissected ERF-SNDT, DDSN-DA and SRA-FSND
approaches.

Figure 7 depicts the proposed MBD-SNDT is set out to decrease full-scale over-
head to a most outrageous level of 9%, 12%, and 16% better than they took a gander
at ERF-SNDT, DDSN-DA, and SRA-FSND approaches.

Figure 8 uncovers the proposed MBD-SNDT is set out to restrict the packet
inactivity to a critical level of 12, 15 and 18% better than the examined ERF-SNDT,
DDSN-DA, and SRA-FSND approaches.

7 Modified Bates Distribution—Based Selfish Node
Detection Technique (MBD-SNDT)

The projected MBD-SNDT, the detection, and separation of selfish nodes include
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Fig. 8 Performance of
MSD-SNDT-packet
latency-different selfish
nodes

1. Intention of mean packet deviation,
2. Assessment of variance and standard deviation for computing MBD and
3. Detection and separation of selfish node

(a) Mean Packet Drop

If the number of packets forwarded and obtained by using every node ‘i’ is PF(1),
PF(2), …, PF(s) and PR(1), PR(2), …, PR(s), respectively, as monitored by every
one of its peers in ‘s’ sessions. The range of packets dropped via every mobile node
as monitored via their neighbors in every consultation ‘k’ is

DROPPACKET(k) = PR(k) − PF(k) (7)

The mean packet drop is

MDROPPACKET(k) =
s∑

k=1

DROPPACKET(k)
S

(8)

(b) Total variance

The total variance is

T − VARDETECT =
s∑

c=1

(PR(C) − MDROPPACKET(C))

S
(9)

The MBD computed based on (9) and (10) is

(BDITF)DETECT = S

S − 1

⎛

⎜⎜⎝1 −

s∑
k=1

DROPPACKET(k) ∗ PR(k)

T − VARDETECT

⎞

⎟⎟⎠ (10)
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The mobile nodes are recognized by way of MBD less than 0.35 (received from
simulation) are detected as selfish node misbehavior.

7.1 MBD-SNDT Algorithm

The subsequent algorithm illustrates the stairs involved in detecting selfish node
misbehavior the use of MBD and keeping apart them from the multicasting activity.

1. Let N be a number of nodes.

2. GN – Group of nodes of the routing path, SN (the source node) and DN (the destination
node), respectively.

3. The cell node which is prepared for statistics transmission acknowledges SN through
‘RREP’ message.

4. Allow this set of rules step (5–12) to be accomplished for a node ‘n’ wide variety of
sessions for transmission.

5. For every node ‘u’ of GN in the routing course

6. Estimate
DROPPACK ET (k) = PR(k) − PF(k)

7. Compute

MDROPPACK ET (k) =
s∑

k=1

DROPPACK ET (k)
S

8. Calculate

T − V ARDET ECT =
s∑

c=1

(PR(C)−MDROPPACK ET (C))

S

9. Estimate

(BDIT F)DET ECT = S
S−1

⎛

⎝1 −
s∑

k=1
DROPPACK ET (k)∗PR(k)

T−V ARDET ECT

⎞

⎠

10. If (MBD(u) < 0.35) then

11. Node u is selfish node misbehavior compromised

12. Name selfish_node_attack-mitigation (u)

13. Else

14. Node u is reliable

15. End if

16. End for

17. End
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8 Experimental Results and Discussions of MBD-SNDT

The strength of the proposed MBD-SNDT is explored dependent on duplicate
tests led utilizing ns-2.33. The capability of the proposed MBD-SNDT approach
is contrasted and the modern SMPM-SNDT, HLAHT-SDNM, and SHRCDM
approaches utilizing the packet conveyance share, throughput, entire overhead and
also utilizes electricity underneath the expanding variety of flexible hubs and narrow-
minded hubs. The facts visitors layout utilized for utilization are constant bit rate
(CBR) information traffic. The simulation time applied for the proposedMBD-SNDT
is 300 s with an offseason of 20 s.

Figures 9 and 10 model the capability of the proposed MBD-SNDT method
utilizing package conveyance proportion and throughput researched under the
expanding pace of mobile nodes. The packet conveys proportion of the proposed
MBD-SNDT technique which is affirmed to be the main via 6%, 10%, 13%
contrasted, and the cutting-edge SMPM-SNDT, HLAHT-SDNM and SHRCDM
processes. Consequently, the throughput of the proposed MBD-SNDT approach

Fig. 9 Performance of
MBD-SNDT utilizing
package delivery ratio under
increasing mobile nodes

Fig. 10 Performance of
MBD-SNDT making use of
throughput underneath
increasing mobile nodes
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Fig. 11 Performance of
MBD-SNDT making use of
packet delivery ratio below
expanding mobile nodes

Fig. 12 Overall
performance of MBD-SNDT
utilizing energy utilization
under increasing mobile
nodes

is resolved to be surprising via 9, 11, 14% contrasted, and the cutting-edge
SMPM-SNDT, HLAHT-SDNM, and SHRCDM processes.

Figures 11 and 12 exhibit the PROPOSED MBD-SNDT method using all-out
overhead and strength utilizations examined under the increasing tempo of mobile
nodes. The entire overhead of the proposed is basically restrained through 10%, 13%,
and 15% extraordinary with the contemporary SMPM-SNDT, HLAHT-SDNM, and
SHRCDM approaches. Moreover, the power utilization of the proposed technique is
resolved to be enormously decreased via 8, 10, and 13% contrasted, and the cutting-
edge SMPM-SNDT, HLAHT-SDNM, and SHRCDM procedures.

Figures 13 and 14 measure the capability of the proposed SDITF-SNDT method
using packet conveyance share and throughput examined below the expanding tempo
of selfish nodes. The packet deal conveyance share of the proposed technique under-
neath expanding selfish nodes is affirmed to improve 9%, 13%, and 16% impressive
to the benchmarked SMPM-SNDT, HLAHT-SDNM, and SHRCDM procedures.
Basically, the throughput of the proposed approach under increasing selfish nodes
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Fig. 13 Overall
performance of MBD-SNDT
utilizing packet delivery ratio
share under increasing
selfish nodes

Fig. 14 Overall
performance of MBD-SNDT
utilizing energy utilization
under expanding mobile
nodes

is resolved to be extremely good via 10, 12, and 15% contrasted and the current
SMPM-SNDT, HLAHT-SDNM, and SHRCDM tactics.

Figures 15 and 16 show capabilities the criticalness of the proposed MBD-SNDT
approach utilizing absolute overhead and strength utilizations researched underneath
increasing tempo of slender minded hubs. Absolutely the overhead of the proposed
technique is resolved to be essentially limited using 10%, 13%, and 16% imme-
diate to the modern-day SMPM-SNDT, HLAHT-SDNM, and SHRCDM tactics.
Additionally, the strength utilizations of the proposed approach are resolved to be
magnificently diminished by 7, 9, and 12% contrasted and the current SMPM-SNDT,
HLAHT-SDNM, and SHRCDM approaches.
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Fig. 15 Performance of
MBD-SNDT utilizing packet
delivery ratio under
expanding mobile nodes

Fig. 16 Performance of
MBD-SNDT utilizing
energy utilization underneath
expanding mobile nodes

9 Conclusion

The MSD-SNDT was presented as a strong undertaking for basic acknowledg-
ment of extremist direct by researching different degrees of incredible components
that contribute toward convincing egotism area. This Proposed APPROACH was
also assessed to be unmatched in the productive ID of SELFISH NODES through
the multi-dimensional assessment. Each PORTABLE NODES and its characteristic
toward the sending ability of other cooperating MOBILE NODES are monitored.
The reenactment tests and delayed consequences of the PROPOSED MSD-SNDT
approach were set out to be astounding in diminishing the control overhead, outright
overhead, and PACKET torpidity on ordinary by 19, 15, and 17% overwhelming than
the biased hub area plans used for analysis. The area movement of the PROPOSED
MSD-SNDT approach was, moreover, asserted to be redesigned by 12% which was
excellent to the saw biased NODE acknowledgment plans.

This proposed MBD-SNDT became the use of variance and mean packet
forwarding rate for estimating the degree of effect. Through the selfish characteristics
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of themobile node in the direction of the network such that correct detection and isola-
tion of selfish nodes can be imposed for reinforcing the degree of network overall
performance. The simulation experiments of the planned MBD-SNDT revealed a
median development rate of 19% and 17% in packet shipping and throughput with
20 and 12%. This minimizes the energy consumptions and routing overhead rate as
compared to the selfish nodes isolation tactics contributed in the literature. The mean
rate in the discovery of the proposed became improved via 18% superior on par with
the compared selfish nodes isolation strategies.
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Metaheuristic-Enabled Shortest Path
Selection for IoT-Based Wireless Sensor
Network

Subramonian Krishna Sarma

Abstract IoT is defined as a pervasive and global network that aids and provides the
system for monitoring and controlling the physical world through the processing and
analysis of generated data by IoT sensor devices. Wireless sensor networks (WSNs)
are comprised of a large number of nodes distributed in a vast region. Routing proto-
cols are responsible for the development and the management of network routes.
This paper intends to propose an optimized routing model for selecting the optimal
shortest path in IoT-basedWSN.More particularly, a dragonfly algorithmwithBrow-
nian motion (DABR) model is introduced to select the optimal route by taking into
consideration of certain constraints such as (i) delay (ii) distance (iii) packet drop rate
(PDR) and (iv) energy. Finally, the performance of the proposed work is compared
with the conventional models to demonstrate the superior performance.

Keywords Wireless sensor network · Routing protocols · Dragonfly algorithm ·
Optimization · Brownian motion · Packet drop rate

1 Introduction

In day-to-day life, the IoT for smart cities has introduced vast technical improve-
ments gradually that brings more comfortable and easiest life style [1]. Sensing and
disseminating the information to the base station in a timely manner is the main
feature of IoT-enabled applications [2]. The improvements in IoT aid in improving
the communities by enhancing the infrastructure, providing more reliable and cost-
effective municipal facilities, enhancing public transport, reducing road congestion
and ensuring that citizens are healthy and more active in the society [3–5]. In an IoT
model, the WSN is an essential feature. WSN is a network made up huge sensor
nodes, in which every node has a sensor for detecting physical phenomena [6]. Here,
the key challenge is to solve the problem of delivering sensed data with energy-
efficient communication between sensor nodes through the shortest path routing [7,
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8]. A routing protocol seems to be a procedure for determining the appropriate path
for the data transmission from source to destination. While selecting the route, this
process faces several difficulties that depend on the network performance metrics,
channel characteristics and types of networks [9]. Usually, the sensor node informa-
tion in WSN will be sent to the base station linking the sensor network to some other
networks, in which the data is collected, analysed and some action being taken if
necessary [10]. The sensor nodes does not generate and distribute the information
in multihop communication, but often acts as a route to the base station for many
other sensor nodes [11]. The optimization algorithms find rapid usage in many engi-
neering problems [12–14]. The major contribution of the research work is to propose
the DABR algorithm for selecting the optimal shortest route in IoT for data sharing
among nodes. In addition, the constraints like PDR, energy, distance and delay are
considered for optimal route selection.

This paper deals with the following sections: Sect. 2 describes the reviews on
optimal shortest path routing protocol in WSN. Section 3 deploys the proposed
routing strategies in IoT. Section 4 provides the description on varied constraints
for shortest route selection. Section 5 presents the optimal shortest path selection
methodology via dragonfly algorithm with Brownian motion. Moreover, Sect. 6
portrays the results and their discussions, and in Section 7, conclusion of the research
work is presented.

2 Literature Review

2.1 Related Works

In 2018, Manu et al. [15] have projected a suitable way for routing based on IoT
applications in WSN. Finally, the experimental outcomes of the proposed method
indicated better end-to-end (e2e) delay, network throughput, energy level and packet
delivery ratio. In 2020, Ahmad et al. [16] have introduced an energy-efficient
geographic (EEG) routing protocol based on the performance and energy alert of
routing in IoT permittedWSN. At last, the simulation results of the proposed method
have shown better energy consumption and PDR than other methods. In 2019,
Thangaramya et al. [17] have suggested a neuro-fuzzy and energy-aware cluster-
founded routing algorithm in IoT for WSN. Finally, the experimental outcomes of
the proposed method indicated superior performance in delay and network lifetime,
packet delivery ratio and energy utilization. In 2019, Yu et al. [18] have determined
a sector-based random routing (SRR) protection system in IoT for the privacy of the
source site. At last, experimental outcomes of the proposed protocol have revealed
its superiority with improved network lifetime and better security. In 2018, Guangjie
et al. [19] have developed a source position security protocol for IoT using dynamic
routing in WSNs. Finally, the simulation results of the proposed method have shown
better performance than other traditional methods. In 2020, Tang et al. [20] have
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presented the adaptive dual-mode routing-based mobile data gathering algorithm
(ADRMDGA) in RWSNs for IoT. Finally, the experimental outcome shows that
the ADRMDGA had better energy equilibrium as well as efficiently expanded the
lifetime of the network. In 2018, Tang et al. [21] have presented the mathematical
model designed for the innovative generation of promoting QoS routing determi-
nation. Finally, the simulation results reveal the presented method had more green
efficiency over multihop IoT. In 2020, Deebak and Al-Turjman [22] have suggested
the authentication and encryption model. Finally, the result of the presented model
demonstrates that it had a superior percentage of monitoring nodes when compared
with the conventional routing models. Table 1 depicts the features and challenges of
IoT-based wireless sensor network using various techniques.

Table 1 Features and challenges of IoT-based wireless sensor network using various techniques

Author [citation] Methodology Features Challenges

In 2018, Manu et al.
[15]

Congestion and
interference
aware energy-efficient
routing technique

Higher delivery
rates

More improvement is
needed with the
optimization algorithm

In 2020, Ahmad et al.
[16]

Mean square error
algorithm

Reduces the energy
holes in the network

Computational delay
of the proposed work
is higher

In 2019, Thangaramya
et al. [17]

Convolution neural
network with fuzzy
rules

Higher network
lifetime

Routing overhead

In 2019, Yu et al. [18] The sector-based
random routing scheme

Efficient protection
for source location
privacy

Privacy issue in
multiple source nodes

In 2018, Guangjie
et al. [19]

Source Location
Protection Protocol
Based On Dynamic
Routing (SLPDR)

Improved network
lifetime

Need a more effective
protocol to protect the
source location

In 2020, Tang et al.
[20]

Dual-mode
routing-based mobile
data gathering
algorithm

Improved energy
equilibrium

The calculation
amount is too large

In 2018, Hasan et al.
[21]

Traffic system model
designed with Markov
discrete-time M/M/1
queuing model

High throughput The lifetime of the
network is low

In 2020, Deebak and
Al-Turjman [22]

OLSR and AOMDV
protocols

Less energy
consumption and
successful delivery
factor

Not suitable for a high
dynamic network
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3 Proposed Routing Strategies in IoT

3.1 Network Model

The Internet of Things helps to connect the objects such as computing devices,
machine and automation systems by using the internet. Figure 1 shows the principle
of IoT concept, and it helps to identify and manage the things from anywhere in the
world via Internet.

WSN is used to monitor and control various domestic and industrial automations.
Emerging IoT devices makes it possible to develop cost-effective wireless sensor
nodes with Internet connectivity. The combination of IoT and WSN is moving
towards edge technology. In the conventional IoT-based WSN system, the radio
frequency (RF) is used to send their information to the Internet. But, in the proposed
network model, theWSN is connected to each IoT device, and the data is transmitted
using the Internet protocol. The pictorial representation of IoT scenario is shown in
Fig. 2.

Let S1, S2, . . . , Sn be the sensor nodes, in which Sn represents the total number of
nodes. Here, this scenario includes decentralized data centre (DDC) P1, P2, . . . , Pm
and centralized data centre (CDC) Q1, Q2, . . . , Qm , where Pm and Qm refer to the
total number of connected DDCs and CDCs, respectively. Throughout data trans-
mission process, the receiver is decided on the basis of two perspectives: if DDC is
the destination, the receiver who received the information from the source is consid-
ered to be its neighbourhood node. If the endpoint is CDC, it serves as a receiver;
however, the node does not specify the PDR as well as energy values. The presented

Fig. 1 Components of IoT
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Fig. 2 Pictorial representation of IoT scenario (IoT device is nothing but sensor)

work focuses on optimal shortest route selection among all the nodes with safe trans-
mission of data. The nodes are configured with the specifications including distance
(D), delay (Del), energy (E) and PDR for data transmission. Here, a new single-
objective function would be depending on these limitations to choose the optimal
route.

4 Description on Varied Constraints for Shortest Route
Selection

4.1 Distance Model

Consider two sensor nodes such as s(normal node) and r (another node) and their
locations be u and v, respectively. The distance D among the consecutive nodes can
be represented by Eq. (1), which portrays the Euclidean distance among the nodes.

D =
√

(ru − su)2 + (rv − sv)2 (1)
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4.2 Delay

The delay can be defined as the ratio of distance divided by the data speed H
transmission. The formulation for delay Del can be expressed using Eq. (2) [23].

Del = D

H
(2)

4.3 Energy Model

Energy utilization remains a big problem when transmitting the data in IoT. In addi-
tion, the consumed battery could not be re-energized; thereby, if the battery is low, the
transmission could fail. Usually, the network absorbs extra energy by performing a
different function such as sensing, aggregating, transmitting and receiving. Here, the
design of energy requirement used in data transmission is given in Eq. (3), where Eg

represents the electronic energy depending on diverse constraints, E f s signifies the
energy essential while using free space, Epw indicates energy of the power amplifier
and ET (M : f ) determines the total utilized energy required for transferringM bytes
of packets at distance f . The model for electronic energy can be represented using
Eq. (4) where c denotes the utilized energy during data aggregation. The total utilized
energy required for attaining M bytes of packets at distance f can be determined in
Eqs. (5), and (6) indicates the energy required for amplification Ea .

ET (M : f ) =
{

Eg ∗ M + E f s ∗ M ∗ f 2, i f f < f0

Eg ∗ M + Epw ∗ M ∗ f 2, i f f ≥ f0
(3)

Eg = ET + Ed (4)

ER(M : f ) = EgM (5)

Ea = E f f
2 (6)

f0 =
√

E f

Ep
(7)

In Eq. (3), the threshold distance f0 is evaluated as per Eq. (7), in which Ep

indicates the energy of power amplifier and E f determines the needed energy while
exploiting the free space model. On the whole, the entire network energy can be
represented by Eq. (8), and hence, Eid indicates the energy required during the idle
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state, ER determines the total energy received and Esen denotes the cost of energy
during the sensing process. However, it is essential to decrease the total energy as
exposed in Eq. (8).

Etot = ET + ER + Eid + Esen (8)

4.4 PDR

SF attack and black hole attack: Here, the malevolent sensor node transfers only
specific data packets in the SF attack and removes some other packets. The malicious
node declines all packets earned without transferring them in the event of a black
hole attack [24]. If the PDR on a node Ci goes beyond the threshold value χpdrSF ,
here Ci , the thought can be taking those SF attack. In addition, if the PDR value of
node Ci goes further than the threshold values χpdrBH , respectively, thus it forms a
blackhole attack.

Wormhole attack: Throughout this wormhole attack, the malicious node moves all
the data packets through the tunnel to anothermalicious node, rather than transferring
to another legal node [25]. If PDR rate ofC ′

i s nearest node is better than the threshold
cost χpdrWH of the node Ci , then Ci takes out a wormhole attack.

5 Optimal Shortest Path Selection via Dragonfly Algorithm
with Brownian Motion

5.1 Objective Function

The proposed research work on shortest path routing focuses on identifying the
optimal path besides data communication, taking into account the significant chal-
lenges including such delay, distance, PDR and energy. The objective function of the
proposed work seeks to reduce the distance between consecutive nodes and also at
reducing the delay in transferring data from one node to the next. Furthermore, the
security threats and packet drop rates should be minimized for better system perfor-
mance. On the other hand, the network energy should be greater indicating that this
would only use a limited amount of energy when transferring the data.

Here, the defined single-objective function is expressed in Eq. (12), where the
fitness functions such as F1,F2 and F3 are calculated as per Eqs. (9), (10) and (11).
However, the values of α, β and δ are fixed as 0.8.

F1 = (α × D) + (1 − α) × Del (9)
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F2 = (β × F1) + (1 − β) × PDR (10)

F3 = δ × F2 + (1 − δ) × 1

E
(11)

F = Min(F3) (12)

5.2 Solution Encoding

The solution specified in the adopted method is the nodes as demonstrated in Fig. 3.
Here,KN indicates the sum number of nodes (KN = 1000). The maximum and
minimum bounds are provided as Xmax and Xmin that may be either 1’s or 0’s.
Consequently, the nodes can be represented as 1’s for selected data transmission,
whereas the remaining nodes that fall with 0’s are dropped.

5.3 Proposed DABR Algorithm

However, the existing Dragonfly algorithm (DA) model results in effective approx-
imations; this also includes few disadvantages like low internal memory and slow
convergence [26]. TheBrownianmotion seems to be the randommotion of suspended
liquid molecules arising through collisions of quickly flowing fluid molecules [27].
Therefore, to prevail over the drawbacks of existing DA, some improvements are
made in the proposed work by integrating the concept of Brownian motion with
the proposed work. The proposed DA process involves the following steps with two
significant stages: exploitation and exploration.

The variation of DA using the Brownian motion can be determined in Eqs. (13),
(14) and (15).

Yt+1 = Yt + h ∗ rand() (13)

h =
√
T P

N
(14)

N = 100 ∗ T P (15)

In Eq. (14), the T P indicates the motion time period in seconds of an agent in
dragonfly.Moreover, the T P rate can be chosen as 0.01 and N denotes the number of
suddenmotions in proportion to time for a similar agent. Figure 4 shows the flowchart
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Fig. 3 Solution encoding
K1 K2 K3 … KN X

Table 2 Simulation
parameters

Methods Parameters Value

Brownian motion Motion time 0.01 s

n n = 100*motion time

representation of the proposedDABR algorithm. In contrast to conventional methods
like particle swarm optimization (PSO), the proposed DABR updates the position by
both attraction and diffraction, whereas the standard PSO considers only attraction-
based update.

6 Results and Discussion

6.1 Simulation Procedure

The proposed method for optimal shortest path selection using DABR was imple-
mented in MATLAB, and the following results were achieved. The proposed DABR
method was evaluated over other traditional methods like PSO [28], grey wolf opti-
mization (GWO) [29] and DA [26], and the their outcomes were observed in terms
of cost function, delay, distance, energy and PDR. Here, 1000 nodes were consid-
ered, and among that 78th node was taken as source node and 900th node was taken
as destination node. Here for analysis purpose, the location, PDR and energy were
varied for two sets of values that were considered as Data 1 and Data 2 in results
section. Moreover, the analysis was carried out by varying the count of iterations
from 0, 20, 40, 60, 80 and 100 (Table 2).

6.2 Performance Analysis

The performance of the proposed DABR model for optimal shortest path routing
selection in terms of cost function, delay, distance, energy and PDR for Data 1 and
Data2 is given in Figs. 5 and 6. Here, the analysis was carried out based on various
iterations such as 0, 20, 40, 60, 80 and 100, respectively. From the graphical analysis,
the proposed DABR method obtains lower values for cost function, delay, distance,
energy and PDR with increased in iteration. In Fig. 5a, the cost function of the
proposed DABR method at 100th iteration is 6.77%, 5.08% and 4.23% better than
the traditional methods such as PSO, GWO and DA, respectively. Further in Fig. 5b,
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Fig. 4 Flowchart of the DABR algorithm

the delay of the proposed DABR method at 80th iteration is 7.69, 5.64 and 7.69%
better than the existing models like PSO, GWO andDA. In Fig. 5c, at 100th iteration,
the distance measure of the proposed DABRmethod obtains the value of 0.35 which
is superior to the existing models such as PSO, GWO and DA that holds the values
of 0.38, 0.37 and 0.384, respectively. However, in Fig. 5d, the energy measure of
the proposed DABR method at 60th iteration is 6.80, 5.23 and 2.35% better than
PSO, GWO and DAmodels. Also, in Fig. 5e, the PDR values of the proposed DABR
method at 80th iteration is 0.12 that is better than the existing models like PSO and
GWOwith the values of 0.128 and 0.133. From the graphical analysis on Data 2, the
proposed DABR method at 100th iteration obtains better values for cost function,
delay, distance, energy and PDR. In Fig. 6a, the cost function of the proposed DABR
method at 100th iteration is 10.85%, 11.38% and 11.90% superior to the traditional
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Fig. 5 Performance analysis of the proposed method over the traditional models with respect to
constraints such as a cost function, b delay, c distance, d energy, e PDR for data 1

models such as PSO, GWO and DA, respectively. In Fig. 6b, the delay value of the
proposed DABRmethod obtains 0.0626, whereas the compared existing models like
PSO, GWO and DA hold the values of 0.064, 0.0674 and 0.065 at 80th iteration. The
distance measure of the proposed DABR method is 0.7%, 5.4% and 2.08% better
than the existing models such as PSO, GWO and DA models at 100th iteration as
shown in Fig. 6c. Further, in Fig. 6d, the energy utilization of the proposed DABR
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Fig. 6 Performance analysis of the proposed method over the traditional models with respect to
constraints such as a cost function, b delay, c distance, d energy, e PDR for data 2
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Table 3 Statistical analysis of the proposed DABR method over other traditional models

Methods PSO [28] GWO [29] DA [26] DABR

Best 0.63056 0.62033 0.61224 0.5707

Worst 0.63175 0.637 0.63923 0.58918

Mean 0.63115 0.62866 0.62574 0.57994

Median 0.63115 0.62866 0.62574 0.57994

STD 0.00084656 0.011787 0.019085 0.013071

method is 18.31, 17.44 and 19.18% better than PSO, GWO and DA models at 100th
iteration. Also, in Fig. 6e, the PDR value of the proposed DABR method at 80th
iteration is 0.148, which is lower than the values attained by existing models such
as PSO, GWO and DA. Thus, the improvement of the presented DABR model is
proved over other traditional models.

6.3 Statistical Analysis

The statistical analysis of the proposed DABR method over other traditional models
is given in Table 3. Since metaheuristic algorithms are stochastic in nature, the
simulation is carried out for two times and the results are taken. The proposed DABR
method obtains better outcomes over the existing methods such as PSO, GWO and
DA. For bestcase scenario, the proposedDABRmethod is 10.48%, 8.69%, and 7.27%
better than the existing models like PSO, GWO and DA, correspondingly. Further,
the proposed DABR method for worst-case scenarios 7.22%, 8.11% and 8.49% is
lower than the traditional models such as PSO, GWO and DA, correspondingly. The
proposed DABR method for both mean and median case scenarios is 8.83, 8.40 and
7.89% lesser than the existing models like PSO, GWO and DA. Also, the proposed
DABR method for standard deviation scenario is 0.013071 that is lower than the
values obtained by PSO(0.00084656) and GWO (0.011787), respectively. Thus, the
proposed DABR methods have shown better outcomes when compared to other
traditional models.

6.4 Overall Analysis of the Proposed Model

Tables 4 and 5 determine the overall analysis of the proposed DABR method over
the traditional models for both Data 1 and Data 2, respectively. Here, the proposed
DABR method obtains lower values than the other existing models in terms of total
cost, distance, delay, PDR and energy. Table 4 demonstrates the overall performance
analysis of the proposed DABR method over the existing models for Data 1. The
total cost for the proposed DABRmethod is 7.02%, 5.28% and 3.91% better than the
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Table 4 Overall analysis of the proposed DABR method over other traditional models for data 1

Metrics PSO [28] GWO [29] DA [26] DABR

Total cost 0.63056 0.62033 0.61224 0.58918

Distance 0.37798 0.3708 0.37768 0.35132

Delay 0.062996 0.0618 0.062947 0.058553

PDR 0.12689 0.13295 0.098566 0.12

Energy 2.0433 2.0065 1.9752 1.9131

Table 5 Overall analysis of the proposed DABR method over other traditional models for data 2

Metrics PSO [28] GWO [29] DA [26] DABR

Total cost 0.63175 0.637 0.63923 0.5707

Distance 0.3854 0.40358 0.39042 0.38275

Delay 0.064234 0.067264 0.06507 0.063792

PDR 0.12427 0.11858 0.12928 0.14173

Energy 2.0316 2.0139 2.0516 1.7194

traditional methods such as PSO, GWO and DA, respectively. Further, both distance
and delay of the proposed DABR method are 7.58, 5.54 and 7.50% better than the
existingmodels likePSO,GWOandDA.ForPDRvalue, the proposedDABRmethod
is 0.12 superior to the existing models such a PSO (0.12689) and GWO (0.13295).
Moreover, the energy utilized for the proposed DABR method is 6.80%, 4.88% and
3.246% better than existing models like PSO, GWO and DA, respectively.

Similarly from Table 5, the total cost of the proposed DABR method is 10.69,
11.61 and 12%better than the traditionalmethods such as PSO,GWOandDAmodels
for Data 2. Moreover, both distance and delay of the proposed DABR method is 0.6,
5.44 and 2% superior to the existing models like PSO, GWO and DA. The PDR
value of the proposed DABRmethod is found to be 0.14173, which is better than the
existing models such as PSO, GWO and DA that holds comparatively higher values
of 0.12427, 0.11858 and 0.12928, correspondingly. Finally, the energy utilized by
the proposed DABR method is 18.15%, 17.12% and 19.32% superior to the existing
models like PSO, GWO and DA, respectively. Thus, the proposed DABR method
was found to offer better performance including the total cost, distance, delay, PDR
and energy.

7 Conclusion

An optimized routing model for selecting the optimal shortest path in IoT-based
WSN is presented in this research work using DABR model. The optimal route is
obtained by considering the parameters such as PDR, distance, delay and energy.
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From the analysis, the cost function of the proposed DABR method is observed as
6.77, 5.08 and 4.23%which is better than the traditional methods such as PSO, GWO
and DA. In addition, the PDR value of the proposed DABR method is obtained as
0.14173, which is much better than the existing models such as PSO, GWO and DA
that holds comparatively higher values of 0.12427, 0.11858 and 0.12928, correspond-
ingly. Finally, the energy utilized for the proposed DABRmethod is 18.15%, 17.12%
and 19.32% better than existing models like PSO, GWO and DA, respectively. In
the IoT-based WSN, if the practical constraints of security and QoS measures such
as throughput and packet delivery ratio are considered, the objective model becomes
more complicated. Hence, in this work, physical constraints such as PDR, energy
distance and delay are considered for optimal route selection. In addition, attack
detection is also framed and it can be framed in twoways such as rule-based approach
[30] and predictive approach [31]. In future, this work will be extended to solve the
above-mentioned issues in IoT for data sharing among nodes.
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Improved Harris Hawks Optimization
Algorithm for Workflow Scheduling
Challenge in Cloud–Edge Environment
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Abstract Edge computing is a relatively novel technology, which is closely related
to the concepts of the Internet of things and cloud computing. The main purpose of
edge computing is to bring the resources as close as possible to the clients, to the very
edge of the cloud. By doing so, it is possible to achieve smaller response times and
lower network bandwidth utilization. Workflow scheduling in such an edge–cloud
environment is considered to be an NP-hard problem, which has to be solved by a
stochastic approach, especially in the scenario of multiple optimization goals. In the
research presented in this paper, a modified Harris hawks optimization algorithm is
proposed and adjusted to target cloud–edge workflow scheduling problem. Simula-
tions are carried out with two main objectives—cost and makespan. The proposed
experiments have used real workflow models and evaluated the proposed algorithm
by comparing it to the other approaches available in the recent literature which were
tested in the same simulation environment and experimental conditions. Based on
the results from conducted experiments, the proposed improved Harris hawks opti-
mization algorithm outperformed other state-of-the-art approaches by reducing cost
and makespan performance metrics.

Keywords Cloud–edge computing · Harris Hawks optimization · Swarm
intelligence · Workflow scheduling

M. Zivkovic (B) · T. Bezdan · I. Strumberger · N. Bacanin
Singidunum University, Danijelova 32, 11000 Belgrade, Serbia
e-mail: mzivkovic@singidunum.ac.rs

T. Bezdan
e-mail: tbezdan@singidunum.ac.rs

I. Strumberger
e-mail: istrumberger@singidunum.ac.rs

N. Bacanin
e-mail: nbacanin@singidunum.ac.rs

K. Venkatachalam
School of Computer Science and Engineering, VIT Bhopal University, Bhopal, India
e-mail: venkatachalam.k@vitbhopal.ac.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
A. Pasumpon Pandian et al. (eds.), Computer Networks, Big Data and IoT, Lecture Notes
on Data Engineering and Communications Technologies 66,
https://doi.org/10.1007/978-981-16-0965-7_9

87

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-0965-7_9&domain=pdf
http://orcid.org/0000-0002-4351-068X
http://orcid.org/0000-0001-6938-6974
http://orcid.org/0000-0002-1154-6696
http://orcid.org/0000-0002-2353-8853
http://orcid.org/0000-0002-2062-924X
mailto:mzivkovic@singidunum.ac.rs
mailto:tbezdan@singidunum.ac.rs
mailto:istrumberger@singidunum.ac.rs
mailto:nbacanin@singidunum.ac.rs
mailto:venkatachalam.k@vitbhopal.ac.in
https://doi.org/10.1007/978-981-16-0965-7_9


88 M. Zivkovic et al.

1 Introduction

The Internet of things (IoT) is a novel technology that incorporates numerous remote
devices connected via the Internet. These remote devices can collect data from their
surroundings, process that data and share it with other devices in the network. The
IoT includes several technologies, such as computing and communications, which
should be carefully integrated in order to provide stable, reliable, and robust service
to the users [1]. Some examples of such technologies are cloud computing, wireless
sensor networks (WSN), radio frequency identification devices (RFID), and sensor
technology.

Moreover, the IoT incorporates artificial intelligence methods and algorithms,
that enable the connected devices to collaborate together and learn from previous
experiences without human supervision. The IoT’s nature is even more complex, as
it also requires interaction with humans, and must meet users’ demands while being
able to dynamically adapt to the environment. Latency in data processing presents
a considerable challenge, as in numerous applications data that has been collected
and processed by the IoT devices is not valid after a defined time period. Latency
is caused by the large amount of data processed by the IoT applications. Therefore,
IoT must allow data collection and processing in real time. This challenge can be
addressed by implementing edge computing in the cloud environment. The edge
computing paradigm relies on the idea to bring the resources close to the end users,
which in turn allows efficient handling of the tasks sensitive to the latency. On the
other hand, cloud computing is flexible and scalable. Together, edge computing and
cloud computing technologies complement each other [2]. The general architecture
of the cloud–edge computing model consists of three layers [3]. Smart IoT devices
(such as sensors and mobile phones) which are located in the end user layer send a
request for services to the edge layer. Edge devices can process time-sensitive tasks
and minimize latency. Edge layer is on the other side connected to the cloud system
layer which can provide on-demand resources and data storage.

The biggest challenge in edge computing is considered finding an efficient task
scheduling algorithm,which shouldminimize the task schedule duration and comple-
tion time. The problem of workflow scheduling in the edge computing is an NP-hard
problem by nature, and an exhaustive and thorough search through the entire solu-
tion space cannot be performed. Unfortunately, as the amount of computing tasks
rises, solution space grows exponentially, making it practically impossible to find the
optimal solution in the acceptable time frame [4]. As the result, different stochastic
approaches, such as metaheuristics, must be used to solve this problem.

This paper has devised an upgraded Harris hawks optimization (HHO) algorithm,
that belongs to the swarm intelligence family, to specifically target the problem of
workflow applications scheduling in hybrid cloud–edge environments, with a goal
to keep the balance between makespan and cost.

The remainder of this paper is structured in the following way: Sect. 2 presents a
survey of the recent metaheuristics and heuristics applications for workflow schedul-
ing in cloud–edge surroundings, Sect. 3 provides insights of the utilized cloud–edge
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model. Section4 provides the details of the original and enhanced HHO approaches.
Section5 exhibits the simulation results and discussion, while Sect. 6 provides a
conclusion and final remarks of this research along with the future work.

2 Background and Related Work

The main goal of any task scheduling algorithm is the minimization of performance
metrics of the execution environment, such as the duration of all task execution,
average response times, costs, and so on. Numerous heuristics that already exist can
be used to improve task scheduling efficiency. Some of these approaches include first
come first served (FCFS) heuristic, last come first served method (LCFS), join the
shortest queue (JSQ) policy, heterogeneous earliest finish time approach (HEFT),
etc.

However, since the workflow scheduling challenge is part of the NP-hard cate-
gory, heuristics, as well as other classical deterministic approaches, cannot achieve
satisfying results within a reasonable time frame. Therefore, the utilization of meta-
heuristics is a necessity. In general, metaheuristics are separated into those that are
not inspired and the approaches that are motivated by nature (bio-inspired). Distin-
guished representatives of nature-inspired algorithms include evolutionary algorithm
(EA) and swarm intelligence metaheuristics.

The most famous exemplar of the evolutionary algorithms is a genetic algorithm
(GA). The GA has already been utilized with great success in solving numerous real-
life NP-hard problems, including cloud computing load balancing and task schedul-
ing [5, 6].

The second large group of nature-inspired algorithms, known as swarm intelli-
gence metaheuristics, is inspired by social behavior expressed by the large groups of
otherwise simple individuals such as ants, moths, fireflies, fish, wolves, and beetles.
When these individuals are in the swarms, they can manifest very intelligent social
behavior and coordinated movement, and this property inspired a huge variety of
different swarm intelligence algorithms [7]. Swarm algorithms were successfully
validated for many benchmark [8–10] and real-life challenges [11, 12].

Some of the swarm intelligence approaches that were successfully implemented
and tested for cloud–edge scheduling problems in original and modified/hybridized
versions include: bat algorithm (BA) [13], particle swarm optimization (PSO) [14],
[2], cuckoo search (CS) [15], monarch butterfly optimization (MBO) [16], and whale
optimization algorithm (WOA) [17].

3 Model Formulation

Edge–cloud computing is a novel approach that offers numerous new possibilities,
but since it is a compound domain with a high amount of different types of resources,
it still has some serious challenges which must be taken into the consideration. The



90 M. Zivkovic et al.

first challenge is the process of scheduling business tasks, which should be executed
in real time, in the environment with a large amount of data flowing around. To
address this challenge, it is necessary to choose a scheduling algorithm which will
be efficient in making all business tasks being finished on time, which in turn will
result in real-time execution.

The second major challenge for edge–cloud environment is handling business
workflows, where workflows should be completed with respect to the QoS require-
ments (typically deadline and cost). Some tasks can be flexible in the scope
of resource allocation, while other tasks require real-time execution on specific
resources, and are considered to be not flexible. The selected scheduling algorithm
should be capable to efficiently determine the appropriate resource allocation for
each task, and at the same time to minimize the cost and task completion deadline.

Research conducted in [2] provided an excellent example which demonstrates
the typical business workflow scheduling problem by considering a video surveil-
lance/object tracking (VSOT) application on ause case ofmobile andgeo-distribution
requirements. The proposed research work uses the same workflow scheduling prob-
lem formulation as this paper. The problem of workflow scheduling in the cloud–
edge system, within the described context of VSOT application, can be formulated
as follows—how to assign the resources (which can be of different types and with
heterogeneous processing capabilities) to the individual tasks of the observed work-
flow with a goal to minimize the overall time required for the completion of all tasks
and overall cost. Workflow is a sequence of tasks, which is usually observed in the
shape of a directed acyclic graph (also known under the acronym DAG) and in turn,
the DAG model can be used to directly express a typical workflow application.

Each task is denoted as one node in DAG, while the edges of the graph represent
dependencies between the tasks. From a mathematical point of view, DAG exhibits
the following properties: it is a finite graph with directed edges and without any
directed cycles. Edges in DAG represent the sequences of execution. With these
properties of DAG, it can be utilized to graphically denote various business activities
together with the mutual dependencies that exist between the individual activities,
namely the partial ordering and a sequence of execution.

The formal definition of the DAG can be summarized as follows: it is a graph
G = (T, E), where T represents a collection of tasks of a workflow, and E denotes
the set of mutual time-related dependencies and possible communication constraints
among the individual tasks. For every individual task in the collection of tasks,
ts ∈ T (T = {t1, t2, . . . , tn}) has assigned value of computational workload cws . A
directed edge ei j = (ti , t j ) means that the task ti must be finished before the start
of the execution of the task t j . Each edge ei j is assigned a weight, cvi j , a non-
negative value which marks the quantity of data transfer from the task ti to the task
t j . The workflow has one starting node, the task without direct predecessors, which
is denoted with tstart. The workflow ends with task which does not have any direct
successors, and it is denoted with tend. Task tend is not possible to be executed unless
all directly preceding tasks have been finished.

In the observed VSOT application scenario, makespan is defined as the maximum
time for executing the workflow. Cloud–edge resources are split into two separate
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groups, where the first group includes cloud servers, while the second group consists
of edge servers. Every task of the workflow can be executed on either type of servers,
and this is depending on the selected resource allocation approach. After allocating
task ts to a specific server, the time required for the execution of the task ts can be
calculated as given in Eq. (1):

T l
ts = cws

δl
, (1)

where δl marks the processing power of the l − th server. If it has been considered
that ct (eli j ) denotes the time which is required for data transfer from task ti to the
task t j , it is possible to be calculated by using Eq. (2):

ct (eli j ) = cvi j
B

(2)

Parameter B in Eq. (2) marks the bandwidth of the links connecting the servers
on which tasks have been allocated. Every individual task ts is allocated to only one
server, it has the starting time STts , specified with Eq. (3), and finishing time FTts ,
which can be calculated by using Eq. (4).

STts = max{FTtp + ct (elps), tp ∈ pre(ts)} (3)

FTts = STts + T l
ts (4)

In Eq. (3), pre(ts) denotes the collection of tasks that are directly preceding the
current task ts . The total amount of time required for completing a whole workflow
can be calculated as the time from the beginning of the first task in the observed
workflow, until the finish of the last task of the workflow, as given in Eq. (5):

Ttotal = max{FTts, ts ∈ T } (5)

The cost is second important parameter, and it can be separated into the compu-
tational cost and the cost required for communication, for both types of resources,
edge and cloud. The computational cost, from the task ti to the task t j on the server
l, can be obtained by applying the expression:

Cl
ts = ppl × (FTts − STts ), (6)

where parameter ppl denotes the price for processing unit on the server l. On the
other hand, the communication cost from the task ti to the task t j on the server l, can
be mathematically modeled with Eq. (7):

cc(eli j ) = cpl × ct (eli j ), (7)
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where cpl denotes the price of communication unit on the l-th server. The overall cost
can then be defined and calculated as the sum of the costs required for computation
and communication, as described in Eq. (8):

Ctotal =
m∑

l=1

n∑

s=1

Cl
ts +

∑
cc(eli j ) (8)

At the end, with previously defined calculations of makespan and cost, the objec-
tive function in cloud–edge environment can be defined with Eq. (9):

obj = ωTtotal + (1 − ω)Ctotal, (9)

where ω denotes weight coefficient, that determines the importance of each objective
and it takes a value between 0 and 1. The goal of the objective function specified by
Eq. (9) is to minimize the value of obj by balancing between the makespan and cost
for a given task of workflow scheduling.

4 Proposed Method

Harris hawks optimizer algorithm (HHO) was originally introduced in 2019 by Hei-
dari et al. in [18]. HHO metaheuristics draws the inspiration from the group hunting
practice and pursuit tactics of the Harris hawks, which is known as surprise pounce.
More information regarding the HHO’s background can be retrieved from [18].

The HHO metaheuristics exploration and exploitation phases are motivated by
the hawks’ exploration for the prey, their special surprise pounce tactic, and various
capturing strategies employedby theHarris hawks during the pursuit. The exploration
phase of the HHO approach mimics the hawks’ process of tracking and detecting
the prey. Hawks can wait for hours and observe the target area to identify possible
prey. In HHO implementation, each hawk is represented as the candidate solution,
while the best solution in every step is observed as the target or close to the optimum.
The hawks position themselves on several locations in a random fashion and wait
to detect a prey on the basis of two possible strategies. There is an equal probability
q for both strategies because hawks in the hunting party position themselves based
on the other hawks’ locations (to be in the proximity when attacking) and the prey,
which can be modeled by using Eq. (10).

X (t + 1) =
{
X rand(t) − r1|X rand(t) − 2r2X (t)|, q ≥ 0

(Xbest(t) − Xm(t)) − r3(LB + r4(UB − LB)), q < 0.5
(10)

where X (t) represents the current hawk (solution) position vector, X (t + 1) denotes
the solution for the next round t, Xbest(t) represents the location of prey (current best
solution), coefficients r1, r2, r3, r4, and q are random values within the [0, 1] range
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that are being updated in each round, factors LB and UB represent the lower and
upper borders of decision variables, X rand(t) denotes a randomly chosen solution
from the current population, and Xm represents the average position of the current
solutions population.

The mean location of the current solutions in population (Xm(t)) can be obtained
by utilizing the following expression:

Xm(t) = 1

N

N∑

i=1

Xi (t) (11)

where Xi (t) marks the location of i-th individual in iteration t , while N marks the
number solutions in the population.

When transitioning from the exploration process to the exploitation, the HHO
approach can switch between several exploitation strategies depending on the prey’s
available energy (strength of current best solution), which decreases while the prey
escapes, as modeled by Eq. (12):

E = 2E0(1 − t

T
). (12)

where E denotes the prey’s energy level that it uses for escaping, T denotes the
maximal number of iterations, while E0 represents the initial state of the prey’s
energy. Parameter E0 switch in random fashion between (−1, 1) in every iteration.

In exploitation phase, the HHO will perform the surprise pounce maneuver to
attack the prey which was detected in the previous phase. On the other hand, the prey
will try to run away from danger. Depending of the escaping behavior of the rabbit,
hawks can employ four possible strategies, which were incorporated in the HHO for
modeling the attacking process.

The parameter r is the probability that prey will successfully escape (r < 0.5) or
not (r ≥ 0.5) prior to the surprise pounce maneuver. The hunting party of hawks will
in both cases encircle the prey and perform hard or soft besiege (determined by the
remaining available energy level of the escaping target). The hawks will start with
soft besiege, getting closer and closer to the target, and as the prey loses the energy
the hawks will intensify the besiege. Parameter E is used for switching between
soft and hard besiege process. Soft besiege takes place in case |E | ≥ 0.5, and hard
besiege happens in case |E | < 0.5

During the soft besiege, when |E | ≥ 0.5 and r ≥ 0.5, the prey still has enough
energy for escaping through random jumping. The hawks proceed to encircle the
target softly to exhaust it and attack by applying the surprise pounce maneuver,
which can be modeled through Eqs. (13) and (14):

X (t + 1) = ΔX (t) − E |J Xbest(t) − X (t)| (13)

ΔX (t) = Xbest(t) − X (t) (14)
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here, ΔX (t) denotes the distance between the prey’s position vector and the current
location in the iteration t . J = 2(1 − r5) marks the random jumping strength of the
prey during the escape, and r5 is a random value in the interval (0, 1).

Hard besiege, on the other hand, happens when the prey is tired, in other words
when |E | < 0.5 and r ≥ 0.5. The hawks in the party proceed to encircle the target
hard to finally catch it, and the current positions can be updated by utilizing Eq. (15)

X (t + 1) = Xbest(t) − E |ΔX (t)| (15)

The situation where |E | ≥ 0.5 and r < 0.5 represents the case that the prey’s
remaining energy is still enough to escape, and soft besiege is still going on prior
to the surprise pounce maneuver. This stage is marked with progressive rapid dives
around the prey. To simplify the algorithm, it is assumed that the hawks in the group
are able to progressively choose the best possible dive toward the best solution.
Equation (16) models the hawk’s ability to evaluate their next move during the soft
besiege:

Y = Xbest(t) − E |J Xbest(t) − X (t)| (16)

After evaluation, hawks compare the eventual outcome of dive to the previous
one to decide whether it would be a good attempt or not. If they decide that the dive
is not reasonable, as the rabbit (best solution) is still moving in misleading steps,
hawks additionally commence to dive rapidly and irregularly when approaching the
target. To simplify the algorithm, it is assumed that the hawks dive conforming to
the LF-based patterns modeled with Eq. (17):

Z = Y + S × LF(D) (17)

where D stands for the problem’s dimension, while S denotes the random vector
with a size 1 × D. The LF is a function that describes the levy flight, which is given
with Eq. (18):

LF(x) = 0.01 × u × σ

|v| 1
β

,σ = (
Γ (1 + β) × sin(

πβ
2 )

Γ (
1+β
2 ) × β × 2(

β−1
2 )

)
1
β (18)

here, u, v are numbers randomly chosen within the interval (0, 1), β denotes a fixed
value set to 1.5 in the experiments. Finally, the strategy for the soft besiege of the
hawks and position updates can be summarized by Eq. (19).

X (t + 1) =
{
Y, i f F(Y ) < F(X (t))

Z , i f F(Z) < F(X (t))
(19)

where Y and Z are calculated with Eqs. (16) and (17), respectively.
Finally, in case |E | < 0.5 and r < 0.5, prey is tired and cannot escape, and hard

besiege takes place before surprise pounce maneuver which is used to kill the prey. It
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is similar to the soft besiege, however, hawks are closing to the target by decreasing
the distance of their average location to the prey, which can be modeled with Eq.
(20):

X (t + 1) =
{
Y, i f F(Y ) < F(X (t))

Z , i f F(Z) < F(X (t))
(20)

where Y and Z are now calculated with the new Eqs. (21) and (22), respectively:

Y = Xbest(t) − E |J Xbest(t) − X (t)| (21)

Z = Y + S × LF(D) (22)

By performing simulations on standard unconstrained instances with the basic
HHO, it is noticed that the diversity of population can be enhanced in early phases
of the run, while at later stages convergence and the fine searching in the proximity
of the current best solution can be accelerated. In this way, original HHO can be
improved in terms of the following: if it misses the right portion of the search space,
better solutions’ diversity will prevent trapping in sub-optimal regions and at later
stages, with rational assumption that the right section of the search space is hit, better
final solutions’ quality can be generated.

Inspired by approach presented in [19], in the basic HHO, this research work
has introduced opposition-based learning (OBL) procedure, which can be described
as follows: Let X j denotes j th parameter of solution X and the Xo

j represents its
opposite number. The opposite number of j th parameter of individual X can be
calculated as:

Xo
j = LB j + UB j − X j , (23)

where X j ∈ [LB j ,UB j ] and UB j ,LB j ∈ R,∀ j ∈ 1, 2, 3, . . . , D. Notations UB j

and LB j represent lower and upper bound of j th parameter, respectively, and D
denotes the number of solution dimensions (parameters).

The OBL procedure is implemented in the original HHO in the initialization
phase (after the initial population is created) and at the end of each round. For every
solution Xi in population P , opposite individual Xo

i is generated, and eventually,
an opposite population Po is created. Original and opposite populations are merged
together (P ∪ Po), solutions in such merged population are sorted in descending
order depending of the fitness and first N solutions are chosen as the new population
P for the next round.

Inspired by included changes in the original HHO, the proposed approach HHO
is named with OBL procedure (HHOOBLP). The pseudocode for the proposed
HHOOBLP is summarized in Algorithm 1.
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Algorithm 1 Proposed HHOOBLP pseudo-code
Inputs: The population size N and maximum amount of rounds T
Output: The location of the best solution and its fitness value
Generate the initial population PI NT of random solutions Xi , (i = 1, 2, 3, . . . N )
Generate opposite initial population Po

I NT , perform PI NT ∪ Po
I NT and select N best solutions

while exit criteria has not been fulfilled do
Determine the fitness values for each hawk
Set Xbest as the rabbit’s position (best location)
for each solution Xi do

Update the starting energy E0 and jumping strength J : E0 = 2rand() − 1, J = 2(1 − rand())

Update the value E by using Eq. (12)
if |E | ≥ 1 then

Exploration stage
Update values of the location vector according to the Eq. (10)

end if
if |E | < 1 then

Exploitation stage
if r ≥ 0.5 and |E | ≥ 0.5 then

Soft besiege phase
Update values of the location vector according to the Eq. (13)

else if r ≥ 0.5 and |E | < 0.5 then
Hard besiege phase
Update values of the location vector according to the Eq. (15)

else if r < 0.5 and |E | ≥ 0.5 then
Soft besiege phase with rapid diving
Update values of the location vector according to the Eq. (19)

else if r < 0.5 and |E | < 0.5 then
Hard besiege phase with rapid diving
Update values of the location vector according to the Eq. (20)

end if
end if

end for
Generate population Po , perform P ∪ Po and select N best solutions

end while
Return Xbest

5 Experiments

First, this section provides the details of simulation environment and experimental
setup and then the empirical simulations’ results are shown and comparative analysis
has been performed between our proposed HHOOBLP and original HHO along with
other outstanding heuristics and metaheuristics.

5.1 Simulation Environment Setup

The same environment and experimental setup is used as in [2], because this
research work intends to conduct fair comparative evaluation with other sophisti-
cated approaches that are validated against the same workflow instance that were
shown in this paper.

The workflow simulator which is utilized in all conducted experiments is Work-
flowSim-1.0, created and maintained by the Pegasus WMS group at the University
of Southern California, and published under the GNU General Public License [20].
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This simulator is chosen due to its ability to provide an environment, which is the
excellent approximation of real distributed system. The simulations were executed
on the system with Intel® 7700 i7 3.6 GHz, 16 GB of RAM and with Windows 10
OS.

The HHOOBLP is implemented in Java and tested it for the five workflow mod-
els with small number of tasks, which are developed by Pegasus group: Cyber-
Shake, Epigenomics, Inspiral, Montage, and Sipht with 30, 24, 30, 25, and 30 task
nodes, respectively. Moreover, the proposed research work has utilizedMontage 100
workflow to determine the proper value of the weight parameter ω for the objective
function. All workflows simulate different real applications and follow typical DAG
structure, which is visualized in Fig. 1. Properties of models are given in Table1.
Moreover, to measure performance improvements of proposed HHOOBLP over the
original HHO, also the basic HHO is implemented and tested. Both approaches were
integrated in the WorkflowSim environment. As in [2], 6 cloud and 4 edge servers
are used in simulations. The parameters of the cloud/edge servers, with different
processing rates and communication properties, are presented in Table 2.

Fig. 1 Workflow models used in the experiments



98 M. Zivkovic et al.

Table 1 Properties of real-world DAGs

DAG No. of nodes No. of edges Average data size
(MB)

Average task
runtime

CyberShake_30 30 112 747.48 23.77

Epigenomics_24 24 75 116.20 681.54

Inspiral_30 30 95 9.00 206.78

Montage_25 25 95 3.43 8.44

Sipht_30 30 91 7.73 178.92

Montage_100 100 433 3.23 10.58

Table 2 Parameters for the cloud and edge computing resources

Parameter Servers Proc. rate
(MIPS)

Proc. cost (per
time units)

Bandwidth
(Mbps)

Com. cost
(per time
units)

Cloud servers 0 5000 0.5 800 0.5

1 5000 0.5 500 0.4

2 3500 0.4 800 0.5

3 3500 0.4 500 0.4

4 2500 0.3 800 0.5

5 2500 0.3 500 0.4

Edge servers 6 1500 0.2 1500 0.7

7 1500 0.2 1000 0.6

8 1000 0.1 1500 0.7

9 1000 0.1 1000 0.6

5.2 Comparative Analysis and Discussion

This subsection exhibits the summed results of the comparative evaluation of the
proposed HHOOBLP approach with other metaheuristics and heuristics which are
considered to be state of the art. The experimental environment, experimental condi-
tions, and the tested workflows were the same for all observed approaches. Through-
out conducted experiments, the practice has been followed from [2]. The proposed
HHOOBLP is evaluated by comparing it to the original HHO version, directional
and non-localconvergent PSO (DNCPSO) [2], and also other heuristics (HEFT and
MIN-MIN), as classic scheduling methods and metaheuristics (original PSO and
GA), as algorithms that perform dynamic scheduling. For the purpose of performing
objective comparative evaluations with opponent approach, the original HHO has
been tested and proposed HHOOBLP with 300 iterations (T = 30) and with popula-
tion of 50 solutions (N=50). Moreover, for each experiment instance the algorithms
are executed in 10 independent runs and average results are reported.
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Weight coefficient ω of objective function, given in Eq. (9) for all algorithms
included in comparative analysis was set to 0.8, because with this settings, best trade-
off between makespan and cost can be established. The simulations are conducted
with different ω values within the range of [0.1, 0.9] with step length of 0.1 for
Montage workflow with 100 task nodes, as in [2]. Based on obtained results, this
research work has been concluded that by changing ω, makespan has higher variance
than the cost, which further means that the makespan has greater influence on the
objective.Visual representation of simulation results ofmakespan, cost, and objective
metrics for variable ω of proposed HHOOBLP is given in Fig. 2.

Simulation results for other methods which were covered in the comparative
analysis have been obtained from [2]. The graphical representation of the conducted
evaluation for makespan, cost, and combined objective for all observed approaches
is shown in Fig. 3. The smaller values of the makespan, cost, and combined objective
indicate better performances of the algorithm. As it can be clearly observed from
the simulation results given in Fig. 3, on average, by taking into the account all
observed test instances, the proposed HHOOBLP achieves the best performances
for all three evaluated metrics (makespan, cost, and comined objective). The original
PSO established the worse performance, as expected, since it does not implement
efficient exploration mechanism and can be trapped in sub-optimal region. The GA
performed better than the original PSO for all indicators, as it can be easily adapted
for discrete optimization problems by using proper encoding strategy. Original HHO
performed better than the PSO, however, like PSO, it can also get trapped into the
sub-optimal regions of the search space, but due to the more efficient exploitation
procedure, it obtained better results.

The DNCPSO has proven as an efficient metaheuristics, that overcomes issues
exposed by the original PSO. Nevertheless, our proposed HHOOBLPmetaheuristics
has proven to be even more efficient. For instance, when Cybershake 30 test is
observed, the DNCPSO achieved slightly lower value of cost, however, HHOOBLP
established better result for themakespan, and the objective value. Similar pattern can
be seen on Montage 25 and Sipht 30 instances, where DNCPSO obtained slightly
lower values for cost, but HHOOBLP outperformed it in terms of makespan and

Fig. 2 Makespan, cost, and
objective for different values
of ω for Montage 100
workflow of proposed
HHOOBLP
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Fig. 3 Simulation results—comparison between HHOOBLP, original HHO, DNCPSO, and other
approaches for datasets with smaller number of task nodes

overall objective value. In case of Inspiral 30 instance, the HHOOBLP outperformed
DNCPSO both in cost and makespan, consequently obtaining better objective value
as well. Only on the instance of Epigenomics 24 DNCPSO achieved better values
than HHOOBLP, both in terms of makespan and cost and objective. The original
HHO metaheuristics also achieved solid results, with the performances just behind
the DNCPSO.

On the other hand, heuristic approach represented in conducted experiments with
HEFT and MIN-MIN algorithms is oriented to minimize the makespan, due to the
static scheduling process. Consequentially, makespan for HEFT andMIN-MIN algo-
rithms is in general very short. On the other hand, the cost of these algorithms is very
high. The Sipht 30 test simulation is the only exception, where MIN-MIN allo-
cates some tasks with heavy computational load to the units with low processing
power, therefore making the makespan much higher. In general, as the chosen value
theta = 0.8 favors makespan, which in turn has more influence on the combined
objective than the cost, value of objective for both observed heuristics is quite low.

However, even with the good makespan values, and consequently good objective
value, the cost of HEFT andMIN-MIN approaches is very high. This is typically not



Improved Harris Hawks Optimization Algorithm for Workflow Scheduling … 101

acceptable for the real-life workflow applications, where cost plays an important role.
On the other hand, dynamic scheduling provided by the metaheuristics approaches
gives much better balance between the makespan and cost, and therefore they are
muchmore suitable for the real-life applications in the real cloud–edge environments.

6 Conclusion

This research work has proposed and implemented an improved HHO approach,
that enhances original HHO by including OBL procedure for solving the problem
of cloud–edge workflow scheduling. Based on simulation results, it was proven that
the proposed HHOOBLP obtains better results than the original HHO and other
sophisticated heuristics and metaheuristics for workflow scheduling challenge in
cloud–edge systems.

According to the accomplished results, main contributions of proposed research
are enhancements of the basic HHO and improvements of the makespan and cost for
tackling cloud–edge workflow scheduling issue. As part of our future work in this
domain, our intent is to carry on the research with the promising HHO approach and
tackle different problems in cloud–edge environments.
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Generation of Random Binary Sequence
Using Adaptive Row–Column Approach
and Synthetic Color Image

C. Manikandan , N. Raju , K. Sai Siva Satwik , M. Chandrasekar ,
and V. Elamaran

Abstract The security of a communication model is defined by the strength of
the encryption and key generation algorithm. To ensure security, in block cipher
techniques, a complex computation process is used for encryption. But, in stream
cipher techniques, complex key generation techniques are used. This paper proposes
a novel and complex key generation algorithm for stream cipher techniques that
generate 15,72,864-bit key from a synthetic color image using a pattern-based bit
extraction technique. A segmented form of a generated key can be used as a dynamic
key in block cipher techniques. The proposed algorithm randomly uses eight patterns
to extract bits from a synthetic color image to generate the key. The generated key’s
randomness is tested using the NIST statistical analysis tool and compared with the
keys generated from existing techniques. The key length and keyspace are compared
with existing methods.

Keywords Key generation · LSB extraction · NIST statistical analysis

1 Introduction

The growing use of digital communication like the Internet, Wi-Fi, Li-Fi, Internet of
Things (IoT) devices, and soondemands improving security standards.Manyencryp-
tion techniques are implemented for secure data transmission [1]. These encryption
techniques typically use secret strings consisting of alphabets, numbers, characters,
or binary digits to encrypt the sensitive data. These strings are called “keys,” and
encrypted data is called “ciphertext.” The ciphertext is communicated to other users
publicly, and keys are shared secretly through secure means. On the other side, users
having a decryption algorithm receive secret keys and ciphertext to get plain text
[2]. The encryption algorithm’s strength is crucial in this process because a robust
algorithm uses strong keys and generates ciphertext that is hard to decrypt by any
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hackers without the secret keys. Some of the more powerful and standard encryp-
tion algorithms are data encryption standard (DES), advanced encryption standard
(AES), Rivest–Shamir–Adleman (RSA), Rivest Cipher (RC4), blowfish, and so on.
All these algorithms use keys varying from 32 bits to 4096 bits [3]. Although the
algorithms mentioned above are powerful for encryption, the key generation process
in these algorithms can sometimes be decoded by hackers with excellent knowl-
edge and access to the algorithm [4]. Therefore, to improve the strength of the key
generation algorithm, various techniques had been implemented. For this paper’s
scope, only the methods that involve key generation from digital images are consid-
ered. Digital image key generation techniques were extracting pixel values or image
properties and converting them into keys [5, 6]. The method proposed in [7] used
LSB extraction and the absolute difference computation to generate the key. In [8],
the histogram of the image is calculated, and the key is selected based on the peak
value. In [9], a chaotic map-based key generation technique was proposed, pixels
are selected based on the generated chaotic map, and LSB values are XORed for
key generation. The method in [10] uses an alphabetical trie approach that matches
the chosen character set to the image by dividing the image into blocks row-wise.
The mean of the matched blocks is calculated and converted into a binary form to
generate the key. LFSR-based key generation technique is proposed in [11], which
selects bits from each pixel by mapping the generated 3-bit LFSR sequence. The
algorithm proposed in [12] generates dynamic nonlinear keys using logistics and
piecewise chaotic maps. These algorithms create keys of acceptable length and in
less time. Many of these algorithms generate larger keys. But the logic used for these
algorithms were simple and easy to understand from a hacker’s perspective. Hackers
can easily recreate the key. The other limitation for algorithms proposed in [5] is
the memory space requirement. In [13, 14], variable size dynamic key generation
techniques were proposed. In [5], various pictures in the image database generate a
dynamic key by quickly changing the images. This requires more storage space to
store images. In [12], the active key’s keyspace is around 2256, which is acceptable but
can be cracked in very little time using quantum computing algorithms. Due to the
advancement in quantum computing technology, the computational speed and time
to crack an algorithm have significantly improved.Manymore robust algorithms like
DES and AES can be cracked in a few hours using quantum computers. Therefore,
there is a huge necessity to enhance the key generation algorithm’s strength and length
of the key [15]. The primary goal is to design an extensive and complex key genera-
tion algorithm. It can generate larger keys, increasing the time taken to crack the key
generation algorithm. This work alsomeets the requirements of a dynamic key gener-
ation algorithm. This paper proposes a new pattern-based key generation algorithm
from a synthetic color image. The proposed work in [16, 17] uses eight different
patterns, namely Straight Up (SU), Straight Down (SD), Straight Forward (SF),
Straight Backward (SB), Flipped Up (FU), Flipped Down (FD), Flipped Forward
(FF), and Flipped Backward (FB), for embedding binary data into LSB of the pixels.
In this paper, same eight patterns are used to extract the pixels’ binary values from
LSB to MSB. The extracted bits from each plane are stored in buffers. A total of 3
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keys are generated from each plane of the image, and those three keys are concate-
nated to create one final key. The proposed work is arranged as follows. Section 2
provides methodology, a flowchart, and a step-by-step process of the key genera-
tion algorithm. Section 3 analyzes the key’s randomness, the complexity of the key
generation, and the proposed algorithm’s comparison with the existing algorithms.
Section 4 concludes the proposed work based on the results and analysis.

2 Methodology

N × N synthetic images, namely red plane image, green plane image, and blue
plane image, were generated using a pseudo-random generator. Each pixel in these
images is represented by 8-bit values varying from 0 to 255. These three images are
combined, respectively, to form a synthetic color image, as shown in Fig. 1. This
synthetic color image is used for the proposed algorithm.

The proposed key generation algorithm uses eight different patterns mentioned
in [16, 17] for extracting the bit values from each pixel of the selected block, as
shown in Fig. 2. The numbers in Fig. 2 indicate how the columns/rows of the pixels
are selected for bit extraction with 1 being the first column/row and 8 being the last
column/row. The arrows in Fig. 2 indicate the direction in which the pixels in that
particular column/row are selected for bit extraction. For example, in Fig. 2a, the first
column is selected, and pixels are arranged from bottom to top based on the arrow

Fig. 1 Synthetic color image
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(a) Straight Up Pattern (b) Straight Down Pattern 

(c) Straight Forward Pattern (d) Straight Backward Pattern 

 (e) Flipped Up Pattern (f) Flipped Down Pattern 

(g) Flipped Forward Pattern (h) Flipped Backward Pattern  

Fig. 2 Bit extraction patterns
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in an array. The next fifth column is selected, and pixels are arranged from bottom
to top. The same process is repeated for all eight columns, and pixels are organized
based on arrows. The bit values are extracted from the arranged pixels, as proposed
in the algorithm below.

The flowchart representation of the proposed algorithm is given in Fig. 3. The
step-by-step process of key generation using the proposed algorithm is given below.

Step 1: Read the synthetic color image of size N ×M.

Buffer (Total keys Size: after concatenation: K= Kr+Kg+ Kb
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Fig. 3 Flowchart representation of the proposed algorithm
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Step 2: Divide the color image into three planes, namely red, green, and blue.
Step 3: Select the red layer and divide it into m × m blocks. This gives a total of

blocks Nb = (N × M)÷(m × m).
Step 4: A random number generator that generates numbers from 0 to Nb is

randomly selected. Each block is chosen randomly at a time using the random
generator.

Step 5: Another random number generator that varies from 0 to 7 is created.
Step 6: Based on the number generated by the second random generator, one

among the eight approaches (SU, SD, SF, SB, FU, FD, FF, and FB) is selected.
Step 7: The selected approach is applied for the selected block, and every bit of

the pixels in that block is selected from LSB to MSB one at a time and stored as
keys. Therefore, for one m × m block, a total of 8 keys of length m × m bits are
generated.

Step 8: Concatenate the 8 keys generated from step 7 to create one key of length
Kt = m × m×8 bits.

Step 9: Repeat this process from step 4 to step 8 for the whole red layer until all
the blocks are selected randomly. This gives Nb keys, each of length Kt bits.

Step 10: Concatenate Nb keys generated from step 9 to create a key of length Kr

= Nb × Kt bits.
Step 11: Simultaneously, the green and blue layers are selected, and the process

is repeated from step 3 to step 10. Hence, for one cycle, a total of 3 keys Kr, Kg, and
Kb, each with a key length of Nb × Kt bits are generated, respectively.

Step 12: Concatenate keys from red, green, and blue planes to create a final key
of length K = Kr + Kg + Kb bits.

The proposed complex algorithm is implemented for a 256× 256 synthetic color
image. The algorithm gives the key’s length, as shown in Eqs. (1) and (2)

K = (N × M)

(m × m)
× (m × m)× 8

+ (N × M)

(m × m)
× (m × m)× 8

+ (N × M)

(m × m)
× (m × m)× 8 (1)

K = Kr + Kg + Kb (2)

Using these equations, the total length of the key generated using a 256 × 256
synthetic color image is K = 1,572,864 bits.
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3 Results and Discussion

The proposed algorithm generates a key length of 1,572,864 bits from the synthetic
color image. The strength of the key places a vital role in determining the security
of an encryption algorithm. The key’s strength is determined by the randomness of
1s and 0s in the key. The randomness of the key is tested using the NIST statistical
analysis tool. NIST statistical analysis performs various tests like frequency, block
frequency, cumulative sums, runs, longest runs, rank, FFT, non-overlapping template,
approximate entropy, serial and linear complexity. The results generated from the
NIST statistical analysis tool are given in Table 1. It is observed that the generated
key has passed the entire randomness tests with the probability value greater than
the benchmark (>0.01).

The strength of the key generation algorithmmust also be considered because any
hacker with the knowledge of the key generation algorithm can generate his own key.
If the key generation algorithm isn’t strong enough, then there is a high probability
of the hacker’s key to match the original key. The strength of the key generation
algorithm can be determined by estimating the complexity of key generation. If the
hacker doesn’t know the key generation’s algorithm, it takes 21,572,864 ways to identify
the key. If the attacker knew the proposed algorithm used for key generation, the
complexity of generating the original key is calculated. Each 8× 8 block is selected
randomly using a random number generator. Therefore, the total number of ways to
select all the blocks is 1024! Since there are 8 different patterns were used for each
block, bit extraction can be done from each block in 8 ways. Therefore, the total
ways to takes to estimate the key are 81024 × (1024)!.

The proposed algorithm is compared with the existing algorithms like LSB
histogram, logistic map, LFSR key generation for key length, and keyspace are
shown in Table 2. All these algorithms are implemented usingMATLAB, and results

Table 1 Results from the NIST statistical analysis tool

Test Probability Result

Frequency 0.911413 Pass

Block frequency 0.534146 Pass

Cumulative sums 0.739918 Pass

Runs 0.739918 Pass

Longest run 0.213309 Pass

Rank 0.534146 Pass

FFT 0.350485 Pass

Non-overlapping template 0.911413 Pass

Approximate entropy 0.213309 Pass

Serial 0.739918 Pass

Linear complexity 0.012043 Pass
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Table 2 Comparison of the proposed algorithm with existing algorithms

Algorithm Key size (bits) Key space

LSB histogram 1776 21776

Logistic map 65,536 265,536

LFSR 196,608 2196,608

Proposed algorithm 1,572,864 21,572,864

Fig. 4 Application of the proposed framework

are generated for ideal conditions. It is observed from Table 2 that the proposed algo-
rithm has a key length of 1,572,864 and keyspace of 21,572,864, which are greater than
the existing algorithms. The keyspace is calculated using the standard formula 2k ,
where k is the length of the key.

The proposed key generation algorithm’s application is demonstrated with stream
ciphers, as shown in Fig. 4. The plaint text in ASCII format is converted into a
binary stream. Each bit of the plain binary stream is XORed with each bit of the
key generated using the proposed algorithm, and binary ciphertext is generated.
The binary ciphertext is communicated to the receiver. The binary cipher stream
is XORed with the received key to generate plain binary text at the receiver side.
Finally, the plain binary text is converted into ASCII format, and the message is read.
This application is implemented using MATLAB GUIDE, and the obtained results
are shown in Fig. 4.

The proposed key generation algorithm can also be used for block ciphers like
DES, where the total length of the key is divided into individual blocks of 64-bit
or 128-bit [15, 16]. Each block of the key is used to encrypt each 64-bit or 128-
bit message block to generate the ciphertext. On the receiver side, Each 64-bit or
128-bit cipher block is decrypted using each 64-bit or 128-bit key block, and plain
text is recovered. Table 3 shows how many attacks are required to get plaintext from
the ciphertext if the proposed key is used for the existing stream and block cipher
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Table 3 Robustness against malicious attacks

Encryption algorithm Key size (bits) No. of attacks to decrypt

Stream (XOR) 64 (standard) 264

1,572,864 21,572,864

DES 64 (standard) 256

1,572,864 24,576 × 256

Table 4 Key length for various synthetic color image resolutions

Resolution Size Key length (bits)

480p 640 × 480 7,372,800

720p 1280 × 720 22,118,400

1080p 1920 × 1080 49,766,400

4K 3840 × 2160 199,065,600

encryption algorithm. For, block encryption 1,572,864 bit key is divided into 64-bit
keys blocks. Therefore, a total of 24,576 keys each of length 64-bit are created. These
keys are used to encrypt the incoming 64-bit message blocks.

The generated key can be used to encrypt various data like text, image, video, file,
and sensor output represented in binary form. The length of the key generated using
the proposed algorithm can be changed by changing the synthetic color image’s
resolution. Table 4 provides various lengths of the key generated using different
synthetic images of standard resolutions. These resolutions vary from 480p to 4K,
which is in practical use. The size of the key is calculated using Eq. 1. Table 4 shows
that a maximum key length of 199,065,600 bits can be generated using the proposed
algorithm when a 3840 × 2160 synthetic color image is used.

Although the proposed algorithm has all the advantages mentioned above over
existing algorithms, there are few limitations to which the proposed algorithm may
not be applicable. The proposed algorithm requires the incoming data to be as large as
the generated key to avoid repetition and redundancy. The proposed algorithm cannot
be used in situations where sensitive data is minimal, typically in kilobytes. The
proposed algorithm is not a lightweight algorithm and sometimes more challenging
for the developers to understand.

4 Conclusion

This paper presents a newkeygeneration algorithmusing a synthetic color image.The
proposed algorithm uses a pattern-based bit extraction technique for key generation.
There are eight different patterns were used for the extraction of bits from LSB to
MSB. One pattern is selected randomly and applied for a randomly selected block
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to extract bits from LSB to MSB. These extracted bits are arranged to create a key
of length 1,572,864 bits. The randomness of the generated key is tested using the
NIST statistical analysis tool, thus proving its strength. The proposed algorithm is
compared with the existing algorithms and observed that the proposed algorithm
generates a larger size key. The complexity estimation of the proposed algorithm
shows that it takes 81024× (1024)!Ways to break the algorithm.The results concluded
that the proposed key generation algorithm suitable for a dynamic key-dependent-
based stream and block cipher algorithm. The proposed key generation algorithm is
applicable for massive size data and is not for small size data. In the future, the key
generation algorithm can be further modified to generate keys from various image
types like medical images, bitmap images, satellite images, aerial images, and so on.
The randomness of the generated key using the proposed algorithm can be further
improved using various computational techniques like bit inversion, s-box, binary
shift, and bit rotation.
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Blockchain: Application Domains,
Research Issues and Challenges

Dipankar Debnath and Sarat Kr. Chettri

Abstract Blockchain technologies offer an innovative approach to data storage,
transaction execution, process automation, and confidence-building in an open and
distributed environment. A wide range of blockchain-based applications have been
developed and deployed since its inception, and the convergence of blockchain with
other state-of-the-art technologies has been on the rise. However, the issues and
challenges associated with it are also rising with the advancement of blockchain
technologies and their applications. This paper provides an overview of blockchain
and reviews the typical domains of blockchain application discussing the open
issues and challenges. Besides, this article reviews the recent advances in addressing
different blockchain issues and points out the research directions that help to develop
technological innovations for future blockchain systems.

Keywords Blockchain · Consensus algorithms · Security and privacy · IoT ·
Smart contract · Cryptocurrency · Issues and challenges

1 Introduction

In simple terms, a blockchain can be defined as a time-stamped series of data records
that are immutable and managed by a group of computers without any central
authority. Such data records are securely stored as blocks, which are linked to each
other using the ideologies of cryptography. Blockchain technology is seen as a recent
breakthrough in an open-networked system where computation is secure and trans-
parent and where everyone involved is accountable for their actions without any
ownership by a single entity. The technology which was originally devised for digital
currency has now found its potential uses in various other areas. The global annual
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revenue of blockchain-based enterprise applications is projected to be around $19.9
billion by 2025 [1]. Despite its great potential, blockchain technology faces certain
issues, such as lower scalability, leakage of privacy, various types of attacks, large
computing power requirements, and other technical challenges.

The rest of this article is organized as follows. Section 2 provides a quick overview
of blockchain and its architecture. Section 3 describes the five typical blockchain
application domains. Section 4 highlights some of the open issues and challenges in
this area. Section 5 concludes the research work along with future directions.

2 Overview of Blockchain

2.1 Background

Blockchain is an emerging field with tremendous scope for research. The blockchain
tale dates back to early 1979, when Ralph C. Merkle, a computer scientist, presented
the idea of immutably chaining blocks with a cryptographic hash function in his
dissertation at Stanford University [2]. The concept is known as theMerkle hash tree.
In 1991, the digital time-stamping of documents has been implemented [3] and later
in 1992, the Merkle tree was incorporated to add more documents in a single block.
Much of the relevance of blockchain technology is accredited to Satoshi Nakamoto,
who designed and implemented the first cryptocurrency known as Bitcoin in 2008. A
Bitcoin serves as a decentralized public ledger maintained by anonymous consensus
over the network. He used blockchain technology and the hashlike method to time-
stamp blocks without requiring them to be signed by a third trusted party [4]. The
evolution of blockchain can be staggered into four phases based on their applications:

Blockchain 1.0 (2009–2013): In this phase, blockchain technology was primarily
used as cryptocurrencies for digital payments, currency transfer, and remittance.
Bitcoin [5] being the most prominent example in this segment.

Blockchain 2.0 (2013–2015): The key innovation here is ‘smart contract’ which
is an agreement between two people or parties. A smart contract is an autonomous
computer program designed to automatically facilitate, verify, and enforcement of
digital contracts without any central authorities or third party. The term ‘smart
contract’ was coined by a cryptographer and legal scholar Nick Szabo in 1996. Smart
contracts are applied in numerous fields such as financial services and management,
health care, property ownership, voting, insurance, and the Internet of Things (IoT),
among many others. A well-known example of a platform that runs smart contracts
is Ethereum [6], proposed by Vitalik Buterin in 2013 and officially launched in 2015.

Blockchain 3.0 (2015–2018): DApps abbreviated for Decentralized Applications
is the focus here. DApps utilizes decentralized storage and decentralized communica-
tion. A traditional app’s backend code runs on a centralized server, whereas DApps
backend code runs on decentralized peer-to-peer networks. A DApp can have its
frontend hosted on decentralized storages, unlike traditional apps. Ethereum was the
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first blockchain that offered DApp development, followed by NEO, EOS, Stratis,
Lisk, and many others [6].

Blockchain 4.0: (2018 onwards): The fourth-generation blockchain is an
emerging technology and using varied techniques such as AI, machine learning
(ML) promises to deliver Industry 4.0-based applications [7]. Blockchain 4.0 ecosys-
tems offer an Integrated Development Framework (IDE) and cross-blockchain
compatibility meaning most DApps will run on multiple 4.0-level blockchains.

2.2 Blockchain Transaction

The primary objective of blockchain technology is to build trust, transparency, trace-
ability, and data integrity. A blockchain is a decentralized, time-stamped collection of
immutable records called blocks distributed over peer-to-peer networks. Each block
consists of a series of transactions that are secured and chained to each other using
cryptographic hash functions. Blockchain technology, also known as Digital Ledger
Technology [8], has three important properties: (1) Trustless: users in the blockchain
system do not need to know or trust each other and there is no trusted central authority
such as the banking system (2) Permissionless: the system allows any node to freely
join or leave the network at will and (3) Censorship Resistant: the system does not
ban any verified transaction in a blockchain network.

Figure 1 depicts the step-by-step process of a blockchain-based transaction
involving user A making a transaction with another user B. The transaction is first
broadcasted to the blockchain network. Each transaction is verified by the miner
node(s). The miner creates a new block and adds it to the existing blockchain. The
current blockchain is then distributed over the network so that the other nodes can
update their ledger.

Fig. 1 A stepwise process of blockchain-based transaction
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2.3 Digital Signature

Digital signatures are an effective means of validating the authenticity and integrity
of digital transactions in the blockchain environment. Digital signatures are imple-
mented using public key cryptography based on the concept of public and private
keys. Here each user has a pair of public and private keys. The public key is shared,
and the private key is kept secret to the user. The private key is used to sign each trans-
action. The digitally signed content is then distributed over the network, which can
be accessed and verified using the public key. Digital signatures provide a key feature
called non-repudiation, where participants cannot deny that they have participated in
the transaction. The most common algorithm used for digital signature blockchain
is the elliptic curve digital signature algorithm (ECDSA). Other algorithms include
SHA-256, SHA-3, Scrypt, X11, X13, and Ethash [9] among many others.

2.4 Blocks

A blockchain contains a sequence of blocks chained to a cryptographic hash function
[10]. As shown in Fig. 2, each block is linked to its preceding block (termed as parent
block). The first block that has no parent block is called the genesis block. Each block
contains a block header, a transaction count, and several verified transactions. Block
header includesmetadata such as block version, block hash, parent block hash, target,
Merkle root, time-stamp, and nonce. Table 1 summarizes the components of a block
data structure.

Merkle Root [11] is the hash value of all validated block transactions. As shown
in Fig. 2, all transactions are double-hashed to a hash value; then they combine

Fig. 2 Block diagram of a block and Merkle tree
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Table 1 A summary of block data structure

Data item Data type Byte Description

Block hash Char 32 Block hash is a 256-bit hash value of concatenated
data fields of a block

Block version Int32 4 The block number, which governs the verification
rules of a block set

Parent block hash Char 32 A 256-bit block hash value of the parent

Time-stamp Unit32 4 Time-stamp in seconds since 1970-01-01T00:00UTC

Target Unit32 4 The difficulty target provided to the miner

Nonce Unit32 4 Nonce is an abbreviation for ‘number only used once’
is a value adjusted by miners to meet the target value

Merkle root Char 32 A 256-bit hash value of all transactions of a block

Transaction
counter

1–9 Number of transactions

Transaction 1
Transaction 2
.
.
Transaction n

Variable Transaction data of the block

pairwise and are entered into the parent hash function. The process is repeated until
there remains a single hash value called theMerkle root or theMerkle digest. Merkle
tree is also known as the binary hash tree and is used to optimally summarize and
verify the integrity of large sets of block transactions.

2.5 Mining and Consensus Algorithms

The process of adding transactions to the distributed blockchain ledger is called
mining. It is a mechanism that allows the blockchain system to operate without a
central authority. Miners are unique network nodes that solve a complicated math-
ematical problem to win the right to create a new block and to win a maximum
reward in terms of Bitcoin [18]. Several algorithms decide which miner wins. These
algorithms are referred to as consensus algorithms. The consensus is an automatic
way of reaching an agreement between untrustworthy nodes to maintain consistency
in the distributed ledger [19]. There are four major consensus algorithms such as (i)
Proof of Work (PoW) [12], (ii) Proof of Stake (PoS) [13], (iii) Practical Byzantine
Fault Tolerance (PBFT) [14], and (iv) Delegated Proof of Stake (DPoS) [15]. Some
of the other approaches include Proof of Elapsed Time (PoET) [17], Proof of Space
(PoSpace) [20], Proof of Importance (PoI),Measure of Trust (MoT),MinimumBlock
Hash (MBT), and Tindermint [16].

In PoW, miners need to solve a complex numerical puzzle to add a new block into
the ledger. In PoW, miners need specialized hardware to solve the puzzle and win
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Table 2 A comparison table of different mining techniques

Mining
techniques

Energy
consumption

Resource
required

Adversary
tolerance
(%)

Consensus
time

Scalability Platforms

PoW [12] High Specialized
hardware

≤25 High Strong Bitcoin,
Litecoin

PoS [13] Low Wealth or
stake

<51 High Strong Ethereum,
Peercoin

PBFT [14] Very low None <51 Low Weak Hyperledger
fabric

DPoS [15] Very low Low wealth
or stake

≤33.3 Medium Strong BitShares

Tindermint
[16]

Very low Permissioned ≤33.3 Low Medium Tindermint

PoET [17] Medium Low ≤25 Medium High Sawtooth,
fabric

rewards. PoS is a consensus algorithmwhere theminers (knownasvalidators) lock-up
or stake their crypto-coins as collateral towin the right to verify the transaction. PBFT
is derived from Byzantine General’s problem. According to PBFT, some amount of
fault or wrong doing can be tolerated without affecting the integrity of the network.
DPoSwas developed byDaniel Larimer, is a variation of the Proof of Stack algorithm,
and allows blockchain to change network parameters such as fee structure, block
intervals, transaction sizes on the fly by the delegates who vote for such changes. A
comparison of some of the popular mining techniques is shown in Table 2.

3 Applications of Blockchain

In diverse applications, blockchain technology is used. In this section, the five
typical blockchain technology application domains were summarized. Most of the
blockchain-based application areas are still in their infancy because most are at the
conceptual level and need to do a lot for future blockchain systems.

3.1 Biomedical Domain

There are various issues in areas under the biomedical domain [21] being addressed
using blockchain technology. Some of the popular blockchain technologies used
include Ethereum, Bitcoin, NEM, and Hyperledger Fabric among others. In the
biomedical domain, blockchain technology is mainly used to maintain data integrity,
enable distributed access control, data lineage, and non-repudiation. The data refers
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to medical records, personal health records, personal biosensor data, clinical trial
data, medical insurance, etc. Mostly, blockchain is used to address the issues of data
security and privacy prevalent in the distributed environment. Other uses include the
assurance of non-repudiation of medical acts or transactions and to build a reliable
and transparent ecosystem in the healthcare sector. The integration of blockchainwith
the Internet of Things (IoT) in the biomedical domain solves the issues of reliability
and data privacy and secure information related to the IoT paradigm. Likewise, the
amalgamation of big data, machine learning, AI, blockchain, and edge computing is
becoming an important component of the innovations in the biomedical domain.

3.2 Banking and Finance

Blockchain becameoneof the banking sector’smost popular technologies, as security
is of utmost importance for the banking and finance domain [22]. In addition to secu-
rity, blockchain offers operational advantages to banks, such as transparency, privacy,
immutability, reduced costs, reduced human error, and quicker transactions. With
different forms of payment such as stablecoin, tokenized fiat, and cryptocurrency,
blockchain can reduce the remittance time with faster settlement times in domestic
retail or cross-border payments. The blockchain reduces the risk of fraud and allows
secured networks and distributed processes to generate more effective financing
structures. With streamlined digital data verification and authentication, property
and insurance claims can be revamped alongwith automated claims processing using
smart contracts. It is possible to eliminate the necessity for a trusted third party when
buying and selling stocks using blockchain technology, making it less expensive
and faster transactions. Blockchain products challenge a broad range of traditional
banking and financial products, but with blockchain technology, this sector is making
a new paradigm shift in its services and products.

3.3 Government and Public Sectors

Blockchain technology has a tremendous potential to enable smart governance [23].
A blockchain-based government model can provide seamless services to its citizens
with trust and accountability because of the key features of blockchain: auditability
and persistency. Some of these services include registration of assets (e.g., land
registry, property ownership), systems for income taxation, patentmanagement, iden-
tity management, and so on. The government can leverage blockchain technology
to provide cybersecurity, process automation, secure storage of government’s and
citizens’ data, cost reduction in accountability management, transparency in voting
systems, protection of sensitive data in cyberspace, and corruption reduction, among
others. Besides, blockchain has potential applications in energy conservation (green
energy) and education (smart learning). Furthermore, with the introduction of smart
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contracts, the government bureaucratic operations that are generally complicated can
be executed in a streamlined manner.

3.4 Supply Chain

A supply chain is a network that brings together individual entities, organizations,
businesses, resources, and technologies to produce a product or service. Industry 4.0
tends to have a positive impact on supply chain management, supported by disrup-
tive technologies such as big data analytics, machine learning, AI, 3D printing, cloud
computing, and robotics, etc. Among these, as a distributed digital ledger, blockchain
explores new ways to provide solutions [24] to various issues being faced by the
supply chain industry in terms of transparency, traceability, and security. Some of
the apparent benefits of using blockchain technology in supply chain management
include real-time product tracking throughout its life cycle, a more transparent and
traceable supply chain, improving product and service licensing, reducing the risk
of fraud and product duplication, preventing tampering and building trust among
suppliers, manufacturers, and customers, etc. However, there are certain challenges
involved in adopting blockchains in supply chain management, such as lack of stan-
dards and protocols, legal issues, privacy issues, and error intolerance. A significant
amount of collaborative work must be done by industry and academia for future
research directions to understand and provide practical applications of blockchain
and its performance measurement in the supply chain industry.

3.5 Internet of Things

The Internet of Things (IoT) is applied in several diverse fields practically in all areas
of the daily life of individuals, organizations, and society as a whole. Some of the
important IoT application areas are in the fields of healthcare and medicine, agri-
culture and irrigation, automotive industry, manufacturing industry (e.g., Industrial
IoT), public transportation, smart homes, etc. Using blockchain, various limitations
of traditional IoT applications can be addressed, such as secure data transfer between
IoT devices and applications, protection of sensitive information when delivered
via the IoT network, ensuring the integrity of IoT data without a third party, opti-
mizing the computational power of IoT devices, reducing the operating costs of
IoT applications, etc. In reality, blockchain provides IoT devices, applications, and
platforms with a scalable and decentralized environment. Moreover, blockchain-
based IoT systems allow companies to run smart applications and execute multiple
legal procedures between business partners through smart contracts. However, IoT
systems suffer from problems of scalability, data security, and centralization and
thus the convergence of blockchain and artificial intelligence for IoT applications
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[25] together with cloud and fog computing could lead to the development of a
secure, scalable, decentralized, and intelligent IoT ecosystem.

4 Open Issues and Challenges

Being an emerging technology, blockchain faces various issues and challenges. The
three typical parameters are summarized in the sections: scalability in Sect. 4.1,
attacks on blockchain in Sect. 4.2, and privacy breach in Sect. 4.3.

4.1 Scalability

Scalability is one of the key limitations of blockchain technology. In fact, there is a
key challenge in balancing the trade-off between the three key aspects of blockchain,
commonly known as the Blockchain Trilemma, namely security, decentralization,
and scalability. Balancing the trade-offs between these three aspects or to achieve all
the three is important for the development of future blockchain systems. The problem
of scalability arises due to the increasing number of transactions day by day, where
there is a constraint in the network’s throughput, i.e., the number of transactions that
can be processed per second, for example, Bitcoin blockchain can only process 7 tx/s
(transactions per second), Ethereum [26] processes 15 transactions per second while
Visa and Paypal up to 1700 tx/s and 193 tx/s, respectively. Besides, with the limited
block size (e.g., 1 MB in Bitcoin [4]) and the high latency or long confirmation
time, i.e., the time needed to create a new block and its inclusion in the blockchain
(e.g., around 10 min for Bitcoin’s network and around 20 s for Ethereum’s network),
millions of transactions cannot be processed in real-time. Besides, throughput and
latency, other factors that have an impact on scalability are storage and transaction
fees paid to the miner. Currently, the blockchain size of Bitcoin (BTC) has exceeded
300 GB while Ethereum (ETH) and Litecoin (LTC) have exceeded 200 GB, and 28
GB of storage, respectively [27]. Several solutions have been proposed to address
the scalability issue, such as network sharding [28, 29], consensus construction [30],
lightning network [31], and directed acyclic graph [32].

Sharding is applied to blockchain to randomly break the network into small zones
or shards with some teams of nodes assigned the responsibility. Thus, each node does
not need to maintain the entire ledger to execute processes and validate transactions;
instead, a part of the ledger is assigned to the nodes to be maintained to operate.
This results in increased throughput as validation of transactions happens in parallel
rather than in a linear fashion. So, scalability can be achieved with some compromise
in security as hackers find it comparatively easier to take over a single shard, also
known as a 1% attack. Various sharding protocols to solve the scalability issue in
blockchain exist in the literature such as RSCoin [33], Chainspace [34], Elastico
[29], OmniLedger [35], etc. A comparison of state-of-the-art sharding protocols
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based on some parameters like safety aspects, consensus, protocol settings, and their
performance can be found in the works by G. Wang et al. [28].

Such self-governing individual shards are asynchronized, so consensus among
them becomes difficult to achieve. Consensus protocols are designed to make them
reach an agreement on a shared state or data in a distributed environment. Broadly
consensus algorithms can be classified into three broad categories [36]: (1) Incen-
tivised consensus algorithms (Proof of Stake (PoS), Proof of Work (PoW), etc.), (2)
Non-incentivised consensus algorithms that are mainly used in private blockchain
systems for non-crypto-currency applications, and (3) Hybrid consensus algorithms
(Proof of Research, Proof of Stake Velocity, Proof of Burn etc.). Designing and
deploying a consensus protocol is another challenging task [37] because a lot
of factors need to be considered such as network latency, safety, fault tolerance,
transaction rate, efficient handling of corrupt inputs, and so on.

The change of the linear-chain structure of the blockchain with the DAG-based
structure is another solution proposed in the literature to achieve greater scalability
in the blockchain, where, through the directed acyclic graph, blockchain networks
are extended and no mining occurs, it improves scalability with reduced transaction
costs.

4.2 Attacks on Blockchain

With the advent of blockchain-based applications beyondBitcoin, it is natural to have
a better understanding of different types of attacks on Blockchain technology, so that
a strong foundation can be established to reduce attack opportunities pursuing better
security. Private Blockchains are less susceptible to adverse attacks as compared to
public Blockchains due to restricted access to system resources and stronger trust
models. The attacks on the public blockchain can be categorized into three broad
categories [38]: (1) Attacks based on the design constructs like the mathematical
techniques used to build the Blockchain structure such as forks [39], orphaned blocks
[40], etc. (2) Attacks based on the applications applying Blockchain technology
like cryptojacking, double-spending [41], smart contract DoS, wallet theft, etc., (3)
Attacks based on peer-to-peer architecture such as selfish mining [42], consensus
delay, 51% attack [43], DDoS attack [44], eclipse attack, Domain Name System
(DNS) attack and so on. The taxonomy of the attacks on public Blockchain is shown
in Fig. 3.

Sometimes, to achieve better scalability and to reduce the probability of orphaned
blocks prevalent in decentralized mining networks, centralization of the blockchain
network is done which in turn makes the network more vulnerable to attacks like
double-spending and majority attacks or 51% attack where a group of miners could
control more than 51% of network’s mining hash rate or computing power. The
51% attack is one of the biggest threats to any Bitcoin-like currency. For example,
in the year 2018, 51% of the network’s mining hash rate in Bitcoin Gold (BTG)
was acquired by malicious miners, stealing cryptocurrency costs of $18 million [45]
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Fig. 3 Taxonomy of attacks on blockchain

followed by $72,000 in the year 2020. Another issue is the fork (hard fork or soft
fork) problem, where an attack is based on the design construct of the blockchain
technology. The fork problem exists because of the issues in the compatibility of
the consensus between the old node and new node verification requirement in the
blockchain network. These blockchain forks may cause a delay in consensus in the
network leading to the double-spending attack. In recent studies, it is found that even
nodes having computation power of less than 51% are still dangerous as there is
a possibility of an attack known as selfish mining. The strategy applied in selfish
mining by the miners is that they hide their mined blocks without broadcasting them
to the public unless some requirements are satisfied. In this way, selfish miners keep
mining their private chain without any competitive miners while honest or rational
miners waste their resources mining the useless public chain. Attackers may launch
eclipse attacks and DNS hijacks where the users and miners are kept isolated from
the actual network. The attackers poison the DNS cache and modify the data and
when any user makes any DNS query, they are led to some counterfeit networks.
Another most common attack in the blockchain is the distributed denial-of-service
(DDoS) attack. It is an attack made on blockchain-based applications such as Bitcoin
and Ethereum. Even the 51% attack can cause the denial-of-service (DoS).

Another most challenging attack in the permissionless public blockchain is the
Sybil attack [46], where attackers can carry out a 51% attack. In the Sybil attack,
the main idea followed is that attackers create fake identities or Sybil identities in
a blockchain network and use them to gain an unreasonably large influence over
peers. Thus, they can take control of the hash rate of the network and could prevent
confirmation of other transactions. The smart contracts are completely automated
contracts, but smart contract-based attacks are due to the presence of bugs, and one
of the biggest exploitation in the history of cryptocurrencies is the ‘THE DAO’
(distributed automated organizations) hack in the year 2016 where an attacker could
pull out almost $70 million out of the crowdfunding project.
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4.3 Privacy Breach

As users perform transactions in anonymity without revealing their real identity, the
blockchain technology retains a high degree of user’s privacy. However, Kosba et al.
[47] have stated that even though the transactions use pseudonymous addresses, user’s
privacy in the Bitcoin blockchain cannot be guaranteed. And once the user’s true
identity is revealed, his transactions are seriously threatened of getting leaked to the
public. Various methods for improving the privacy of future blockchain systems are
suggested by the researchers. These techniques mainly use anonymization methods
such as MixCoin, CoinJoin, CoinShuffle, etc., or cryptographic techniques such as
Homomorphic Encryption (HE), Attribute-based Encryption, Non-Interactive Zero-
Knowledge Proof (NIZK), etc.

The anonymization techniques such as Mixcoin [48] and CoinShuffle [49] enable
users to make anonymous payments in Bitcoin or similar cryptocurrencies. However,
the Bitcoin is pseudonymous rather than anonymous. In the proposed methods, users
mix their coins with others to preserve privacy. These mixing strategies are either
fully centralized where all users trust a mixer or a decentralized one without any
requirement of trusted third parties like as proposed in CoinJoin [50] method devel-
oped for Bitcoin by Greg Maxwell. These methods are effective in preventing the
identity of users from being disclosed and linked to, however, centralized services
have a risk of privacy breach of the users and require a third party to be trusted.

In the cryptographic approach, data are stored in encrypted form over the
blockchain without any substantial changes in its properties. It addresses the issue
of privacy breach prevalent in public blockchains. For example, in Ethereum smart
contracts, data are stored in the blockchain in encrypted form using homomorphic
encryption techniques, to maintain the user’s privacy. Secure multi-party communi-
cation (SMP) in a decentralized computation platform such as Enigma [51] is also
proposed to provide a protection mechanism of personal data without any need to
trust the third party to carry out joint computing by multiple parties in the blockchain
network. The methods, however, suffer from a drawback as they only support simple
operations such as additions and subtraction and suffer from lower computational
efficiency for complex operations.

5 Conclusion

The traditional industry has immensely benefited from the six key features of
blockchain: decentralization, transparency, anonymity, immutability, autonomy, and
auditability.With an increasing interest in the application of blockchain technology at
the industrial level and subsequently in academic research, the issues and challenges
in blockchain are also increasing. This article reviews the current research and focuses
primarily on the blockchain-based applications in various fields, ranging fromfinance
to public services, from supply chain management to healthcare, highlighting open
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issues and challenges with potential research opportunities for future blockchain-
based systems and applications. It can be concluded that a deeper understanding of
the key features of blockchain plays a vital role in addressing related issues such as
data security and privacy, scalability, blockchain attacks, etc. and helps to develop
technological innovation for future blockchain systems.
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A Study of Mobile Ad hoc Network
and Its Performance Optimization
Algorithm

Vishal Polara and Jagdish M. Rathod

Abstract MANET is basically used for quick transmission of data without creating
infrastructure-based network. In order to do transmission in mobile ad hoc network,
it is required to find out efficient path between source and destination. MANET
is developed using different type of topologies which frequently get changed on
the movement of node that affects network performance result in selection of inap-
propriate path. So to find out best path between nodes, routing protocol is required.
There are number of routing protocols available based on the requirement of network
it get selected and implemented. This paper provides the information of various
routing protocol and optimization algorithm developed by different researcher which
is applied to improve performance of MANET.

Keywords Mobile ad hoc network · Topology · Protocol · Ad hoc on-demand
vector · Dynamic source routing · Zone routing protocol · Particle swarm
optimization

1 Introduction

1.1 MANET

A wireless ad hoc network is a group of mobile nodes without having preplanned
infrastructure, which form a temporary network. Each and every node is communi-
cating with each other using radio or infrared communication technology. Laptop
and mobile or let us say personal digital assistants which can communicate directly
are the example of ad hoc network. Node is normally mobile in ad hoc networks.

Ad hoc network contains few stationary nodes for example access point to the
Internet, and there are also few semi-mobile nodes available for deploying relay point
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in the area where there is a need of relay point temporarily. The outsider nodes are
normally not within the transmitter range of each other. The center nodes are most
useful to transfer the packet between two nodes. It acts as a router so that transmission
between two nodes can establish successfully.

In an ad hoc network, there is no central administrator available for handling the
packet. Network does not get collapsed because of frailer of one node or the node
goes outside the network range. Node can enter and leave the network to satisfy their
requirement. Nodes are having limited transmission capability so if two nodes want
to establish connection they required to use multihop approach in which other nodes
act as an intermediate node. Every node must be willingly transmitting the packets
for other nodes [1]. So every node acts as a router and host simultaneously. A node
can be defined as an abstraction of router and a number of mobile nodes which are
acting as a hosts.

A router is defined as a node which has the capability to store the entry of all the
nodes to which packet is transmitted. It also provides optimum path to reach one
node to another node. A node is nothing but a host which contain an IP address.

In an ad hoc network, topologies are changing rapidly and there are also various
possibilities of malfunctioning of nodes but ad hoc network is capable to handle
all possible problems as mentioned. It fixed everything with the help of network
configuration features.

If node wants to communicate with each other, they require routing protocol.
Routing protocol comes with two main functions: First function is the selection of
path for numbers of source and destination node available for transmission of packet
at right destination. The second function is to decide and maintain routing table
so that with less number of network problem or link failure transmission could be
achieved.

1.2 Characteristics of MANET

MANET can be described by following characteristics [4].

NoNeed of Infrastructure: Mobile ad hoc network is created without having central
administrator as it does not depend on any pre-established infrastructure. Here, all
the nodes communicate with each other using peer-to-peer approach and with the
help of their own router to generate data. Management functionality of network is
distributed along various nodes. It also helps to manage fault detection. There is no
discrimination between endpoints and switches in case of MANET.

Multiple hop routing: In MANET, there is no fixed router available for routing
information between nodes. Here, node itself works as a router and forward infor-
mation between various mobile hosts. Usually two types of routing take place like
single hope and multihope based on various layer attributes and routing protocols. In
single-hop routing implementation mechanism is very simple with lost cost and less
functionality. In multihope mechanism, data packets use direct wireless transmission
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protocol and range to forward packet from source to destination by taking more than
one node as an intermediate nodes.

Dynamic topology: In MANET, nodes are moving randomly so topology of node
is not fixed it is usually dynamic in nature. Normally in multihope network imple-
mentation topologies are changing rapidly and unpredictably which will result in
frequent route change and partition of network with loss of packet. MANET can
able to work in various propagation conditions and dynamic type of traffic as well as
various types of mobility patterns. Node is creating different types of network as they
are continuously moving on the fly mode. User is required to operate not only from
mobile ad hoc network but also required to have public network which is normally
fixed like Internet.

Variation of Node and link capabilities: All nodes are having one or more radio
interfaces with different transmission and receiving capabilities as well as operating
with different frequency bands. The rate of bit error of wireless connection is usually
more profound in mobile ad hoc network. One direct path between two nodes is
shared by the sessions. Nodes normally communicate through channel and channels
are noisy or equipped with less bandwidth than a wired network. In certain case,
node uses multiple wireless link for transmission.

Low-weight terminals: Mostly mobile nodes in mobile ad hoc network have low
CPU processing speed with limited storage capability and also are compact in size.
So these types of devices need an optimization algorithm to implement and manage
computing and communication functions.

Dynamic topology: Nodes are moving arbitrarily across the network using random
way point mobility model.

Limited Bandwidth: Node are available with limited bandwidth in MANET
compared to wired network because of that less amount of throughput can be
achieved.

Energy-constrained operation: One of the most important design considerations is
node life. Node is equipped with the limited life battery in MANET.

Security: ad hoc networks are more exposed to problems compared to wired
network which increased the chances of security attacks like denial of service and
eavesdropping which needs to be handled efficiently.

1.3 Challenges in Ad hoc Network

Routing: Dynamic topology is used for routing in MANET. So routing of packet
either by using any approach becomes more challenging compared to wire network.
Mostly protocol which is used in network is reactive in nature [2].
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Routing Overhead: In MANET, nodes are changing their location rapidly so the
route which is generated through random movement creates a routing overhead.

Interference: when nodes are communicating with each other links are established
and fail depending on the various characteristics of transmission which may result in
overhearing of conversation by other nodes and which may also result in corruption
of complete transmission.

Security and Reliability: ad hoc networks are less secure because of the problem
mostly seen as to, e.g., depending on neighbor relaying packets. In MANET, links
are having characteristics to introduce reliability problems, because of limitation of
transmission range, medium is broadcast in nature, packet loss because of mobility
and data loss on transmission [4].

Asymmetric links: Usually wired networks depend on the fixed symmetric links.
But it is not with ad hoc networks as the nodes are randomly moving using dynamic
topology and changing their position frequently within the network, e.g., when node
A sends packets to node B it does not tell anything about reverse direction link.

Internetworking: MANET- and IP-based networks are usually communicating
with each other. So the correlation of routing protocols between mobile devices
is challenging for the harmonious mobility management.

Dynamic Topology: It has major problem of routing because topologies are dynamic
in nature. In MANET, type of network routing table must reflect this change of
topology and routing algorithms effectively, e.g., routing table updated after every
30 s in case of fixed network. Frequency of updating in ad hoc network is low
compared to fixed network.

Energy Consumption: MANET nodes are operating usually on the batteries, so the
power conservation becomes a crucial problem. Hence, power consumption must be
optimized. Conservation of power-aware routing must take place [15].

2 Overview of routing protocol

Protocols are rules that govern the communication. Routing protocols are necessary
in order to establish trustworthy communication. In mobile ad hoc network, there are
basically three types of routing protocols proactive, reactive, and hybrid. Explanation
of all categories of protocol is explained in detail.

2.1 Classification of Routing Protocol

Figure 1 shows the classification of routing protocol.
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Adhoc Routing Protocol

Proactive Routing Protocol Reactive Routing Protocol 

Hybrid Routing Protocol

Fig. 1 Ad hoc routing protocol

• Reactive routing protocols

It is also famous as a demand routing protocol. In this type of routing protocol, route
discovery is based on demand. Nodes discover route on demand basis. Source node
checks available route in routing table if proper route is note available it will initiate
the route discovery mechanism [10].

Route discovery: In this process, route is discovered by source when it is required.
Source node checks buffer for the availability of route from source to destination if
the route is not present it starts the process of discovering new route. Source node
contains complete path to reach destination and it also contains the information of
intermediate nodes.

Route maintenance: because of network having dynamic topology there are more
number of link failure that occurs so there is a requirement of proper route main-
tenance. Reactive protocols come with the acknowledgement mechanism because
of that maintenance of route is possible. Delay is added to the network because of
implementation of route discovery mechanism. Each intermediate node also adds
latency which is generated in the route discovery process [5]. Routing overhead is
reduced in this type of protocol but the cost of delay in network gets increase. There-
fore, this type of protocols is useful when network required low routing overhead.
There are many famous reactive routing protocols available inMANET, for example,
DSR, AODV, TORA, and LMR.

• Proactive routing protocols

It is also popular as a table-driven protocol. In this mechanism, each and every node
maintains one routing table which contains information about topology of network
even without the requirement of it. This feature is also useful for various types
of traffic like data, substantial signaling traffic, and power consumption [3, 4]. It
periodically updates the routing table at the time of change in network topology. It
is not preferable to use for large network as they need to maintain entry of each and
every node in the routing table [6]. There are various types of protocol and each
protocol has a different number of routing tables.
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There are many popular proactive routing protocols available like OLSR, DSDV,
and WRP. Destination sequence routing protocol (DSDV) is a table-driven routing
protocol based on the distributed Bellman–Ford algorithm. There are few improve-
mentmade in existingBellman–Ford algorithmbymaking it free from loop in routing
tables [1]. In this algorithm, each and every node maintains routing table which
contains numbers of hope to reach the destination, next hop, and sequence number.
This information is attached to each node. Destination sequence routing protocol
has large overhead because of routing table. Enhanced version of DSDV protocol is
wireless routing protocol (WRP). It maintains all the information related to routing
in routing table because of the nature of proactive routing.

Mainly four types of tables are maintained in this protocol namely routing table,
distance table, cost table of links, and retransmission list of message.

• Hybrid routing protocol

Mostly protocols presented here are of either proactive type or reactive type. There
is some difference in working of proactive and reactive routing protocol. Usually
proactive routing protocol has less latency and large overhead while reactive routing
protocols have more latency and less overhead. Hence, hybrid protocol is used to
overcome the drawback of proactive and reactive routing protocols.

It combined features of both the routing protocol [3]. It uses the table maintenance
mechanism of proactive protocol and the route discovery mechanism of reactive
protocol so as to avoid latency and overhead problems in the network. It is also
suitable for large networks where large numbers of nodes are present.

In this type of protocol, larger network is divided into numbers of zones where
routing inside the zone is performed with the help of reactive routing protocol and
outside the zone it is done using proactive routing protocol.

There are most popular hybrid routing protocols inMANET, e.g., ZRP and SHRP
[7].

In the above section, discussion about routing protocol is carried out.When routing
protocols are implemented in real-time environment, lots of issues are created like
link failure, power failure, inappropriate execution of path, packet loss; so to over-
come all this drawback, it requires to combine protocol with optimization algorithm
so overall performance of network increases with respect to parameters like routing
overhead, end-to-end delay deduction and also packet delivery ration can increase
so in next section discussion about certain algorithm is given which can serve the
above purpose.

3 Network performance optimization algorithm

Earlier discussion of MANET contains routing protocol supported by MANET, its
advantages, and the problem associated with MANET network. Here, discussion
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about various algorithms which can be used to enhance performance of ad hoc
network is given.

3.1 Genetic algorithms (GA)

It was developed by the Netherlands in 1975. It is working on a principal of
natural selection and it is also a branch of a computational model. This method
of optimization of network performance is the powerful one among the others.

Genetic algorithms are affected by humanism. Normally genetic algorithms work
properly for optimization and are also called function optimizers. In this type of
population solution, it is called chromosome, as it is initialized for algorithm.

Fitness is evaluated for each chromosome with the help of appropriate fitness
function [8]. The best chromosome is chosen and crossover and mutation occur
for better offspring. Genetic algorithm efficiently and conveniently works in the
following case.

i. Search space is big, complex, and most probable not well known.
ii. There is no requirement of mathematical analysis.
iii. Knowledge of domain is scarce less to encode in order to narrow the searching

area.
iv. It is used for complicated problems and the problemwhich are loosely coupled,

it works with its own internal rules.
v. Searching method conventional approach fails.

3.2 Particle Swarm Optimization (PSO)

It is probabilistic optimization method which is based on population, and it is
proposed by Kennedy and Eberhart in 1995. Grouping behavior of birds and fish
swimming inspired to develop this technique. In this technique, each member is
represented by particles with independent speed and position. The best position is
determined by the highest fitness value of particles [8]. It contain various step in
algorithm to identify best value.

Following are the steps to decide best value:

i. Particles are initialized in search space
ii. Performance of each and every particles is evaluated.
iii. If the fitness value of particle is better than pbest value, then pbest value is set

as a new value of particle.
iv. The position and velocity of particles updated.



138 V. Polara and J. M. Rathod

3.3 Ant Colony Optimization (ACO)

This technique is inspired by ant feeding behavior, and it is also a part ofmetaheuristic
technique. This approach was developed by Dorgio and Dicario in 1999. It has
following three main function:

i. Ant Solution Construct: In this, non-natural ants move during adjacent states
of predicament.

ii. Pheromone Update: After making clarification pheromone trails are restruc-
tured.

iii. Daemon actions: In this supplementary pheromone is applied to the superlative
solution.

3.4 Artificial Bee Colony Optimization (ABC)

This algorithm is based on the working style of nature bees based on this numbers
of algorithm available based on intelligence. This technique is based on foraging
behaviors of bee group and it was proposed by Basturk and Karaboga. These algo-
rithms divided into two categories: breeding behavior and mating behavior. In the
ABC technique, there are groups of bees:

i. Spectator
ii. Utilize.

3.5 Bacterial Foraging Optimization Algorithm (BFOA)

It is a universal optimization algorithm inspired by feeding behavior of bacteria
named Escherichia coli. Bacterial foraging optimization algorithm is affected by
the chemotaxis of bacteria. These bacteria use concept of gradient of chemicals to
obtain a direction to food. Strategy of information processing is achieved by a series
of processes.

i. Chemotaxis: Shifting of cells along with the exterior one at a time.
ii. Reproduction: Sets of bacteria are chosen on the principal of best value to so

it can be donates to the subsequent generation.
iii. Elimination and Dispersal: Cells are unnecessary and new illustrations are

interleaved.

3.6 Binary Particle Swarm Optimization (BPSO)

In accumulation, there is a comprehensive description of PSO called BPSO. In binary
particle swarmoptimization, each particle has its binary value equal to 0 or 1.Value of
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particle gets changed based on amovement from0 to 1. InBPSO, velocity of particles
is defined using the probability which will change its state to 1. It is useful in many
applications like iterative prisoner’s dilemma, optimal input subset of SVM, dual-
band anddual polarizationplanar antennadesign. IfBPSOwithPSO is compared then
as the BPSO algorithm was used in the binary discrete search space, computational
complexity of BPSO is reduced compared to PSO and also the accuracy of the
calculation is reduced. BPSO has a finite state solution and can shorten the overall
time required for calculation for particle convergence compared to PSO so it is a
main advantage of BPSO over PSO. Qualities of binary PSO over particle swarm
optimization are[14]:

i. The computational complexity get condensed
ii. The accuracy of calculation increased
iii. State resolution is restricted
iv. Easy development.

In the next section, discussion about one of the algorithms from above algorithm
is explained in detail because from earlier studies it is proved that among all above
algorithms PSO gives better performance. In earlier discussion of MANET, routing
protocol is supported by MANET and its advantages and the problem are associated
withMANET network. Here, discussion about various algorithms which can be used
to enhance performance of ad hoc network is elaborated.

4 PSO Overview

It was developed by Kennedy and Eberhart in 1995 based on swarm behavior in
nature, such as fish and bird schooling.

In place of using the crossover or mutation or pheromone, it uses real number
randomness and global communication among the swarm particles. That makes this
algorithm easier to implement as parameters does not require to encode and decode
into binary strings compared to those in genetic algorithmwhere it uses a real number
[12].

An objective function search space is obtained by adjusting the trajectories of
individual agents, called particles, as the piecewise paths formedbypositional vectors
in a quasi-stochastic manner. A swarming particle movement consists of two major
components:

• A stochastic component;
• A deterministic component.

Particles are attracted toward the current global best g* position and its own best
location xi * in history. It has capacity tomove randomly at the same time. If particle i
finds new best location than the existing one then it updates the available best location
with existing one [13]. All n particles have current best location at any time t during
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Fig. 2 Notion of particle in
PSO

Particle i 

Possible  
Directions

Xi*

g* 

iterations. This process of finding global best is repeated till the objective is achieved
or for a specific number of iterations [9].

Particles movement is represented in Fig. 2, where xi *(t) is the current best for
particle i and g* ≈ min{f (xi)} for (i = 1, 2, …, n) is the current global best at t.

The following formulas are used to determine the new velocity and position
vectors of the particle [11].

V t+1
i = V t

i + αε1
[
g ∗ −xti

] + βε2

[
x∗(t)
i − xti

]
(1)

xt+1
i = xti + vt+1

i (2)

where

• xti is the position vector for particle i at instant t.
• vti is the velocity vector for particle i at instant t.
• ε1 and ε2 are two random vectors, and each entry takes the values between 0 and

1.
• α and β are the learning parameters or acceleration constants, which can typically

be taken as, say, α ≈ β ≈ 2.

The essential steps of the PSO can be summarized as the pseudocode below:
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Particle Swarm Optimization

Objective function f (x), x = (x1... xd) T

Initialize locations xi and velocity vi of n particles. 

Find g* from min {f(x1)... f (xn)} (at t=0) 

while (criterion) 

for loop over all d dimensions and all n particles 

 Create new velocity vi
t+1

 Find out new locations xi
t+1 = xi

t + vi
t+1

 Apply objective functions at new locations xi
t+1

 Each particle xi* current position is determine 

end for 

Obtain the current global best g* 

Update t=t+1 (pseudo time or iteration counter) 

end while 

Output the final results xi* and g*. 
At the initial stage, distribution of all particles is relatively uniform because of

that they can make sample over most of the regions, which is very important for
multimodal type of problems. Velocity of particle can be taken as zero at the initial
stage, that is,

vt=0
i = 0.

5 Conclusion

This paper contains information about popular routing protocol used in MANET
for communication. Each protocol functionality is provided and it is observed that
most of the protocol face difficulty in finding optimal path to attain optimized perfor-
mance in routing. Discussion includes certain algorithms which are widely used for
improving network performance. The use of protocol is it depends on the requirement
of network and the kind of parameter that would like to improve like link failure and
throughput. Most of the techniques are introduced to produce reliable and efficient
network without having frequent link failure during data transmission. So in future
any one of the techniques on more than one routing protocol could be applied to get
optimal path and best result.
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Industrial IoT: Challenges
and Mitigation Policies

Pankaj Kumar, Amit Singh, and Aritro Sengupta

Abstract In today’s world, with the innovations of various technologies and the
subsequent growth and competition in various sectors, technologies such as IoT are
playing a key role in amalgamating technology and industries. This vision to use
IoT in the industry is to complement the needs of industries, increase automation,
receive feedback, timely response, andmost importantly increase productionbymany
folds. This drastic change and implementation of technology helped to generatemore
revenue but the threat of cyberattacks is still prevalent and is largely overlooked.
Industrial IoT which does not follow any standardized security protocols is heavily
vulnerable to cyberthreats and critical sectors like power plants, smart meters, etc.,
which uses IoT to connect are at high risk. In this paper, a basic overview of the
cybersecurity issues in industrial IoT and various cyberattacks related to different
tiers of IoT architecture is reviewed. Also, research work has discussed various
mechanisms that can be used to thwart and mitigate cyberattacks on the industrial
IoT systems.

Keywords Cybersecurity · Internet of things (IoT) · Industrial Internet of things
(IIoT) · Cyberchallenges · Common vulnerabilities and exposures (CVE) ·
Vulnerability

1 Introduction

With rapid technological growth in the industrial sector, technologies such as the
Internet of things, artificial intelligence (AI), blockchain technology, 5G, and cloud
computing play a vital role in connecting industrial processes throughout the network.

Industrial IoT (IIoT) is rapidly becoming a reality. In critical applications, the
use of intelligent network-connected devices and data management has improved
productivity, optimization, and reliable communication and control. As described by
Industrial Internet Consortium (IIC) [1], IIoT will significantly improve the power to
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take decisions, actions and connect multiple autonomous industrial control systems.
Also, data from smart objects are being used to provide intelligence for decision
making using big data analysis.

According to Gartner Inc.’s 2019 [2] report, 5.8 billion automotive and enterprise
IoT systems will hit the market by the end of 2020, up to 21% from 2019. Building
automation and connected lighting devices will have a high growth rate of around
42%, followed by the automotive industry (31%) and the healthcare sector (29%) in
2020. The emergence of networked IoT devices in the industry promotes innovation
and improves efficiency and productivity. But the industrial Internet of things (IIoT)
also faces cybersecurity issues/challenges that industries and IT professionals need
to address.

An IoT threat report published by Palo Alto Networks [3] observed that 98% of all
IoT network traffic is raw and does not have encryption, thereby revealing sensitive
and confidential data of companies and consumers. Fifty-seven (57) percent of IoT
devices are vulnerable to cyberattacks due to the low patch level of IoT systems.
Attackers may exploit known vulnerabilities and password attacks via default device
passwords. Eighty-three percent of medical imaging devices run on unsupported
operating systems that may be exploited by vulnerabilities to exfiltrate patient data
stored on these devices and disrupt patient care quality.

On September 20, 2016, a massive DDoS attack (around 6 Gbps traffic) was
recognized onBrianKrebs’ security blog (krebsonsecurity.com). It was an IoT botnet
driven by Mirai malware. It scanned the Internet continuously for vulnerable IoT
devices, which were then infected and used in a botnet attack. It was claimed that
around 3.80 lakhs IoT devices were affected by the Mirai malware in the attack on
Krebs’ Web site. The affected IoT devices were mainly home routers, digital video
recorders, network-enabled cameras, etc. [4]. Another advanced variant of the Mirai
botnet, termed as Torii botnet, used new payloads to exfiltrate sensitive information
instead of usual DDoS attacks. This botnet attack affected a wide range of devices
and targeted several architectures, including MIPS, ARM, x86, x64, PowerPC, etc.
[5].

In February 2019, Hoya, a Japanese Optics manufacturer, was target by a cyberat-
tack that interrupted its production lines in Thailand. In March 2019, the Norwegian
metallurgical company, Norsko Hydro, was attacked by LockerGoga Ransomware.
This Ransomware attack disrupted the company’s operations [6].

These attacks discussed above demonstrate that a lot of IoT devices suffer from
multiple vulnerabilities. Theydonot have the requisite protection andprotocols.Most
devices have a lack of authenticationmeasures, default login passwords, communica-
tion in open text format over the Internet, including insecure interfaces and vulnerable
firmware.

The authors have reviewed several research articles [7–12] that discussed limited
cybersecurity issues andmitigations techniques. However, in this paper, authors have
provided a comprehensive and detailed overview of the cybersecurity risk faced by
IIoT in recent years along with their related CVEs, detection, prevention, and latest
mitigation techniques that ensure IoT-based industry’s protection. The paper also
aims to cover the latest cyberattacks trends and challenges faced by industries and
end users.
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The rest of the paper is structured as: Sect. 2 gives a brief description of IoT, IIoT,
and their architectures. In Sect. 3, the authors have discussed different vulnerabilities
and potential security threats and issues related to IIoT. In Sect. 4, the authors have
discussed the best security practices for IoT application developers, industry, and
end users. In Sect. 5, the authors have discussed future directions and concluded the
paper.

2 Internet of Things (IoT) and Industrial Internet
of Things (IIoT)

2.1 Internet of Things (IoT)

Basically, it is a combination of static and/or mobile devices that are interconnected.
These devices are being equipped with sensors, actuators, and other measuring
modules which are connected to the Internet. The main purpose of IoT is to connect
billions of smart objects that can sense the surrounding environment, transmit and
process the data and then feedback to the environment. It uses various kinds of
communication technologies and products such as cellular devices, Ethernet, Wi-Fi,
Zigbee, satellite and has machine-to-machine (M2M) capabilities.

IoT devices, coupled with industrial process/industrial communication, improve
the safety and sustainability of industries and also connect the physical world to
its digital counterpart (known as cyberphysical system (CPS) [7]. The different
applications of IoT devices are shown in Fig. 1.

Fig. 1 Application of IoT [13]
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Fig. 2 Benefits of IIoT

2.2 Industrial IoT (IIoT)

In the digitalized industrial world, the advent of digital and smart IoT devices aims to
integrate operational technology with information technology (IT). In simple words,
IIoT consists of connected smart objects, information communication technology,
and cyberphysical systems. These devices provide an exchange of process, service
information, real-time data by collection, processing, and communication within the
industrial system, to increase overall productivity [9]. The benefits of IIoT systems
have been shown in Fig. 2.

2.3 IIoT Architecture

The Industrial Internet Consortium (IIC) presented a three-tier reference architecture
of IIoT that consists of edge, platform, and enterprise tier, as shown in Fig. 3.

In the edge tier, data received from different edge nodes collect at the edge gate-
ways via a proximity network. This network connects various sensors, actuators, and
control systems, which are collectively called edge nodes.

The platform tier receives the data, processes it, and transfers to the enterprise
tier. It controls the processes and data flow among the tiers using an access network.
It also enables management functions for devices.
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Fig. 3 Architecture of the three-tier Industrial IoT system [10]

End users are linked via an enterprise tier to IIoT systems. This tier incorporates
special frameworks and decision support systems. It also gives control command to
the edge tier.

In these layers, a large amount of data is been transferred using different network
topologies. In order to reduce the number of computing efforts and quantum of data,
IoT devices are used at the edge nodes such as smart sensors [14].

As the number of IoT devices increases in the IIoT systems, there is a high chance
of increasing cyberattacks on these devices to access valuable information. Also,
the network protocols which are being used for data transfer are highly targeted to
the attacks. These networks are targeted easily because their communications are
not encrypted. The main attacks on IIoT systems are network-based, compromise
of devices, remote code execution through malicious code, etc. To secure our IIoT
ecosystem from cyberthreats, we have to establish a secure and reliable industrial
environment. In the next section, the authors have discussed the potential cyberthreats
and their countermeasures.

3 Cyberthreats in IIoT Devices

3.1 Cyberthreat

Athreat in cyberspacemaybedefined as an event inwhich an attacker disrupts/attacks
organizational operation and its assets through denial of service, disclosure and
modification of information, or unauthorized access, etc., of an industrial system.

Traditionally, cyberattacks happened at a single point of surface among hard-
ware systems, software, or network level. But, advancement and sophistication of
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cyberthreats and cyberattacker may find loopholes and bypass the security of IoT
systems. To handle the dynamic nature of cyberthreat, IoT systems have to build up
a defense strategy capable of handling such threats.

The IIoT systems have perimeter defense mechanisms such as firewalls and
antivirus software installed within intrusion prevention/detection systems, all traffics
coming fromoutside are intercepted and examined to ensure there are no cyberattacks
from external sources into the IIoT systems. Also, a large-scale identity management
system and traceback techniques may help to handle cyberthreats.

As discussed in the previous section, the cybersecurity threat exists in all the three
tiers of IIoT architecture [8].

(a) Edge tier (i.e., from sensors and actuators);
(b) Platform tier (i.e., from network architecture);
(c) Enterprise tier (i.e., from user data storage).

The first tier is responsible for managing the sensors and reading data by multiple
endpoints. Thismay allow an unauthorized attacker to add a node, fake input data, and
read sensitive data of the system. This is commonly known as fake node vulnerability.
The attacker can even attempt to snoop between two nodes and capture authentic
information from the sender and reuse the same in the future sessions. This is known
as a replay attack. The attacker can also block RFID tags or sensors that result
in the loss of confidential data or manipulate the data. Also, there is a chance of
cloning/tampering of RFID tags to vandalize the edge tier.

The platform tier manages the transfer of data over a wireless communication
network. This wireless communication network depends on different platforms such
as cloud, Bluetooth (Zigbee), LTE, and Wi-Fi. There are many concerns related to
using these technologies. For instance, inWi-Fi, there are 10–15 devices connected. If
the platform tier uses one of such technologies without sufficient protection/security
measures, the attacker can easily target the network and steal or manipulate the
sensitive data. Also, it can suffer from DoS and MITM attacks. A DoS attack is an
attack to prevent registered users from getting access to devices. This type of attack
is done by flooding devices with unwanted and irrelevant requests. This jams the
bandwidth and makes registered users from getting access to the devices. An attack
where an attacker intercepts and alters the data sent between two nodes is known
as man-in-the-middle attack [11]. This is a serious issue as far as cybersecurity is
concerned, as it may allow the attacker to capture and modify data in real time.

The enterprise tier deals with the end users. There are many unlawful activities
and cyberattack techniques used by the attacker to manipulate or damage the end
user’s sensitive information/data, for example, by injecting malicious code into the
system, an attacker can shut down the complete industrial IoT infrastructure. The
attacker can also make the end user access some malicious programming to gain
useful information and alter it to malfunction the devices or deny its services. This
tier also suffers from cross-site scripting requests. This allows an adversary to inject
a script such as JavaScript. Subsequently, the adversary may modify the application
and use confidential data and sensitive information illegally.
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From the above discussion, it is evident that several vulnerabilities related to the
architecture of IIoT systems might have cybersecurity challenges/issues.

The classification of various industrial devices/systems based on vulnerabilities
and their vendors has been shown in Table 1. It has also given a number of IIoT
devices that may be vulnerable to cyberattacks.

4 Remedial Measures and Best Practices to Mitigate
Cyberthreats

Considering the risks and threats already identified, it is clear that safety measures
need to be established tomitigate certain vulnerabilities emerging in IIoT area. These
best practices need to be followed at all stages from development and operations to
implementation and maintenance of IoT technologies.

Security measures and best practices to mitigate threats, vulnerabilities, and
defined risks that affect IIoT devices and environments are categorized and
summarized below.

4.1 Security Practices for IoT Devices Developers

• Secure software development methodology should be followed in which a step-
by-step approach to building secure software from the commencement of the
development all the way to its implementation, testing, and deployment.

• Open-source software should be used with care. While selecting the open-source
software for development, there is a need to consider the activity level of the
community for each open-source component. An obscure and inactive open-
source software might not be supported and security issues are not likely to be
patched.

• Secure boot and inbuilt cryptographic protocols should be implemented. This will
disallow unauthorized access and modification of the boot sequence by executing
malicious code.

• Identity-based authentication, attribute-based encryption, and mutual authentica-
tion techniques will prevent attacks such as man in the middle (MITM), replay,
forgery, impersonation, and eavesdropping.

• Each application should have proper authentication and access control mecha-
nisms to provide security and integrity of the application. The application should
include role-based access control for multiuser environments.

• In addition to the role, access control policy should also need to consider geolo-
cation, device type, department, firmware version, date and time, attribute, user
type to manage security issues related to unauthorized access.
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• Device-to-device authentication may be enforced to prevent masquerading of
devices by malicious parties and also to provide accountability and forensic
analysis of devices.

• Secure key management includes key generation, updation, revocation, and
storage of keys to prevent masquerading and device compromises attacks.

• Self-encrypting devices should be preferred to prevent unauthorized disclosure
of data.

4.2 Best Security Practices for Communication Network

• Restrict unauthorized access to the network and implement authentication,
authorization, and accounting (AAA) systems.

• A pairing protocol may be enforced between the end users and devices to authen-
ticate the communication. In this system, there is no need to share any prior
key/password.

• A cryptographic key exchange may be used between the end users and the IoT
devices through an auxiliary or out-of-band (OOB) channel to authenticate the
communication.

• Implement appropriate access control lists (ACLs) for IP addresses and/or port
filters.

4.3 Best Security Practices at the Industry Level

• The perimeter devices should be hardened properly with the use of firewalls,
intrusion prevention system (IPS), and demilitarized zone (DMZ), wherever it is
necessary.

• Use tamper-proof and trusted/ secure hardware that integrates security at a
different level and provide encryption and anonymity.

• To prevent the remote access attack, penetration of the firewall, and
routers/switches, a secure virtual private network (VPN) should be used.

• There should be a mechanism that detects vulnerabilities, develops patches to
plug the same, and applies patches to the end devices with customer consent.

• There is a need for secure device firmware that could be signed by an irre-
versible device identifier and securely delivered to the machine over a secure
communication channel [25].

• Physical access should be restricted to critical IIoT control systems so that an
unauthorized person would not have access to the ICS and safety controllers,
peripheral devices, and safety networks.

• All kinds of data exchange with the isolated network such as DVDs and USB
drives should be scanned before use in the terminals connected to these networks.
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• Physical and logical network separation, segregation, and overlay of security
zones and conduits model should be implemented.

• Devices should be updated regularly with new security patches (security at the
device level), the latest firewall signatures of new malware (network level),
monitoring, and analyzing log files (plant level) [8].

• Standard operating procedures (SOP) should be followed that support the IIoT
policies.

• Physical and logical inventory of connected systems should be maintained.
• Integrity measurement architecture (IMA) can be used to devise mechanisms to

address the issues with accidental and malicious modification of files [16].
• Hardware/software encryption schemes can be implemented to validate devices,

sensors, and other components.
• Vulnerability assessment and penetration testing of IoT-related applications and

hardware should be thoroughly conducted to identify potential risks.
• For mission-critical systems, organizations should establish a mechanism and

develop a policy for testing of equipment to detect backdoors in firmware
code/applications to prevent the supply chain attacks.

• Risk assessment and threat modelingmay be done at different levels to identify all
possible threats and vulnerabilities of IoT equipment. This will help in developing
a mitigation plan and security framework for the organization.

4.4 Best Practices for End Users

• There is a need to create security awareness among end users and employees
of the organization through workshops by manufacturers, service providers, and
network operators to understand the risks arising out ofmisconfigured IoTdevices.

• End users should follow security measures such as changing default usernames
and passwords, using complex passwords, enabling account lock-out policies, and
deploying updates/patches provided by the manufactures and developers to the
device software.

5 Challenges Related to Cybersecurity

There are several cybersecurity challenges in evolving and expanding Industrial IoT
networks such as:

• The high cost of devices related to security features such as firewall, IPS, and
DMZ.

• Lack of skills and knowledge about how to use IoT devices in a secure wireless
network.

• Cybersecurity researchers have shown an inability to predict threats proactively.
We have to build the capabilities to spot potential breaches ahead of time.
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• In the market, there are various IoT devices and every device has its configuration
and settings that may be a problem for users.

• Lack of universal manufacturing standards/protocols and immaturity of existing
standards/protocols.

• There should be aNational levelRegulationAuthority that can design a framework
for building devices.

• Industrial management should be held responsible for any data leakage as per the
provisions of any regulation like the General Data Protection Regulation (GDPR).

• Non-updation of software by users.

6 Conclusion and Future Work

In this paper, the basics of IIoT systems, their security threats and privacy issue related
to the cyber are reviewed in detail. The industrial IoT system enables the industry to
ease the industrial processes, but it has to face many cybersecurity challenges that
have to deal with. Research work discussed various potential cyberthreats related
to the IIoT system along with the countermeasures to overcome these challenges at
the developer and industry level. As the next process in the future, IIoT architec-
ture framework can be analyzed in detail, centering on cybersecurity perspectives
recognized in this review to secure IIoT ecosystem.
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Eclat_RPGrowth: Finding Rare Patterns
Using Vertical Mining and Rare Pattern
Tree

Sunitha Vanamala, L. Padma Sree, and S. Durga Bhavani

Abstract Frequent pattern mining is one of the key research areas in the Data
Mining (DM) paradigm. There are many algorithms in the literature to identify
the frequent itemsets whereas research on rare pattern mining is in the burgeoning
stage. Rare items are the infrequent items, where few applications like medical diag-
nosis, telecommunications, and false alarm detection in industries demand for rare
patterns and rare associations with frequent or infrequent items sets in the database.
The algorithms that are used to identify frequent items can also be used to identify
rare patterns. However, such algorithms suffer from RareItemProblem. Rare Pattern
Mining algorithms that are based onApriori and FP-Growthwere designed but Eclat-
based rare pattern mining algorithms have not been explored. This paper proposes an
Eclat-RPGrowth, algorithm to find rare patterns and the support of itemset is calcu-
lated by using intersection of BitSets for corresponding k − 1 itemsets. Also, this
research work proposes a variant of Eclat_RPGrowth as Eclat_PRPgrowth. Both the
algorithms are outperformed in execution time, and with the number of rare items
generated.
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1 Introduction

Data mining is the approach used for discovering hidden patterns in large databases.
Association rule mining and frequent pattern mining is one of important tasks in
the data mining [1]. Association rule mining is widely used in different domains like
social network analysis, mobile data mining, banking, finance, and stock market data
analysis.

Itemsets are categorized as frequent and Rare Itemsets. From the literature, many
data mining approaches are available to discover the frequently occurring entities.
However, real-world datasets of many applications contain both frequent as well as
relatively rare occurring entities. Generally, these rare patterns are pruned by frequent
pattern mining algorithms in exceptional cases.

The algorithms that are used to identify frequent items can also be used to identify
rare patterns. However, such algorithms suffer fromRareItemProblem, i.e., if support
value has been set as high then, important rare patterns may be missed and if support
is set to low value, many patterns are generated and it is impossible to identify the
significance of all generated itemsets or patterns.

Rare association rule mining is the process of identifying associations among rare
itemsets that are having low support (rare), but occurs with high confidence, being
neglected by association rule mining algorithms.

Rare items are further classified into Rare Item Itemsets, which contains only rare
items, these Itemsets are referred to as perfect rare itemsets in literature, imperfect
rare itemsets are the itemsets that are combinations of both frequent and Rare Items
and whose support is less than the user-defined MinimumFrequentSupport.

Rare patterns are especially useful in applications such as medical diagnosis,
fraudulent card usage detection, to identify weak students study behavior and impact
of remedial coaching, market basket analysis of rare items such as cooker and pan
purchase, like this, rare pattern can be used in many applications and also in collab-
orative recommendation systems, this kind of patterns plays a vital role to improve
sales and profit. Another example, to detect errors in a manufacturing industry like
if {Fire = true} is identified as frequent, but {Fire = true, Alarm = Ringing} is rare,
indicates that an alarm system is malfunctioning or fault in a device, which is being
neglected by all frequent itemset mining algorithms as the stated scenario gives low
support.

The objective of the proposed work is to identify perfect rare itemsets and rare
item itemsets. The outline of the paper is as follows- Related work is discussed in
Sect. 2. Problem formulation and description of algorithm are described in Sects. 3–
5. Experimental results and discussion are given in Sect. 6. Section 7 presents the
conclusion and future scope of the work.
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2 Related Work

In literature,many researchers contributed to find frequent patterns from the database.
Basically, data of Transaction Database can be represented in two formats, namely
(1) Horizontal data format. (2) Vertical data format.

Algorithms to find frequent patterns that are based on horizontal data format are
Apriori [1] and FP_Growth [2], these are the important and well-known algorithms,
the foundation for frequent pattern mining, another algorithm Eclat [3] which is
based on vertical data format is one more main algorithm of frequent pattern mining,
the performance of Eclat is better when compared to Apriori, all these variations
are exclusively for frequent pattern mining and can’t be utilized for mining signif-
icant rare patterns. Hence, many researchers were proposed variations of Apriori,
FPGrowth, and Eclat for finding rare patterns.

2.1 Apriori Based Rare Pattern Mining Techniques

Apriori is based on the level-wise approach that generates k length itemsets by joining
k − 1 itemsets and pruning. Algorithms with single minimum support and multiple
minimum supports are the two variations proposed by various authors [4, 5] to find
rare itemsets.

Apriori-Inverse proposed by Koh et al. [4] is used to mine perfectly rare itemsets,
which are itemsets that only consist of itemsets below the user-specified maximum-
supportthreshold (maxSup). As singleminimum support is not suitable to find all rare
items, authors proposed MSApriori and IMSApriori [6–8], which are two important
techniques to find rare items, which are based on multiple minimum support.

Laszlo et al. [9] presented generation of rare association rules by mining of infre-
quent itemsets. This work describes a method for identifying rare association rules
that stay hidden for regular frequent itemset mining algorithms. When compared
with other methods, this method finds strong but rare associations that have local
regularities in data are found. These associations are referred to as “mRI rules”.

2.2 FP-Growth Based Rare Pattern Mining Techniques

Apriori-based variations demonstrated to be ineffective while mining rare item
patterns because there will be a significant increase in the number of candidate
itemsets at each level, as the rare items are also retained during the itemset gener-
ation phase. To overcome the problems of Apriori technique, various rare itemset
mining algorithms have used the tree-based technique known as FP-Growth.

CFP-growth [6] and CFP-growth++ [7], an optimized version of [6], these algo-
rithms read the dataset once to build the CFP-tree. Then, they rebuild the CFP tree
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using pruning and merging techniques. The tree reconstruction phase in these two
algorithms is an expensive step in terms of computation cost, memory usage, and
time consumption. Darrab et al. [8] was proposed a techniqueMISFP-growth, to find
frequent itemsets and rare items with MIS. The tree construction in MISFP-growth
is efficient.

Ashish Gupta et al. in [10] was presented pattern-growth paradigm to discover
minimally infrequent itemsets. It has no subset which is also infrequent. This work
uses novel algorithm of IFP min for mining minimally infrequent itemsets. Then the
residual tree concept has been incorporated by using a variant of the FP-Tree structure
which is knownas inverse FP-tree. In order tomine theminimally infrequent itemsets,
optimization of Apriori algorithm is performed. Finally, the presented tree is used
for mining of frequent itemset.

Tsang et al. [5] developed RP-Tree algorithm, it is an improvement over the
existing algorithms. Firstly, RP-Tree, rare pattern mining algorithm based on FP-
Tree, to find rare patterns. RP-Tree focuses on rare-item itemsets which generate
useful interesting rare association rules and does not waste much time in looking for
non-rare-item itemsets, which are to be pruned later. RP-Tree is based on FP-Growth,
which is capable of generating long patterns since the task is divided into a smaller
sequence of searches for short patterns.

2.3 Eclat Based Rare Pattern Mining Algorithms

Vertical data format initially proposed by Zaki et al. [3], advantage of this method
is that it reduces the number of database scans to one. Support of k itemsets can be
calculated using intersection of corresponding (k − 1) TidSets.

Sunitha et al. proposed MSApriori_VDB [15] to find frequent and rare patterns,
in this algorithm, it uses multiple minimum supports that are obtained based on the
frequency of occurrence. Hence, the method reduces the burden of assumption of
minimumsupport threshold. The authors sunitha et al. [16] also developed algorithms
to find rare patterns from data stream using vertical mining and bitsets.

MIS-Eclat [11] Darrab, a Vertical pattern mining algorithm for multiple support-
based method uses vertical representation of data to mine both frequent and rare
itemsets. Although these techniques address the rare itemset problem, they suffer
from huge patterns. The problem is that it identifies both frequent as well as rare
patterns.

The J. A. Jusoh et al. proposed R-Eclat [12], the vertical data set based technique,
is specially used for infrequent pattern generation. The approach is based on Zaki’s
[3] Eclat algorithm. A DFS is used to achieve a reduced representation of the trans-
actions of the customer database. Support count of k itemsets is calculated through
determining support of intersecting tid-lists of its k − 1 subsets. In the R-Eclat algo-
rithm, the traditional tidset, diffset and sort-diffset variants are improved to ensure
that it is applicable generating infrequent patterns. The data characteristics influence
the performance of the algorithm.
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All these variations are basedonbasicEclatwhichhas the following shortcomings:
(1) In Eclat, candidate itemsets are maintained based on the equivalence class and

clipped by using the prior knowledge. (2) Eclat makes the itemset to be very long
based on combining the two k itemeset and generate (k + 1) itemset. (3) Processing
time will be very high due to the intersection of two different itemsets.

This paper has proposed two new algorithms Eclat_RPGrowth,
Eclat_PRPGrowth, which are based on Eclat_Growth. The proposed algorithms are
capable of finding rare itemsets and rare-item itemsets: Itemset having at least one
rare item. The proposed algorithms have the following benefits:

1. It uses vertical data format, therefore it requires single database scan.
2. It uses Apriori-like pruning strategy based on breadth-first search technique.
3. It generates only interesting rare patterns and avoids generating non-rare-item

patterns.

3 Vertical Mining with Rare Pattern Tree

3.1 Basic Concepts and Definitions

The transaction database is a set of transactions denoted as DB = {T 1, T 2, T 3, T 4,
…, Tn}, where T 1, T 2 are the transactions and n is the number of transactions in the
database. Each Transaction in the database consists of k items, k <= m, Item set I =
{I1, I2, I3, …, Im}, where m is the distinct items present in the database.

Support: An itemset X m I, then support of X is defined as the fraction of the
transactions in a database that contains itemset X.

Rare Item: An itemset X is a rare item if Supp(X) <=MinFrequentSupportThreshold
(MFT) and Supp(X) > MinRareSupportThreshold (MRT).

Frequent Item: An itemset X is frequent item if Supp(X) > = MinFrequentSupport-
Threshold (MFT).

Perfect Rare ItemSet: itemset X m I is called perfect rare ItemSet if all items in the
X are rare items.

Rare item itemset: An itemset is called rare item itemset if it has at least one rare
item in it.

3.2 Vertical Mining with BitSets

The proposed algorithms are implemented by using vertical data format with BitSet
instead of tidset. Each bitset represents transaction ids with bits, the size of bitset
is equivalent to the number of transactions in database, and each bit corresponds to
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Table 1 Sample database

Tid Items Tid Items Tid Items

1 1, 2, 3, 4, 6 5 1, 3, 5, 6 9 9, 12, 11

2 1, 3 6 1, 2, 4, 7 10 9, 2, 12

3 1, 3, 4, 6, 7 7 9, 2, 3, 12, 10 11 9, 13

4 1, 2, 5, 8 8 1, 9, 12 12 9

Table 2 One itemsets

One items (itemname, bitset,
support)

Frequent/rare One items (itemname, bitset,
support)

Frequent/rare

[item = 1, bs = {0, 1, 2, 3, 4, 5,
7}, support = 7]

Frequent [item = 12, bs = {6, 7, 8, 9},
support = 4]

Rare

[item = 9, bs = {6, 7, 8, 9, 10,
11}, support = 6]

Frequent [item = 4, bs = {0, 2, 5},
support = 3]

Rare

[item = 2, bs = {0, 3, 5, 6, 9},
support = 5]

Frequent [item = 6, bs = {0, 2, 4},
support = 3]

Rare

[item = 3, bs = {0, 1, 2, 4, 6},
support = 5]

Frequent [item = 5, bs = {3, 4},
support = 2]

Rare

[item = 7, bs = {2, 5},
support = 2]

Rare

transaction. Example consider an item {1} in Table 1, [item = 1, bs = {0, 1, 2, 3, 4,
5, 7}, support = 7]. BitSet(bs) of an item 1 represents bit indexes of true bits, a bit is
set to true if the corresponding transaction number has item 1. The sample database
with vertical data format in bitsets is shown in Table 2. The vertical data format with
bitset optimizes the memory usage and reduces the time to perform a intersection
in the calculation of support of higher (k) order itemsets from lower order (k − 1)
itemsets. E.g. The intersection of item 1 and item 2 from Table 2 is given as Item
1 ∩ Item 2 = {{itemset = {1, 2}, bs = {0, 3, 5}, support = 3}, support is equivalent
to the number of true bits.

3.3 Structure of a Rare Pattern Tree (RP Tree)

In the proposed algorithm, the tree structure used is similar to the structure in Eclat-
Growth [17], consists of the set of levels, depending on the max transaction length
or user- specified maximum pattern length.

Each level again is a collection of tree nodes. Each node is a 6 tuple—{itemset(IS),
BitSet(BS), ParentNode1(P1), ParentNode2(P2), childNodesPtrList(CPtrs List),
isValid(IV). The first node in the first level is the root of a tree. ParentNode1,
ParentNode2 represent the references to a parent node, which belongs to
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LevelNo (Item-
SetLength) 

 Nodes list of corresponding level 

Level-0(one Itemsets) 
IS BS P

1 
P
2 

C Ptrs 

List

IV  IS BS P
1 

P
2 

CPtrs 

List

IV … 

Level-1(two Itemsets) 
IS BS P

1 
P
2 

CPtrs 

List

IV  IS BS P
1 

P
2 

CPtrs 

List

IV

… …

Fig. 1 Rare pattern tree structure

(childNodeLevel-1) level. childNodesPtrList is the reference to its children which
are part of (nodeLevel + 1) level, isValid pointer is to reduce the number of invalid
candidates generation, which is used to prune unwanted candidate generation.

The tree pattern in Eclat_Growth is constructed with pointers, whereas in this
proposedmethod, the tree is created with arrayList for nodes of each level or itemsets
of the same length. Hence, the number of references used in implementation is
reduced, which is memory efficient. The structure of a Rare Pattern tree is shown in
Fig. 1.

4 Methodology of Eclat_RPGrowth

Two new algorithms are proposed based on Eclat-Growth, First one is Eclat-
RPGrowth, to find rareitem itemsets and second is Eclat_PRPGrowth to find perfect
rare itemsets.

4.1 Schematic Block Diagram of Algorithm Eclat_RPGrowth

Steps in proposed algorithm—Eclat-RPGrowth (RPTree Building process)

Figure 2 shows the main functional blocks of the algorithm Eclat_RPGrowth. It has
two important phases.

1.Generate one itemsets List: The transaction database has to be scanned once to
convert the database to vertical representation with BitSet and to find the frequency
of each unique item in the database by calculating the cardinality of the bitset and
sort the items in descending order of support. Ignore or delete all the items if its
support is less than the MRT (items having support less than MRT are assumed as
noise and pruned), the remaining items whose support > MRT are used to generate
both perfect rare itemsets and rare item itemsets.

2. AddItemToRarePattern tree: For each single item in the oneitemsets list
obtained in previous step, call the procedure addItemToRPTree. When the first item
is added, the empty tree has to be created. Remaining items are added to RPtree one
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MFT, MRT 

Transaction 
Database 

Generate one itemsets
List  

Extend RPTtee by 
Adding/Inserting Item  

Construct Empty Rare pattern tree 

Repeat until all the one items 

are added/Inserted into 

Fig. 2 Diagram showing the major steps in the rare pattern generation

by one and the new patterns are generated row by row by combing new added node
with all the nodes already present in RPTree, i.e., itemsets that are available before
adding the current oneitem to the tree. Detailed step-by-step process is explained in
the example section.

3. Step 2 is repeated until all the items in one itemsets list are added/inserted to
tree. Traverse the tree level wise, to display rare itemsets.
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4.2 Eclat_RPGrowth Example

The RPTree construction procedure with the step-by-step representation is given
below. Let us consider the sample transaction database in Table 1. The database has
12 transactions, each transaction has different items represented as numbers 1 to 12,
themaximum transaction length in a given database is 5, hence a pattern ofmaximum
length 5 can be detected.

Step 1: In the algorithm, first transactional database in Table 1 is scanned and
vertical data format with bitsets is generated, all the items whose support less
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LevelNo/ 

ItemSetLength 

 Nodes list of corresponding level  

Node : 
Support 

True BitSet in-
dexes 

IsValid 

[1]:7 {0, 1, 2, 3, 4, 5, 
7} 

True 

[9]:6 {6, 7, 8, 9, 10, 
11}

True 

[2]:5 {0, 3, 5, 6, 9} True 

[3]:5 {0, 1, 2, 4, 6} True 

[12]:4 {6, 7, 8, 9} True 

[9, 12]:4 {6, 7, 8, 9} True 

[2, 12]:2 {6, 9} True 

1 9 2 3 12

9, 12 2, 12 

1 

2 

Fig. 3 Building process of RP Tree, after add/insertion of items 1, 9, 2, 3, 12

than the MRT are excluded as noise and the result is shown in Table 2. Parameter
values for MFT is assumed as 4, MRT as 1.
Step 2 (Add/Insert the item to the tree): Items in Table 2 are added to RPtree
one by one as given below.
Extending RPTree by Adding item 1 to tree: Initially first node (item = 1) is
added to tree.
Extending RPTree by Adding item 9, 2, and 3 to tree: algorithm generates only
rare items and rareitem itemsets, therefore a frequent item cannot be combined
with another frequent item, the nodes with item = 1, item = 9 both are frequent,
these two frequent items can’t be combined. Similarly items 2 and 3 are also
frequent, as all the items in the list are frequent, these items can’t be combined to
generate two itemsets. So far no two itemset is generated because all nodes added
are frequent; the nodes in the tree after this step are shown in Fig. 3.
Extending RPTree by Adding item 12: the item 12 is a rare item, so it can be
combined with a frequent or rare item and then the combined node will be added
to list if its calculated support is greater thanMRT. Item 12 is combined with item
1, support of {1, 12} is not satisfying MRT, so it is not included in level 2 items.
The parent nodes of a node {1, 12} are items 1 and 12. Hence, is Valid entry of all
the children of item 1 are set to false, so that they are not combined with item 12,
this is an important step and this is the candidate pruning process applied in the
proposed algorithm, which reduces number of candidate items, this will improve
the performance of algorithm. However, here no children are there for item 1.
Similar reasoning applies for item {3, 12} combination. Itemsets {9, 12} and {2,
12} are added to list as these items are satisfying the support. The list of itemsets
after this is shown in Fig. 3.
Extending RPTree by Adding item 4: Item 4 is combined with Item9, its support
is zero, this node is not included in level 2 list and further invalid entry of children
of node9 is set to false, similarly the combination [4, 12] is also rejected, the invalid
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bit of children of node 9, node 12 are set to false. The itemsets [1, 4], [2, 4], [3,
4] are generated and added to RPtree in level 2 items list. The item [4] was not
combined with nodes [9, 12] and [2, 12] as the invalid bit is already set to false and
when invalid entry is checked for true/false, if it is true, the tempnode (already
present in tree) is combined with new newnode otherwise without combining
newnode with tempnode, the inValid entry of tempnode is changed to true. The
list of nodes generated after adding item 4 are depicted in Table 3.
Extending RPTree by Adding items 6, 5, 7: The list of nodes generated after
adding these nodes is shown in Table 4, The total number of Rare items generated
after this step are 19 {1—itemsets = 5, 2—itemsets = 11, 3—itemsets = 3}. The
corresponding RPTree after final item 7 is being added is shown in Fig. 4. The
invalid bit values indicate whether item 7 can be combined with it or not.

Table 3 The list of nodes in RPTree after add item 4

Node:Support BitSet IsValid Node:Support BitSet IsValid

[1]:7 {0, 1, 2, 3, 4, 5, 7} True [9, 12]:4 {6, 7, 8, 9} False

[9]:6 {6, 7, 8, 9, 10, 11} True [2, 12]:2 {6, 9} False

[2]:5 {0, 3, 5, 6, 9} True [1, 4]:3 {0,2,5} True

[3]:5 {0, 1, 2, 4, 6} True [2, 4]:2 {0, 5} True

[12]:4 {6, 7, 8, 9} True [3, 4]:2 {0, 2} True

[4]:3 {0, 2, 5} True

Table 4 The list of nodes generated after adding an item 7 to RPtree

Node:Support BitSet IsValid Node:Support BitSet IsValid

[1]:7 {0, 1, 2, 3, 4, 5, 7} True [2, 4]:2 {0, 5} False

[9]:6 {6, 7, 8, 9, 10, 11} True [3, 4]:2 {0, 2} False

[2]:5 {0, 3, 5, 6, 9} True [1, 6]:3 {0, 2, 4} False

[3]:5 {0, 1, 2, 4, 6} True [3, 6]:3 {0, 2, 4} False

[12]:4 {6, 7, 8, 9} True [4, 6]:2 {0, 2} False

[4]:3 {0, 2, 5} True [1, 5]:2 {3,4} True

[6]:3 {0, 2,4} True [1, 7]:2 {2, 5} True

[5]:2 {3,4} True [4, 7]:2 {2, 5} True

[7]:2 {2,5} True [1, 4, 6]:3 {0,2} True

[9, 12]:4 {6, 7, 8, 9} False [3, 4, 6]:3 {0,2} True

[2, 12]:2 {6, 9} False [1, 4, 7]:3 {2, 5} True

[1, 4]:3 {0, 2, 5} True
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1 9 2 3 12

9, 12 1,4

4 6 5 7 

2, 12 2,4 3,4

1,6

3, 6

4, 6

1, 5

1, 7

4, 7 

1,4,6 
3,4,6 1,4,7 

Fig. 4 Tree structure after an item 7 is added to RPTree with 19 rare item itemsets

5 Methodology of EClat_PRPGrowth

The Eclat_PRPGrowth generates only perfect rare items, so the generated items are
the combinations of only rare items. Sowhen one itemsets are filtered, all the frequent
one items are also filtered and retain rare items. These kinds of patterns are also useful
in some critical disease diagnosis where symptoms and their co-occurrences are rare.

Steps in proposed algorithm Eclat_PRPGrowth

1. Scan the database to find the frequency of each unique item in the database and
sort the items in descending order of support.

2. Ignore or delete all the items if its support is above the MFT or less than the
MRT.

3. Create an empty tree.
4. For each single item, call the procedure addItemToRPTree.
5. Traverse the tree level wise to display rare items.

In Step 2 only rare itemsets are considered for this algorithm, the remaining
process is same as EClat_RPGrowth. The list of perfect rare items generated for
transactional database in Table 1 are {{12}:4, {4}:3, {6}:3,{5}:2, {7}:2, {4, 6}: 2,
{4, 7}:2} with MFT as 4 and MRT as 1 and the resulting tree is shown in Fig. 5.
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Fig. 5 Perfect rare items
generated with
EClat_PRPGrowth

12 4 6 5 7

4, 6 
4, 7

6 Experimental Results and Discussion

The proposed section shows the performance of proposed algorithms with different
datasets from the UCI machine learning data mining repository [13], Datasets that
are used in experiment are shown in Table 5 with their characteristics and FIMI
data sets [14], tabulated in Table 6. The performance of algorithm is compared with
RP-Tree and R-Eclat. The experiments were conducted on an Intel core i5 2.4 GHz
machine running under the Windows 10 Operating system with 8 GB RAM.

6.1 Comparison of Performance

Performance in terms of execution for Eclat-based techniques mainly depends on the
number of candidate items generated and methods used to perform the intersection
operation of two itemsets. In our approach, the main improvement is the good search
strategy and pruning of an invalid candidate itemset generation at very early stages so

Table 5 UCI data sets

Dataset Number of items Number of transactions Max transaction length

Teaching 6 151 6

Adult 15 48,842 15

Zoo 18 100 18

connect 129 67,557 47

Voting 17 435 17

flags 30 194 30

Dermatology 35 366 35

Table 6 FIMI data sets

Dataset Number of items Number of transactions Max transaction length Database type

Mushroom 8124 120 23 Dense

Chess 3196 76 37 Dense
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Fig. 6 Comparison of
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that numbers of intersections are reduced at each level. The vertical data format uses
bitset instead of tidsetwhich reduces intersection time. The proposed algorithms have
the advantages of Eclat and also the benefits of breadth-wise pruning like Apriori.

The value of MFT is assumed as 15% and absolute support for MRT as 5 to
compare with RPTRee. Performance in terms execution time of three algorithms
RPTree, Eclat_RPGrowth, and Eclat-PRP-Growth is shown in Fig. 5. Both the algo-
rithms have improved in execution time compared to RPTree algorithm. A significant
improvement has been detected in execution time of adult data set.

The execution time of RP-Tree and proposed algorithms is shown in Fig. 6, signifi-
cant improvement canbeobserved inAdult dataset. Thenumber of itemsets generated
by our algorithms is also significantly reduced compared to RPTree, the comparison
of number of itemsets generated is depicted in Fig. 7, and this is achieved by pruning
non-rare itemsets by in the algorithms. Whereas in RPtree algorithm, generated item
sets have at least one rare item, but our algorithm has been restricted at most one
frequent item in generated rare itemitemsets.

Comparison of R-Eclat (Sorted diffset) with proposed algorithms is shown in
Fig. 8. MFT value is assumed as 3% and MRT as 5. The proposed algorithms are
better in execution time in case of both chess and mushroom data sets. Significant
improvement is observed and is more than 100%. The proposed algorithms are scal-
able and only limitation is that it requires more memory in case of large datasets as
the complete tree has to be in main memory.

7 Conclusion

This research work has presented a new method for finding rare itemsets in large
databases using vertical mining and breadth-first rare pattern treewith two variations.
This research work has utilized the two user-defined support thresholds MFT and
MRT to identify rare itemsets. The firstmethodEclat_RPGrowth algorithmgenerates
rare item itemsets and, the second method EclatPRP_Growth generates perfect rare
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Fig. 7 Comparison of the
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Fig. 8 Comparison
execution time of R-Eclat
and Eclat-RPGrowth

items only. Two proposed methods are evaluated by comparing the performance
associated with execution speed of algorithm against RPTree and R_Eclat algorithms
on various datasets from the FIMI and UCI Machine learning repository. We found
that in the majority of the datasets, Eclat_RPGrowth generated fewer itemsets, and
execution time for our method was less compared to RPTree and R_Eclat. BitSet
representation for vertical data format improved the performance of intersection
operation and speed of execution. The methods are scalable and the limitation is that
it demands more main memory in case of dense datasets having the large number of
transactions. In the near future, it has been planned to implement these techniques
for incremental databases and data streams and invent methods to generate more
interesting rare patterns.
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Research Scholars transferring Scholarly
Information through Social Medias
and Networks in the Selected State
Universities of Tamil Nadu

C. Baskaran and P. Pitchaipandi

Abstract The study analyzes the scholarly information transfering through Social
Media and Networks by the respondents in the selected State universities of Tamil
Nadu. The study examined that sharing scholarly communication on Web sites that
facilitate relationship caters of needs of the researchers in any disciplines varied. This
study discusses the total number of 501 respondents have reported from selected state
Universities in Tamil Nadu. It determines the results of that male 260 (5.19%) and
female 241 (48.1%) of the respondents from the selected eight State Universities.
There are eight Universities have been chosen for collecting data from the respon-
dents. The study also attempts to find out that Facebook users are predominant factors
in terms of sharing and interacting with peer groups. The respondents highly prefer
group sites (Yahoo, Google, andWhatsapp). The research analyses that social media
tools for research the majority of the respondents highly preferred Facebook wall for
shared the research information by the respondents in the eight Universities in Tamil
Nadu.

Keywords Social Medias, Networks · Facebook · Twitter · Blogs ·Wiki ·
Mendeley · Google Scholar · Research Gate

1 Introduction

Internet-based life is the group of online correspondences channels committed
to network-based info, connection, content sharing, and coordinated effort. Sites
and applications devoted to discussions, miniaturized scale blogging, social book-
marking, and wikis are among various kinds of Internet-based life. It is the best
comprehended for gathering new sorts of online media, which share most or the
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entirety of the accompanying qualities such as Web-based life which empowers
commitments and input from everybody who is intrigued [1, 2].

Most Social Media services are open to feedback and participation. They
encourage voting, comments, and sharing of information. There are some barriers to
access and use the content along with the password.

a. To post data about yourself as a profile
b. To post short bits of data as announcements and post photographs and documents
c. To Remark on others’ substance
d. To take part in balanced and many-to-numerous discussions.

Make private or open spaces for themed dialogs long-range informal communica-
tion administrations, draw together an assortment of apparatuses, and give spaces to a
scope of various gatherings to interface, thus it tends to be hard to make speculations
regarding how they work. Each help is extraordinary, offers distinctive usefulness,
and may be above all has its own way of life. Such societies are to a great extent the
result of the individuals who are dynamic members. For instance, numerous clients
of Facebook feel that the site ought to be utilized solely for social purposes. Then
again, LinkedIn is utilized for the most part for proficient systems administration. In
any case, societies develop and change in light of how members utilize the adminis-
tration [3]. Scholastic and specialists have investigated and analyzed the numerous
sides ofWeb-based social networking over the previous years. Associations take part
in online life for the most part with the point of acquiring criticism from partners [4].
While 50 million organizations are dynamic on Facebook business pages, 2,000,000
organizations are utilizing Facebook promoting. Evidently, 88% of organizations use
Twitter for promoting purposes [5].

2 Review of Literature

Kreps [6] reports post structuralize study by investigating how intently a person’s
character is reflected in their online networking profile, for example, Facebook. Garg
et al. [7] examined the companion impact in an online music network and found
that friends can essentially expand music disclosure. Susarla et al. [8] analyzed
that video and client dataset from YouTube and found that the accomplishment of
a video immensely relies upon social cooperations, which additionally decide its
effect size. Gu et al. [9] explored that despite the advantages of heterophony, finan-
cial specialists are charmed by homophiles in their cooperations. Shi et al. [10]
emphasized at retweet connections and find that those with feeble ties have a higher
likelihood of participating in content sharing. Chiu and Huang [11] investigated the
utilization of media correspondence, and the Oriesto shows that client satisfaction
from informal communication locales decidedly influences their Web-based life use
goal. Zaheer [12] reports the connection between the utilization of Web-based social
networking among the university understudied and its consequent effect on the degree
of their political interest. People have been seen as progressively dynamic in both
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disconnected and online investment. Kalra and Dhingra [13] concentrated on the
46 focal university library site administrations for informal communication appa-
ratuses classifications. When asked to the bookkeeper criticism, recommendations
and remarks, contact subtleties/structure/email/telephone, library blog, informing,
and so on., Sadowski et al. [14] analyzed the understudies learning advanced educa-
tion organizations progressively online innovation conveyance for inside learning the
executives frameworks (LMS) and outside interpersonal interaction locales means
to investigate profundity exertion bunches advanced education understudies sway
their instructive experience for features the requirement for steadily estimation of
creative instructive activities.Mohammad andTamimi [15] examined the exploration
Imam Mohammad Ibn Saud Islamic University which is situated in Riyadh-Saudi
Arabia, and the second is theUniversity of Jordanwhich is situated inAmman-Jordan
University understudies recognitions in regard to utilizing interpersonal interaction
sites inside their learning procedure. Adewoyin et al. [16] explored the connection
between Internet-based life use and administrations by administrators in govern-
ment Universities in South-West Nigeria. A large number of the library benefits in
university libraries in Nigeria are conveyed physically, and the conveyance of these
administrations through conventional methods has been bulky and time squandering.
Asnafi and Rahmani [17] surveyed the job of eExploration door in the improvement
of logical insightful exercises among employees of University of Tehran’s Designing
School. The convenience of exploration entryway capacities, which were extricated
utilizing writing survey and exploration door site, demonstrated that these abilities
influenced on accomplishing researchers’ examination objectives. Muscanell and
Utz [18] broke down the exploration door (RG) is an Internet-based life stage for
researchers, scatter their work, and fabricate their notorieties of the examination. The
researchers are transferring and sharing original copies, introductions, and under-
taking related materials, and asking and noting research-related inquiries. Baskaran
[19] inrestricted the utilization of informal organization andmedia by the exploration
researchers in chosen universities of Tamil Nadu. The most noteworthy 87 (31.9%)
of respondents from Annamalai University and (16.8%) and (15%) of the male and
female individually out of 273 complete respondents reacted to the examination.
The study finds for more respondents (17.2%) of them 26–35. It is followed by
(27.1%) of respondents of the executives/trade. The greater part (83.5%) of respon-
dents utilized “Whatsapp”. Baskaran [20] investigated the dominant part 73 (32.0%)
of the respondents recorded fromAlagappaUniversity, though 44 (19.3%)weremale
and 29 (12.7%) female. The examination exposures that more respondents are 54
(18.8%) of respondents in the age bunch between 26 and 35 at Alagappa University.
It is seen that out of 228, respondents were reacted from four Universities, among
them significant bit 146 (64.0%) of respondents is unmarried when contrasted with
(36.0%) of themwedded class.Wakefield andWakefield [21] examined the Facebook
and Twitter to show that fervor joined with enthusiasm goes about as an ideal factor
for expanded online networking commitment. Xu et al. [22] explored the picture and
good convictions joined with network arrangements and friend pressure goes about
as hindrances to hostility via Web-based networking media. Baskaran [23] investi-
gated those 11,941 records on informal organizations and media recovered from the
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Web of Science database during the time of the study. The investigation found that
more than ten distributions were contributed by an individual region out of 11,941
records during the period. Liu Y has contributed 37 (0.31%) of the distributions as a
top positioned originator in the exploration.

3 Objectives of the Study

1. To know the Gender-wise respondents of concentrate on use social medias and
networks in the state universities of Tamil Nadu.

2. To discover the utilization of SNS/Media on the modules for sharing research
information by the respondents.

3. To examine the respondents explored towards preference of different type of
social Medias in the selected State Universities.

4. To evaluate the exploration on the preference of social Medias tools by the
respondents.

5. To analyze the respondent preference of social Medias Research Citration
Indexes (RCI) in the selected State Universities of Tamilnadu.

4 Methodology

The examination endeavors to measure the information by appropriation and gath-
ered from the respondents in the selected state Universities in Tamil Nadu. The
present investigation incorporates only full-time Ph.D. and examines researchers
engaged from chosen state universities in Tamil Nadu. There were eight state univer-
sities for conveying the survey and gathering the information. The eight Universities
have been accredited with A and A+ by NAAC. The eight universities are Univer-
sity of Madras, Annamalai University, Bharathiar University, Bharathidasan Univer-
sity, Madurai Kamaraj University, Alagappa University, Manonmaniam Sundaranar
University, and Periyar University. An aggregate of 520 total questionnaire dist-
tributed among respondents in the eight universities in Tamil Nadu. Further, total
number of 501 (96.34%) of the respondents is taken the survey from Social Science
Departments in the selected Universities. The investigation takes place for the reason
to focuss the carries of the factual dissects with ‘SPSS 20.0’ forWindows to explored
and condense information gathered from the respondents. Further, the endeavor to
investigate the rate instrument is utilized to discover most of the utility on specific
factors, chi-square test, and one way ‘ANOVA’ tests were utilized for analyzing the
data.
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5 Analysis and Discussion

Table 1 indicated that the respondents were from state universities that are accredited
“A” Grade by “NAAC”. A total number of 501 respondents were reported in this
study. The study analyzed that majority 87 (17.4%) of the respondent are fromAnna-
malaiUniversity, whereas 46 (9.2%) of themale and 41 (8.2%) of the female. It can be
noticed thatmore than 14%of the respondents are fromAlagappaUniversity (14.6%)
and Periyar University (14%), and it followed byManonmaniam Sundaranar Univer-
sity (13.2%), Bharathiar University (12.4%), Bharathidasan University (10.2%), and
Madurai Kamaraj University (10%). The study could notice that very least respon-
dent reported from the University ofMadras (8.4%) out of eight Universities in Tamil
Nadu. It is concluded that out of 501 respondents 260 (51.9%) of the male, 17.8%
of less than that male respondents, the female participants witnessed 241 (48.1%) of
them responded from eight state universities in Tamil Nadu (Fig. 1).

The study found from Table 2 that more than 14% of the respondents are
from Alagappa University (14.6%) and Periyar University (14%). It was followed
by Manonmaniam Sundaranar University (13.2%), Bharathiar University (12.4%),
Bharathidasan University (10.2%), and Madurai Kamaraj University (10%). The
study could notice that very least respondent reported from the University of Madras
(8.4%) out of eight universities in Tamil Nadu. It is concluded that out of 501
respondents 260 (51.9%) of the male, 17.8% of less than that male respondents,
and the female participants witnessed 241 (48.1%) of them responded from eight
state universities in Tamil Nadu (Fig. 2).

1. Facebook: The respondents reported that they used SNs in the selected univer-
sities in Tamil Nadu. The study can be witnessed that majority 52 (10.4%) of
them used Facebook fromAnnamalai University and Bharathidasan University.
It followed by 50 (10%) of the respondents used Social Networks and Medias
from Periyar University.

Table 1 Gender-wise respondents of the state universities of Tamil Nadu

S. No. Name of the University No. of the respondents Total

Male Female

1 Alagappa University 44 (8.8) 29 (5.8) 73 (14.6)

2 Bharathidasan University 29 (5.8) 22 (4.4) 51 (10.2)

3 Bharathiar University 27 (5.4) 35 (7.0) 62 (12.4)

4 University of Madras 23 (4.6) 19 (3.8) 42 (8.4)

5 Periyar University 29 (5.8) 41 (8.2) 70 (14.0)

6 Annamalai University 46 (9.2) 41 (8.2) 87 (17.4)

7 Madurai Kamaraj University 33 (6.6) 17 (3.4) 50 (10.0)

8 Manonmaniam Sundaranar University 29 (5.8) 37 (7.4) 66 (13.2)

Total 260 (51.9) 241 (48.1) 501 (100.0)
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Fig. 1 Gender-wise respondents of the state universities of Tamil Nadu

2. Twitter: The majority 21 (4.2%) of the respondents from Alagappa University
and Bharathiar University used “Twitter”. It has been seen that rest of 103 (20.1)
of themutilized “Twitter” by the respondents fromMadurai KamarajUniversity,
Annamalai University, Bharathidasan University, University of Madras, and
Manonmaniam Sundaranar University.

3. YouTube: The majority 56 (11.2%) of them reported them used from Periyar
University, 10.6% of them used from Alagappa University, and 10.2 and 9.8%
of them used by the respondents from Bharathiar University and Annamalai
University. It is witnessed that

4. Tumblr/Messenger: The majority of them reported that “Not use” the
social networks of which 45.4% of them higher than predominantly use
Tumblr/Messenger. Therefore, this Tumblr/Messenger is a not popular one and
shares the information rarely through the social networks.

5. Whatsapp: Themajority 86.2% of the respondents replied that they were “Use”
Whatsapp since this social media is most popular among all category of people,
likewise, the respondents disseminate the scholarly information sharing the
scholarly contents via this. It is concluded that when to compare the “Non-use”
category respondents 72.4% less than that use of Whatsapp by the respondents.

6. Google+: The use of Google+ social networks “Use” by 288 (57.5%) respon-
dents is in the state universities of Tamil Nadu. It shows only 15.2% of the
respondents are higher than “Non-use” respondents.

7. Instagram: The majority 367 (73.3%) of the respondents were not “Use” Insta-
gram, whereas 36.6%. of the “Use” respondents are less than the “Non-use”
category.

8. Others: Above listed seven social networks are popularly known and used by
the respondents in the state universities of Tamil Nadu. The “Others” types of
social media are categorized as excluded above described seven social media. It
concluded that that majority 86.0% of the respondents are replied the “Non-use”
category of Social Media.
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Fig. 2 Usage of different types of SNs among the respondents

The study discussed that SNs modules used by respondents from the selected
state university of Tamil Nadu. Table 3 analyzed that above 50% of the respondents,
among them, 339 (67.7%) of the respondents preferred “Group sites” (e.g., Yahoo
Group, Google Group and Whatsapp group, etc.), followed by 285 (56.9%) of them
preferred “Instant messaging sites” (Whatsapp). The study witnessed that below
(50%) of respondents preferred, out of the 149 (29.7%), 87 (17.4%) 76 (15.2%),
and 63 (12.6%) of them noticed “Profile-based multi-dimensional site”, “discussion
forms”, short messaging services, and blogs, respectively. Further, the study could be
witnessed from Fig. 3, the other SNs modules preferred by the respondents to share
the scholarly information, only 41 (8.2%) of them recorded for preferred besides six
modules by the respondents of the study (Fig. 4).

The respondents do prefer tools for sharing contents/texts related to scholarly
information share through SNs in the state universities in Tamil Nadu. Table 4
analyzed that there are seven tools as given. The majority 211 (42.1%) of the respon-
dents prefer “Facebook walls” for sharing research contents/texts. It followed that
201 (40.1%) of them preferred “Yahoo/Google+” which is less than only 2% to
“Facebook walls”.

It is discussed that 157 (31.3%), 42 (22.4%), and 92 (18.4%) of them witnessed
that preferred tools for sharing scholarly information on “YouTube comments”,
“Blogs/wiki articles,” and “other tools.” Further, the study can be reported that less
than 10% of the respondents given their opinion for them sharing scholarly informa-
tion through SNs, among them “Tweets” (128%), “Delicious Book marks” (7.6%),
and “Flickr Comments and Tags” (3.3%).

The social science research scholars concentrate to publish the papers in various
journals, whereas they do expect and try to get more citation counts and their h-
Index. Table 5 depicts that respondents preferring social media are to share research
citation indexes (RCI) in the state universities of Tamil Nadu. The study has been
witnessed that there have been listed six “Research citation Index”. More than 80%
of the respondents among 492 (98.2%) and 431 (86.0%) stated “Get CITED” and
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“Google Scholar”, respectively. More than 20% of the 146 (29.1%) and 115 (23.0%)
of the respondents recorded “Scopus” and “Web of science”, respectively.

Table 6 analyzed the respondents of the study in the selected state universities
in Tamil Nadu. The study finds that the respondents used social media to find out
research citations for the publications. The studyhas beenwitnessed from the analysis
that FR is 3.973 and FP is 0.0003. It has been analyzed that “Null Hypothesis” is
rejected from the above analysis. Further, the study has been discussed that there is
a critical contrast between the respondents from selected state universities, and they
utilized citations of research publications and subject references.

Table 7 discussed the analysis made from the study of the respondents from
selected state universities in Tamil Nadu. The respondents preferred social media
for other than research activities. The study has been witnessed that FR is 1.6154
and FP is 0.1286. Further, it is witnessed that “Null Hypothesis” is accepted in the
analysis. It has inferred that there is no difference between the respondents from
selected state universities in Tamil Nadu, and they have been used social media for
other than research activities.
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Table 6 Respondents Vs. used SNs for tweeting for research ideas

Variable groups D.F Sum of squares Mean squares F ratio F prob.

Between 7 62.0412 8.8630 4.9909 0.0000

Within 493 875.4958 1.7759

Total 500 937.5369

Table 7 Respondents Vs. prefer SNs/medias for other than research activities

Variable groups D.F Sum of squares Mean squares F ratio F prob.

Between 7 19.2503 2.7500 1.6154 0.1286

Within 493 839.2926 1.7024

Total 500 858.5429

6 Conclusion

The study considered the quantitative data from the respondents in the selected
state universities in Tamil Nadu. In the proposed work, the majority of respondents
reported from Annamalai University. Now, considering Whatsapp and Facebook
is highly preferable to share the research information with others. Likewise, the
study witnessed the majority of the respondents preferred Facebook to share the
research information. Presently, the researchers are more interested to count their
citations on their research work, and h-Index on the purpose of Google Scholar is
the primary one it can be registered easily by every researcher. The study analyzed
that more respondents highly preferred Google scholar for analyses of their h-Index,
citations, and research impact of the publications of social science scholars. The
present context of research to an individual depends on the research information and
communication disseminated by the social media which is twitted, and Mendeley
on the research publications score can be counted to Altmetrics score which will be
distinct to the researchers. Social media plays the most vibrant information commu-
nication sharing devices in the present context. Research on such networks ought
to extend to consider the interaction among the researchers for searching needful
information against reviews collecting, fact finding, and an innovative concept on the
research. The researcher attempts to seek themethods of research, in terms of origin to
develop and support clients “Natural Inspirations”. From a hierarchical point of view,
examination viaWeb-based networking media should move past the ordinary dyadic
perspective on the connection between an online network and a firm, and the scien-
tists get the insightful correspondences in expanding research spaces, which centers
around re-conceptualizing on the Web clients as an eco-arrangement of partners.
Online networking has restored the elements between associations, representatives,
customers, and academic networks of the information society.
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Twitter-Based Disaster Management
System Using Data Mining

V. G. Dhanya, Minu Susan Jacob, and R. Dhanalakshmi

Abstract Social media is an essential part of life formost people around. Nowonder
even during emergencies like flood or cyclone, more and more people look up to
Twitter, Facebook, WhatsApp groups, etc., for immediate assistance. This helps to
get data from even remote places and from small groups which will be difficult
to reach. This sheer amount of data generated during a short span of time is also
the challenge in this approach. Even when there are resources available for help,
many requests could go unnoticed. This paper addresses above-mentioned problem
by collecting the generated requests for help and resource availability and plot the
location in the map. Request data shall be analysed using three machine learning
algorithms called linear ridge regression, SGD classifier and Naive Bayes algorithm
for the initial filtering and will be passed through natural language processing to
match needs and offers within a given geographic boundary. The system is working
with 96% accuracy for linear ridge regression and Naive Bayes classifier and 95%
accuracy for SGD classifier. The report shall be published to provide a centralized
status of requests. This brings more efficient management of disaster situations.

Keywords Twitter ·Machine learning · Disaster · Datamining

1 Introduction

Humans are exploiting nature in many ways. Now humans are paying for that.
Currently, theworld is facing somany natural disasters. In 2018–19,Keralawitnessed
drastic flood, and more than 100,000 people had been evacuated from their home. In
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2015, heavy flood due to heavy rain fall happened in Chennai, more than 500 people
were killed, and over 18 lakh people were displaced. This all shows how natural
disasters make human life difficult.

Nowadays, people depend on social media in a wide range for information sharing
around the world. The social media is being considered as a medium for emergency
communication because of its growing ubiquity, communications rapidity and cross-
platform accessibility [1]. Twitter and Facebook are the major ones among this.
Twitter is one microblogging service that allows its subscribers to broadcast short
messages, called tweets, of up to 140 characters. These tweets are used to share
relevant information and report news [1]. Twitter is taken here for data analysis. For
recent years, several data analysis is done on Twitter than the other social media. In
other social media like Facebook, messages are coming in many ways in different
word length and pattern. The uniqueness of Twitter is tweets coming in structured
and precise manner. So, the analysis of data is comparatively easy. Twitter provides
excellent APIs for analysing and understanding data. This makes Twitter as a wide
range platform for the data analyst. So many requests are coming in Twitter at the
time of natural disasters in the form of help request and willing to give help for
the victims. But this request is unnoticed because of the immense number of tweets
coming at the time of natural disasters. This paper addresses that problem efficiently
with the three machine learning algorithms. Linear ridge regression, SGD classifier
and Naïve Bayes algorithm are used here, and the performance is calculated with
respect to accuracy, precision and recall.

The aim of the proposed system is to identify the help request tweet and tweets
coming with the information of the resource availability. So many junk tweets are
coming under the same hash tag, so a data set is trained to find the required tweets.
Identifying the location of the tweets is an important factor in the disaster manage-
ment. Some tweets are help request for some other persons in a different location.
The location with the tweets will not help here to identify the exact location. This
model aims to identify such location with the help of machine learning algorithms
and plot the location in the map. So, the rescue operators can easily find the location.
This will improve the efficiency of the disaster management in terms of time and
resources.

2 Related Works

Nguyen et al. [2] present reinforcement algorithm called ResQ, algorithm designed
to develop for coordinating the request from the victims and volunteers providing
various assistance in Hurricane Harvey in 2017. Hurricane Harvey was a category
4 hurricane that made landfall on Texas, causing catastrophic flooding and many
deaths. The model works for identifying trapped victims and rescuing volunteers
and makes use of volunteers rescue strategy at its best and in time-sensitive manner.
The effectiveness of this method is validated using the data set collected from social
media at the time of HurricaneHarvey held at Texas inAugust 2017. The significance
of this model is that it can schedule multiple volunteers simultaneously for the rescue
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operation. This model can work with constantly changing data and achieve best
performance over space and time. Alam et al. [3] apart from the analysis of textual
content study about how image contents are helping in disaster response which was
done. This paper presents human-labelledmultimodal data set collected fromTwitter
at the time of seven natural disasters including wildfire, earthquakes, hurricanes and
flood. Lacking labelled imaginary data is one of the issues. In this, this issue is
addressed by introducing CrisisMMD, multimodal Twitter corpora consisting of
lots of manually annotated tweets and images fetched at the time of seven major
natural disasters like hurricanes, earthquake, wildfires and floods that happened in
the year 2017 across different parts of the world. The data sets contain three types of
annotations: informative versus not informative, humanitarian categories and damage
severity categories. Singh et al. [2] propose a tweet classification system to support
the victims in disaster. The objective of the system is to classify the high priority and
low priority tweets. For these, three algorithms are used, namely (a) random forest,
(b) support vector machine and (c) gradient boosting. Very poor result was shown
by SVM algorithm than the other two. The classification accuracy of the system is
80%. The location of the user is evaluated from the old tweets if there is no location
available in the current tweet. Markov chain method is used for finding the location.
For categorizing the tweets here, only the textual contents were taken, and Internet
links are not considered. The drawback here is that these Internet links will give
information about some other website, in which we can gather more information
about the affected area. The system identifies tweets which are related to flood in
English and Hindi.

3 Methodology

The data set available in this work is the Chennai flood data set obtained in the year
of 2015 November–December. About 40,000 tweets are taken for evaluation. Here it
used a customized Twitter script for extracting backdated data by using the key word
‘Chennai flood’. So many tweets are coming under this key word which is unwanted
like sympathizing the situation or showing emotions. So, pre-processing of data is
needed to extract tweets for requesting help and tweets for resource availability. Since
it is a large data set, 20% of the data is used for training and 80% used for testing.
Tweets collected have been classified using threemachine learning algorithms such as
linear ridge regression, SGD classifier andNaïve Bayes algorithm, and performances
of three are compared with respect of accuracy, precision and recall (Fig. 1).

Themethods used for study are classification and regression. Simple linear regres-
sion is an effective algorithm for the prediction of valid tweets. Linear regression is
a statistical model that shows the relationship between two variables using a linear
equation in which X is the explanatory variable which explains the value of the other
variable and it is independent. Y is the dependent variable. The motive of the linear
regression is to plot the straight line that is best fit for the data.

Equation of the straight line:
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Fig. 1 Sample data set

Y = mx + c (1)

so that it finds the best value for m and c so as to reduce error between actual value
and predicted value. The line with least error is line of regression and the best fit
line. The attributes considered in this work are set of tweets as input and set of valid
tweets with respect to scope of analysis (in this case, flood) as target. Regressive
analysis of data was done, and here linear ridge regression model is used for data
analysis.

3.1 Linear Ridge Regression (LRR)

Linear ridge regression is employed in scenarios where there is high variance of
data points as compared to the data which is used to train the model. It uses the
regularization technique to penalize the model. By adding a bias, it creates a new
line with low variance. Thus, applying ridge regression technique, the penalty is
reduced and thereby variance.

min(||y − x(θ)||22 + λ||θ ||22 (2)

3.2 SGD Classifier

Other than gradient descent, stochastic gradient descent selects some randomsamples
for each iteration from the whole data set. The path taken to reach the minima is
nosier than GD algorithm but SGD algorithm is computationally low expensive. For
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performing the iteration, the sample is shuffled and randomly selected.

θ j = θ j − α
(
ȳi − yi

)
xij (3)

3.3 Naive Bayes Classifier

NaiveBayes is a problematicmachine learning algorithmwhich states the conditional
independency of the features in amodel. This is widely used in the classification task.
The theorem assumes that the features in the model are independent to each other.
That is, a given change in one feature does not make any change to other feature(s)
which is used in the algorithm. Naive Bayes classifier works on the basis of Bayes
theorem.

Bayes theorem:

P

(
A

B

)
= P

(
B

A

)
P(A)/P(B) (4)

Here B is the instance, and A is the hypothesis. Using this theorem, we can find
the probability of A happening, given that B has occurred (Fig. 2).

Finding the location of the tweet
Tweet information filtered through machine learning model shall be passed through
natural language processing algorithm to understand type of requirements/resources

Fig. 2 Methodology structure
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and identify location in the tweet. Tweet locations from Twitter may not be always
helping here as the request could be made from a different Twitter account, not the
actual victim or volunteer. Also, the type and nature of request could be dependent
on disaster hit area. So, these two information shall be kept as configurable so as
authorities can set it as per the ground requirements.

Once analysed result is ready, geo positioning information shall be generated
for the identified locations. This is achieved using module geopy, geocoders and
geolocator methods.

For a given location, it shall return the latitude and longitude information. Geo
locating information generated shall be then used to create maps. Mapping is done
using folium module.

4 Implementation

Training and test data sets are converted to Pandas database for ease of processing.
20% of data set is used as training data set and is trained manually labelling tweets
related to Chennai floods (true positive) as 1 and others as 0. Both trained and test
data are then converted to matrix of token counts. A sparse data set is created which
is then converted to dense to save memory and to improve performance. Original
data will be pre-processed to further filter out random data during digitizing. Three
machine learning algorithms are used to process data. Digitized train data are then
fed to the machine learning model to fit the model for specific input requirements.
Cross-validation methods are used to check the effectiveness of the model. Accuracy
rates around 70% were achieved in the initial phase.

Tweets identified from the machine learning module are further moved through
natural language processing to identify keywords in the given data set and location
from where the request/response a given tweet is referring to. Depending on the
nature of emergency and location, data set shall be created for filtering process.
Filtering of data to a desired level is achieved with pre-processing itself.

Filtered data shall be validated against a set of preset keywords to identify nature of
request and preset location to identify the exact location where assistance is required.

5 Result and Discussion

The performance of a classificationmodel can be described using a confusionmatrix.
Here it used three machine learning algorithms for classification. Confusion matrix
allows the visualization of the performance of an algorithm.

Evaluation matrix is defined according to the confusion matrix (Table 1).
Accuracy is the ability of the model to predict correct instance for the given

observation. Precision is the fraction of the relevant instance among the retrieved
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Table 1 Confusion matrix
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TP = observation and prediction positive
FN = observation positive, prediction negative
TN = observation negative, prediction is also negative
FP = observation negative, prediction positive

instance. Recall is the total amount of relevant instance that are actually retrieved
(Table 2).

Validate the model with the 20% of data which kept aside. The predicted result is
again analysed, and the number of true positive cases is identified. Thousand eight
hundred and seven tweets got as the predicted data and in these 40 data are true
positives, that means, tweets related to help offerings or tweets for help request.
Fifteen data are false negative, that means, tweets related to request for help or

Table 2 Evaluation matrix

Accuracy (TP+ TN)/(TP+ TN+ FP+ FN)

Precision TP/(TP+ FP)

Recall TP/(TP+ FN)

Table 3 Confusion matrix for the three algorithms

R. R SGD N. B

TP FP TP FP TP FP

40 0 37 0 38 0

TN FN TN TN FN

1719 15 1716 17 1717 14
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resource availability but it is predicted as negative. This can be improved by giving
more specifickeywords and addingmorefilters in the traineddata set. Thousand seven
hundred and nineteen tweets are true negative means tweets which are not related
to our requirement category. But that are coming with a hash tag of Chennai flood.
Tweets are related to some personal statements, sympathizing situations, donations
given by actors or political leaders, free performance of celebrities to raise the fund.
Like this so many tweets come under the hash tag of Chennai flood or Chennai
rains. So, finding the required tweets from this large amount of junk tweets is really
challenging. But it is effectively done with the three machine learning algorithms.
No false positive case is identified. It shows the efficiency of the model. There is a
slight difference in the numbers of result by using three algorithms. It is shown under
the table given (Table 4). validate the model with 20% of data so the number of data
in the result is very less (Table 3).

Entire data set is divided into 20 folds for evaluation. Here performance of the
system is calculated with 20-fold cross-validation. Each fold is verified using this
cross-validation. The differencewith respect to performance in each fold for the three
algorithms is evaluated (Table 3).

The accuracy, precision and recall of the system using the three different algo-
rithms are given below. Accuracy of the model using the three algorithm is plotted
below (Figs. 3, 4, and 5). Values of the first tenfold are taken.

It is clear in the graph that accuracy is gradually increasing over folds. Above
97% accuracy is shown with linear ridge regression.

For SGD classifier and Naïve Bayes algorithm, it got only 96% accuracy. So, it
is showing that linear ridge algorithm is best for this model (Figs. 6 and 7).

Table 4 Performance comparison table (first tenfolds)

Folds LRR SGD Naïve Bayes

Accuracy Precision Recall Accuracy Precision Recall Accuracy Precision Recall

1 0.954 0.946 0.962 0.957 0.958 0.966 0.96 0.926 0.962

2 0.963 0.946 0.962 0.957 0.958 0.966 0.96 0.926 0.962

3 0.957 0.946 0.962 0.96 0.958 0.966 0.96 0.926 0.962

4 0.969 0.946 0.962 0.96 0.958 0.966 0.960 0.926 0.962

5 0.963 0.946 0.962 0.96 0.958 0.966 0.96 0.926 0.962

6 0.963 0.946 0.962 0.957 0.958 0.966 0.963 0.926 0.962

7 0.96 0.946 0.962 0.96 0.958 0.966 0.963 0.926 0.962

8 0.967 0.946 0.962 0.963 0.958 0.966 0.963 0.926 0.962

9 0.972 0.946 0.962 0.963 0.958 0.966 0.963 0.926 0.962

10 0.972 0.946 0.962 0.963 0.958 0.966 0.966 0.926 0.962
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Fig. 3 Accuracy over
tenfolds using linear
regression

Fig. 4 SGD classifier
accuracy over tenfolds

Fig. 5 Naive Bayes
algorithm accuracy over
tenfolds

6 Conclusion

In case of emergencies, people are making use of social media platforms, and the
trend is increasing as it can be observed from the recent situations faced in India.
Utilizing the advancement in AI and machine learning, request in Twitter can be
tracked and channelled for assistance, and the same is demonstrated in this paper.
This paper proposes a model using linear ridge regression, SGD classifier and Naive
Bayes algorithm to identify the valid tweets. The system is working with an accuracy
of 97% accuracy for linear ridge regression and 95% for SGD classifier and Naive
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Fig. 6 Request location

Fig. 7 Resource location

Bayes. Anybody can easily identify the location of the help request and resource
availability through this system. This system helps the efficient management of time
and resources at the time of disaster. The future work is planning to map the require-
ment request and the resource availability according to the nearest location. The
mapped result is published in other social media platform or conventional media,
so that there is better access of data to the people of all walks of society. Working
together with government entities for data sharing will also come in future scope.
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Sentimental Analysis on Twitter Data
of Political Domain
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Abstract The arrival of social media has initiated the platform for the public to
express their views and to share their emotions. In addition to this, smart phones and
mobile communication technologies have emerged and become as a tool to spend
more time than earlier on social media to be in touch with their friends. The way of
expressing the thoughts, attitude, and feelings is changed drastically due to that short
messages and emoticons utilization has been increased through social media. There
have been no constraints in using the micro blogging services like Facebook, Twitter,
etc. Thus, these messages are the views of people used to describe their behavior.
Nowadays political party workers and leaders also started spending more time on
Twitter, Facebook, and blogs to be in touch with the public. Hence, political parties
or social media campaigners started analyzing for the solutions to utilize the public
opinions or views about their own political party. A program is developed which
collects the reviews or text posts of people and transfer it to the next module called
pre-processing or cleansing. This module is to remove URLs, special symbols, Junk
text, stop words, and tokenize the sentences and to perform the stemming process.
Word2vec model is used to perform the word embedding to convert the text data into
numerical vector format to transfer it to Recurrent Neural Network. The sigmoid
function is used as an activation function to classify and polarity of positive and
negative sentiments have been evaluated. The effectiveness of the proposed system
has been proved through experimental analysis in this paper. This proposed system
will be used to understand the winning chances of political party and to analyze the
response of the public on particular political decision during election campaign.
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1 Introduction

The utilization of the internet has got increased rapidly and social media has a major
contribution to users. Social media has created the platform for the users to share their
feelings, status, and emotions; this includes feedback about a particular product or
movie, experience of a particular service, opinion on the government reaction over
social issues, etc. Users post their opinions through microblogging sites or social
media as their expression. As the usage of social media is high, hence it generates
a huge amount of data, which can be used to identify the collective sentiment of
people. Thus, it has become the best option for taking important decisions related to
their business, to run the political campaign according to the people’s interest, and
for good product consumption.

Earlier political parties used to conduct surveys collecting sample opinions in
person to understand public satisfaction on government but the consumption of time
and cost is high in this approach. In these days, even politicians are creating their
official pages on the social media especially on Twitter to stay in touch with the
people. Public also responds in social media over the government performance,
social welfare schemes implementation and public sector services. Thus, political
parties started leveraging the social media platforms by extracting the data from the
micro blogging services, which is easy andmore effective way. Data also trustworthy
to analyze as the social media users share their genuine feelings, feedbacks, and
emotions. In addition, there are many effective tools available to collect, the data
from these sites, which provides by same sites or third-party vendors.

As everyone knows that Twitter provides the access to the raw format of the tweets
text data, it is essentials for the analyzer to evaluate and analyze the data accurately.
Data is collected from different sources, chances are more to have junk or irrelevant
data [1]. Thus, to remove this effective data cleansing and pre-processing should be
applied for removing bad data. Sometimes data would be good but it does not help
us in classifying the sentiment polarity. More the data is clean more the accuracy
would come from machine learning algorithms. Hence, there is very much need in
design to have effective data cleansing techniques while pre-processing the data.

1.1 Sentiment Analysis

Sentimental analysis has become the buzzword in the natural language processing
as the utilization of this analysis has got spread widely to different domains. This is
a process to evaluate the text data and extract the opinion polarity out of the text, and
hence this process is called opinion mining. There are three main opinion polarities
called positive, negative, and neutral that can be extracted from the text user interested
in. This process is used to understand the opinion of the writer or speaker with respect
to the subject text [2]. Sentiment analysis is categorized into three levels depends on
the text data to which sentiment should be matched.
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If the sentiment is assigned to a document, evaluating the whole text belongs to
that document then it is called sentiment analysis at document level. For example,
if the data is extracted from an internet blog and if the the user needs to identify the
polarity of the whole text then this type of sentiment analysis can be used.

If the sentiment is assigned to each sentence in multi-sentenced document then
it is called sentiment analysis in sentence level. For example when user wants to
assign a opinion polarity for each tweet extracted from twitter belongs to a particular
domain (political domain in this paper) then this type of analysis can be used.

If the sentiment is assigned to each phrase in a text then it is called phrase level or
aspect level sentiment analysis. In this level, every word is evaluated and assigned
the sentiment. When user wants to count the number of positive or negative words
present in text then this process can be used.

There are legacy and modern techniques available to perform sentiment analysis.
The lexicon-based approach is the legacy technique in which scores are assigned
to each lexicon of words or terms. Further, the sentiments can be assigned to text
or words using the pre-assigned scores. In lexicon-based, we have dictionary-based
and corpus-based techniques. In dictionary-based approach, sentiment is assigned
by identifying the presence of signaling sentiment words. The corpus based is data-
driven approach where sentiments are labeled based on the contexts.

In this proposed system, a recurrent neural network model is used along with
Long Shor TermMemory (LSTM) layer to train and classify the political tweets data
with positive, neutral, and negative polarities.

2 Review of Literature

The sentimental analysis has got the huge attention from different domains like
marketing, entertainment, digital and political which are actively related to social
media messages. IT department has become essential for every company or party
to publish messages to their followers and analyze the response. Hence Sentimental
analysis is playing a very important role in helping the sources to understand the
public response on particular products of a brand or tweets that are posted by a
political leader. The different conclusions or insights that companies can understand
in this are a mobile company can predict the demand for their upcoming mobile by
understanding the positive comments posted on Facebook or Twitter for their posts
or advertisements. Audience can understand the product reviews by analyzing the
sentiments behind the reviews that are posted for that particular product or a political
leader can understand how well the public is satisfied on the new government policy
by collecting and predicting the sentiments of their tweets. As such there are many
problem statements in which sentimental analysis is helping in different sectors.
Hence, there is a lot of scope to research and identify the better solutions than
the existing to classify and predict the sentiments. There are different methods and
lexical based methods to analyze sentiments from tweets that are in natural language
format in order to identify the polarity: positive, neutral, and negative and it. The
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lexicon-based method [4], refers two dictionaries; one for bag of words and other
for emoticons.

In dictionary approach, list of words has to be built manually and it is a time-
consuming process and also requires frequent alterations. The disadvantage of this
model is that it cannot assign the polarity for the word which is out of the pre-defined
dictionary which leads to bad accuracy of the model. This makes the programmers
look for different approaches that are using machine learning. Comparing the accu-
racy of sentiment analysis using this traditional approach and supervised machine
learning approach [5] of Naive Bayes for assigning the positive and negative polari-
ties to tweets data. Existing researches have proved that machine-learning approach
is better accurate than lexicon-based method. However, there are disadvantages in
machine learning approach as well. The accuracy of naive Baye’s model is always
proportional to the dictionary size, so the word count should always be high [6] to
increase the model accuracy. The other mostly used algorithm in text classification
is support vector machines which gives more accuracy than Naïve Bayes but devel-
oping SVM model is not easy compared to Naïve Baye’s and this requires large
amount of training data, at the same time testing the model is also slow. This model
also finds difficulty in identifying important words for classification [5]. In natural
language processing, each input item may contain multiple sentences, which gives
the exact meaning only if they are processed together. So maintaining the context
between these kinds of sentences is very much important to get the better accuracy.
Traditional machine learning algorithms that are support vector machines, Naïve
Bayes are failing to maintain the meaning when they face these data items in input.
To get rid of these problems, in this proposed system, recurrent neural network deep
learning algorithm is used.

The text data has to be transformed into numerical vector format as input to deep
neural network, to accomplish this there are several word embedding techniques.
One-hot encoder approach is one of them used mostly for vector representation. In
this approach binary values 0 or 1 are assigned for all the elements. 1 is assigned to
the index of the integer and remaining all the values would be 0. However, drawback
of this method is that context cannot be maintained between the words present in the
same sentence. Word2vec is the most widely used word embedding technique and
so it is used in this proposed system as well to convert the text data into numerical
vector with the dimension of 200.

The following existing experiments have been evaluated to select the effec-
tive techniques in pre-processing, word embedding, deep neural network model in
different modules in the proposed system.

Kumar et al., proposed a machine learning approach to analyze customer satisfac-
tion from airline tweets [7] which is about investigation of twitter data collected for
airline business. Some regular main airline corporations have been chosen across the
world based on their number of tweets and followers on the Twitter. Twitter data has
been collected, cleansed and transformed into numerical vector format using n-gram
approach for further analysis. Initially, numerous artificial neural network models
were applied and performed testing along with support vector machines on hybrid
word embedding, trained and pre-trained datasets. Artificial neural network4 model
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has given more accuracy compared to all other developed SVM and ANN archi-
tectures models. Further, SVM and ANN4 have been also analyzed using different
n-gram representation of Twitter data. It has been identified that n-gram model with
n = 4, gives better accuracy for both SVM and ANN4 models. At the end, the
convolution neural network model has been developed to predict the sentiments
polarity behind the tweets data even though CNN models are mostly used for image
classification and it provides a drastic development in sentiment prediction of text
classification model performance.

Chen et al., has proposed a system for classifying the sentiments using intensive
sentiment supplement information [8] and negative meaning data. This system has
addressed the semantic composition problem of current deep neural network related
models in sentiment classification. Particularly, this is designed for themajor impacts
of intensive and negative words through a GRU or LSTM network, that are modeling
negative expression and intensive expression. The effect to the sentiment reversing on
succeeding expression due to the negative words like “not” and “never” is analyzed
in this system by using backward LSTM model. These models are integrated into
three neural networks as LSTM, CNN, and Char SCNN to evaluate the efficiency
of the above operations, and denoted these new models as NIM-LSTM, NIM-CNN,
and NIM-Char SCNN, where “NIM” means “Negative and Intensive Modeling.”

Namugera et al. [9] proposed a system to mine the text data and determining the
sentiments. This system explores the social media sites like Twitter and Facebook
usage by Uganda media houses. This system has examined the tweets data belongs
to print and digital media companies in Uganda from Twitter to form the sensible
insights using text data mining approaches. The study had proved that tweets with
negative sentiment are highly engaged with users. This study has also analyzed the
rate at which retweet count or mentions has increased for tweets with negative and
positive sentiments and proved that tweets with negative polarity spread faster than
the positive tweets. Thus, there is very much need to monitor these negative spreads
closely to control the fake news propagation. This study has also recommended to
extend the proposed model using beg data analytics for sentiment prediction.

After the study, it is understood that in the socialmedia domain, sentiment analysis
has more scope to research in this area. There has been already sentiment analysis is
done on the user reviews related to political domain with respect to the government
decisions and political issues. As we got the ability to collect and label the huge
amount of data, we can leverage the deep neural network models that are recur-
rent neural network and convolutional neural network. Convolutions networks are
best suited for image data analysis. Hence RNN has been selected in this proposed
system in additionLSTM layer also provides the capability ofmaintaining the context
between sentences in order to train and predict the sentiment polaritymore accurately.
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3 System Architecture

This section explains the different modules available in the proposed approach. The
proposed system architecture is shown in Fig. 1. This approach has designed to
extract the messages posted by users related to political parties, government policies,
and political diplomats from the social network sites like Facebook or Twitter and
then perform pre-processing by removing the unwanted and junk data, which does
not carry any information related to opinion polarity along with the tweets from
extracted data. This process is also called cleansing. After performing cleansing,
Recurrent Neural Network with LSTM model is analyzed and then the sentiment
behind each tweet is predicted. Theremajor steps are followed during the architecture
implementation:

Fig. 1 Proposed system architecture
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1. Data Collection using Python API
2. Preprocessing
3. Classify each tweet as positive, negative or neutral using RNN with LSTM.

3.1 Data Collection

The very first step in the architecture is that collecting the twitter data that is posted by
public related to political domain. There are several tools and APIs available in order
to study the sentiments of the user.Web scraping or web crawling is the technique for
extracting the data from web blogs, feeds. Data has been extracted from the widely
used social media web sites like Facebook and Twitter. Tweepy OAuth API has been
used to import the Twitter data. Facebook’s Graph API is used to gather the user
posts from Facebook. Data is also collected from public domains sites and different
blogs using web crawling API called ScraPy using Python.

3.2 Preprocessing

The data that is collected in the Data Collection step is not structured or semistruc-
tured as it contains unusable parts such as web URLs, advertisements, HTML tags,
stop words, scripts, and junk characters. The processes of removing all these unin-
formative parts for sentiment analysis are called pre-processing. In this process, data
is cleaned and passed as input to the upcoming steps in the system. The data dimen-
sionality plays important role in classification process, words that are presented in
the data is represented as one dimension. The dimensionality also will be increased
due to inappropriate words. Hence, the preprocessing or cleansing process is very
much essential to get better accuracy out of any Neural Network model.

There are different Python libraries available to perform cleansing process. NLTK
is themost used Python library in pre-processing the data. Python regular expressions
(re library) can also be used by passing the text patterns to replace the bad data.

Regular expression package is used to delete special characters, URLs and other
junk data. NLTK library is used to perform Tokenization, Stop word removal, abbre-
viation expansion and stemming. The complete preprocessing procedure contains
numerous steps: Removal of URL, white space and special characters, removing
other words which doesn’t help in sentiment classification, tokenization, and parts
of speech tagging.

The sequence of steps given as below in preprocessing:

Step 1: Removing junk characters and URLs
Step 2: Removing special characters and numbers
Step 3: Removing stop words from text
Step 4: Tokenizing the tweets into sequence of words.



212 S. Pedipina et al.

3.3 Word Embedding

Usually, neural network models accept the input in numerical vector format. Word
embedding is the process of converting the text data intomulti-dimensional numerical
vector format. In this process, 200 dimension input vector is used. After performing
preprocessing to remove all the unrelated data from the collected data, this text data
needs to be transformed into numerical format in order to pass it to the recurrent neural
network for the sentiment polarity mapping process. There are many approaches to
perform word embedding. One-hot encoding is the legacy approach which is widely
used method for performing word In this method the number of words equals the
array of size in the document is preserved. Every word has been mapped to 0 or 1
is characterized by transforming bit from 0 to 1 in the position of that word in the
array. The disadvantage of this model is that it cannot maintain the context between
multiple sentences when there is dependency between them. The context should be
maintained between all the words to understand the correct meaning lying in the text,
while converting the text into numerical vector format. The word2vec model is used
to avoid this problem in word embedding. This is a shallow and two-layer neural
network model designed and mostly contributed byGoogle. These models can be
trained to reconstruct the linguistic contexts and meaning of words in between the
sentences [10].

Word2vec model can be trained using dataset of textual tweets and posts that are
extracted from Twitter and Facebook. Each word in text message is characterized to
numerical vector with the dimension of 200. These vectors are further passed to the
proposed model recurrent neural network as input. The input tokenized sentences
are further converted to order of vectors from order of words with the dimension of
200.
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(
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)
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There are different techniques to perform word embedding in word2vec itself.
Here Skip-gram model is used in this proposed model. The word’s probability and
its context can be increased by using skip-gram model. In Eq. (1), ‘w’ represents the
centered (at t) word and ‘c’ represents the training context size. The high number of
vectors also affects in training phasewhere there aremorewords, which does not help
in assigning the sentiment polarity. To avoid this, TF-IDF technique is used to reduce
the irrelevant vectors while maintaining the each word weightage. This method also
evaluates the average weight of the vectors of all the words. Hence, every input
sequence is now transformed to vector representation with the dimension of 200
along with the meaning within the sequence.
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3.4 Recurrent Neural Network (ANN)

Recurrent Neural Networks (RNN) is multi-layer fully connected deep neural
networks. Thismodel is used for text classification process. Thismodel has a capacity
to evaluate the relation between input data and target variables to identify the patterns
associated. There are different factors that plays important role in behavior of the
recurrent neural network. They are input data, weights, loss and activation functions.
Sigmoid activation function has been used in this model to describe the output of
every neuron [11].Once after text data is represented by the numerical vectors format;
these numerical vectors are later passed to feed the Recurrent Neural Network model
in training phase. RNN leverages the Long Short Term Memory (LSTM) layer to
store the data in memory when there is dependency between multiple sentences to
maintain the context of the text while processing is in progress.

RNNcontains of 200 inputs, since every sentence is represented using 200 vectors.
These inputs are then moved to hidden layer, which is consisting of 100 neurons.
Final result is evaluated by the activation function (sigmoid function in this case),
which gives output in the form of 0 or 1 (Fig. 2).

The sequence of steps given as below in Artificial Neural Network phase:

1. Input: Numerical vector of size 200
2. Output: Sentiment Polarity
3. Initializing weights randomly to the inputs,

Input layer evaluates total input by

I =
n∑

i=1

Wi Xi (2)

Fig. 2 Recurrent neural
network with 200 inputs, 2
hidden layers, and 1 output
and single neuron with
activation function
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4. Hidden layers perform processing & backward propagation algorithm attempts
to decrease the error, the error function is given below

E = 1

2

(
m∑

k=1

(yk − dk)
2

)
(3)

5. Sigmoid function is used as an activation function to produce the output

Sigmoid(x) = 1

1 + e−x
(4)

4 Results and Discussion

This phase is about discussing the results of the proposed model. Usually, Recur-
rent Neural Network is suitable for text processing for example predictions and
word generation. And also prior studies prove that RNN performs well on text
classification.

To train the model a dataset that has 4400 tweets of Indonesia politics has
been downloaded and performed pre-processing, word embedding, and passed the
numerical vector data to the model. Model has given the accuracy of 85%.

In order to predict the sentiments of the users for the specific political party,
around 2350 were collected from Twitter related to Indian Prime Minister Narendra
Modi. The collected data is Pre-processed, transformed into numerical vector, and
then passed to the trained recurrent neural network model to perform the prediction.
After predicting the underlying sentiments positive, neutral, and negative, the count
of each sentiment has been represented in Fig. 3. The Sigmoid activation function
has given the output with the score between 0 and 1. The tweet that has the prediction

Fig. 3 Count of positive,
negative, and neutral tweets

1200
680

470

Sentiment Analysis on tweets

Neutral Negative Positive



Sentimental Analysis on Twitter Data of Political Domain 215

score close to 0 is categorized as Negative sentiment, tweet that has the score close
to 1 is categorized as positive sentiment and to classify the neutral sentiment, the
scores for few tweets have been evaluated in the middle range and classified them as
neutral.

5 Conclusion and Future Scope

Social media has become the platform for public to share views and opinions
genuinely. So, political parties can consider it as feedback of the users for their
decisions with respect to the government or their own political party. Extracting
and evaluating the text to understand the sentiments always help them to take better
decisions in attracting the public. The major social media platforms like Facebook,
Twitter are providing the access to the users data and tools to collect the data for anal-
ysis. The existing proposed systems have been classifying the sentiments by using
legacy approaches that are support vector machines, naïve Bayes machine learning
algorithms. This paper has extended the analysis using deep learning models like
recurrent neural network and LSTM neural network models. The same data has been
used for all the above-mentioned models and classified the opinion polarity and all
the performance metrics have been analyzed. This proposed model with LSTM layer
has outperformed all the legacy algorithms. Different word embedding techniques
one hot encoding and word2vec models are used to convert the text data into numer-
ical vectors to pass as input to the model and model has given better accuracy with
Word2vec embedding technique. In the future, better data cleansing techniques can
be used. Increasing the hidden layers and data size also can increase the accuracy
of the model. There are different state of art word embedding techniques like Glove
and BERT available to try in the convolutional neural network to leverage the best
of deep learning techniques to train and predict the sentiments. Once the model is
ready with highest possible accuracy then this helps the political parties to perform
sentiment analysis in real time to plan election campaigning to increase the winning
chances in the elections.

References

1. Hernandez-Suarez A et al (2017) Predicting political mood tendencies based on Twitter data.
In: 2017 5th international workshop on biometrics and forensics (IWBF), Coventry, 2017, pp
1–6

2. Schouten K, van der Weijde O, Frasincar F, Dekker R (2018) Supervised and unsupervised
aspect category detection for sentiment analysis with co-occurrence data. IEEE Trans Cybern
48(4):1263–1275

3. Devika MD, Sunitha C, Ganesh A (2016) Sentiment analysis: a comparative study on different
approaches. Procedia Comput Sci 87:44–49. ISSN 1877-0509



216 S. Pedipina et al.

4. Walha A, Ghozzi F, Gargouri F (2016) A Lexicon approach to multidimensional analysis of
tweets opinion. In: 2016 IEEE/ACS 13th international conference of computer systems and
applications (AICCSA), Agadir, 2016, pp 1–8

5. Bhuta S,DoshiA,DoshiU,NarvekarM (2014)A reviewof techniques for sentiment analysis of
Twitter data. In: 2014 international conference on issues and challenges in intelligent computing
techniques (ICICT), Ghaziabad, 2014, pp 583–591

6. Islam T, Bappy AR, Rahman T, Uddin MS (2016) Filtering political sentiment in social media
from textual information. In: 2016 5th international conference on informatics, electronics and
vision (ICIEV), Dhaka, 2016, pp 663–666

7. Kumar S, Zymbler M (2019) A machine learning approach to analyze customer satisfaction
from airline tweets. J Big Data 6:62

8. Chen X, Rao Y, Xie H, Wang FL, Zhao Y, Yin J (2019) Sentiment classification using negative
and intensive sentiment supplement information. Data Sci Eng. https://doi.org/10.1007/s41
019-019-0094-8

9. Namugera F,WesongaR, Jehopio P (2019) Textmining and determinants of sentiments: Twitter
social media usage by traditional media houses in Uganda. Comput Soc Netw 6:3

10. Mikolov T, Chen K, Corrado GS, Dean J (2013). Efficient estimation of word representations
in vector space. In: Proceedings of workshop at ICLR

11. NielsenM (2015) Neural networks and deep learning. Determination Press, San Francisco, CA

https://doi.org/10.1007/s41019-019-0094-8


Cloud-Based Smart Environment Using
Internet of Things (IoT)

E. Laxmi Lydia, Jose Moses Gummadi, Sharmili Nukapeyi,
Sumalatha Lingamgunta, A. Krishna Mohan, and Ravuri Daniel

Abstract Internet of things (IoT) is a primary computational paradigm to develop a
smart environment in every area of health, city, factory, and home in our daily lives. It
incorporates wireless transmissions to all sensor devices through the internet. Equip-
ping a smart environment to the society, IoT as the primary source provides alter-
native diversified communicating characteristics. Its ecosystem is the solution to all
communication technologies as well as designed architectures. This paper deals with
distinct core requirements to generate reusable features and technologies to develop
a smart environment. Technological architectures like Radio Frequency Identifica-
tion (RFID) and Constrained Node Network (CNN) are identified to enhance the
Internet of things. This paper also describes the necessity of having smart environ-
ment sensors with the Internet of Things (IoT). This shows the involvement of a smart
environment crossing all communicative disputes from the technical and informative
perspective that desires to fulfill the efforts of the people in the coming years.
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1 Introduction

The measures of IoT computations and prototypes for communication transmis-
sion on connecting frequent objects to the internet are sustained by the establish-
ment of resource-constrain tools. These incorporate and facilitate intelligent systems
using sensors and actuators. Intelligent systems gather physical world information to
perform actions subsequently. Most of the efficient advantages of IoT have resource
management, upgraded productivity, and elevated quality of life for the smart envi-
ronment of the large human population. The beginning of a smart environment starts
with enhancing smart homes, cities, factories, and surrounding areas that relate to
our daily activities. IoT tools make possible multiple transmissions of data through
Radio Frequency Identification and Constrained node network technologies. These
technologies have various features and plenty of heterogeneous solutions for IoT
communications. Smart environments gather information from different sources
based on different scales with disparate prerequisites. Therefore, information is
retrieved depending upon unique domain connectives.

IoT appliances demand maintenance and assist the sensors to handle data
for storing, managing, and processing. The various data flow through consistent
approaches like cloud computing and Fog computing exist.

The influence of the internet on remote areas comprises scalable solutions with
low latency for more number of devices are connected uses fog computing. Real-
time interactions for smart monitoring intend to have smart homes through cloud
computing. This allows us to control complementary data processing and storage
operations but not absolute to the latency such as operating television, turning on the
bulb,AC so on through remote control. For explicit interaction of devices, it ismanda-
tory to have either cloud computing or fog computing. Smart cities were operated
through cloud and fog techniques. Low latency helps us to have more number of IoT
tools with potential information within the city. Production of smart factories invokes
advanced sensors and actuators for the internet connectivity among large adminis-
tration systems and companies through gateway using stream of data. Smart factory
applications like Enterprise Resource planning, manufacturing execution systems
develop smart products by monitoring machine-health parameters.

To aid all smart applicational manufacturing products, computing analytics help
to process data in real-timewith capability apprehension. Thewaiting time of the data
processing is the primary concept to progress manufacturing applications as it ranges
within milliseconds. Instead of continuous execution of all jobs in cloud computing,
smart technologies make use of fog computing to offload some of the data processing
jobs. This results in introducing low latency and low operational investment i.e., a
smart manufacturing company. Industry 4.0 realize to have cloud computing to share
the data from the internet to all enterprise and suppliers which hold manufacturing
process using cloud services. The major intention of the expanded transparency
through the supply chain and procedural networks lead to the automated production
environment.
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2 Literature Survey

The dominance to empower users in smart cities reduces the deployment rate and
enhances the development of the capillary sensory apparatus. Nevertheless, the
beginning of the smart cities uses these mechanisms uniformly to progress and test
at many distinct exploratory platforms. Along with the frequent mechanisms the
emerging edge computing allows different forms of network organization to sense
the environment [2].

Some of the political issues in the cities obstruct the formation of the smart city
due to an assortment of technical problems and lack of technologies [1]. The inter-
operability of high-tech solutions in the area of the Internet of Things extensively
identifies the basic technological promoter of smart cities. The modernized progres-
sion of evolution uses mobile applications to sense models associate with valuable
functionality to sense information from the cities for intimate smartphones [3].

Smart homes provide smart services that vary extensively. Assistive services and
management services are the services that help to meet the needs of user mostly
elderly people, disabled. These satisfy to furnish the e-health services [4]. The
frequent explosion of technological modifications has led to the evolution of smart
sensors, advanced computing approaches (cloud computing, big data analytics),
internet of things possibly correlated to smart home healthcare projects. These smart
home-based projects were carried out in research and commercial systems using two
primary real-time telemonitoringmethods like video examinations/consultations and
also diverse bio-signals [7].

Collection of information from many systems as input, for example, computer
vision frame smart environments. The obligation of the entire process acknowl-
edges the smart environment from a human perspective directly or indirectly [5].
According to ICT,mostly contradict to all fields and challenges, and point schemes of
smart cities, some precisely extend to smart energy [12], e-government [11], e-health
[6],e-culture, smart mobility, e-tourism [16].

Electro-Mechanical Systems (MEMS) use inertial sensors as the most unique
measures for better human observations. Depth cameras give more intelligence and
evaluate more efficiently [7].

The moderate potential wireless networking is to describe instability as a concern
of hasty improvement of ingenious IoT resolutions that unfold the restricted modern
technologies. The eventual consideration and thework across themajor improvement
in limited issues. IoT technologies and systems acknowledge the exchange of data to
initiate a smart environment astounded by artificial and enveloping intelligence [8].

For the entire population, quality-of-life is increased through the assistance of
adequate resource management, complemented productivity IoT [9]. Later on, the
applications are encouraged to enterprise the precision of endemic diseases and
deterioration [10]. This can enhance the living standard of smart cities and their
reparations.

Intelligent systems [13] for the smart environment include smart remote driving
technologies for the benefit of the materialized business standard of Industry 4.0.
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Smart homes, manufactured systems, working offices acquire the assistance of
common application with the process of acquiring data and dealing with disparate
compatible context information.

One of the most complex scheme to develop smart cities and smart environment
come acrossmany dominions [14, 15] that incorporate the economy, energy,mobility,
governance of a huge number of correlated disputes and implicate collective actors
such as city service providers, administrators, operators, citizens with conceivable
challenging objectives.

3 Methodology

3.1 RFID Technology

Radio Frequency Identification is a noticeable technology that implements a selection
of the immense range of frequencies, merge with multiple device types and commu-
nication protocols. It is a standardized model to large international organizations like
ISO (International Organization for Standardization), ITU (International Telecom-
munication Union), IEC (International Electrotechnical Commission), and also
nationalwide organizations likeDIN (Deutsches Institut forNormung), JIS (Japanese
Industrial Standards) and SINIAV (National Vehicle Identification System). A trivial
method is been accepted by all technologies that are equivalent to the Frequency
band.

RFID technologies have a low-frequency band with 125–134.5 kHz, a high-
frequency band with 13.553–13.567 MHz, and Ultra-high frequency band with 433
MHz and 858–960MHz,Microwave with 2.4–2.454 GHz 5.725–50,875 GHz. RFID
technologies have Passive, semi-Passive, Active, Sensor Tag chip type for transmis-
sion, signal modulations, and Chipless time-domain frequency. RFID technologies
that are used by the IoT are ISO 14443 (13.56 MHz), ISO 18000-63 (858–960
MHz), ISO 18000-7 (433 MHz), EN 300 220-2007 for different applications such
as personal identification, Online Payments, ticket booking, Access control, and
security, tracking logistics, retail/consumer applications, real-time location tracking.

Most of the IoT applications utilize any three of the shared types of RFID tech-
nologies that match the number of collaborating devices at the same location with
supported speed by preventing collisions.

• Radio Frequency Identification (Identifier schemes)

The expansion of the open IoT systems consolidate any number of stakeholders with
the scalable operation. These RFID identifiers retrieve tags by interpreting them in a
general way. Use of widespread standard identifier schemes requests to have RFID
among the mixture of material objects, digital artifacts, and their locations with a
feasible point of view. SG-1 has matured Electronic Product codes globally through
object identifiers at ISO/ITU Organizations. Identifiers from Japan use Ubiquitous
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IDs to employ RFID technology. Industries classify tagged billions of objects using
barcode encodings. Patterns and codes of the individual scheme may not have the
same for all identifiers. EPC system follows a specified prefix code for all its users
i.e., 00110000. The remainder of the code generates 96 bit length as SerializedGlobal
Trade Item Number which is always ordered in a stratified process that enables the
code within the organizations with allotted authorization.

• Radio Frequency Identification (Identifier resolution systems)

Internet of Things (IoT) system integrates with RFID. It tags the existence of indi-
vidual entities to analyze the information related to the identifier, privacy protection,
and secured operations provided by the control access. This capacity and the effec-
tiveness of the system is indicated as Identifier Resolution Service. The ongoing
scheme specifications for services use Identifier Resolution Service. Contradiction
to the IoT applications, they need to be open and comprehensive.

3.2 Constrained Node Network (CNN) Technology

Technologies like RFID refer to communicate with other objects, but CNN is prefer-
ably used to communicate with the physical world. These are the sensing computer
tiny devices with amax 16-bit processor and ~10KBRAMwith some computational
constraints, energy constraints (for example batteries with limited energy source).
The communication transmission can be done through wired or wireless technolo-
gies. CNN technology mostly works under MAC and physical layer functionalities.
Every innovation may have explicit qualities and might be more qualified for a
restricted arrangement of situations. The arrangement of technological advancement
consists of

• IEEE 802.15.4 is a wireless technologymeant to allow tracking andmanipulating
various applications for WPAN. Its first publication point to standardized low-
rate transmissions and low energy consumption. It was not produced to work for
only a particular domain, rather preferred as universal technology with significant
protocol architectures by upholding Ipv6 and protocol architecture with non-IP-
based protocol architectures. Smart environments with optimized technology like
IEEE 802.15.4 were designed to neglect destructions in Industrial environments.
This mode of implementation is referred to as Time slotted channel hopping a
specified protocol.

• BLE was launched in 2010 with a very low-electricity variant of conventional
Bluetooth. About the partial use of hardware, a tool that is supported by the
conventional Bluetooth also supports the low additional price of BLE. Conse-
quently, thiswill leverage its large existence in smartphones, possibly accumulated
information can be sent to nearby sensing devices and actuators. Smartphones that
interact using tools, actuators over the Internet have a gateway. This can be further
designed for most of electronic devices, wearable.



222 E. Laxmi Lydia et al.

• ITU-T G.9959 is a wireless Z-wave technology that clarifies the stack protocol
mostly innovated to model smart homes i.e., home automation.

• DECT-ULE is a technology meant for voice and data transmissions through the
gateway. It generates low-energy and enables communications for indoor cordless
telephony connected to all sensors, actuators by manipulating the robust latency
of DECT appliances in the home.

• NFC is a wireless technology that implements reader mode, peer to peer commu-
nications and satisfies multiple communication modes of data communication
within a short range of ~10 cm. The intrinsic security properties of NFC provide
maximum rejection of unauthorized devices that intend to grab transmitted data.

• IEEE 802.11 is referred to as WLAN wireless communication, designed to
have various power-saving techniques with low power consumption, energy-
constrained tools. It also enables multiple compilations of sensor devices for
data collection namely smart grid.

• LoRaWAN is a wireless technology referred to LPWAN. Its communication
through the physical layer transmits data within 10s of km. It follows star
topology as it transfers data between hundreds of communicating devices with
low-cost infrastructure, low bit rate limitations through gateway implementing
LoRa technology at the layer.

• Sigfox is similar to LoRaWAN, the wireless technology with reduced bitrate and
low-cost infrastructure reflects LPWAN technology. It connects devices of large
distances by using star topology. This technology functions under unlicensed
frequency bands, managed by the organization.

• Narrowband IoT (NB-IoT) is one of the advancing wireless technology, catego-
rized as LPWAN. It offers many numbers of systems with a licensed spectrum
with a low bit rate of specified 3GPP under the single base station.

• Power Line Communication (PLC) represents a smart grid framework. It is a
wired technology that tampered with the impairments related to the wireless
media. Its applications are applied to have an innovative smart home living with
a low bit rate. IEEE 1901.2 or ITC-TG.9903 are the variants of PLC.

• Master-Slave/Token Passing (MS/TP) determines the wired technology usually
related to the BAC net. This technology is mostly designed based on grid-powered
to develop automated features in the physical layer. These are constrained to
RS-485 requirements at low bit rates.

Protocol Architecture for Constrained Node Network (CNN)
Constrained node network architectures were classified into IP-based architectures
and non-IP-based architectures. The main protocol and connections were generated
and based on the physical layer.

IP-based architectures are interoperable and flexible to communicate remotely
with many devices, sensors, internet connectivities, and actuators. The data that has
been sharedbetweendevices are secure byproviding address names.Anyconnections
to the constrained devices use running IP to obtained efficient internet connectivity.
It is an open protocol modeled to have underlying technologies and stack protocols
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like HTTP, TCP, IP as frequent network interfaces. This can be mostly observed with
grid-powered devices. Some devices with insufficient computational power cannot
afford to use traditional protocol stack as it is energy-constrained. To advance more
in technology IP based architectures added Ipv4 and then later Ipv6 for system self-
configuration. IoT stack-based protocol composes of adaption layer down to IPv6,
Low powered routing protocol, Constrained Application protocol, and RPL. This
also supports IEEE 802.15.4 networks.

Network Topology of CNN
Cities that are developed as smart environment cities adopt mesh network topology.
Network with mesh topology is a sophisticated network similar to star topology
connections. CNN implements dynamic routing protocol which enables the paths of
the network through routers for real-time logical networks. The foremost prominent
preferences of the mesh topology of CNN has two advantages. It overcomes the
limitations of star topology by reducing the link range. It provides path diversity and
avoids star topology single-point failure issues. Due to multiple network connections
and path propagation, this will improve the wireless network functionality. This can
be applied to develop both smart homes and smart factories with advanced sensors
and also with low infrastructure costs. In some cases, LPWAN technologies were
also implemented for innovative smart cities.

3.3 Smart Environment Sensors with the Internet of Things
(IoT)

The following are the different categories of sensors, technologies that are used
to invoke a smart environment using IoT-based Systems. Specialized sensors for
smart environments adapt to physical parameters. These sensors are placed for the
automatic generation of the information ordered at locations such as homes, body,
factory, city, etc. Despite the exploitation of the user information through a smart-
phone, sensors provide information even though the sensors have not been intended
for an unambiguous use case that implicates many disputes.

Specified systems for developing authentic, robustness, and analyzed manage-
ment of smart factory always encourage to have more sensing effectiveness of the
environment, mostly smartphones.

The development of smart homes influences the existence of smartphones. Smart
manufacturing devices offer both analog and digital sensors to have quick look over
work status. Some of the most implemented manufacturing applications are Industry
4.0 automation. Anticipates the operations that supply information from the device
or production of the analyzing process generates a high quality of sensors. Which
allows us to have smart homes. Some of the privacy preservations for sensors are
considered to come against environmental disputes and performance such as a change
in the moisture, the existence of chemicals, vibrations, changes in temperature, dust.
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Smart environments mostly reflect the design of smart homes and also overcome
the changes affected by nature, i.e., high temperatures, and shocks using a large
number of available technologies. Smart homes use ITUTG.9959, infrastructure uses
PLC andDECT-ULE.Commonly used technologies are IEEEc802.15.4, BLE. Smart
factories use IEEE 802.15.4e TSCH technologies leads to having primary settings.
Emerging technologies of LPWAN uses LoRaWaN, NB-IoT, Sigfox. Eventually, the
physical environment carries e-health smart applications as home-centric connected
to smartphones.

4 Conclusion

Remote operations using IoT-enabled keen cloud computing frameworks provide
smart homes, advanced healthcare, smart manufacturing factories, and cities.
However, selecting the correct innovative technology reaches the best prerequisites
of a particular framework with a challenging errand and produces the best frame-
work modeler due to the huge differing qualities of preferences. The trade of infor-
mation permitted by IoT innovations and frameworks could be the beginning state
for enhancing smart environments encouraged by manufactured and encompassing
insights. This paper concludes to design the core requirements that generate reusable
features and technologies to develop a smart environment. Two technological archi-
tectures like Radio Frequency Identification (RFID) and Constrained Node Network
(CNN) are described to enhance the Internet of things. Thus the process of inventing
a smart environment for the social changes the style of living to advanced good health
and safe life.
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A Review of Healthcare Applications
on Internet of Things

S. Chitra and V. Jayalakshmi

Abstract Internet of Things (IoT) is rapidly advancing as a most recent exploration
point in various academic and industrial controls, especially in medical care, as the
flow transformation of the Internet. Due to the rapid proliferation of wearable devices
and smartphones, innovation facilitated by the Internet of Things is evolving medical
treatment from the conventional center-based setting to a more Personalized Health-
care System (PHS). Nevertheless, making the use of cutting-edge IoT innovation
in PHS remains essentially testing within the area thinking about various problems,
such as lack of functional and accurate clinical sensors, unstandardized IoT system
models, heterogeneity of related wearable gadgets, multi-dimensionality of gener-
ated knowledge, and interoperability popularity. This paper offers a description of
the IoT of various diseases in healthcare systems.

Keywords Internet of things · Personalized healthcare · Big data · Sensors ·
Algorithms

1 Introduction

Internet of Things (IoT) has evolved as another data innovation worldview aimed at
creating a specific global organizational system by integrating a variety of physical
and virtual ‘things’ with flexible and sensor growth. At first, IoT was suggested to
refer to extremely recognizable articles (things) and their interactive portrayals in
a web-like framework, with the use of creativity in radio-frequency identification
(RFID). Later on, with a range of sensors, such as actuators, global situating frame-
work gadgets, and smartphones, the concept of IoT was reached out to cover more
kinds of ‘things’. At an Internet-related point, the consistent mix and efficient outfit
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of these sensors has posed a large number of exploration problems, from framework
design, knowledge preparation to applications [1].

The inspiration for the use of current Information and Communication Tech-
nologies (ICT) in the medical services context is typically to provide promising
responses to the proficient transmission to patients of a wide range of clinical medical
care administrations, called e-wellbeing, such as electronic record frameworks,
telemedicine frameworks, personalized determination gadgets, etc.

An ordinary case of medical care IoT arrangements is the estimation of vital
signs through far-off sensors and the implementation of nonstop and continuous
information through cloud administration to the considered expert. Through IoT
execution, medical attendants and specialists don’t get the chance to stroll around
the wards to follow the states of patients. Rather, a point of interest or irregular sign
distinguished from the patients may be followed right away. Other than that, the
gadgets with wellbeing observing and action following capacities are encountering
expanded prevalence, as they permit clients to turn out to be more mindful of their
wellbeing related conduct [2].

IoT offers suitable technologies for numerous applications covering all facets of
life, such as smart cities [3], smart traffic management, waste management, control
of systemic health, protection, emergency response, supply chain, retail, industrial
management [4–7] and healthcare. By 2030, 500 billion devices will be connected,
which is roughly equal to 58 smart devices per person on our planet, according to
a study by CISCO. IoT industry analysis conducted by Statista at the end of 2017
reported that the global market value of IoTwill hit USD 8.9 trillion by 2020, and 7%
of the overall market value comes from the healthcare sector.With the introduction of
IoT and cloud technologies into the healthcare industry, healthcare providers are able
to deliver healthcare facilities that are quicker, more effective, and cheaper, resulting
in better customer engagement. As a result, better hospital facilities, better customer
engagement, and fewer paperwork for health workers are brought in.

Big Data in medical services alludes to such vast and complicated electronic
well-being information collections that they are problematic (or difficult) to deal
with standard programming or possibly equipment; nor could the board instru-
ments and techniques be efficiently made up of traditional or usual information.
Because of its amount and the breadth of information forms, and therefore the pace
at which it must be monitored, large-scale information in medical care is daunting.
It includes emotionally supportive clinical information and clinical choice networks
(doctor’s composed notes and medications, clinical imaging, research centre, drug
store, protection, and othermanagement information); quiet information in electronic
patient records (EPRs); machine-generated/sensor information, as from the verifica-
tion of critical signs; web-basedmedia posts, including Twitter channel postsAnd not
a lot of patient-explicit data, including information on crisis treatment, news outlets,
and clinical journal articles. There is room for the enormous knowledge researcher,
among this enormous amount and exhibition of knowledge. Huge data investigation
will theoretically improve consideration, save lives, and lower costs by identifying
affiliations and having examples and trends within the data [8].
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Big Data in medical care requires the processing of large quantities of knowledge
from various medical service institutions, followed by the processing, supervision,
dissection, analysis, and dissemination of viable interactive data. Six attributes, viz.,
amount, assortment, speed, veracity, fluctuation, and value, describe the enormous
knowledge in medical care. There are numerous large-data logical devices such as
Apache (Pig, Spark, Flume, Tez, Oozie, Hive, etc.), Hadoop (HDFS, MapReduce),
MangoDB, and so on. Each instrument has its own utility and strength [9].

The remainder of the analysis paper is sorted accordingly. The IoT feature in
healthcare structures is audited in Sect. 2. Section 3 addresses the analysis of IoT in
different structures ofmedical care. Section 4 explains the analysis of the examination
with its consistency and shortcomings provided in a table. In Sect. 5, the conclusion
is given.

2 Role of IoT in HealthCare

The aim of the IoT is to disrupt the medical care industry with innovative advances.
The worldwide pandemic caused due to COVID-19 has offered degree to new devel-
opments in the web of things. IoT-associated medical services applications offer
continuous observing and keen clinical IoT gadgets synchronized to a cell phone
application that empowers specialists to gather clinical information of their patients
at some random spot or time.

In the event of a health-related crisis such as cardiovascular breakdown, diabetes,
asthma attacks, and so on, continuous monitoring using associated gadgets will save
a million lives. The associated IoT gadget collects and moves information about
well-being, such as pulse, oxygen, and glucose levels, weight, and ECG data. The
knowledge is put away in the cloud and, according to the sharing access authority,
can be imparted to an authorized person or a doctor.

Interoperability,machine-to-machine communications, data trade, andknowledge
creation are facilitated by IoT in medical care, rendering the transmission of medical
care administration extremely financially savvy. By minimizing superfluous visits
and using higher-quality properties, this innovation-driven structure will minimize
costs.

In dangerous situations, continuous follow-up and alarms will transform as a
hero to protect the well-being of a simple patient with clear reminders and ongoing
cautions for valid testing, review, and study.

For a patient looking for professional assistance, it is a terrible situation, but being
unable to communicate with a specialist because of impediments, such as region and
lack of knowledge. Via medical services conveyance bonds associated with patients
through IoT gadgets, patients may take clinical remedies comfortably. IoT medical
care applications help doctors practice, forestall, and analyze medication all the
more without any problem. With continuous information and the likelihood to break
down past medicines and determination of a patient—Smart medical care frame-
works utilizing IoT assists with decreasing mistakes. Besides, consistent robotized
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observing and upgraded investigation of the patient’s condition prompt appropriate
treatment without the chance of mistake.

The information accumulated by IoT medical services gadgets are exceptionally
precise and empowers the specialists to settle on educated choices. Understanding
history can be examined and estimated quickly. Information can likewise be sent to
a leading body of specialists or medical care experts on a cloud stage.

3 Literature Review

Versatile advancements these days assume basic parts in medical care checking and
benefits. These advances incorporate cell phones, individual computerized associates
(PDAs), portable cameras (e.g., SenseCam), savvy watches, and so forth. As the
vast majority of cell phones are installed an assortment of inertial sensors (e.g.,
accelerometer, spinners, and so forth) and biomedical sensors (skin temperature,
pulse, and so on), they are intended for giving customized and nonstop cares to
clients. This segment intricately talks about the writing survey on how IoT has been
dealt with various constant sicknesses.

Earlier, Al-Makhadmeh and Tolba [10] introduced an IoT-focused clinical gadget
for social events, followed by HD patient heart status results. The data was prepared
in the wake of being relentlessly communicated to the HC emphasis using the higher-
request Boltzmann deep neural organization conviction. The deep learning process,
which prompted the strong control of unpredictable data to achieve efficiency,
discovered the previous HD angles. The framework’s exhibition was processed
with an emphasis on these attributes [particularity, f-measure, misfortune function,
affectability, alongside collectors working qualities (ROC)]. This current method had
99.03%accuracywith aminimum time complexity of 8.5 s successfully;minimalHD
mortality was achieved along these lines by reducing the multifaceted architecture
in HD diagnosis.

Majumder et al. [11] implemented a different tactile system by using a keen IoT
that gathered information from the Body Area Sensor to provide early provision for
fast approaching heart failure. The aim behind the current work was to construct a
synchronised brilliant IoT that integrated a correspondence unit of lower power so
that one could unnoticeably accumulate pulses using a cell phone alongside internal
heat levels without blocking their normal daily life. For sensor information review
for detecting and predicting abrupt coronary failure with greater precision, the sign
preparing alongside ML techniques was presented.

Mohan et al. [12] suggested a method that discovered big highlights by imple-
menting ML techniques to boost the precision of the cardiovascular disease conjec-
ture. By joining the singularity of the RF couple with the Linear Method (LM), the
half and half RF with a direct model was used. This is set up in the HD figure to be
very accurate. By means of the forecast model planned for HD, this approach gave
an enhanced exhibition level with an 88.7% accuracy level.
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Miramontes et al. [13] have planned the PlaIMoS fixed estimation station which
estimates persistent blood oxygen immersion, breath rate, and galvanic opposition,
which are distinguished by Radio recurrence recognizable proof (RFID) sensor and
a PlaIMoS far off hub that gets understanding blood temperature, electrocardiogram,
beat rate, and fall information. The fixed estimation station is associated with the web
bymethods for itsWi-Fi interface which sends all data onto the PlaIMoS information
base, situated inside the cloud. The PlaIMoS distant hub utilizes the IEEE 802.15.4
norm to communicate information to the WSN foundation. The Web administration
gathers the data from the WSN framework and communicates the information to
the PlaIMoS data set. All data put away inside the information base is used by the
PlaIMoS API (Web administration) and introduced in JavaScript object documenta-
tion (JSON) design for the different applications. The iOS, Android and Windows
applications show the information to the taking an interest patients, specialists, and
overseers and push cautions when the clinical boundaries surpass the extents set up
by the specialist.

Tan and Halim [14] present the AI system to consequently foresee the potential
dangers, for example, diabetes and kidneymalady. The systemmeasures three funda-
mental main signs, such as internal heat intensity, beat rate, and heartbeat, planning
and adjusting sensor signs to meaningful yield with high precision and displaying the
observation results onweb apps, for example. Themedical services system infrastruc-
ture structure is split into a front-end (introduction layer) and a back-end (information
access layer). The system coordinates microcontroller-powered sensors throughout
the front-end layer to measure a client’s critical signals and uses Arduino Nano and
Intel Edison as discernible yields to move across the known indicators. The front-
end layer contains an interactive UI (GUI) or software application that helps the two
patients and specialists to navigate and display the information and data collected.
The yield from the information procurement system is imposed on the cloud data
collection in the back-end layer and the prior knowledge of information is analyzed.
The synchronized sensors are attached to the Intel Edison point, and the yield read-
ings are sent to IBM Bluemix for the database and display of cloud information. The
consistency of the model produced is 90.54% and 87.88% respectively, between a
stable human and patients with diabetes and kidney failure.

A patient behavior observing system of subjective examination for cardiovascular
disease ID and dropping detection was introduced by Chui et al. [15]. It is an enor-
mous knowledge and IoT-based patient behavior control system that can be extended
to various applications I malignant growth medicines and genomics; (ii) alert and
alarm for quiet detection of vital signs; (iii) medication viability review; (iv) market
security of medical care; and (v) prevention and location of extortion. The patient
data floods that will be absorbed into Kafka, which is a celebrated open-source, low
dormancy, high performance, and scalable programming stage for stream planning.
Breathing rate, pulse, circulatory tension, and internal heat level sensors are above all
controlled by themill’s clinical andbody sensors, as are electrocardiogram, electroen-
cephalography, electrooculography, electromyography, accelerometer, cardioverter
defibrillator, and pacemaker. The number of sensors associated with each patient
depends on the use, normally directed by specialists in medical services. Segment
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statistics, safety data, study centre findings, and clinical records are contained in the
very own data of the patients. Third, data logging allows all agreements to be pursued
by details, documents or applications that are modified, obtained, or placed away on
capability applications or gadgets.

A portable gadget with a bio-detecting facial cover is designed by Yang et al. [16]
to track a patient’s tormenting strength using facial surface electromyogram (sEMG).
The wearable gadget functions as a remote sensor hub and is fused for distant agony
observation into an Internet of Things framework. Up to eight channels of sEMG
could be investigated at 1000 Hz within the sensor centre, to allow the maximum
recurrence spectrum, and gradually transmitted to the cloud worker through the
entryway. Expansion of that, through the portable gadget strategy for long-term
monitoring, both low vitality use and wearing solace are regarded. A compact web
application is created for persistent gushing of high-volume sEMG information,
advanced sign planning, deciphering, and representation to detail endless pain infor-
mation to guardians distantly. As an extension between the sensor centre and the
software, the cloud stage within the system supervises interactive communication
with the worker and the web application. In summary, this research proposes an
adaptable IoT system for continuous biopotential regulation and a wearable reaction
by external appearances for programmed torment assessment.

Using Arduino Uno and GSM/GPS technology, Veyilazhagan and Bhanumathi
[17] have developed a health surveillance device to protect sick patients and elderly
people by an embedded system. To successfully maintain the system, sensors such
as temperature, gas, drop detection, heart rate, and blood pressure rate are used. As
the central diagnostic tool, this control system was primarily developed for cardiac
treatment with electrocardiogram (ECG) signal analysis. The machine consists of
three key components, namely (a) a mobile gateway, a mobile computer that collects
12-lead ECG signals from every ECG sensor, (b) a remote server component that
hosts algorithms for precise annotation and interpretation of the ECG signal, and (c) a
doctor’s point of care computer to obtain a medical diagnostic report from the server
hardware on the server hardware. For modeling and visualization, the Proteus virtual
instrument is used. The GSM module sends SMS updates and health information to
the doctor’s cell phone.

4 Comparison Table

The comparison table for the techniques reviewed, sensors, devices, network, and
data set used along with strength and weakness of the related work is evinced in
Table 1.
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5 Conclusion

The worldview of the Internet of Things speaks to the vision of the subsequent ICT
transition sprint. IoT-enabled PHS advancement would allow faster and safer preven-
tive evaluation, lower total costs, increased patient-focused practice, and improved
managementability. IoT empowered PHS can possibly fortify our way of life in
numerous different viewpoints. In this overview,We checked on the overarching best-
in-class innovations for IoT-empowered medical services applications from different
points of view. We examined current innovation, sensors utilized, and preparing
procedures. All the more critically, we gave an elevated level depiction of differed
IoT empowered medical care applications. However, the objectives discovered for
IoT in medical services are not effectively reachable, and there are as yet numerous
difficulties to be confronted and, thusly, this examination field is getting increasingly
more impulse. Therefore, it can be summarized that the entire idea of the IoT and
its complete implementation in medical treatment and human prosperity will come
from this synergistic approach.
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Big Social Media Analytics: Applications
and Challenges

Sonam Srivastava and Yogendra Narain Singh

Abstract Social media plays an indispensable role in the ever-expanding human
population, which will in turn result in generating a huge volume of data. Social
media analytics is the technique used for acquiring and analysing the data from social
networks. The big data associated with social media finds state-of-the-art applica-
tions in the distinctive socio-economic domains. A considerable research literature
evidence is available on the challenges that are inherent in particular applications of
social media or big data separately, but there is hardly any exclusive study that has
been performed on the social media big data. To address this gap, this paper presents
the state-of-the-art social media big data applications in business, healthcare, edu-
cation and crisis management with which the challenges associated with them are
also critically evaluated. Also, different frameworks of big social media analytics
are presented, and their potential in addressing the application-specific challenges is
also described. Henceforth, this research article leverages significant advantages to
researchers and experts, who wants to gather and analyse the social media data.

Keywords Social media · Big data · Social media analytics · Business ·
Healthcare · Education · Crisis management

1 Introduction

Today, the amount of data is undergoing unprecedented changes as a result of
advances in Web technology, social media, smart phones and sensor-based devices.
There are over 3.9 billion social media users worldwide, and their penetration rate
is about 51% [1]. Big data market report estimates that the global size of the big
data industry will rise from 138.9 billion USD in 2020 to 229.4 billion USD by 2025
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Fig. 1 Social media platforms

[2]. Big data deals with different ways of analysing, systematic data extraction and
dealingwith data sets that are too complex to handle the conventional data processing
applications.

Social media is generally Internet-based applications that are used for sharing
the information about social, economic and political interests among virtual com-
munities [3, 4]. The user contents, i.e., comments, textual post, videos and digital
photographs, that are generated through the online interactions are remaining as the
impulse of social media. The prominent resources of social media include Facebook,
LinkedIn, Twitter, Instagram, WeChat, WhatsApp, YouTube, Google+, Snapchat,
Pinterest, etc., as shown in Fig. 1. The social media provides a range of benefits and
opportunities to empower both people and communities in a variety of ways. Social
media has also become a crucial handler for the acquisition and dissemination of
information across various domains such as science, entertainment, business, poli-
tics, academics, healthcare and crisis management [5]. The social media has become
an integral part of digital society with the proliferation of social websites and applica-
tions, thus resulting in explosion of data during the recent years. The social media big
data holds the characteristics of big data, i.e., it is voluminous, structured or unstruc-
tured and generated in real time or streamed. The data generated from social media
can be imprecise and uncertain, while issues of information security and integrity
are the prime ones [6].

The enormous growth of social media usage has led to an increasing accumulation
of data called social media big data. This data may be of unstructured or structured
nature [7]. The textual content of social network is an example of unstructured data,
while the friends’ relationship is the examples of structured data. The socialmedia big
data is highly dynamic and complex in nature. It may be incomplete and inconsistent
due to availability of unreliable internet sources. Unlike traditional data processing
and data mining techniques, the available social media big data needs processing and
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knowledge discovery. These social media big data possess enormous market value
potential in distinct fields of transport, genetics, online advertisements, finance and
energy management. Traditional methods, however, are failing in the face of such
large data.

In the recent past, a significant interest is shown in analysing voluminous social
media data ranging from business interests to societal benefits. This paper presents
a critical survey of big data social media applications in business, healthcare, edu-
cation and crisis management. This research work critically evaluates each domain
of application and the associated challenges with the growth of digital data from
its current volume of 44 zettabytes (ZB) to 175 ZB by 2025 [8]. This work also
presents the application-specific frameworks of social media analytics to address
their challenges, for example, the identification of potential customers, opportunities
for targeting advertising, social customer relationship and business intelligence for
marketing in business applications [9, 10]. The sharing of medical information with
practitioners, feedbacks, health alerts and awareness programmes in pandemic like
COVID-19 affects the patient care quality in healthcare applications. The sharing and
exchange of academic information to their stake holders make the education conve-
nient and exploration of improved learning methods in education application. The
social media data also helps in minimising the losses due natural calamities while
defending state or organisational reputation in crisis management applications.

The rest of the paper is organised as follows. The literature review of big social
media data analytics is given in Sect. 2. The applications of social media big data
along with their challenges are presented in Sect. 3. The description of frameworks
of social media analytics to different applications are given in Sect. 4. Finally, the
conclusion is drawn in Sect. 5.

2 Literature Review

The big data transformation aims to change the conventional way of how humans
work, function and think by allowing process optimisation, enabling the exploration
of knowledge and enhancing decision-making. In the context of big data, Heureux
et al., have presented a comprehensive analysis of the challenges associated with
machine learning and classified them according to the four major Vs of big data,
i.e., volume, velocity, variety and veracity [11]. Sivarajah et al., have conducted a
comprehensive review that presents a futuristic view of big data challenges and big
data analytics. Their study assists researchers to build new solutions on the basis
of the challenges that they spotted. Stieglitz et al., have presented the issues of
social media analytics, conducted literature analysis and also suggested solutions for
the addressed challenges [12]. Their work focuses on the major steps involved in
social media analytics, i.e., data discovery, collection, preparation and analysis. The
findings may benefit to the researchers working in the area of social media analytics
by providing them an insight to solve the issues for social welfare.
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Oztamur et al., have intended to examine the role of social media with respect
to small- and medium-sized enterprises. They considered social media as a novel
strategic tool for social network marketing [13]. Their research focuses on analysis
and comparison of American and Turkish companies’ accounts on social media. In
order to analyse social media data for understanding students learning patterns, a
work flow is presented integrating qualitative analysis and mining techniques [14].

Nowadays, socialmedia platforms can be used to track diseases. Alessa et al., have
claimed that social media and search engines can be used to predict the seasonal epi-
demics faster than the government agencies [15]. They have reviewed prevailing
alternate solutions that track influenza outbreak using Web blogs and social net-
working sites. A similar research has been conducted by Qin et al., in the context
of pandemic using social media search index [16]. It used to predict the number of
novel coronavirus, i.e.,COVID-19 cases. The authors have claimed that social media
search index is an effective predictor to find the correlation with newly confirmed
COVID-19 cases. The methodology for crawling, processing and filtering the tweets
accessible freely by the public has been presented in [17]. They used REST API to
acquire tweets from Twitter in real time. The authors asserted that mining tweets
have potential to supplement current traffic incident data in an inexpensive manner.
The concept of crisis and key developments that affect the sense of crisis manage-
ment around the world is presented in [18]. The conceptualisation of crises, their
management and the effects on growing use of social media and connected devices
is studied.

3 Applications of Social Media Big Data

It has been reported that in the currently existing digital universe, where 49% of
worldwide data would be based on the public cloud environment by 2025 [19].
Nearly 30% data of the world will require real-time processing by 2025. By now,
there are over 5000 GB data shared to each person that needs to be processed and
discover knowledge from them. There are less than 1% of worldwide data which is
analysed, and less than 20% of this data is protected. The sources of this data are
business and advertising, healthcare, academics, politics, environmental and social
media platforms including machine-generated data. The different applications of
social media big data are described, for e.g., business, healthcare, education and
crisis management along with their challenges in this section.

3.1 Business

Social media finds its importance in marketing products, promoting brands, con-
necting to new customers and fostering new business. It provides information on the
hobbies, demographics, habits and characteristics of socialmedia users. Socialmedia
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marketing takes the benefit of social networking to assist the firms to enhance brand
exposure and widen customer reach [20]. It utilises the features of social media,
i.e., online communities, and social data in order to take effective business decisions
[21]. Social media data enables the advertisers to determine how current and poten-
tial customers perceive their products in real time [22, 23]. Thus, it is evident that the
social media helps the organisations to acquire customers feedback related to their
product which can be used to improve decisions and get value out of their business.
It requires careful thinking and planning to use social media for getting the optimum
benefit out of business.

In order to resolve the challenges, it is necessary to recognise and leverage the
business services provided by social media platforms. Social media makes it simpler
for businesses to target consumers directly, create brand awareness, promote products
and interact directly with current and future clients. Although, social media enables
consumer loyalty, engaging in a public discussion platform often poses risks. There
must be a clarity on how negative reviews, inappropriate language and libellous
material about the organisation should be handled. It is challenging to ensure that
whatever content is shared on social media and how one communicates with people
conveys a professional image to the world. Preparing a set of guidelines to handle
social media would help to steer through the challenges.

To address these issues, it is necessary to understand the legal consequences and
best practise using social media. For example, before launching any website, the
insurance about legal aspects like privacy policy, disclaimers, terms and conditions
need to be understood.

3.2 Healthcare

In 2018, 2.65 billion individuals worldwide used social media. This number is
expected to rise to 3.1 billion by 2021 [24]. Contemporary lives are going digi-
tal, and healthcare is not an exception. Social networks have emerged as an essential
health resource not only formillennials but also older generations those utilised social
media for seeking and sharing health information. Over 99% hospitals across USA
have their own active Facebook page, and a rising number are also establishing their
existence on other social media platforms like Instagram and Twitter. Through these
platforms, the health systems and physicians receive feedbacks, share health alerts
and strengthen their brand with focus on creating faith. Medical health researchers
have utilised Twitter to identify the publics’ behaviour towards disputed health sub-
jects such as E-cigarettes [25]. Medical field mines social media data to rapidly
determine the outbreaks of contagious diseases and to circulate useful information
in suppressing the spread of these diseases [26, 27].

In the digital era, empowered and digitally-enabled customers want more value
than just ‘social’ from social media. They are searching for meaningful information
that educate, inform and help them for finding resources and make more objective
health care decisions. The interests of social media healthcare data are protected by
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Healthcare Insurance Portability andAccountabilityAct (HIPAA) [28]. The common
violations of this act include the posting of data, diagnostic reports, photograph and
videos that could enable the identity of patients without their consent.

The demand of patients with the trust of healthcare system to keep up with social
trends having a social media presence for smart care. For example, 65% of Amer-
icans attempt to self-diagnose health problems using the Internet instead of simply
consulting health professionals. The results of their searches induced stress in 74%
of these individuals [29].

3.3 Education

Social media enables the students to get more useful information and connect with
educational systems and other learning groups to make education favourable. Social
media has gained eminence as a credible source of information where educational
institutions can link with their stakeholders globally. Studies have revealed that 96%
of students have access to Internet and at least one social media site [30]. Students
exchange valuable information about their examination and classes through personal
computer, laptops, tablets and mobile phones. They also transmit tips, study materi-
als, views, school projects and several kinds of valuable reading stuffs each another.
Many universities and colleges have completely embraced social media networks,
e.g., Facebook, YouTube and Twitter, which are connected with large number of stu-
dents [31]. These channels are convenient in publishing school news and educational
information, make declarations and tackle various issues related to students through
group associations. It also serves as a tool for the benefit of the students where they
establish connections among stakeholders of academia.

However, social media also has an adverse impact as it affects relationship with
others, people get distracted easily, and might cause cyber bullying [32]. There is
a concern that students will be caught up in the chaos of social media rather than
concentrating on their work [33]. It could be detrimental to their mental health to
place young students on social media platforms for the sake of education. Based on
the survey of teens and young adults, an increased use of social media can cause
depression, anxiety and loss of self-esteem. Such problems can impact how an indi-
vidual functions normally and can be harmful to education. If a student is overcome
by heavy social media use and mental health problems, then it will be difficult for
them to concentrate on their studies [34].

The use of social media in higher education has its drawbacks, such as edu-
cator dominance in student–teacher interactions, privacy issues and discriminatory
behaviour [35]. The enormous amount of heterogeneous data are created by several
universities and other educational sectors. Educators, students, instructors, tutors,
researchers, developers and people who deal with educational data are also chal-
lenged by the velocity of different data types. Institutes that handle streaming content
such as click streams from websites need to update information in real time to serve
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the relevant advertising and the best deals to their consumers. Thus, social media
has a dual influence on student achievements, and it is imperative to catch up with
adolescents use of social media network with prime responsibility.

3.4 Crisis Management

Social media is the two-edged sword in crisis management. Platforms such as Face-
book, Instagram and Twitter can be the critical networking tool for handling crisis
efficiently. But, if they are not used carefully, then they can also create a crisis worse
than ever. It is often utilised as ameans of emergencymanagement by informing peo-
ple about the current status of crisis in the affected area or what actions are to be taken
[36]. Various natural disasters such as forest fires, floods, earthquakes and major out-
breaks of diseases causing severe symptoms such as pandemic influenza, ebola and
corona viruses are experienced at distinct places and around the globe [18]. These
dramatic events are communicated, documented and understood via social media
using smart devices by citizens, leaders, observers and official responders.

The accumulated social media data can be analysed for spotting a specific loca-
tion where the traffic accidents occur in real time. The location can be derived from
the data by applying named entity recognition method, geocoded tweets or global
positioning system [17]. Law enforcement has begun to utilise social media content
to solve crimes. To prevent crime, the ATHENA system was developed to assist law
enforcement [37].Accenture collaboratedwith Singapore government and developed
solution for predicting crowd behaviour and potential responses to incidents dur-
ing 50th anniversary celebration of independence which gave 85% accurate results.
Another example includes Kumbh mela experiment that predicted crowd behaviour
and possibility of stampede [38]. Thus, social media data assists crisis management
to provide public safety by predicting potential activities that disrupt public harmony.

However, the speed of communication on social media is a two-edged sword. This
makes it possible for negative feedback to spread rapidly in away that gets impossible
for the organisation to control. Therefore, a new issue can be quickly connected to
past crises by themedia, and thus, awareness of older facts can exacerbate a situation.
Social media involvement makes misinformation propagation even more probable.
The arrival of social media, however, also implies that an entity has less power over
what is said about them, which can impact their reputation.

4 Big Social Media Analytics

Big social media analytics is the synthesis of online behaviours of the users of
social websites such as Facebook, WhatsApp, Twitter and LinkedIn. The prolifera-
tion of social media applications provide immense opportunities and challenges for
researchers. The large data generated by users of social media is the result of their
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behaviour, feedbacks and routine activities. Therefore, the aim of big social media
analytics is to device intelligence strategies that addresses their application-specific
challenges. Different frameworks of social media analytics and their potential in
addressing the challenges are also described.

4.1 Social Media Business Analytics

The key concept of business is return on investment. Jeremiah Owyang has built
a hierarchy of metrics for social media investments [39]. His idea is to combine
different metrics for social media, representing different stakeholders in different
positions.

The socialmedia businessmodel aims to performbusiness and predictive analytics
tasks for addressing the issues of an organisation as shown in Fig. 2a. The model
recognises crucial success factors and key performance indicators for general online
communications. The business analytics is performed by managers and employees
engaged in social media with the focus on how social media impacts the business.
Business metrics are evolved summarising the social media analytics responsible
for predicting growth of the organisation. The predictive analytics measures the
strategies and outcomes that lead to learn from failures and direct the company into
the foreseen future to the best.

Applying themodel can result in creating an overall dashboard for the organisation
to track its progress. It can be used to identify the indicators and their interaction to
assess the performance in corporate world.

    Social Media 
Business Analytics

 Predictive AnalyticsBusiness Analytics

(a)

Patients    Medical 
Practitioners

   Hospitals/ 
Electronic Health
   Records

 Diagnostic 
   Centers

 Research 
  Groups

   Government
Agencies/ Public
     Records 

Other Healthcare
    Databases

   Smart Phones/ 
Wearable Devices/
      Centers

   Social Media
Healthcare Data

(b)

Fig. 2 Big social media a business analytics [40] and b healthcare analytics
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4.2 Social Media Healthcare Analytics

The social media healthcare analytics objectives are to increase the accessibility,
communication and interaction between health practitioners and patients using social
media subscriber-based platform for improving healthcare delivery to society. In a
normal scenario as shown in Fig. 2b, the patient is registered with the system using
social networks. The patients can communicate within their peer group members
those are formed on the basis of same disease and symptoms. The findings of these
communications are prepared using data analytics techniques.

The patients are monitored using the data shared by biomedical sensors, and the
data is forwarded to the system for arranging medical practitioners for consulta-
tion. Under the non-availability of the medical practitioner, the system locates other
alternatives such as hospitals available nearby using global positioning system. How-
ever, the system continuously monitors the patients whether they are admitted in the
hospitals or away from the hospitals.

The presented model illustrates how different factors, e.g., medical practitioners,
electronic health records, diagnostic centres, public records, research groups, wear-
able devices and other healthcare databases, can communicate using social media
platforms for better healthcare. Although, the model needs to address the issues
of data privacy and protection as healthcare applications are combined with social
networks.

4.3 Social Media Education Analytics

Presence is considered to be a central concept of online learning. Using the commu-
nity of inquiry framework, the presence of students available online can bemonitored
[41]. The framework suggests that when interdependent dimensions of presence, e.g.,
social, teaching and cognitive interacts, then students experience a meaning learn-
ing. The social media education analytics aims to bridge the gap that exists in online
education and to overcome the disconnected students feel when studying online.
The schematic of SMEDA is shown in Fig. 3. The model explores the role of social
media big data in education using big data analytic techniques. Their interrelation-
ships, e.g., education data analytics (EDA), social media educational data (SMED)
and social media data analytics (SMDA), make possible how educational commu-
nities communicate, socialise and learn themselves. Finally, the educators explore
the opportunities to help students and themselves for life-long learning using social
media educational data analytics (SMEDA). Further, the pros and cons of social
media in education need to be explored and adopt ways to make sure that a healthy
educational environment can be built.
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4.4 Social Media Crisis Management Analytics

The role of social media analytics in crisis management is very critical in the existing
digital universe, where people using social networks are more educated and spoken
than their non-users. The intelligent practices of crisis management include to fore-
cast the crises well before the organisation may encounter and suggest appropriate
measures.

The social media crisis management analytics model is shown in Fig. 3b. It
acquires the information from users of different social media platforms and per-
forms data analytics work to discover the knowledge from them. The model then
observes the responses of users and their reactions on an incident belong to social,
economical, cultural, political or a natural disaster. Finally, it reviews the reactions
of people and suggests the remedial actions to avoid any confusion, restrict the mis-
leading information going viral, and prepare a crisis management strategy to prevent
the occurrence of that incident in future.

5 Conclusion

Social media is growing rapidly that allows individuals to connect, engage and share
ideas online. This paper has presented the state-of-the-art applications of social,
economic and political arena. It finds distinctive applications in business, healthcare,
education and crisis management. Critical evaluation along with the challenges asso-
ciated with each application due to exponential growth of social media data has also
been done. The different frameworks of social media analytics are presented, and
their potential is described for addressing the application-specific challenges.

Social media big data helps companies make more informative business decisions
by analysing large volumes of data. Traditionally, by the limited availability of stan-
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dardised and consolidated data, the health care industry has faced many setbacks.
However, the use of social media in healthcare may extend efficient services to the
patients. The use of social networking in education needs an evaluation on student
accomplishments. Strategies of crisis management are themselves very challenging,
but social media analytics can help in preventing the antisocial activities for maintain
public harmony.
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A Cost and Power Analysis of Farmer
Using Smart Farming IoT System

P. Darshini, S. Mohana Kumar, Krishna Prasad, and S. N. Jagadeesha

Abstract Day-by-day India’s population is consistently increasing, and it is expected
to reach beyond 1.3 billion. In fact after 25 years, serious problems will be predicted
regarding food. Hence, it is necessary to develop an innovative system for bene-
fiting the agricultural sector as early as possible. The farmers are suffering due to
the reduced rainfall and water scarcity. The traditional farmland irrigation techniques
requiremanual intervention. To overcome this challenge, the proposed researchwork
has developed an automatic irrigation system, which is powered by a smart solar sys-
tem for saving time, money and work of the farmer. Solar panels will continuously
track the position of the sun to ensure the maximum energy production. In addition,
an intruder detection system [IDS] is installed into the irrigation system with the
help of passive infrared sensor to track where the birds and some other animals are
repelled from entering into the field. A Wi-Fi module has been used to establish a
communication link between the farmer and the field. The farmer can access the
information about the field condition anytime.

Keywords Smart farming · Internet of Things · Agriculture · Sensors ·
Regression analysis · Crop · Estimation theory

1 Introduction

Agriculture provided us with a solution to feed all, and it has now come to a halt
due to the rapid growth of population. Agricultural lands will not be able to follow
the same pace but the worldwide population is expected to grow nearly 10 billion
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by 2050 [1]. Agriculture as mentioned earlier in one of the definitions would come
under the management of man [5]. With the growth in technology, almost anything
can be just controlled with just a click, and in most cases, this is all possible with the
help of Internet of Things (IoT). IoT is an ecosystem of connected physical objects.
This technology can be incorporated with farming to catch up with the rapid pace
of population growth. It would be better to call it smart farming as the entire idea is
to make it smart by using technology to increase the productivity by minimizing the
cost, power and time as much as possible. A recent Beecham’s report entitled toward
smart farming agriculture embracing the IoT vision predicts that food production
must increase by 70% in the year 2050 [1], in order to meet our estimated world
population of 9.6 billion people. It also describes growing concerns about farming in
the future: climate change, limited arable land and costs/availability of fossil fuels.
Therefore, solution is smart farming. IoT can connect devices embedded, represent
digitally, control and connect from anywhere, and then, it helps us capturing more
data from more places, ensuring more ways of increasing efficiency and improving
safety and IoT security. The main problem farmer faces is that the returns percentage
is quite less. This means that farmer returns are not high as much as it should be. This
leads to several problems.Many farmers becomefinancially hit due to this, and hence,
because of being unable to repay the debts, they end in situations where they end their
lives. This is quite common in countrieswhere the global hunger index is high because
of the rapid rate of population and the farmer failing to meet the high demands. To
overcome this problem, a smart farming system has been developed by using IoT.
Smart farmingwith the help of automation and sensor technology benefits the society
such as conservation of water, optimization of energy resources and better crop [14].
The objective of this work is to provide an automatic farming management system
which is powered by a smart solar arrangement in this manner saving time, money
and power of the farmer. With the automated technology of irrigation, the human
intervention can be minimized. Soil parameters like soil moisture, pH and humidity
are measured. Then, pressure sensor and sensed values are displayed on the system.
If change in parameters such as humidity and temperature of the surroundings, then
sensors sense the change and send interrupt signal to the IoT device. With these,
farmer will get the alarm notification. The intruder detection system is installed
with the help of a passive infrared sensor (PIR sensor) where the birds are repelled
from entering into the field. The solar panels continuously track the position of
the sun to ensure maximum energy production. Wi-Fi module has been used to
establish a communication link between the farmer and field. The farmer can access
field condition through the server anytime, hence this likely outcome reducing the
manpower and time [2–4, 13].

In the agricultural field, the IoT-based smart farming systempredictive and estima-
tion system models play a role, nowadays, to the development of the agro-ecological
and socio-economic conditions. In the amounts of resources of the field and farm
experiments to provide the information and to identify appropriate and effective
management practices. IoT-based model helps to identify the management to cost,
time andmanpower for landmanagers and estimation theory approachmethod use to
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make the information save farmers money to great extent and use the smart technique
concepts to take the decisions for problem.

2 Earlier Work

The following sections present a brief summary on earlier research works carried out
in the field of smart agriculture using IoT-based system. Today, IoT leads to the devel-
opment of many applications such as education, industrial, manufacturing, medical,
governance and transportation [6]. The big data predictive analysis techniques are
used to analyze crop and cost of fertilizers; IoT technology is used to in the field
to collect the data through the sensors and stored in the cloud database through the
Internet [7].

R. N. Rao et al. proposed IoT-based smart crop field monitoring and automation
irrigation system in the paper discussed [8]. As farmers does not have any thought
regarding what amount of water ought to be included and in what manner can the
observing of crop should be possible. As huge measure of water is squandered, crop
yielding is not appropriate and proposed the accompanying procedures. Brilliant
farming is a developing idea, in light of the fact that IoT sensors are equipped for
giving data about agriculture fields and afterward follow up on dependent on the
client input.

A. J. Raju et al. proposed to build up a savvy agriculture framework that utilizes
focal points of bleeding edge innovations, using remote sensor system. Observing
ecological conditions is the central point to improve yield of the proficient crops [9].

S Rajeswari et al. proposed new model for crop yield prediction for agriculture
field, and it helps to identify the better crop sequence [10].

Wen-Yaw Chung et al. have presented their work in agricultural field combine
the cloud and wireless sensor techniques [11, 12]. From the above literature review,
a less amount of analysis and data collection were carried out such time, cost and
manpower. The proposed system is compressive solution to field activities using
smart farming IoT-based technique.

3 Smart Farming System

In this work, the smart farming system using the IoT technology is designed in such
a way that it is simple to install and use. The proposed system consists of dividing the
working of the farm into different areas so that each part can bemanaged individually.
The field consisting of the crops will be installed with the soil moisture sensors,
temperature sensors and the PIR sensors. The soil moisture sensor is used to sense
the soil moisture and control the drip irrigation correspondingly. The temperature
sensor will sense the temperature of the surrounding environment, which will help
us in weather analysis. The PIR sensors are installed around the field in specific
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locations, which will detect the presence of any intruders, and then, the required
action is to be taken. The system includes an efficient water management system
to keep a check on the amount of water. Apart from these, the solar system based
on the sunflower technology is installed in appropriate part of the field to facilitate
the best results. The power system to run proposed system in the field is achieved
so by two separate power units. One unit powers the system during the day while
the solar system recharges the other, and this second system is utilized to power the
system during the night. The main concept of proposed system is that it is smart and
automated. The entire system is to be controlled by the microcontroller. The concept
of IoT is that it connects all the devices over the Internet. The system is designed in
such a way that all the data obtained from the system is sent to a server. Data includes
howmuchwater let out, and the soilmoisture, temperature, any intruder detection and
much more are all sent from the system to the server. The server data used to analyze
to make appropriate outcomes. The smart farm consists of a number of components
including the field, solar unit and the watering system. In order to achieve the best
results, six numbers of prototype model have been constructed in the most efficient
way and installed surrounding of Bangalore zone andMysore zone region India. The
farmer can access the system and can keep an eye on all the progressing data being
performed in the field.All these are controlled by theArduinomicrocontroller. All the
sensed values from the field are sent to the microcontroller which then performs the
required operations such as controlling solar unit and the drip irrigation system [5].

The entire system is run on the Arduino Uno board which is a microcontroller
based on theATmega328 shown inFig. 1. The smart farming systemhas to undergo an
entire process of transformation to be able to satisfy the large demands in real world.

Fig. 1 Smart farming system
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On the whole, the number of devices in the system would increase depending on the
size of the field. In the small model, the soil moisture can be tested by examining
difference zone region soil moisture. But in real world, since the area of the field is
going to be very large, where an efficient method is utilized to install the proposed
system, fewer soil moisture can be deployed to sense the soil moisture along an entire
crop line. The PIR sensors can be changed based on the area of the field and can be
installed in the most appropriate locations so that it can able to identify the intruder
on any point on the field. The solar unit which powers the entire system can be scaled
up to match the demands of the real-world system.

4 Likely Outcomes

To build the system error proof and ensure that it would perform as expected, the
proposed system has been tested in many scenarios during the COVID-19 pandemic
lockdown periods. The soil moisture sensor is used to sense the amount of water
in the soil, and based on the value, it is decided whether the water is fed into the
field or not. The capacitance to measure dielectric permittivity of the surrounding
medium soil used for proposed system trial works on the value of around 2.9–3.0V
(520 values). If the sensed value goes below this value, then the drip irrigation is
activated, and once the value reaches around 650, it stops. Similarly, the PIR sensor is
used to sense the presence of any intruder in the field. The sensor has to cover to avoid
including the areas of the neighboring fields. The outcomes of the above tests case it
is observed that proposed system successively transmit, receive and record the data
on server. The data available for transmission through the ESP8266 Wi-Fi module
which would utilize the available Wi-Fi connections and exchange the encrypted
messages. The data sent consisted of the readings of the moisture, the temperature,
number of times water is let out, intruder detected details and much more. Same data
also recorded and made to be displayed onto the on field LCD display.

4.1 Cost Analysis

Cost analysis is essential for farm budgeting and planning enabling farmers to effec-
tively compare and determine the profitability of various commodities, thereby cre-
ating an opportunity to identify and venture into farming as an enterprise based on
current data. The farmer has to consider a number of things when it comes to cost
analysis of the farm. By adopting the smart farming system, there are a number of
ways inwhichmoney can be saved. First and foremost, the entire system runs on solar
power. Solar panels are installed that track the position of the sun at every degree.
That is, the system consists of a sunflower-based solar system to track the position of
the sun, and this is done to ensure that maximum input is captured and converted into
energy that powers the system. The solar-based system also recharges the power unit
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Fig. 2 Cost analysis

that will be able to run the entire system during night. Based on the farmer feedback
and estimation theory approach, this saves the farmers money to great extent. From
Fig. 2, a red color indicates the regression analysis from the plotted graph, and blue
color indicates the smart farming. This is predictive method using statical modeling
regression analysis, and it is clear that expenditure of cost considered parameter is
optimally less for small area, as compared to equation plotted in Fig. 2; hence, it has
been suggested to compare with the traditional farming, a smart farming is optimally
better. This is predictive method able to reduce the power cost by around 10–12%
approximately. Another way in which the amount of money can be reduced is by
monitoring the amount of water that is being fed into the field. The cost analysis on
the data is shown in Fig. 2.

4.2 Time Analysis

A farmer time into field says about its dedication. But this restricts the farmer from
being able to perform any of his other activities. Hence, strive to make the system to
be able to perform some tasks on its own such that the farmer is able to get save time
for himself. This is where our smart farming system into picture. Some important
tasks are automated in order to save more time. First, the drip irrigation method is
automated by including sensors that sense the soil moisture and let water into the
field as and when needed. The amount of time saved here is less but it cannot be
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Fig. 3 Time analysis

ignored. Some other ways in which time can be saved are by the intruder detection
and avoidance system included in our system. Based on the above analysis, the time
can be saved by around 8% per annum. The time analysis on the initial data is shown
in Fig. 3.

4.3 Power Analysis

Power analysis power not only refers to power to run the system but also the man-
power involved in farming. Analysis of power for the system has been explained in
the cost analysis section. In the next section tells aboutmore onmanpower how can be
managed efficiently. A farmer alone cannot run an entire farm. He needs manpower
that will work for him on the field and also perform many other tasks. In proposed
cost and time analysis, smart farming system with IoT technology automates some
of vital tasks of farming. The smart drip irrigation system saves time and cost, but it
saves manpower to some extent. The rate at which manpower is saved can only be
noticed at the yearly level. The more important aspect is that proposed system would
open more career opportunities for people into the field of agriculture to perform
tasks such as data analytics, field engineer and may be some more.

5 Experimental Setup

The experimental setup is shown in Fig. 4 in two places; the proposed system has
been tested in many scenarios during the covid-19 pandemic, where Fig. 4a shows
the experiment model, and Fig. 4b shows the schematic diagram of proposed model.
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(a) Field Experiment
Setup model

(b) Schematic diagram

Fig. 4 Proposed system model

The soil moisture sensor is used to sense the amount of water in the soil, and based
on the value, it is decided whether the water is fed into the field or not. Volumetric
soil water content 0–10% for dry soil moisture condition, 11–20% Idel condition.

Water content is measured in two places by isolating the mass of water from the
dry of soil is multiplied by 100. The moisture in the soil is characterized as the ratio
of the water mass per unit of soil, to the mass of dry soil per unit, and it is expressed
as:

WC = w1 − w2

w2
∗ 100 (1)

where w1 is wet soil + container, and w2 is dry soil + container. WC is water content
in percentage. Table1 shows the equation for determining slopes in various sensors.
In which x value presents the soil moisture content in percentage, whereas y is cost
value is calculated from the equation, respectively.

The proposed system trial works on values of 500–550 values. If the sensed value
goes below this value, then the drip irrigation is activated, and once the value reaches
around 650, it stops. Similarly, the PIR sensor is used to sense the presence of any
intruder in the field. The surrounding area of 120m is tested in order to sense the PIR
sensor. The sensor has to cover to avoid including the areas of the neighboring fields.

Table 1 Linear equation table and for slope and R2 values

S. no. Analysis Traditional method Smart tech Sensor values

1 Cost analysis y =
15.394x − 8.2667
R2 = 0.9511

y =
10.752x + 0.6667
R2 = 0.9792

508…550

2 Time analysis y = 91.71x + 54.19
R2 = 0.7667

y = 86.6x + 72.44
R2 = 0.786

545…600
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6 Conclusion and Future Work

All experimental and observations test cases prove that and time analysis and the
proposed system are a comprehensive solution to field activities, such as smart irri-
gation and smart warehouse management system, respectively. This approach helps
the farmer to improve the yield of the crops and overall production. It is possible to
add many additional features to the system based on the demands. An extra water
management system can be used to the monitor the water levels, and it can be opti-
mized to get the most efficient results. In the future, farm can also be integrated
with smart fertilizer and pesticide feeding system, which would run on satisfying
certain constraints. Drones can be included to monitor the entire farm and report to
the server so that the farmer can monitor the farm from his home itself can be future
work. Data analytics can be improved and can be made to produce better outputs,
so that the farmer can be prepared for future. Smart agriculture is already becom-
ing more commonplace among farmers, and high-tech farming is quickly becoming
the standard sensors. Future work may be Drone-y estimation that drones can spray
fertilizer more times faster than doing so by hand.
Notes and Comments. To build the system error proof and ensure that it would
perform as expected, the proposed system has been tested in many scenarios during
the COVID-19 pandemic lockdown periods at different district regions surrounding
Bangalore andMysore cites. Based on the farmer feedback, the cost and time analysis
are presented. The proposed research work was installed, and test beds are started
from January to June 2020.
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Intelligent Computing Application
for Cloud Enhancing Healthcare Services

Anandakumar Haldorai and Arulmurugan Ramu

Abstract Intelligent computing is a novel means of delivering computing services
and resources.Due tomassive demandof healthcare services that are transforming the
face of health information systems (HISs), investing in healthcare research becomes
more fundamental. Nonetheless, just like any form of healthcare advancement, intel-
ligent computing needs to be investigated and evaluated before health practitioners
decide to apply it globally. The application of innovations as a result of intelligent
computing can be one of the best means of transforming healthcare provisions espe-
cially during the process of sharing patient data betweenmedical practitioners during
the urgent actual-time cases. However, before initiating the complete transformation
of the healthcare sector, there should be a specific strategy that requires thorough eval-
uation. For instance, a feasible intelligent strategy that is applicable in the healthcare
facility must use a public domain cloud infrastructure to permit public accessibility
to fundamental engineering healthcare data during the process of retrieving medical
resources.

Keywords Information technology · Intelligent computing · Cloud infrastructure ·
Health information systems (HISs) · Electronic health records (EHRs)

1 Introduction

Healthcare clinics and public hospitals are in the best position of using publicly
available cloud services for remote data storage which is only available in medical
domains, and with that regard, this research paper evaluates the concept and present
position in healthcare sector. It utilizes four fundamental aspects, i.e., technology,
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management, legal, and security. These four critical aspects are utilized to eval-
uate the key challenges and opportunities of cloud computing framework for one-
stop strategy implementation and procedure which can be utilized by the healthcare
sectors to evaluate its strategy, resources, and directions that are used by medical
practitioners to shift or transform their services from traditional to cloud-centered
healthcare services. This form of transition is also discussed in this literature analysis.
Intelligent computing represents the present demand in self-services of the network
infrastructurewhich allows potential users to get access to cloud computing resources
in real time from any geographical location to some of the most utilized healthcare
applications that include Google docs and Microsoft Hotmail including some of the
healthcare-based applications such as Google help platform in the Microsoft Health
Vault [1]. Compared to the conventional form of computing, this type of computing
has three novel merits: a wide range of computing resources that are present to users,
removal of any form of upfront applications by clients, and any form of payment for
usage as required. Some literature texts, blogs, and forums have also evaluated the
merits and advantages of this form of computing in transportation business, national
security, and education.

Many healthcare facilities have already transformed the most used legacy frame-
works to incorporate the electronic health records (EHR) which represent a digital-
ized format ofmanuscript. Healthcare record systems incredibly follow the standards
published by the HIS organization for the clinical healthcare sectors. This form of
transformation in the healthcare sector has facilitated the growth of medical provi-
sion by nurses, physicians, and administration personnel who have the capabilities
of accessing healthcare records whenever required. EHR inmost healthcare facilities
are presently enclosed in ancient clan’s server architectural frameworks. Information
technology has incredibly assisted in the process of simplifying healthcare opera-
tions as discussed in this paper. This has in turn made it possible for healthcare
practitioners to be more effective and client-centric compared to how services were
provided a few decades ago.

Embracing the idea of cloud or intelligent computing remedies, it helps to facili-
tate the smooth running of hospital operations in a convenient and affordable manner.
Intelligent computing provides on-demand computing services since it makes use of
the latest form of technology in the process of deploying, accessing, and utilizing
Internet applications, resources, and information. However, this form of technology
incorporates complex system infrastructure that might be problematic to compre-
hend. In most instances, it is believed that intelligent competing is the most effective
selection for learning healthcare activities. This is probably due to the fact that intel-
ligent computing is affordable compared to the cost of installing multiple computer
systems in multiple medical facilities.

In case, multiple PC systems were to be installed in every medical room; this
system will require efficient software, hardware, networking adaptability, and acces-
sibility to effectively retrieve, store, and upload medical or patient data. For a long
time, information technology for healthcare issues has been considered to be relevant
in the healthcare sector [2]. Since more sophisticated security and privacy systems
have been incorporated in the intelligent computing frameworks, the providers of
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services, careers and healthcare industry can professionally identify the control
methodologies for specific sensitive patient information. The expenditure of infor-
mation technology data is on the rise. Cloud-centered electronic healthcare records
are constantly having a significant effect on the healthcare sector.

Just like any forms of service operations, the healthcare sector requires more
systematic and continuous advancements to remain efficient, timely, andunaffordable
to consumers who have a privilege of enjoying high-quality services. A lot of experts
andmanagers can project that intelligent computing is effective for enhancing health-
care services, enhancing healthcare research, and transforming the status of informa-
tion technology globally. Due to the advent of technology, intelligent computing has
significantly reduced EHR start-up costs such as software, hardware, personnel, elec-
tronic, and licensing costs that have significantly facilitated the adoption of health-
care technology. According to the research done by researchers, the biomedical
informatics society has been able to share applications and data based on the novel
computing paradigm.

Apart from that information-handling issue, complexities and unavailable
computing remedies are some of the issues that researchers have to focus in the
process of evaluating biomedical research information management and evaluation.
A number of informatics advancements have also been demonstrated to show that
intelligent computing is effective in the process of mitigating these problems. The
lack of privacy and security are some of the twomajor revealing concerns that health-
care practitioners face in selecting the best cloud computing remedy. To effectively
mitigate these problems, the healthcare sector should select the most reliable cloud
computing provider with the capacity to act according to the provisions and guide-
lines set by the Health Insurance Portability and Accountability Act (published in
1996).

Due to the constantly increasing breach of big data, there has been a growing
uneasiness among healthcare patients who are afraid that doctors and hospitals who
utilize intelligent cloud services will complicate the security and privacy of their
personal data. Apart from that, there still is a prevailing issue of permitting multiple
users to use and share EHR throughout the healthcare facility. In addition to the
patient safety and privacy information, breaches are expensive to deal with since the
healthcare sectors over the past few decades reported to have lost millions of funds
annually.

According to the recent research on the fans of data breaches lost, analysts from
PennamonSchool argue that healthcare quote losses have been reported to be twice as
much as the global average which is typically $380 in 2017, where the global average
is reported to be $141 [3]. Irrespective of their wide-range benefits connected to dili-
gent computing applications for the medical sector, there are several technological,
management, legal, and security issues that should be mitigated. In that regard, this
paper focuses on discussing the aspect of intelligent computing, its present appli-
cation in the medical field, its opportunities, its challenges, and how the concept
can be implemented for strategic planning during the introduction of new models of
services in the healthcare facility.



264 A. Haldorai and A. Ramu

2 Literature Review

According to many previous studies, the adoption and status of intelligent computing
in the healthcare system have been evaluated. These literature texts explain the poten-
tial advantages of intelligent computing, the projected frameworks, and models that
are supposed to enhance healthcare provisions. Among some of these projections,
researchers have conducted an analysis on the cloud-centered framework that is
meant to automate the process of gathering patients data using a system of sensors
linked to the legacy medical devices. Moreover the system is vital for the processing
and delivering datasets to healthcare centers which have to be stored, processed,
and distributed. The main advantage of healthcare systems is to provide users with
daily and actual-time datasets in an automated manner, hence eliminating manual
gathering of data and typing including deployment of healthcare services.

Researchers [4] have also evaluated cloud-based computing standards formanage-
ment systems to effectively provide multimedia sensing signals and security frame-
works as vital services for users of mobile devices. Apart from that, the system
has also relieved mobile devices from undertaking mass multimedia and privacy
algorithms that facilitates the process of delivering mobile healthcare services. This
will therefore enhance the application of intelligent mobile devices that are essen-
tial for community services which also enhance healthcare provision to marginal-
ized and vulnerable communities. In another research done by researchers, aversive
cloud initiatives have also leveraged the impact of intelligent computing and wire-
less advancements in the process of allowing physicians to retrieve vital health data
at an actual time from any geographical location. Researchers have also explained
the prototype emergency healthcare framework for the Greek national healthcare
service enabling it to integrate emergency frameworks with individual healthcare
records insistence that is meant to provide healthcare practitioners an immediate
accessibility to patient personal data from any geographical location and the use of
any computing device at an affordable price.

A wide range of resources and articles has also evaluated the effective application
of intelligent computing in bioinformatics analysis. For instance, researchers have
projected the system-based computing framework and concept that is applicable in
the colorectal cancer analysis meant to alouette critical imaging in clinical opera-
tions. Due to this research, the application of the Amazon EC2 services that include
100 notes has been applied in the process of assembling a complete human genome
approximately 140 million individuals who are capable of reading sequences from
the sequence searches and alignment of hashing algorithms. Researchers [5] also
appreciated the application of the Amazon EC2 in the process of computing autol-
ogous connections of more than two hundred thousand in numbers which have also
been compared in multiple research analysis. This kind of computation took the
researchers more than 200 h and a fund of $8000 to complete this research. The anal-
ysis also applied intelligent computing in the process of evaluating the implication
of the G Quadruplex onto the Affymetrix array.
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The laboratory system for individualized medical activities and biomedical infor-
matics has also appreciated the advantages of intelligent computing in the process
of developing genetic science in economics that will potentially manage massive
amounts of data that are recorded in real time. Other than this academic analysis,
most globally recognized software industries have significantly invested in cloud
computing hands extending their novel services and offers for healthcare records
services such as the Microsoft HealthVault, the Amazon’s Web service, and the
Oracle exalogic elastic cloud system which represents some of the services and tech-
nologies used in the storage of individual healthcare data in an online system. More-
over, application of the healthcare intelligent computing system has been appreci-
ated by researchers globally. For instance, Amazon’s Web service application allows
providers and healthcare practitioners to gather HIS offerings that are considered a
scalable storage system infrastructure in a healthcare facility.

According to the American occupational network, improvement of patient care
through the application of modernized healthcare record systems is essential to facil-
itate the process of updating healthcare processes under a cloud best software appli-
cation.Many companies at themoment can avail accurate and prompt services in real
time, hence minimizing any medical transcription expenses by approximately 80%
[6]. The department of healthcare and human services in United States is in conjunc-
tion to the national coordinator for healthcare information technologies that have
recently selected acumen remedies and intelligent customer relationship manage-
ment systems to effectively select and implement EHR frameworks through the
country.

This software is effective since it allows localized extension facilities to effec-
tively manage and interact with medical practitioners on matters concerned with the
application of the EHR framework. The Royal College in Australia has gathered
healthcare practitioners to work together in the process of developing an electronic
healthcare cloud systemwith the assistance of a leading telecommunication provider
Telstra in Australia. The medical school is composed of more than 20,000 members
who have the access to sophisticated medical facilities to build a modernized elec-
tronic healthcare facility. The software is advantageous in a number of ways: Devel-
oping medical software, introducing care plans, facilitating quality medical training,
making proper medical decisions, and enhancing proper management services in the
healthcare facility.

3 Intelligent Computing: A Novel Economic Computing
Framework

Cloud computing is still a constantly enhancing development whereby its attributes,
definitions, and features are deemed to advance in the next few years. However, there
are a lot of definitions that have been proposed over the past few decades including
the mini mall explanation that incorporates fundamental features of the concept. In
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relation to this paper, a cloud system is described as a massive segment of easily
accessible and usable virtual resources, i.e., development platforms development
services and hardware systems. All these resources can vibrantly be recognized by
practitioners to effectively adjust to the variable scales which have the capacity to
optimize the utilization of resources. This massive segment is normally exploited
on the basis of a pay-per-usage framework which assures providers of an effective
infrastructure that delivers expected results in real time.

Considered from the perspective of a typical service, intelligent computing
incorporates three essential archetypal frameworks: platforms, infrastructure, and
software.

• Software-as-a-service (SaaS): Some applications such as HR are normally
controlled in a cloud service provider before being unveiled to two specific
customers through a specific network connection, i.e., the Internet.

• Platform-as-a-service (PaaS): This enhancement application, i.e., operation
framework, is typically hosted in an intelligent computing system which can
only be accessed through the Internet with PaaS, and healthcare practitioners can
work with developers to build structural Web applications without necessarily
installing any form of tools in their PC systems before deploying them to users
without any form of administrative knowledge.

• Infrastructure-as-a-service (IaaS):With this application, the cloud users can effec-
tively outsource useful tools for supporting clinical operations with the assistance
of storage systems, hardware, applications, and networking elements. The appli-
cation programmers have the capacity to possess the tools and assign users the
responsibility of maintaining, running, and housing these applications. However,
the users are expected to enjoy the application on a pay-per-use basis.

To effectively deploy intelligent computing, the United States National Institute
of Standards and Technology (NIST) has recommended four essential frameworks.

• The public cloud: Cloud service providers have to make resources such as storage
and application systems to be available to users in real time via a networking
system. For instance, theAmazon’s elastic computing cloud system (EC2) permits
its users to utilize virtual computers on a rental basis which also allows operators
to utilize their own customized applications. EC2 operates within the Amazon
network data centers and data infrastructure that allows users enjoy the services
at a minimal fee.

• The private cloud: Intelligent cloud infrastructure, over the past few decades,
has been used by many organizations for sharing a single concern which include
privacy requirements, security, mission accomplishment, and standard require-
ments. For instance, the Microsoft azure permits clients to establish foundation
for encrypted cloud infrastructure by using the windows service and the system
centers for creating growth products with dynamic information center toolkit.

• Community cloud: The cloud infrastructure represents the private, community,
and public domains of the cloud system. Here, the healthcare sector is capable of
managing and providing privacy requirements, policies,missions, and compliance
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standards. The communication cloud-enabled the Los Angeles City council to
make use of the Google cloud system to safeguard its data and applications that
can only be retrieved and accessed by the agencies working for the city council.

• The hybrid cloud system: The hybrid cloud infrastructure incorporates the cloud
system and community system. This system allows an organization tomanage and
provide IT services within its own domain which fails in certain services in an
external domain. For instance, IBM can effectively collaborate with the Junipers
network system to avail hybrid cloud services and infrastructure to companies
that need to advance their private cloud systems at remote areas in an accessible
manner.

4 Critical Analysis of the Healthcare Cloud Computing
Challenges and Opportunities

According to recent research, approximately 75% of the basic information and
datasets from office hours have reported the necessity of applying intelligent
computing in the process of advancing the future status of healthcare services.
The projections indicate that the number of users using the mobile cloud system
is proposed to increase from 70 million to about 1 billion over a couple of years to
come. In the medical sector, a wide range of organizations, experts, and managers
have the belief that intelligent computing can incredibly increase a fundamental
service required in medical activities [7]. Apart from that an analysis by the Euro-
pean network and the data security agency in the UK stated that the novel computing
framework is projected to enhance an incredible global investment in information
technology by many companies and industries including the healthcare sector.

The report also projected that by the end of 2020, the USA alone would have
spent an approximation of 50 billion on intelligent computing applications which
are essential for the advancement of healthcare services. Just like any form of inno-
vation intelligent computing, it has to be evaluated thoroughly before being applied
internationally. A number of research analyses have recently evaluated the implica-
tion of cloud computing in the medical sectors which have been discussed in this
research, in terms of challenges and opportunity from the perspective of technology,
management, legality, and security. The subsection below discusses these challenges
and opportunities in detail.
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5 An Evaluation of Cloud Computing Challenges
and Opportunities

5.1 The Management Perspectives

Opportunities
The key merit of intelligent computing is its affordability. For instance, the

Amazon Company charges users about 0.1 dollars every hour for 1.0 GHz instruction
data architecture for a typical EC2 service. The company also charges users about
0.12 dollars for 1.0 GB data per month and transfers information across Amazon’s
Web service network. In that case, the company gets cost-effective advantage, while
it is also considered to provide quality information technology solutions through
intelligent computing without necessarily purchasing or evaluating hardware and
software or requiring users to pay for in-house technological infrastructure. Resul-
tantly, this makes it possible for the company to concentrate on crucial applications
without worrying about additional expenses such as training IT staff. Moreover intel-
ligent computing methodologies enhance the deployment of services where it helps
in maintaining crucial flexibility which means rapid accessibility and ubiquitous
elasticity to healthcare resources. This capacity implies that even though demands
of services change, medical facilities and hospitals do not require transformation of
their systems and infrastructure as a result of these transformations.

Challenges

In intelligent computing, the main issue is about the privacy and security of users in
retrieving their personal data, governance loss,management inertia, and uncertainties
on dealing with the provision of services. Maintaining trust when using a specific
service is a key aspect in business that has to be assured in intelligent computing
as well. Challenges normally tend to occur when sensitive information and mission-
essential applications are transferred into the cloud system where network providers
do not effectively assure the privacy and security of data systems [8]. Organizational
inertia also known as cultural resistance in the process of sharing data is capable of
transforming the manner in which typical management challenges are mitigated in
intelligent computing. In case a provider is not capable of meeting the compliance
standards, regulations, applicable protocols, and policy transitions, networking users
might have their activities rendered to risk. Inmost cases, particular service provisions
such as money transactions cannot be undertaken in such cases.
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5.2 Technological Aspects

Opportunities

Small-ranged hospitals, laboratories, and medical practices normally do not include
an internal information technology staff to ensure themaintenance of in-house infras-
tructural systems for mission-critical applications like an EHR. In that case, dealing
with novel infrastructural costs and Internet technology maintenance costs can effec-
tively mitigate a wide range of obstacles following EHR adoption. In case of wide-
ranged hospital organizations, incorporating data storage systems and technological
applications is essential for the intelligent computing system to effectively manage
and mitigate issues from a third-party network provider. Based on the perspective
of technological management, intelligent computing can significantly advance the
level of flexibility and scalability which resultantly increasing the affordability of
computing infrastructural services. Moreover intelligent computing has some merits
which can be realized from the green computing that is known for its efficiency
and application in the ecosystem to promote energy savings. Application of already
available resources established in a healthcare system significantly enables providers
to provide cost-effective services. In an energy system for instance, electricity costs
can drastically be rationalized to help providers to save the resources required to
establish PC systems and other computer components in an organization. This helps
to minimize the production of dangerous resources or materials in the ecosystem.

Challenges

Some of the technical issues related to the utility of intelligent computing include
the exhaustion of resources, performance unpredictability, information lockage, and
potential bugs at a massive scale in the distributed intelligent system. The minimal
costs and intelligent computing resources that are present when demanded by users
are two fundamental characteristics of cloud computing. Nonetheless, the healthcare
sector is gradually becoming crowded with more technical service providers coming
tomarket.Due to the rapidly increasing demandof services subjecting to competition,
a lot of cloud computing providers commit themselves to cloud computing resources
such as storage spaces, mobile applications, and CPU locations to attract potential
clients.

To effectively manage profits in an organization, the value of delivery system has
to be evaluated in a manner that suits the interests of clients. For instance, providers
might decide to limit accessibility to cloud computing resources or focus on intro-
ducing outdated software or hardware which target on shuffling CPU technology.
However, a lot of cloud computing customers are not capable of controlling virtu-
alized system architecture which makes it necessary for network providers to deny
permit to audits from potential clients. As such, it might be challenging to predict
the performance of a specific healthcare sector. This form of a relation between the
expectation of a client and healthcare providers can significantly lead to potential
challenges for cloud service clients who are interested in providing high-quality
services to end users.
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Data lockage is also a fundamental challenge that has to be analyzed critically. In
most instances, cloud computing clients might be stimulated to shift their services
or data to another cloud provider to enhance the process of establishing an in-house
information technology ecosystem in case service providers cease their service or
business operations. For instance, Google made a decision to halt its Google Health
Services in 2012 which stimulated users to take an approximate of 12 months to
retrieve their healthcare information. However, some of the intelligent computing
infrastructures provide minimal applications, data, and services to the users.

As a result, it poses significant challenges to clients who focus on migrating
from a single service provider to another or transferring the services or data back to
the in-house information technology ecosystem. A number of intelligent computing
users such as biomedical research laboratory might require frequently downloading
or uploading significantly massive amounts of data from the cloud system [9]. The
users of mobile applications might have noticed some form of information such as
transfer bottleneck as a result of physical network bandwidth limitations. Apart from
that users might face the challenge of handling technical risks since bags might have
been distributed in the intelligent cloud system in abundance. When these challenges
are compared to the in-house information technology system, some of themistakes or
bugs pose a significant challenge in debugging errors in the massive-scale distributed
cloud infrastructure.

5.3 Privacy Aspects

Opportunities

Actually, one of the most vital concerns in the process of incorporating intelligent
cloud computing in healthcare facility is linked to data privacy and security. However,
in contrast to the localized housed data system, this framework is not fully secure.
In some instances, it normally enhances security and privacy since cloud service
providers such as Amazon, Google, and Microsoft are capable of devoting massive
amounts of resources to mitigate any privacy and security challenges which might
be affordable to users [10]. This might significantly help in mitigating any potential
distractions of healthcare legal documents and medical records which is one of the
challenges that the New Orleans hurricane disaster posed to the healthcare sector.

All forms of security and privacy measures such as software or hardware, human
resourcemanagement, and the control of funds are affordablewhenever implemented
on amassive scale. A number of intelligent cloud service providers have a tendency of
replicating customers’ data inmultiple geographical locationswhich is an aspect used
to enhance the redundancy of data and system independence in case any potential
failures of the system are reported. Apart from that, the cloud service providers
typically have the capacity to vibrantly reallocate privacy resources for the process of
data filtering, traffic modeling, and data encryption to enhance any potential support
for the available defensive measures such as the denial-of-service attacks on critical
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healthcare services. The capacity to vibrantly scale-out defensivemeasureswhenever
demanded by users has significant advantages for system resilience.

Challenges

In information technology, many data privacy challenges have been reported. These
include network breakage, natural phenomena, hackers’ intrusion, management
failure, poor data encryption, management, and data privilege mismanagement.
Certain threats in the intelligent computing sector include privilege misuse, poor
data encryption management, and failure to manage public data. Intelligent cloud
computing is typically available in multiple geographical locations for mobile users.
For instance, if a client requests to eliminate data encrypted in virtual computing
infrastructure with sophisticated operating frameworks, this might potentially make
data systems to erase fundamental information. The sets of data are available in a
disk which can only be accessible by the service providers. For multiple hardware
resources and tenancy, ecosystems used by customers’ datasets might be accessed or
deleted by a third-party provider [11]. As a result, this puts the encrypted data into
significant risk for the cloud computing users.

5.4 Legal Aspects

Opportunities

Information and security privacy protection is the fundamental for enhancement of
client trust required for intelligent computing to access its massive potential. In case
the provider adopts clear, better practices or policies, users are in the best position
to assess potential risk during the use of the cloud computing system. Advanta-
geously, a lot of the main providers are committed to enhance and formulate the
best policies and user practices to safeguard clients’ privacy and data. Other than the
commitment of these providers, a number of computing organizations like the cloud
security alliance have formulated an incredible and well-understood guide to handle
privacy and security problems. Such organizations have also structured software and
hardware initiatives which are meant to establish the most secure platforms for cloud
computing. The Federal government is also essential when it comes to fostering
globalized agreements and regulations for both providers and the users.

Challenges

The application of intelligent computing presents a wide range legality challenges
like intellectual property rights, contract laws, information jurisdiction, and privacy
rights. Among them, information jurisdiction and privacy challenges are some of
the major prevailing issues. In the cloud computing sector, the physical storage is
distributed widely over a lot of jurisdictions whereby each of them is governed by
a set of laws that are designated to usage, privacy, and intellectual user’s rights and
properties. For instance, the health insurance portability and accountability act in the
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USAhas placed restrictions on companies that disclose individual health information
to third parties who are not affiliated to the healthcare sector. In that case, these regu-
lations provide the Federal government mandate to retrieve and ask for data in case
conditions are deemed, essential, and emergent to the homecare security framework.
As such, these acts potentially regulate the power of industries and organizations to
utilize, disclose, and collect personal data for commercial purposes. Nonetheless,
providers without the consent of users might transfer the data from one direction to
another. Information in the cloud system is composed of a single legal location at a
specific time with variant legal challenges.

6 Discussion

6.1 Intelligent Computing Strategy and Planning

Whenever a healthcare organization considers shifting its services into a cloud
system, it requires strategies and planning frameworks to analyze its novel benefits,
potential risks, and also evaluating capacities to accomplish missions and establish
the planning frameworks scheduled for implementation. There are a lot of refer-
ences for the creation and establishment of a secure intelligent computing strategy
and planning framework. For instance, organizations can use the cloud computing life
cycle that has been adopted to include nine stages to assist users to launch intelligent
computing projects. These are some of the proofs, concepts, piloted projects, and
road maps that enhance modeling, integration, maturity, collaboration, expansion,
and planning of the computing system. The institute of project management which is
a non-profit membership organization for project management professionals did the
research on intelligent computing which can be used by cloud project managers. This
research provided eight fundamental steps that are required in the implementation
of intelligent computing.

The federal health information technology strategic planning that was established
by the Federal government in 2008 can be significantly used by large government in
detail for the process of implementing healthcare cloud computing projects [12]. The
strategy and planning framework provided a mandate to the national coordinator for
health formation technology to enhance the development of local implementation of
the HIS infrastructure. This duty is purposed to enhance efficiency and quality in the
healthcare sector. The strategic planning is also projected to have some fundamental
merits: patient-concentrated health with a purpose to enhance privacy and security,
adoption, interoperability, and associative government.

The projections to attain every objective have been proposed in approximately
43 strategies which illustrate the works required in attaining every merit and objec-
tive. Every planning framework is connected to the major milestone over which the
developments might be evaluated, and some actions are undertaken to effectively
implement certain strategies. Other than the discussed strategic methodologies, this
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research considered the recommendation of healthcare cloud computing planning
frameworks known as the HC2SP model which might be utilized by the healthcare
sector for cloud-centered services. This framework incorporates four fundamental
stages: identifications, evaluations, actions, and follow-ups.

1st Stage: Identifications

In the HC2SP model, the initial stage is meant to evaluate the present condition of
the healthcare sector; its process is to effectively identify fundamental objectives to
critically enhance the improvement of services which utilizes the voices of patients
and customers. The major evaluation methodologies might be essential to evaluate
the issues of the present service processes. The process of patients’ admission in the
healthcare facility is considered too long. There is significantly unessential charting
throughout the process due to the absence of automatic data systems like electronic
medical records (EMR) and HER which incorporate a lot of upfront information
technology maintenance and investments. The objective identifications and its entire
scope might be clarified to effectively serve the entire end users who are the patients
in this case. Moreover, strategic planning groups have to provide an illustration of
the healthcare services including an explanation of the healthcare quality indicators
and their main obligations. In this stage, the team is able to structure a defined scope
of service issue that the facility faces.

2nd Stage: Evaluations

In the second stage of the framework, an evaluation of the potential challenges
of launching cloud computing and intelligent security alliance is done. NIST have
created a comprehensive standard which is meant to analyze the advantages and
challenges of implementing intelligent computing with this potential users might
be able to apply the SWOT (Strengths, Weaknesses, Opportunities and Threats)
analysis in the process of evaluating the feasibility levels of intelligent computing
or the cloud-centered approaches. Moreover, users have to access the methodologies
that are meant to deal with the identified problems. In the present literature, there are
some of the analyses that evaluate the purpose. For instance, researches have reported
a number of obstacles following the implementation of the intelligent computing.
Every obstacle has been computed to have some potential solution and opportunities
which is varied from product management to fundamental projects. Researches have
also evaluated a number of internet-federated organization challenges like the process
of information transfer bottleneck, sharing logs, and the federated distributed cluster.

Apart from that, these researchers have also recommended further research evalua-
tions meant to mitigate the discussed challenges. Moreover, researches have recom-
mended the XML-centered mediators meant to deal with data locked issues. The
intelligent cloud-based security alliance illustrates about twelve domains that are
linked to cloud computing. These are some of the domains that are categorized into
two significant segments: operation and governance. Remedies and recommenda-
tions might also be categorized in every domain [13]. According to the NIST stan-
dards about privacy and security of the publicized cloud systems, the privacy issues
and security frameworks should correspond to the precautions recommended by the
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healthcare facility. These standards and guidelines have to be followed whenever
initiating and planning publicized cloud services.

3rd Stage: Action

Once novel computing frameworks have been evaluated, the organization might be
capable of determining whether new services have to be adopted or not. If that is the
case, there is need to upgrade an implementation framework. In this process, there
are five essential steps that should be considered.

Firstly, the organization has to determine the intelligent computing servicemodels.
As evaluated in this paper, cloud computing represents a number of various services
(IaaS, PaaS, and SaaS), including various models of deployment such as hybrid,
community, public, and private cloud). Every service model is defined by its indi-
vidual risks and benefits. In that case, the major consideration in differentiating the
forms of deployment and services should be varied.

Secondly, there is need to compare the various cloud service providers. Selecting
themost effective cloud provider is themost essential segment of a proper implemen-
tation plan. Various providers might project various frameworks, audit procedures,
pricing frameworks, security, and privacy guidelines. As such, the healthcare orga-
nizations should facilitate the comparison of various offerings. Moreover, there is
need to evaluate the providers’ performance and reputation before signing any form
of contract.

Thirdly, obtaining assurance from the chosen cloud computing providers should
be facilitated. The organization has to accept assurances which the chosen providers
might use to avail the quality of services (QoS), imitate sound security, privacy,
legal regulations, and practices. The QoS assurance incorporates the pay-per-use,
on-demand accessibility, timely troubleshooting, and operation transparency. The
assurance of security and privacy handles the information availability, integrity, confi-
dentiality, non-repudiation, and authorization.Moreover, the providers have to assure
that information and the essential backups are encrypted in the specified geograph-
ical locations through service management frameworks, service regulations, and
contracts [14].

Fourthly, there is need to consider future information migration. The healthcare
sector may be required to shift services and data to other service providers or essen-
tially back it up in a form of an in-house IT ecosystem since the providers might
cease their service or business operations [15]. For instance, the recent ceasing of the
GoogleHealth followed the diminishing of services’ qualitywhich has also amounted
to the disputing of contracts. The portability of data has to be viewed upfront as a
portion of this plan [16].

Fifthly, it is essential to consider pilot implementation in the healthcare sector.
A lot of previously implemented planning aspects suggest that organization without
any cloud computing experience might consider pilot implementation. The process
of piloting has to be suitable to effectively facilitate the process of cloud computing
in the healthcare sector [17].
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4th Stage: Follow-ups

Initiating follow-ups is the final segment in the process of deploying intelligent cloud
computing infrastructure which is based on a proper follow-up plan. The structured
plan shows the points when the organization has to measure or the manner in which
this measurement has to be done for the purpose of improving potential services.
Considerable targets have to be established prior to the analysis of results when
novel services are valuated over the specific targets or whenever the performance
evaluators have to be assessed based on the magnitude of service improvement.

7 Conclusion and Future Directions

In conclusion, cloud computing is a novel frameworkwhich assures affordability, effi-
ciency, and flexibility in the information technology services to the end users. More-
over, it provides the chance for enhancing the adoption of HER, research services,
and the healthcare services. Nonetheless, as evaluated in this paper, there are some
potential issues in the process of fostering novel frameworks in the healthcare sector.
Certainly, the most firm resistance to launch cloud computing in the HIS segment
is connected to legacy issues and information security. However, a lot of the main
providers such as Amazon, Google, and Microsoft have focused in the process of
developing the best practices and policies to effectively secure the clients’ privacy
and data. A number of the non-profit organizations like the cloud privacy alliance and
the entrusted computing segment have effectively developed more comprehensive
software and hardware technologies, which effectively enhances the construction
of cloud computing applications. Apart from that, the federal government has also
fostered some regulations such as PIPEDA and HIPAA to safeguard cloud users
information privacy and security. Moreover, a number of legal regulations in the
intelligent cloud computing typically revolve in the contract negotiation and evalu-
ation. In future, providers should put more focus on the development of HC2SP that
is applicable in the healthcare sector to effectively determine its strategy, resources,
and directions to shift to the paradigm of cloud computing. The framework incor-
porates four fundamental stages such as follow-ups, action, evaluation, and process
identification. The future works should focus on further expanding the SWOT eval-
uation which will definitely allow organizations to evaluate and determine potential
of launching the novel model, and also some of the remedies to deal with cloud
computing issues also require more in-depth research.
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Coronavirus Detection and Classification
Using X-Rays and CT Scans
with Machine Learning Techniques

Moulana Mohammed, P. V. V. S. Srinivas, Veldi Pream Sai Gowtham,
Adapa V. Krishna Raghavendra, and Garapati Khyathi Lahari

Abstract This work aims to detect the signs of the Coronavirus, also known as
Covid-19. A dry cough, sore throat, and fever are the most common symptoms of
Covid-19. For Covid-19, it is important to find fast and precise results at the time
to stop it in the early stages and to avoid it from the vast spread. To interpret and
identify the symptoms from X-rays and CT scan images, the machine learning and
computer vision principles were applied. The works are usually performed with
the CSV datasets. However, the analysis is performed to compare the images of
patients with Covid and Non-Covid. To enhance the classification performance,
it is feasible to use feature extraction techniques such as CNN, local directional
pattern (LDP), gray-level run length matrix (GLRLM), gray-level scale zone matrix
(GLSZM), and discrete wavelet transform (DWT) algorithms (Barstugan in Coro-
navirus (Covid-19) classification using CT images by machine learning methods
[1]). In this paper, the convolution neural network model is selected as the classi-
fier. Softmax is used during the classification process to classify the images given,
whether they belong to Covid or Non-Covid. This implementation is carried out on
both the X-ray images dataset and the dataset of CT scan images which are obtained
from the repository that is publicly accessible.

Keywords Covid-19 detection · Coronavirus · CNN · CT scans · X-rays ·
Machine learning · Computer vision

1 Introduction

The outbreak of the Covid-19 Coronavirus, SARS-CoV-2, has raised a catastrophic
worldwide crisis end of the year 2019. Day by day, the cumulative incidence of
Covid-19 is steadily increasing. Cloud computing and machine learning (ML) can
be used very efficiently to monitor the outbreak, forecast the epidemic’s progress,

M. Mohammed (B) · P. V. V. S. Srinivas · V. P. S. Gowtham · A. V. Krishna Raghavendra ·
G. K. Lahari
Department of Computer Science and Engineering, KL University,
Vaddeswaram, Guntur, A.P., India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
A. Pasumpon Pandian et al. (eds.), Computer Networks, Big Data and IoT, Lecture Notes
on Data Engineering and Communications Technologies 66,
https://doi.org/10.1007/978-981-16-0965-7_23

277

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-0965-7_23&domain=pdf
https://doi.org/10.1007/978-981-16-0965-7_23


278 M. Mohammed et al.

and model strategies and policies to control its spread. To evaluate and forecast the
development of the epidemic, this study applies an enhanced mathematical model.
Forecasting the potential hazard of Covid-19 in countries worldwide and improved
ML-based model has been applied. A better fit to create a prediction system which
can be obtained using the iterative weighting to fit the generalized inverse Weibull
distribution. This has been implemented with a more precise and real-time prediction
of the epidemic’s growth activity on a cloud computing platform. For a construc-
tive response from the government and people, a data-driven strategy with greater
precision can be quite useful. Finally, for more practical applications, a collection of
research opportunities and setting-up grounds were suggested. To make a prediction,
it is required to determine which algorithm can be effectively used to classify the
given image into a favorable or unfavorable result. This paper aims to work with
convolutional neural networks and classifies the category using softmax.

2 Literature Review

The expert radiologists detected from CT images that Covid-19 shows different
behaviors from other viral pneumonia. Therefore, clinical experts specify that the
Covid-19 virus needs to be diagnosed in the early phase [1]. At the beginning of
this research work, it is planned to work with a CSV file, but after finding many
empty spaces and incomplete datasets, the implementation is done with CT scans
and X-ray images [2, 3]. These days when access to the corona data is very limited,
experiments are carried out with a dataset with very little data and inter-class imbal-
ance. Due to the limitations of the dataset, feature extraction methods are preferred
over deep learning-based methods [2]. The working on images dataset rather than
CSV dataset, it is quite difficult to find CT scan and X-ray images datasets. After
searching numerous sites and repositories, a public repository is sorted out with both
CT scans and X-ray images [4]. After selecting the dataset, the images were not in
a similar way to get the proper result. Preprocessing the images of both datasets is
using computer vision techniques mentioned in [5], which guided us to convert all
images into a single format ‘png’. The next task is to convert all the images into
the same dimensions for processing, done by verifying the work in this citation [6].
While researching the working with CNN, the best in feature extraction of images
was recognized. Referred some articles to know the working of the algorithm and
to observe the results of implementations [7–9]. To gain the working and processing
knowledge of convolutional networks, some research were undergone to know the
exact implementation of this algorithm [10, 11]. After going through all the data, it
is decided to implement CNN for feature extraction from images.
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3 Proposed Methodology

In this paper, the classification is applied with Covid and Non-Covid patients from
their CT scans andX-rays. Apart from the normal approach, this paper uses an images
dataset which is publicly accessible by every one of CT Scans and X-rays of Covid
and Non-Covid patients for best classification. At first, convert all the images into a
single format which is ‘png’. Later resize the dimensions of every image into 128
× 128 by reducing the size of the dataset. That resulted in the dataset is used in
the classification. Both the Covid and Non-Covid datasets are combined, shuffled,
and divided into train and test. The sequential model is used because only the single
input and single output were obtained. In this model, three convolution layers and
two hidden layers are used. Early stopping is used to stop the loss. The softmax
function is used to predict the score and classify the image into either Covid or
Non-Covid. The results of implementation are compared in both CT scan and X-ray
images (Fig. 1).

4 Experiments

4.1 Dataset Description

For better classification and a better outcome, the input of CT scan and X-ray images
was directly considered. By this approach, the there will be no missing of features
during the implementation of CSV dataset. These CT scan and X-ray images are
publicly available. The dataset contains both Covid and Non-Covid patient’s lung
images of both CT scans and X-rays. In this paper, to find and compare which images
will give the better accuracy and prediction of the classification were executed. The
separate datasets of Covid and Non-Covid are combined separately for CT and XR
images.

4.2 Data Preprocessing

The combineddataset of bothCovid andNon-Covidmentioned in the data description
is converted into the same format which is ‘png’ for better classification. Considering
the images with different dimensions that are difficult to use and undergone a process
for re-sizing results in 128 × 128 dimensions for all images. This resulted in the
dataset is wrapped into a zip file and used for implementation. After unzipping the
dataset in the working environment, combine both Covid and Non-Covid images and
shuffle them.
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Fig. 1 Flowchart of working model

4.3 Feature Extraction Technique

In this paper, convolutional neural networks (CNN) are used for feature extraction.
The resulted features are sent to the softmax function for classification. From this, it
can be determined whether the image belongs to Covid or Non-Covid patients.
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4.3.1 Convolutional Neural Network

A convolution Neural network is a feature extraction method that contains layers
such as a convolutional layer, dense layer, max-pooling layer, and so on. It can have
more than one same layer. Various processes take place in layers that extract features
of an image. Those features are not visible, but it is possible to classify them based
on using other classification techniques (Fig. 2).

4.4 Analyzing Results

Softmax is used to get the score of the predicted model. For evaluating the results
obtained from classification, some of the metrics were used in which the commonly
used by everyone are precision, recall, F1-score, error rate, and accuracy. The confu-
sion matrix is used, which shows the exact number of images classified correctly and
incorrectly.

Total is taken as the Number of all the images which are used to classify either
correctly or incorrectly classified.

A confusion matrix is represented as cm.

cm = x1 x2
y1 y2

Total = cm[0, 0]+ cm[0, 1]+ cm[1, 0]+ cm[1, 1]

Accuracy is calculated by dividing the sum of the correctly classified number of
images for Covid and Non-Covid by total.

Accuracy = cm[0, 0]+ cm[1, 1]

Total

Fig. 2 Softmax function for classification
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Error rate is calculated by dividing the sum of the incorrectly classified number
of images as Covid and Non-Covid by total.

Error Rate = cm[0, 1]+ cm[1, 0]

Total

Precision is calculated by dividing the number of correctly classified Non-Covid
by the sum of incorrectly classified Covid images and correctly classified Non-Covid
images.

Precision = cm[1, 1]

cm[0, 1]+ cm[1, 1]

The recall is calculated by dividing the number of correctly classified Covid
images by the sumof several correctly classifiedCovid images and several incorrectly
classified as Covid images.

Recall = cm[0, 0]

cm[0, 0]+ cm[0, 1]

F1-Score is taken as the weighted average of recall and precision.

F1-Score = 2× Recall× Precision

Recall+ Precision

5 Experimental Results

5.1 Results of CT Scan Images

See Figs. 3 and 4.

Fig. 3 Model results
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Fig. 4 Confusion matrix

Fig. 5 Non-Covid patient
with 73.11%

5.1.1 Result of Input Images

(i) This person most likely is a Non-Covid patient with a 73.11% confidence
(Fig. 5).

(ii) This person most likely is a Covid patient with a 66.03% confidence (Fig. 6).

5.2 Results of X-Ray Images

See Figs. 7 and 8.

5.2.1 Result of Input Images

(i) This person most likely is a Covid patient with a 72.26% confidence (Fig. 9).

(ii) This person most likely is a Non-Covid patient with a 53.45% confidence
(Fig. 10).
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Fig. 6 Covid patient with 66.03%

Fig. 7 Model results

Fig. 8 Confusion matrix

The accuracy obtained of 93%usingCT scan images and 76%usingX-ray images.
By comparing the results between CT scan images and X-ray images, it can be
concluded that using CT scan images for the classification of Covid-19 is better than
using X-ray images.
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Fig. 9 Covid patient with
72.26%

Fig. 10 Non-Covid patient
with 53.45%

6 Conclusion

There are many ways to predict Covid-19 from various symptoms such as cough,
cold, fever, and tastelessness, and all these aspects are from the past. In this research,
an alternative way to predict Covid-19 was suggested. Generally, inputs that are
symptoms of Covid-19 were collected in the form of a CSV, i.e., a dataset in which
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the findings are not quite reliable. To overcome this difficulty, a new type of dataset
consisting of images such as CT scans and X-rays were considered. The amount of
precision is much higher than that of the standard CSV dataset. Themachine learning
and the computer vision concepts likeCNNwere utilized, and the activation functions
like ReLU softmax and CV2were employed in obtaining high accuracy in the overall
Covid-19 prediction. From our findings, it can be concluded that CT scan images are
more reliable than X-ray images.
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Johnson’s Sequencing for Load
Balancing in Multi-Access Edge
Computing

P. Herbert Raj

Abstract Multi-access/mobile edge computing (MEC) is a structural design for
enabling cloud computing platform at the edge of mobile network, so as to reduce
network congestion, improves fast response, and optimization of mobile resources
to compute complex applications. MEC provides a distributed computing environ-
ment for its applications. In MEC, all the computational reserves will be brought to
the base location of the mobile networks. It has the ability to store and process the
contents at physical proximity to the mobile subscribers to assist delay sensitivity
and contextaware applications. Generally, the packet forwarding and filtering will be
operated by the traditional edge network. At present, applications’ online computa-
tions and storage are done at remote servers, and those servers are placed far away
from the users. New technologies are emerged to shift all the available resources to
a edge from a cloud. Radio access network (RAN) could able to do the computa-
tional off-loading to the edge of themobile network. So, it is mandatory to have a load
balancer at the edge to distribute all the job to all the available processors without
any congestion or delay. A routing specifies how to route the traffic between each
origin-destination pair across a network. The traffic sharing is applied in a routing
and allocating process to enhance the survivability of a network. The experimental
results show the proposed algorithm works better than the existing dynamic load
balancing algorithms.

Keywords Mobile/multi-access edge computing (MEC) · Flow shop sequencing ·
Load balancing ·Mobile cloud computing (MCC) · Cloud computing (CC) ·
Make-span and completion time

1 Introduction

When IoT devices are connected to the MEC clouds, there will be latency. So,
monitoring this latency will be done by latest apps, even though they suffer due to
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long time travel delay. Because modern apps need to support videos, real-time traffic,
and augmented reality (AR). MEC is a pioneering technology that is going to lead
the mobile communication technology. Mobile edge computing (MEC) primary job
is to move storage after remote storage of cloud to edge.

Themobile users ofmid-sized and small-scale industries are gaining profit through
mobile cloud computing. It provides a facility to retrieve the data whenever neces-
sary at no matter of time and place. With less or no investment in their storage
technology in clouds, these companies can harvest the benefits of protected storage
space. Portable devices and users can interact with the clouds, and data management
can be done inexpensively in mobile clouds. Ensuring the reliable and authenticated
service facility for these portable devices and users is the crucial concern in MCC
[1]. The traffic and process will be distributed in order to increase network reliability
[2]. The traffic sharing is applied in routing and allocating process to enhance the
survivability of network [3]. It is mandatory to devise a routing algorithm to handle
all the portable gadgets and mobile users’ traffic realistically. So, numerous users’
countless requests to access the cloud must be handled properly this algorithm [4].

2 Load Balancing

2.1 Multi Access/Mobile Computing

Computation off-loading in MCC for portable devices will be much simpler than
expected, but the key issue is latency in partial or full computation off-loading [5].
MEC aims to deliver mobile users a fast response to their request without any delay.
Therefore, the local clouds with very few reserves for their processing must handle
multiple mobile user requests effectively at a time.

2.2 Load Balancing in Multi-Access/Mobile Computing

This research paper is devised to do load balancing uniformly to all the available
resources to improve the usage of the resource and reduce any sort of delay in
responding to a user request. A significant job of a load balancing algorithm is to
pack an under utilized or over-utilized VMs with number of tasks to get optimum
results.

MEC has numerous mobile devices and hosts as depicted in Fig. 1. All the hosts
in MEC feed diversified resources to the MEC network’s mobile devices, namely
RAM and central processing unit for different sort of obligations which includes
computation, saving, and optimization. Remotely located clouds are communicated
by the hosts ofMEC for processing and saving. For example, any environmental data
could be fairly collected and transmitted to any one of the hosts in MEC [6]. Host of
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Fig. 1 MEC model

a MEC collects, examines, and sends the data to a far-flung cloud. MEC hosts which
run an analytical video app can able to sense any unusual events after the date stated
by cameras, such as burglar, trespasser, lost vehicles to a control center [7].

Resource virtualization is a significant service provided by MEC to other mobile
and portable devices. When a mobile device connects to MEC, it does not have any
clue about which host of MEC is delivering this service. A mobile edge computing
load balancer (MEC-LB) is installed between mobile edge hosts and mobile users.
Different sort of apps they need diverse cloud structure namely latency and network
bandwidth [8].

3 Flow Shop Sequencing

Job sequencing or scheduling is a kind of optimization procedure where jobs or user
requests in MEC will be allotted to the requested resources as soon as possible. This
will reduce latency and energy consumption [9]. The major goal of this sequencing
is to make all the machines busy. There are few conditions that must be considered
for this sequencing.

• Job sequence must be orderliness persist equally on each machine.
• The orderliness of job administering on each machine is equivalent.
• Each job must be processed in all the available machines.
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3.1 Proposed Flow Shop Algorithm for Load Balancing

The given jobs are having even weightage, and user-submitted jobs are arranged
in the order in this proposed method. Resources for the underlying networks are
provided by the queue manager. Queue manager or load balancer is meant to handle
user requests and allocate these requests to available servers. The flow shop load
balancing will authenticate the balancing of load and complete resource utilization.
The following subdivision 3.2 and 3.3 comprise the approach for load balancing in
MEC.

3.2 Flow Shop Sequencing for MEC-LB

In job scheduling, resources are allocated with jobs in order to achieve optimization.
Consider there are ‘n’ jobs or user requests j1, j2, j3 … jn which are to be allocated
to ‘m’ machines in MEC hosts m1, m2, m3 … mn. The aim of the job scheduling
algorithm is to engage all the machines without being idle. The overall processing
spell must be diminished by arranging available jobs properly to all the machines.
The aim of this algorithm is to minimize the make-span.

3.3 Flow Shop Sequencing Problem

Schedule ‘n’ jobs on two machines using the flow shop sequencing technique. The
time required by each operation of these jobs is given by the following matrix.

There are totally five jobs, each job should go through MachineM1 and Machine
M2 in the same order with the job handling time as shown in Fig. 2. Here, the total
makespan is 52 according to the given job sequence Fig. 3.

Fig. 2 Job sequence
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Fig. 3 Flow shop sequence

3.4 Johnson’s Sequencing

According to Johnson’s algorithm, priority will be given to a job with less processing
time, and it will be selected; if there is a draw, then select any one of among these
jobs. If a job is selected from a first machine, then it will be placed in a first position
of the sequence. If a job is selected from a secondmachine, then job will be placed in
a last position of the sequence. The job once allotted in the sequence must be deleted
for further sequencing. Repeat the process for other jobs in the list and continue it
until all the jobs are sequenced. The processing time of jobs might fluctuate, so the
makespan andmachine inactive timewill be computed by job check-in and check-out
policy.

If job sequencing is calculated for the same problem given above according to
Johnson’s algorithm, it will be resulted in two sequences. These two sequences are
shown in the following Figs. 4 and 5. These two sequences yield the samemake-span.

Fig. 4 JA sequence 1



292 P. Herbert Raj

Fig. 5 JA sequence 2

3.5 Benefits of the Proposed Methods

Johnson’s algorithm harvests good result than the flow shop sequencing. Johnson’s
works courteously in two machines, and it can be extended to ‘m’ machines (M >
2) [10]. Johnson’s algorithm not only reduces the make-span but also minimizes
the indolent time between servers; moreover, it yields promising optimal results by
reducing server response time [11]. Hereby, it concluded that Johnson’s algorithm
works well for in the MEC-LB. Figure 6 shows the comparison between makespan
for flow shop sequencing and Johnson’s algorithm.

Fig. 6 Makespan chart
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3.6 Johnson’s Algorithm

• Consider ‘n’ number of jobs and ‘2’ machines
• Define, Ai and Bi for i = 1, 2, 3 … n Min [Ai, Bi]
• Determine the least time Ak for some i = k, process and add the kth job at first

of a sequence
• Determine the least time Br for some i = r, process and add the rth job at last of

a sequence
• If there is a tie, Ak = Bn, then select any one of the jobs.
• Repeat steps 3 and 4 until all the jobs are assigned in the sequence.

3.7 Lemma

Let X = X(1), …, X(n) is a list built by the above given algorithm

Then . . . X List
U : X(1) . . . X(t) . . . Left List
R: X(t + 1) . . . X(n) . . . Right List
Concatenating X = UoW := X(1) . . . X(n)
min{Qk1, Qm2} < min{Qm1, Qk2} . . . ‘k’ job ‘m’ machine

denotes that the job k performed earlier than job m in X [12].

3.8 Proof

If Qk1 < min{Qm1, Qk2}, then Qk1 < Qk2 denotes that the job k goes to U.
If m is inserted to R, then the job is done.
Else m occurs followed by k in U because of Qk1 < Qm1.
If Qm2 < min {Qm1, s2} [12].

3.9 Advantages

There are numerous advantages of using this type of sequencing in MEC-LB. The
significant objective is tominimize themake-span. The primary advantages aremini-
mizing the makespan and augment the utilization of the servers. Achieving nil idle
time,maximizedmachine usage, proficiently progress the process,minimized overall
handling time are the superfluous goals of this sequencing method [13].



294 P. Herbert Raj

4 Conclusion

In this research article, the proposed Johnson’s algorithm considerably reduced the
time taken to handle the user requests. This diminishes the network latency. The time
complexity of Johnson’s algorithm isO(n log n) [14]. The calculation showed in this
article with apt sequencing and routing of machines clearly affirms that flow shop
sequencing by using Johnson’s rule reduces the total makespan by 5.7%. In MEC-
LB, it is a must to optimize the user requests based on the available servers, so that
the servers are able to serve the user requests swiftly. The MEC servers’ utilization
time also will be increased considerably without any idle time. This proposed algo-
rithm accomplishes the significant purpose ofMECby giving information processing
amenities at the verge of portable network and users [15]. This research article can
be enhanced with calculating the makespan for ‘n’ number of jobs and ‘n’ number of
machines. Few heuristics methods also can be applied here to broaden this research
scope.
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A Study on MPLS Vs SD-WAN

S. Rajagopalan

Abstract Internet service providers and techno enterprises evolved with CISCO
IOS called MPLS built a strong and diligent network for succeeding generations to
utilize all sorts of full-fledged amnesties over a solitary structure.MPLS is considered
as a routing method, and it is not a facility or a service. MPLS can be encased with
any prevailing infrastructures, namely digital subscriber line, asynchronous transfer
mode, frame relay, and IP. MPLS is not platform dependent. It can work seamlessly
without making any change in the current environment of these technologies. But
implementing MPLS is quite expensive, so with the support of SD-WAN, ISPs and
enterprises are attempted to enhance its usages using inexpensive Internet connection.
This survey articled aimed to compare the pros and cons of both the technologies
MPLS and SD-WAN.

Keywords SD-WAN (software-defined wide area network) ·MPLS
(multi-protocol label switching) · LSP (label-switched path) · TE (traffic
engineering) · ATM (asynchronous transfer mode) · FEC (forwarding equivalence
class)

1 Introduction

MPLS is a WAN-based system launched to foredetermine the well-established and
extremely effective routes to forward data from one node to another node by using
short bit sequences called labels instead of lengthy network addresses. A routing
method selects a route to direct traffic from source to destination [1]. All the real-
time traffic can be handled easily by this method. MPLS technology has been ruling
private-based connectivity for the past 20 years. Internet protocols IPv4, IPv6, frame
relay, ATM and IPX are all supported byMPLS [2]. SD-WAN is evolved fromMPLS
technology. SD-WAN guarantees the secured, smooth and secluded connectivity
[3]. But MPLS has few issues such as security and backup link. WAN backbone
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Fig. 1 SD-WAN and MPLS
network. Source https://
www.fieldengineer.com/sd-
wan/sd-wan-vs-mpls-vs-sdn

SD-WAN MPLS

WirelessInternet

architecture is completely integrated by the SD-WAN and also drives online traffic
by using a centralized strategy. This issue could not be handled properly due to
incongruent fragments of its structure and approach. This article discusses those
issues in detail in the upcoming sections.

MPLS works alike a router or switch in layer 2.5. Here, data will be forwarded by
the decisions of the packet forwarding methods. SD-WAN employed certain WAN
connections, namely LTE and 5G which connect large enterprises located in remote
places all over the world. Figure 1 illustrates the network connections of MPLS and
SD-WAN.

2 MPLS

MPLSworks independently, and it is not tangledwith any of the existing fundamental
technologies. The simple MPLS architecture with two sections, namely forwarding
(data plane) and control (control plane) is shown in Fig. 2. In MPLS, once a packet
arrives, it will be allotted to a forwarding equivalence class (FEC) which is specified
by the labels. In the network, every router has a table about neighboring node. So,
router will not try to find the header rather the succeeding routers utilize the labels
as an index in order to provide new FEC. The job of these path labels is to find out
the effective path to destination node instead of finding out endpoints [4]. It was
designed to improve the drawbacks in frame relay and ATM [5]. MPLS resides on
enterprises and on carrier’s infrastructural backbone to support campuses, offices and
its branch offices, enterprises and Ethernet-based services in order to achieve QoS
for the reliable real-time traffic. TheMPLS infrastructure could not fix itself properly
with OSI layers. So, it is considered as 2.5 layer [6]. MPLS can establish forwarding
tables for any protocol. A label-switched path (LSP) will be established to route

https://www.fieldengineer.com/sd-wan/sd-wan-vs-mpls-vs-sdn
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Fig. 2 MPLS architecture

traffic between foredetermined path in MPLS networks. A unidirectional LSP must
be established before the communication starts. Based on this, forwarding would
take place. When a user wants to communicate in MPLS network, then MPLS label
will be added at the ingress node of the MPLS router. Each MPLS label consists
of four parts, namely label, QoS experimental bits, stack bottom and TTL [7]. A
label consists of all the details for the MPLS routers to identify the destination of the
packet forwarding. Experimental bits are meant for QoS to assure the precedence
of the labeled packet. Stack bottom informs MPLS router that the label reaches the
egress router, i.e., it reaches the destination.

2.1 Boon and Bane

There are few paybacks in usingMPLS, namely bandwidth optimization, congestion
reduction, scalability and improved performance. Congestions could be minimized
by finding optimal routes [8]. MPLS is not so susceptible to denial of service attack.
MPLS is considered to be secured and private transfer mode [9]. MPLS is considered
being an expensive mode of transfer because this service must be obtained from a
carrier. There is very few MPLS service providers giving global coverage. So, if a
company wants to extend its service to its branch office, MPLS communication will
be costly and branch office communication to the headquarters will be troublesome
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unless they start using clouds. Clouds provide anywhere and anytime services for
their users in a cost-effective way [10].

2.2 MPLS Future

ISPs need lot of infrastructural assets to manage the emerging amount of users and
applications [11]. MPLS is an essential part of the WAN environment. Nowadays,
industries are gradually passing on to a hybrid landscape which has both MPLS
and basic Internet service. Point-to-point services still be provided by MPLS for
branch offices of big firms, retailers and other data centers. MPLS is very expensive,
dependable and consistent but Internet connection is very cheap and reliability is
very low.Moreover, incorporation ofMPLS-TEwith SDNhas improved the resource
usage and load balancing of a network.

3 SD-WAN

Conventional WAN’s distinct job is to allow employers in a branch or an institution’s
campus to link and access the applications installed in their servers. Usually, MPLS’s
dedicated LSP is used tomaintain a secured and authentic connection. This cannot be
applied in the present cloud-based scenario. Industries and enterprises started using
SaaS and IaaS applications in numerous cloud environments. Present-day IT has lot
many contests to be addressed. So IT realizes that the user’s application proficiency
is complicated and deprived. WAN was intended for the past decades, and it could
not handle the current traffic explosion due to the clouds. This caused applications’
unreliability, traffic issues and insecured data. Evolution of SD-WAN overpowers
these issues.

The era of clouds transmuted backbone of firms. SD-WAN rapidly improves
the performance of a business, diminishes budget and provides vigorous security
[12]. The SD-WAN architecture is shown in Fig. 3. SD-WAN architecture clearly
separated the data plane and control plane and its services. The SD-WANarchitecture
is cloud scope and protected, flexible and programmable. SD-WAN improves the
users’ proficiency. It can route IP packets through the most efficient paths, but once
it reaches Internet, pursuance is not guaranteed.

3.1 Challenges and Benefits

In the present-day enterprise scenario, over 50% traffic is through clouds but the
network available is not at all a cloud serviceable network. SaaS works very patheti-
cally. It has tomanage very complicated data flow. Theworking charges of bandwidth



A Study on MPLS Vs SD-WAN 301

Fig. 3 Architecture of SD-WAN

will be elevated. Every year, the network traffic flow is increased by 30%. A small
architectural change will take months to complete it. User application experience is
quite unpredictable, and more than 70% of application disruption is due to network
problems. Enterprises’ another significant challenge is to implement security. Hybrid
architecture’s susceptibility leads to many other issues.

Enterprises who would like to migrate to SD-WAN will harvest few benefits.
Firstly, they will get optimized cloud and SaaS accessibility and reply times. Any
public clouds can be accessed impeccably. Operating cost will be reduced by 50%.
Any structural changes will not take long. Any applications SLAwill be manageable
and easily foreseeable. A rigorous security will be implemented for hybrid networks.

3.2 Features

SD-WAN has lot of features regarding the security, cloud environment, user applica-
tion experience and cost. User application experience will be very active with hybrid
links. In the cloud environment, very vibrant optimization can be done. A data center,
cloud and local offices can be connected in single overlay. It can be combined with
MPLS and less priced broadband. Due to the base elements of the cloud architecture,
it is more vulnerable for any sort of attacks [13]. Cloud security can be provided for
hybrid networks when SD-WAN is used. Centralized server system feature is avail-
able in SD-WAN. An integrated SD-WAN requires a minimum IT workforce for
WAN computerization and segmentation [14].
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3.3 SD-WAN Load Balancing

Dynamic routing method to find optimum route is automatically done in SD-WAN.
When SD-WAN finds the burdened MPLS, it will shift the traffic automatically to
the Internet. This makes less congested network route in an inexpensive way [15].

4 SD-WAN or MPLS

It is very difficult to determine whether SD-WAN is better thanMPLS. Any company
routes real-time traffic over WAN, and then the company must need MPLS. SD-
WAN utilizes common Internet to connect other Web sites. If an IP packet reaches
this common Internet, then there will not be any guarantee of delivery because
latency, loss of packet and jitter may affect it. If a company only uses traffic that
does not involve real-time applications, namely resource sharing, file sharing, email,
file transfer, etc., then SD-WAN would fetch many benefits over MPLS.

4.1 High Bandwidth

SD-WAN can assure high-speed Internet through an inexpensive way. It grants
a company to use high bandwidth Internet connections. SD-WAN groups several
connections to achieve high-speed bandwidth at inexpensive manner.

4.2 Better Uptime

Numerous WAN connections can be combined in SD-WAN in order to provide
seamless uptime. Cloud services must be always available for the users [16]. MPLS
sometimes faces failure to handle this issue.

4.3 Increased Performance

SD-WAN regulates the traffic in the fastest way through the circuit. MPLS does not
perform any action unless specific settings are made.
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Table 1 SD-WAN and
MPLS differences

SD-WAN MPLS

Types of
connections

5G, LTE and MPLS
amalgamation

Twofold MPLS

Cloud
admittance

Straight and shortest
access to clouds

Cloud takes from
datacenters

Security Lines are dedicated Entrenched security

Elasticity Capacity can be
increased

Delay in adding the
capacity

Quality Business policy
based traffic routing

Dedicated lines for
Internet traffic

Source https://www.riverbed.com/blogs/sdwan-vs-mpls.html

4.4 No More ISP

SD-WAN does not bump into ISP issue so that it can join or eliminate ISP at anytime
without much difficulties. It has the ability to do vibrant link selection [17]. MPLS
is struck with same service providers that creates lot of hassle in packet forwarding.

Table 1 focuses on significant differences between the SD-WAN and MPLS.

4.5 SD-WAN and Cloud

If an enterprise uses many cloud-based applications, SD-WAN is the game changer.
There are various users who need various services in the cloud environment, and
integrating those services is a difficult task in clouds [18]. SD-WAN directs network
traffic to a facilitated cloud gateway, and this will connect it to the cloud appli-
cations and keep the connection alive [19]. When network flow reaches SD-WAN
providers’ closest gateway, then it can be straightaway connected to a cloud provider.
So the latency, jitter and packet loss will be less comparatively. This will improve the
user experience considerably. Secured direct internet access allows branch offices to
connect to the cloud applications without any attacks.

5 Conclusion

SD-WAN is an upcoming alternative for MPLS, and it makes wide area network
connections more adaptable and secured. Any sort of policies can be easily imple-
mented without much changes across the WAN but MPLS always needs a predeter-
mined route. If non-real-time traffic is handled by WAN, then SD-WAN is a perfect
choice. If real-time traffic is handled by WAN, then the MPLS must be used. But
MPLS connections are quite expensive. Anyway, both kinds of traffic have some

https://www.riverbed.com/blogs/sdwan-vs-mpls.html
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benefits such as high bandwidth, performance improvement, increased uptime, low
cost and better performance. SD-WAN can replace MPLS with its centralized traf-
ficking system and gives a more secured and flexible network. Nowadays, nearly
40% of enterprises embraced SD-WAN and 83% of companies attempting to adopt
SD-WAN. These numbers may grow in the upcoming years.
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Security Issues and Solutions in E-Health
and Telemedicine

Deemah AlOsail, Noora Amino, and Nazeeruddin Mohammad

Abstract Telehealth uses wireless communications and Internet services to offer
healthcare services remotely. In fact, during pandemics such as COVID-19,
telemedicine and e-health services play a crucial role. Security and privacy are
of prime importance in e-health systems/services. This paper describes common
security issues in telehealth services, such as attacks on end users, medical equip-
ment, and access networks. Further, it also discusses security solutions are employed
in telemedicine, including encryption techniques, watermarking, message authen-
tication code (MAC), digital signatures, and the zero trust model. This paper
concludes that the use of e-Health services will continue to increase, and security
solutions/architectures for these services are of research interest.

Keywords E-health · Telemedicine · Security · Privacy · Ransomware ·
Masquerade attacks · Encryption ·Watermarking · Non-repudiation · Zero trust
model

1 Introduction

Health care is going through numerous transformations. Advancing information and
communications technology (ICT) played a major role in the health system’s trans-
formation. In the e-health system, the health providers and consumers, policymakers,
and researchers can access the healthcare system electronically [1]. Telemedicine is
using technology and wireless communication to diagnose, check, treat, and operate
on patients via cloud computing [2]. Through telemedicine, patients communicate
with medical staff or even medical colleagues to get necessary medical advice.
Patients can use telephones or smartphone applications to get their medications.
Also, telehealth provides several services to patients. First of all, telemonitoring is to
observe the condition of the patient and to monitor the progress or complications that
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Fig. 1 Telehealth services

occur to the patient anytime. Secondly, telenursing is where consultations and diag-
nosing of patients happened. Thirdly, telemedicine involves prescribing the needed
medications to the intended patients. Fourthly, physical therapy treatments are where
a specialized medical staff offers a physical treatment and makes sure that the patient
is following accordingly. Finally, mental health treatment is where sessions are taken
online to observe the psychological condition of the patient. Figure 1 lists telehealth
services.

The demand for telehealth services has increasingly grown due to the spread of
coronavirus disease (COVID-19). Millions of people around the world are infected,
and some, unfortunately, faced death. The development of a system to uphold
volumes of regular patients as well as COVID-19 patients is necessary to respond
to the outrageous disease [3]. With the COVID-19 pandemic, telemedicine’s role
became significant to manage the challenges that face the health system. Patients
are communicating by using applications and Web sites to receive doctors’ consul-
tation instead of going to the clinic directly and doctors prescribing medications
online. Thus, telemedicine can decrease overcrowding in clinics and emergency
units. Furthermore, telemedicine increases health access to those who live in rural
areas with minimized care access which can lead to less mortality rates of COVID-
19. As reports say, mortality rates due to COVID-19 are higher in areas that have
low healthcare access areas in China compared to other areas that have high access
[3]. Hence, telemedicine can reduce such burden as Centers for Disease Control and
Prevention (CDC), and some other health organizations specified that telemedicine
must be present as a healthcare procedure especially during the pandemic which
shows the importance of telemedicine [3].
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Every week in Saudi Arabia, there are almost 400,000 appointments [4]. Saudi
telehealth network’s aim is to reach and link remote areas to primary health centers
[5]. Thus, it will improve services of the healthcare system, and it will be of high
quality [5]. STUE, the Saudi Telemedicine Unit of Excellence, provided some regu-
lations for consultations, such as video consultations, legal requirements same as
physical consultations, documenting activities, and training staff [4].

Saudi Ministry of Health provided services for patients, during the COVID-19
pandemic, such as prescription refills online or by telephone calls. Besides, some
applications provide telemedicine services for patients to consult doctors by online
video calls and doctors prescribe drugs if necessary. For example, Sanar is a Saudi
application providing telemedicine services. Security is a crucial factor in the e-health
system.

Three crucial fields in security for e-health include availability, confidentiality,
and integrity. Moreover, telemedicine includes records and clinical databases, docu-
ments’ electronic transfer, and data storage and data disposal which are associated
with security.

This paper discusses the security issues, considerations, and solutions in tele-
health systems. The paper is organized as follows: Sect. 2 describes the major secu-
rity issues in telehealth systems, masquerade attack, ransomware attack, injection
attack, attacks on healthcare cloud system, attacks on implantable and wearable
medical devices, home network attack, public network attack, and end user attacks.
Section 3 describes security considerations: authentication, integrity, confidentiality,
availability, and access control. Section 4 includes security solutions in telehealth,
encryption, watermarking, MAC, digital signature, audit, and zero trust model.

2 Security Issues

Security issues in health care can cost a huge amount of money. Furthermore, it can
cost lives as well, and that is why security problems should be prevented. The main
two issues that security targets on e-health and telemedicine are securing the medical
data and providing privacy to the patient’s information. In e-health, there are several
causes for breaches of data that include insider or malicious attacks, lost or stolen
devices, and healthcare staff’s mistakes. In order to mention the solutions to these
issues, we must first address the common cyberattacks on e-health and telemedicine
systems. Ransomware and other malware are serious problems in healthcare systems
because they may lead to huge consequences such as loss of lives [6].

Hackers tend to target patient healthcare data that includes everything from the
medical records, the patient personal details, and even the payment information.
One incident happened because a network server hack caused more than 80 million
health data records to be stolen. Since the beginning of the year 2014, several major
cyberattacks have happened against the healthcare industry and several hundreds
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of thousands of patients affected [7]. Clearly, hackers tend to breach the healthcare
system in order to get funded but why does healthcare information have a higher
demand and cost than credit card information? Some of the reasons are described
below.

Healthcare information has a higher value, and it is hard for victims to change
or delete their social security number or birthdate in order to protect themselves
while the credit card can easily get canceled anytime. Furthermore, the stolen health
patient records cost $363 per each and the credit card information often sold for only
a few dollars. Moreover, the major cause of these breaches is that organizations do
not make use of records’ encryption as well as the encryption of data at transit and
rest which lead to increasing the number of breaches on the system. As a result,
actions beyond the financial aspect could occur, such as purchasing drugs or medical
equipment, getting medical care, and other illegal acts [7].

2.1 Masquerade Attack

Hackers from hacktivists and cybercriminals use masquerade attacks to get unau-
thorized access to the system’s personal information and data. They will use a fake
identity which could be from utilizing the vulnerabilities on the security system,
bypassing the mechanism of authentication, or simply from stolen IDs or passwords.

Moreover, e-health masquerade attacks could occur from internal attackers, like
medical staff or from external attackers. After the attacker gets into the e-health
system, he\she will have full access to the patient’s records and confidential data.
Also, the attacker will be able to delete the data and make any modifications even in
the network configurations [8].

Furthermore, the masquerade attack can be more dangerous for medical applica-
tions based on a wireless sensor network because if a denial of service (DoS) attack
was launched, it will cause major and serious disruptions on the healthcare applica-
tions in which to make it inaccessible. A masquerade attack could also happen on
implantable or wearable medical devices. Figure 2 shows an example hack on the
cardiac monitor showing wrong readings of the patient’s condition. This can result

Fig. 2 Masquerade attack
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in performing serious actions by doctors, like giving an overdose or injection that
can threaten the patient’s life [9].

Additionally, if a masquerade attack gets to capture the patient’s physiological
data, it can make use of replay threats; where it resends the old treatment messages
to the healthcare application again and again causing mistreatment or in other cases
overtreatment. These health applications are designed in a way to use the latest
medicine messages from the medical sensor networks. Therefore, masquerade attack
is considered dangerous to e-health and telemedicine.

2.2 Ransomware Attack

Hackers have found a way to make money by selling healthcare data and records.
Therefore, another type of attack arrived called ransomware [8] [DNM1].

Ransomware is a type of malware that prevents the user from accessing the data.
It happens by encrypting a key that is known by the hacker, after encrypting the
user’s data displayed a threat or demand of money, and if the user did not give him
the money, the hacker will block the user from accessing data or will publish these
data.

On e-health, the hackerwill access healthcare providers’ records or even thewhole
hospital records, and this type of attack started in 2016 causing lots of corruption
and damage to healthcare data and patient records [8].

2.3 Injection Attacks

One of the major attacks on Web security is the injection attack, where an attacker
sends untrusted input to theWeb application, and after successful processing it alters
the whole program. It is considered as an old dangerous attack where it can lead to
data loss or denial of service and in some cases data theft.

SQL injection is a type of the injection attack, which is considered a very
dangerous and popular one. It works by injecting an SQL query which after
processing targets the SQL database, allowing the attacker to access all databases
with the ability to add, delete, or change data [10]. What makes injection attack
dangerous is that by only using some tools even inexperienced attackers can try the
vulnerabilities of the system and gain control [10].

2.4 Attacks on Healthcare Cloud Systems

E-health systems often use public/private clouds to maintain the medical data of the
patients. There are two types of attacks that could occur in a cloud—internal attacks,
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which are done by someone who has access to the cloud where the attacker uses his
privileges to modify or replace various data within the cloud. On the other hand, an
external cloud attack is done by unauthorized users where the attacker uses social
engineering and the vulnerabilities in the cloud to attack the transferred data [8].

2.5 Attacks on Implantable and Wearable Medical Devices

Like any other device, medical implantable and wearable devices could be hacked
causing several complications to the patient’s health, and it could be consid-
ered life threatening in some cases. Medical healthcare providers have huge and
everyday dependence on electronic devices for diagnosing, monitoring, operating,
and communicating in a hospital [11].

For example, an attack could occur on an insulin pump that used to monitor and
measure glucose level that could happen only by having some public general infor-
mation like the radio chip specifications of the insulin pump resulting, eavesdrop-
ping on the wireless communications, and after reverse engineering of the protocol
and packet format, it will offer full access to the PIN of the remote control. This
enables the attacker to have ultimate control, such as showing an incorrect reading,
or increasing/decreasing/stopping the insulin injection causing hyperglycemia or
hypoglycemia and in some cases death [11].

2.6 Home Network Attack

Telemedicine systems use a patient’s network to connect a telemedicine terminal to
the central system. Information transmits between the telemedicine terminal at the
patient’s place (home or office) and the telemedicine system. The patient’s network
could be Wi-Fi, local area network (LAN), and 4G/5G which will be connected to
a telemedicine device, such as blood glucose meter, body fat gage, blood testing,
and blood pressure meter [12]. Also, general-purpose operating system (GPOS)
embedded devices can communicate by various ways to telemedicine systems. Secu-
rity threats and attacks, like man in the middle (MITM), could be possible at home
network-based telemedicine systems.

2.7 Public Network Attack

The standard Internet services are used to provide communications between a
patient’s home network and the telemedicine provider. Confidential medical infor-
mation and prescriptions are transmitted through the publicly accessible network.
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Security threats could occur in these kinds of environments by using the vulnera-
bilities of the telemedicine system which can lead to data sniffing and alterations
[12]. Therefore, end-to-end guidelines and encryption of transmitted data must be
followed and present.

2.8 End User Attacks

Another factor of security threat is from the end user or more specifically the patient
who has no knowledge of the cybersecurity guidelines and principles. Therefore,
he/she uses the app not in the proper way and uses simple weak passwords that can
attract the hackers on launching security threats, like data theft, phishing, and other
software attacks [12].

3 Security Considerations in e-Health and Telemedicine
Systems

Telemedicine and e-health systems have similar requirements as the general
information technology (IT) systems. Some of the requirements are described below.

3.1 Authentication

Authentication refers to truthfulness and originality which means that parties
requiring access must be authentic. Authentication issues remain a problem in
telemedicine and need solutions. In e-health, for each access, the identities of
clients must be confirmed to acquire healthcare data or records [13]. For example,
man-in-the-middle attacks could result from incomplete authentication problems in
telemedicine. Numerous cryptography algorithms provide endpoint authenticity to
especially fight attacks like man-in-the-middle attacks [13].

Cybercriminals including hackers/intruders may also hack the healthcare system
to change or delete medical records which can be life threatening [6]. Hackers might
steal records to use it to obtain medical services or goods or credit card, and this is
called MIDT, medical identity theft [2]. An instance of MIDT was in 2004, and a US
electronic medical record was stolen and found in a computer in Malaysia [2]. Thus,
authentication of vital information such as medical records or images is a sensitive
issue.
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3.2 Integrity

Integrity is in need in e-Health to provide data consistency and accuracy with the
intended information and confirms that data is not altered. By using e-Health, the
system must be reliable and without errors. Nonetheless, in the real world, no such
thing as an error-free system, so telemedicine, must confront integrity issues such
as modification of records [13]. Therefore, integrity issues must be handled and
diminished to defeat failures in the system or worse, consequences on patients’
health.

As HIPAA states, the importance to implement policies to protect patients’
medical records and information by using verification and integrity functionalism
[13]. For instance, using hash or checksum on data and if the check on integrity
crashes, e-Health application has to report errors and cease the process.

3.3 Confidentiality

Confidentiality is critical to security in e-health to keep away unauthorized users
from getting private data. Entrusting data in e-health to cloud computing means
increased data compromises risks because data is being accessed by a larger number
of devices, applications, or parties [13]. The risk of data compromises may lead to
patients not entrusting the e-health system and therefore affect the patient–doctor
relationship [13]. Furthermore, another risk is that it can deter patients’ medical
treatment anddiagnosis. In addition, data disclosing can lead to dismissing employees
whodiscloseddata.Yet, confidentiality is achievable by encryption and access control
[13].

Data remanence is the data’s residual presentation that has been erased in a way.
As a consequence, data remanence might lead to data confidentiality attacks unin-
tentionally. In telemedicine, when data remanence is not put into consideration, data
integrity and confidentiality solutions are inadequate [13].

3.4 Availability

Data must be available anytime in the e-health system to avoid critical situations, and
this raises the availability issue. Availability includes pursuing medical procedures
even when some medical authorities misbehave or during the likelihood of security
violations. The systemmust be available during failures of hardware, denial of service
(DoS) attacks, upgrades, and power outages; in other words, the system must have
high availability. After administering the HIPAA act on security and privacy, the
system has to sustain the usability of e-health data and records [13].
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3.5 Access Control

It is a method to limit access to patients’ public to only entities that are legitimate
[13]. Legitimate entities include people given a right to access control authorized
by patients themselves or a third party such as medical practitioners [13]. Some
solutions are offered for issues related to access control. The most common models
for e-health cloud applications are ABAC and RBAC, attribute-based access control,
and role-based access control, respectively [13].

4 Solutions

There are several healthcare practices that could be used to reduce the possibility of
potential risks. Accordingly, most solutions deal with a part of the problem instead
of completely solving the issues at once. Derriford Hospital in Plymouth, plastic
surgery department, used the store-and-forward telemedicine method and found that
concerns relating to e-health including confidentiality, security, and risk were solv-
able and suggested developingmore telemedicine services [14]. Kvedar et al., recom-
mend improving and investing to develop telemedicine to increase the quality of the
healthcare system. HIPAA, Health Insurance Portability and Accountability Act, in
1996 detects and corrects errors related to security in telemedicine and improves the
healthcare system [1].

Security services including firewall, antivirus, and VPN are implemented in
healthcare organizations. In Fig. 3, a study stated 81% of healthcare organizations

Fig. 3 Security services of healthcare organizations [15]
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are either using firewalls or plan to use it in the future. These security services are
basic, and more high security services need to be implemented such as SIEM and
NAC. As shown in Fig. 3, some healthcare organizations started to implement SIEM
and NAC security services.

In the following subsections, some key security mechanisms are described.

4.1 Encryption

An old and effective mechanism to protect data is encryption. When used properly, it
protects the healthcare data at rest and in transmission. Al-Issa et al. suggested data
encryption and showed that data encrypted as ciphertext is more secure compared
to non-encrypted data and prevents unauthorized users to some extent [13]. Further-
more, encryption can provide secure transmission, even though the attacker can
analyze the size and timing in network packets by using traffic analysis, which is
called side-channel attacks. Accordingly, adding delays may solve the problem of
side-channel -attacks.

Transport layer security (TLS) is used to increase communication security inWeb
applications by reserving an encrypted medium between a sender and a receiver that
sends the encrypted text and transfers the key used for encryption via public key
cryptographic protocol. Healthcare data that is kept on the public/private cloud can
suffer from data-leaking risks [13]. Consequently, self-encrypting drive (SED) can
offer automatic encryption and decryption of data in rest. It is highly significant
to control and store encryption keys securely in external means. Additionally, data
deletion encryptions secure deleted data and make it unrecovered by attackers.

Nevertheless, when data is decrypted by the receiver, the data protection ends,
because it can be copied and forwarded using other means by the receiver. Thus,
encryption is not sufficient in protecting sensitive data that risks patients’ confiden-
tiality [2]. Figure 4 shows how decrypting a CT scan leads to loss of protection and
thus might be copied and distributed to others.

Fig. 4 CT scan unprotected after decryption [2]
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4.2 Watermarking

Watermarking is a solution to decrease authentication issues in telemedicine. Digital
watermarking is used to fight against piracy, and this raised authentication and
integrity of media. Watermarking must guarantee not interfering with the diagnosis
in digital images such as mammograms. Additionally, watermarking tracks illegal
copies of media and prevents changes in digital media. In fact, watermarking is
preferred over other methods that protect data authentication and integrity and that is
because of its critical qualities. Some of the watermarking’s qualities include the fact
that the watermark is imperceptible and inseparable of the content which improves
the security of the data [2].

Furthermore, digital watermarking is used to authenticate images, protect copy-
right, detect corruption, and monitor data. The host signal is the object commu-
nicating, and digital watermarking delivers more information about it. Therefore,
digital watermarking is used in numerous applications, and it can conceal plaintext,
images, information encoded, or identifications [2].

The system of digital watermarking has two main blocks: The first one is the
embedding blockwhich puts the information of thewatermark.On the other hand, the
extractor block extracts the information that has been watermarked. Besides, robust
watermarks are required in the system as an algorithm to resist attacks. Methods
of watermarking, that detects damage of corrupted images, authenticate images to
increase security, integrity, and confidentiality, are not widely used in telemedicine
[2]. Asmentioned above, watermarking can increase the security and privacy of data.
Hence, organizations developing telemedicine should consider digital watermarking.

4.3 Message Authentication Code (MAC)

Message authentication code (MAC) is a block that consists of some bytes that are
added on the message, and then the receiver can check it and verify the authenticity
of the data. So, MAC is based on sharing a key between the sender and receiver. The
main purpose of MAC is to ensure the authenticity and integrity of the message and
that there is no one modified it. Moreover, in case any modifications happen, figuring
that will be easy [10]. When A and B are communicating, an eavesdropper can listen
to the message and MAC; however, he/she will not be able to change the integrity
of the message because the eavesdropper does not have the key. Also, MAC has a
property that states that MAC cannot be repeated on any other message. Therefore,
it can be a solution to masquerade attacks or any integrity issues in telemedicine and
e-health services.
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4.4 Digital Signature

Non-repudiation is the act of not denying things. In other words, ensuring that a user
cannot deny the authenticity of their signature or in a message they already sent. This
act is useful in E-communication in order to ensure message transactions between
participants [16]. So, if a user signs a contract, he cannot refuse the terms that were on
that contract, and he needs to take the responsibility accordingly. Digital signatures
can be an example of non-repudiation since it ensures the authenticity of the user
and integrity of documents (e.g., telemedicine prescriptions andmedical reports) that
they have not been changed or modified by any party.

4.5 Audit

Auditing can help secure the e-health system, and it logs activities of users in the
system chronologically as in recording each access and changes to data. HIPAA act
holds health providers responsible for handling protected information of patients
[13]. Auditing approaches may lessen insider threats by detecting unauthorized
users and illegal leakage of medical information. Likewise, auditing can support
detecting hackers’ attempts to interrupt the telemedicine cloud system and help to
find weaknesses in the system [13].

4.6 Zero Trust Model

Zero trust model was developed in 2004, and as its name indicates, it has no trust, so
it always verifies [17]. Thus, the zero trust model assumes there is a breach so it tends
to verify each request. Instead of protecting network segments, the zero trust model
protects resources. The strategy of the zero trust model is to show authenticated users
what and only what they are allowed to access. The principle of zero trust model
is to treat it as the Internet, assuming there are regular and malicious users on the
network. The network, application, and database do not trust any action except when
it is identified, approved, and authenticated [17]. Nonetheless, this model works well
when organizations know their users and their interaction with other devices.

To use the zero trust model in telehealth, the management of assets and devices
such as IoT devices, computers, and surgical robots is vital. However, managing all
assets manually is not possible, when the network size is big. Therefore, a deployed
authentication service that identifies devices or users on connection by connection
basis to control access is imperative [17]. The zero trust model in telehealth must
focus on device identity and health and access control. For instance, when hackers
access the network with stolen credentials, the attack will not proliferate through the
network. Thus, the zero trust model in telehealth can decrease the impact of attackers
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by reducing the opportunity of malicious users to explore and breach interactions
between assets and users because requests and identities are monitored continuously
and attackers need to haveprivileges in every step thatmakes itmore difficult. Further-
more, zero trust makes it easier for the healthcare environment to detect and solve
small failures and breaches because often major attacks begin with minor endpoint
exploits. Additionally, in the zero trust model, every step done by the attacker is
logged and can be investigated later. Such extensive logging makes attackers vulner-
able to detection [17]. Although telehealth has a long way to adjust and shift to a
system that uses a zero trust model, it should implement a zero trust model because
it reduces serious risks. In telehealth, building a strong basis using a zero trust
model starts with awareness of people, identity, authentication, and groups. Over
time, the zero trust model will save resources and money by preventing the attacks.
For example, the US healthcare system spent around $160 million to recover from
ransomware as reported in [17].

5 Conclusion

Telemedicine and telehealth are considered a useful way of communication between
patients and physicians, especially if both were not at the same place and time. It
can increase the quality and access to health care, reduces cost, and provides patient
engagement and satisfaction. Furthermore, using electronics in health care can also
improve communication, patient care, and safety. However, security and privacy
issues can develop in such interactions. Research work discussed some of the cyber-
security issues that could occur in e-health and telemedicine systems. Several attacks,
such as masquerade, ransomware, replay, and injection, could occur causing signif-
icant damage and corruption to both healthcare data records and patient’s personal
sensitive information. The research also mentioned some of the proper solutions to
these problems, like watermarking, message authentication code, digital signatures,
audit, and zero trust model by which the advantages of the new technology and
reduced potential risks from happening could be obtained in the future. A code of
practice needs to be implemented and followed by healthcare staff to protect and
maintain a secure environment.
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Accident Alert System with False Alarm
Switch

S. Alen, U. Advaith, Joveal K. Johnson, Kesia Mary Joies, Rahul Sunil,
Aswathy Ravikumar, and Jisha John

Abstract In this fast-paced world, people are busy chasing their lives. The stress,
burden, and carelessness have caused different accidents on roads. Over speeding
is one of the reasons for accidents which have caused a huge loss of lives due to
the lack of immediate treatment. This research work provides an optimum solution
to this problem. According to the proposed work, turbulence on the vehicle will be
detected by the accelerometer and can be deactivated within the initial 20 s period
using false switch alarm in case it is a false emergency. The accident location and
other details of the driver will be sent to the rescue team. The paper proposes a system
where immediate alert can be given to authorities and thus save a person injured in
the accident within minimum time.

Keywords Accelerometer · GSM module · GPS module · False alarm switch ·
Accident detection · Alerting system

1 Introduction

According to the latest reports, India accounts for about 5 lakh road accidents annu-
ally, one of the highest in the world, in which about 1.5 lakh people die and another
3-lakh become crippled [1]. Despite the number of awareness sessions organized by
different organizations (governmental as well as non-governmental) about the speed
limits and other measures against careless driving, accidents are taking place now
and then. However, many lives could have been saved if the accident was alerted
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to the emergency service on time. Conventionally, an accident is informed to the
police or hospital only when a concerned citizen passes along that route and takes
an effort to inform the authorities. Therefore, an efficient automatic accident detec-
tion system that notifies emergency service immediately with the accident location
which is a prime need to save lives. Most of the accident alert systems are unable
to detect the seriousness of the accident, thereby sending false alarms to emergency
service. This has caused authorities to ignore even serious accidents. An accident
is an unpredictable and unintentional event. Prompt assistance to those injured in
accidents could make a significant difference in the consequences of such accidents
and has a high possibility of saving one’s life. This system helps in the early detection
of accidents by detecting the turbulence on the vehicle and communicating the infor-
mation immediately to the emergency responses on time to provide quick assistance
for the injured person.

2 Existing Works

Accident detection and alert systems have been a major study in the past few years.
Many research works are going now and then to reduce the number of road accidents.
The existing system, which is proposed to reduce accidents, consist of an android
smartphone and an accident detection system which checks whether the vehicle is in
normal posture or in fallen conditions then it checks the heartbeat of the person and if
finds any abnormalities sends amessage through an proposed android application via
Bluetooth and alerts the rescue team [2]. Many accident cases finally end up in death
[3], due to proper medical assistance at the right time. A GPS and GSM module [4]
is used to track the accident spot using Google Map service, as an accident occurs, a
crash is detected and alerts the nearby police station and the medical team so that the
rescuing operation would be more effective [4]. In other systems, messages are sent
using the ZIGBEE module and location is sent through a GPS module. Accident is
detected using amicroelectromechanism (MEMS) [5] sensor and vibrator sensor [6].
ZIGBEE is used to send the message to the ambulance and GPS module to identify
the location of accidents [3] and alerts the rescue team for Speedy recovery. The
limitations to this existing work is that, it is not cost-effective. An accelerometer is
used in detecting accidents in some proposed works [7]. When an accident occurs,
there would be a sudden change in the acceleration of the vehicle and an accident is
detected using a microcontroller and sends a message to the emergency [8] medical
team via GSM module [9]. All the other existing works did not refer to any kind of
false alarm system which can avoid creating a panic situation. We should try to avoid
such false alarms, so in the proposed system we have added a false alarm switch to
send an alert if the person is safe [6]. This would help to ensure the proper use of
the resources and manpower of the medical team. Sometimes these false alarms may
panic the closed ones to the person involved with the help of this false alarm switch,
we can avoid such situations.
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3 Proposed System

The proposed system deals with the detection and alerting of accidents, by detecting
the range of impact upon the car. When turbulence or crash occurs to the vehicle,
there would be huge variations in the data provided by the accelerometer. The data of
the accelerometer is sent to the microcontroller and if the values are above threshold
values (confirming accident), an alerting message is sent to the concerned authorities
and some personal contacts within 20 s unless it is canceled by a false alarm switch.
False accident alerts can hence be overcome by this proposal. The system design
of accident detection and alert system is based on various Arduino Mega modules
(Fig. 1).

3.1 Technical Specification

See Table 1.

3.2 Implementation

See Table 2.
When turbulence or any accident is met by the vehicle, it is detected by an

accelerometer. The accelerometer is used to detect the sudden change in any value
in the axis. With signals from an accelerometer, a severe accident can be recognized.
When the value exceeds the programmed maximum limit or threshold value, the
alert system gets activated. Once the alert system is activated, it triggers a red LED
and the buzzer starts ringing. The 20 s timer also starts at this point. After this, two
processes happen asynchronously. The system acquires the current location of the

Fig. 1 Proposed architecture
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Table 1 Proposed architecture technical specifications

S. No. Hardware components Technical specification

1 Arduino mega Operating voltage    5V 
Input voltage    7-12V 
Digital I/O pins    54 
Analog input pins    16 
Clock speed          16 MHz 
Length          101.52 mm 
Width                53.3 mm 
Weight          37 g 

2 GPS module Neo6M Navigation update rate 5Hz 
Default baud rate      9600bps 
Sensitivity            -160dBm 
Supply voltage         3.6V 
Maximum DC current     10mA 
Operation limits
Gravity      4g  
Altitude     50000m 
Velocity     500m/s 

3 GSM SIM900 module Dual-Band       900/ 1800 MHz 
Dimensions      24x24x3 mm 
Weight          3.4g 
Voltage range   3.2 

4 Accelerometer ADXL335 Operating Voltage   1.8V–3.6 V 
Operating Current   350μA 
Sensing Range   ±3g 
Sensing axis   3 axis 
Sensitivity         330mV/g 
Shock Resistance   10,000g 
Dimension         4x4x1.45mm 

device and sends it to the primary emergency contact which are your closed ones, so
that they can check up on you. It waits for the 20 s timeframe to check if the false
alarm switch is initiated and confirmed, if not, it will send a message along with the
location to emergency contacts, nearby hospital as well as a police station (Figs. 2
and 3).
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Table 2 Proposed architecture component uses

S. No. Hardware components Description

1 Arduino mega For interfacing all the components. It receives the
sensor values from the accelerometer where it is
evaluated to check whether the accident alert system
has to be triggered

2 GPS module Neo6M To acquire the latitude and longitude of the accident
location

3 GSM SIM900 module For sending out the emergency message to the
contacts along with the location data

4 Accelerometer ADXL335 For measuring acceleration, velocity, orientation,
displacement of the vehicle which gives analog data
as output

5 False alarm switch (FAS) To disable the system by the driver incase of any false
alarm

6 Buzzer To alert the driver if the system detects any sudden
turbulence by producing a beeping sound

7 LED To alert the driver of any sudden turbulence on the
system by emitting a red light

3.3 False Alarm Switch

When the alert system gets activated, it initially triggers the led to start blinking and
the buzzer to start ringing. After which, it will start the 20 s waiting period, during
which a message along with the current location is initially sent to the rider’s primary
emergency contact so that he can check up on the rider even if it is a false alarm or
not. If the system got activated by mistake, there is an option for the rider to cancel
the system from alerting the hospital or police station. In order to do this, there is
a false alarm switch (FAS) which the rider can switch on to activate it. Once it is
switched on, a timer for 5 s will start to confirm the decision. At the end of 5 s, the
buzzer will stop ringing and the rider is supposed to switch off to confirm his/her
decision. The false switch is designed in this way so that it does not get canceled
due to the impact of the accident. If the FAS is not switched off within the initial
20 s period, then it will not be considered and the message will be sent to emergency
contacts, nearby hospitals and police stations. If the FAS is turned off within the
initial 20 s period, the LED light will also stop confirming the rider’s decision to
deactivate the alerting system. The reason why we chose 20 s was based on a study
[8, 10, 11] which emphasized on the importance of low response time which is very
crucial in car accidents (Fig. 4).
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Fig. 2 Workflow of proposed work

3.4 Arduino Mega

During the prototyping stage, we switched to Arduino Mega from Raspberry Pi due
to several reasons such as: Arduino is more energy-efficient than Raspberry Pi. An
Arduino can run even on the car’s charging port which keeps the voltage above a
certain level, along with a primary shield to manage the power but for running a
Raspberry Pi, and it requires an unfluctuating supply of 5 V. Even if the power drops
on the Arduino, it won’t end up with a corrupt operating system or any software
errors but in the case of Raspberry Pi, if it is not shut down within the operating
system like any other computer, there can be corruption and software problems.
The absence of analog pins in Raspberry Pi The accelerometer sensor in our system
outputs analog data, so our central board should be able to work with analog data
seamlessly. Raspberry Pi is a digital-only computer, so it does not have any analog
inputs. In order for the Raspberry Pi to read an analog input, we need to use an
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Fig. 3 Workflow of false alarm switch

Fig. 4 False alarm switch
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Fig. 5 Proposed system sensor unit + false alarm switch

analog-to-digital converter (ADC) which adds unwanted complexity to the circuit
design along with making it bulkier. While on the other hand, the Arduino Mega
comes with 16 analog inputs which can be used directly to read the analog input
from the sensors. Simpler design since our system is primarily hardware-based, it
does not need all the complexity of running an OS for the system to keep running.
This will also help us in the future during the production stage, during which we’ll
be assembling the system by ourselves [12].

4 Result

The system was tested on a very controlled environment, and the results produced
are presented here (Figs. 5 and 6).

5 Conclusion and Future Scope

The proposed accident alert system plays a significant role in the field of accidents.
This device will be really useful in saving the lives of many who are injured in
accidents by alerting the concerned ones in time. If an accident occurs in an isolated
area, the device would be really helpful in reporting it and hence improve the chances
of faster medical treatment to the victim. This system detects accidents based on
impact, and it can be extendedby adding computer vision to identify the accident from
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Fig. 6 Accident alert system

the images of the surroundings captured by a camera.A combination of accelerometer
and vibration sensor gives more accurate results of the impact. The compact version
of this system could be incorporated into different types of vehicles as well as in
helmets. It can be commercially distributed to vehicle and helmet manufacturers. A
mobile application will be built integrated with this system, giving a detailed analysis
of accidents rate, along with precautions and driving rules. The driving pattern of
the user will be studied and can be used for further purposes. The project will be
beneficial to the automobile industry and will help society. In the proposed solution,
the emergency contacts or information of the authorities needs to be stored in the
user’s device, which arises an issue as the system may not be useful in certain cities.
The system can be revamped by sending the accident location directly to the server,
fromwhich the details can be shared with the closest hospitals or emergency services
located in that city.
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Metaheuristics Algorithms for Virtual
Machine Placement in Cloud Computing
Environments—A Review

Jyotsna P. Gabhane, Sunil Pathak, and Nita M. Thakare

Abstract Cloud Computing provides on-demand, flexible, ubiquitous resources for
clients in a virtualized environment using huge number of virtual machines (VMs).
Cloud data centers don’t utilize their resources fully which leads into a underutiliza-
tionof resources.Virtualizationoffers a fewexceptional highlights for cloud suppliers
like saving of power consumption, load adjusting, and adaptation to internal failure,
resource multiplexing. However, for improving energy proficiency and resource
utilization, various strategies have been introduced such as server consolidation and
different resource structuring. Among all, Virtual Machine Placement (VMP) is the
most vital strides in server consolidation. Virtual Machine Placement (VMP) is an
efficient mapping of VMs to Physical Machines (PMs). VMP issues go about as
a non-deterministic polynomial-time hard (NP-difficult) issue and metaheuristics
strategies are widely used to solve these issues with enhancing boundaries of power
utilization, QoS, resource usage, etc. This paper presents an extensive review of
Metaheuristics models to deal with VMP in the cloud environment.

Keywords Cloud computing · Data centers ·Metaheuristics · Physical machines ·
Virtualization · Virtual machines · Virtual machine placement

1 Introduction

Cloud Computing is a model which shares a variety of configurable registering
resourcing like systems, databases, memories, applications, software development
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platform, and facilities over the web [1]. The Cloud can be seen as an abstract
layer on the Internet, which makes all available software and hardware resources
of a data center transparent, rendering accessibility through a well-defined interface
[2]. Flexibility is one of the alluring highlights of the cloud. It allows obtaining or
releasing computing resources on the user’s demand. It enables service providers
to auto-scaled the resources to their applications which reduces the resource cost
to improve the Quality of Service (QoS) [3]. Recently all storage and networking
platforms moved towards the cloud in collaboration with IoT (Internet of Things),
which introduces many challenges [4]. In the fast-growing cloud environment, many
application providers directly host their applications on cloud resources using cloud
service providers such as Amazon EC2. It allows migrating local applications to
clouds, as an on-demand service [3]. Cloud computing offering infrastructure, plat-
form, and software as pay and use services require Quality of Service (QoS) and
Service-Level Agreements (SLAs) to monitor and ensure their efficient delivery.
However, clients’ dynamic QoS prerequisites and maintain a strategic distance from
SLA infringement is a major task in cloud environments [5]. Since 2008, Cloud
computing is an admired paradigm in IT Sector with three common models briefed
as Software as a Service (SaaS) for applications, Infrastructure as a Service (IaaS) for
hardware resources, and Platform as a Service (PaaS) for real-time application [6].
IaaS (Infrastructure as a Service) is a top-layered on-demand infrastructure resource
provisioning service of cloud computing. It provides infrastructural resources like
hardware requirements in virtual machines, processing powers, network bandwidth,
storage, CPU, and Power [7]. IaaS users have control over data, applications, oper-
ating systems, storage, and security. Typical examples of IaaS are AT & T, GoGrid,
Verizon, Amazon web services many enterprises have adopted the extremely elastic
IaaS (Infrastructure as a Service) form [8]. PaaS (Platform as a Service) [9] is to
shape a facilitating situation it gives stage level assets, including working frame-
work and structures for programming advancement. The PaaS user has control over
the deployment and execution of applications. It is a platform to develop, test, and
deploy an application [7]. SaaS provides access to an application to the users online
instead of installing or purchasing it [10]. The various deployment models of cloud
computing like Private cloud, Community cloud, Public cloud, Hybrid cloud [11, 12]
are used as a virtual distributed system. It has been noticed that cloud data center’s
energy utilization has increased due to the vast usage of cloud computing [4]. One
of the ways to deal with this problem is to minimize the active machines and closing
inactive servers. From the power consumption point of view, the unutilized server is
highly inefficient and hence is the biggest challenge to be dealt with [13]. Virtualiza-
tion technology is one of the preferable solutions to solve the power incompetence
problem. Virtual machine placement (VMP) is the novel approach to increase the
power competence of the cloud data center. It improves resource utilization and
Return on Investment (ROI) [14]. As an emulation of a particular physical machine,
a virtual machine acts as a real machine [15]. VMP improvement is a NP-hard
combinatorial issue. The issue can be solved in different ways [16]. Service Level
Agreements (SLA) is an agreement between the client and specialist organization,
as far as service quality, responsibility, and availability. Hence, good VM allocation
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is a core challenging problem nowadays to keep an optimal balance between QoS
and energy consumption [3]. In the following sections, the research work proposed
the idea of Cloud Computing along with Virtual Machine Placement. VM Placement
comes up with the varied problem structure like VMP Optimization approaches,
VMP problem formulation, and its objective functions which are discussed in detail
in the following section. Existing algorithms of VMP are discussed and analyzed
in the given study, finishing with the conclusion of potential answers for the virtual
machine placement in the cloud environment.

2 Virtual Machine Placement in Cloud

To provide the services over the internet, a large number of physical devices are
required to embed with various software. Every device is not fully utilized every
time as the network resource usage is very unpredictable [17]. To solve such issues
Virtualization is introduced for cloud environment. Virtualization is the process of
partitioning the physical resources like storage, memory, network, and power of the
physical machine into the multiple execution environments called Virtual Machines
(VMs). Data centers are geographically distributed with VMs are located in it. The
number of virtual machines available with resources such as CPU, storage space,
network, and memory is effectively handled user’s request in the cloud. As per the
increase in the demand from the users, VM Selection plays a major role to select
optimal PM to run the VM [18]. Virtual machine placement (VMP) is nothing but
the allocation of proper Virtual machines at each PMs of the cloud data center. It is
also called a placement plan of VM to PMsMapping. VMP has two major objectives
power-saving and deliveringQoS [9]. VirtualMachines are typically portrayed by the
quantity of CPU centers, CPU limit per center, RAMsize, circle size, correspondence
data transfer capacity and idleness between sets of VMs or a VM and the client.
Requirements ofVMcanbe stable or dynamic depending on the type of application(s)
running on it. Cloud data center (DC) uses virtualization technology for serving
computation, storage, and networking [19]. Virtualization has basic components
like VM migration, VM fault tolerance, VM elasticity, VM consolidation, VM load
balancing, and VM scheduling [20].

VMP formulation problem is classified as [21]:

• Optimization approaches
• Objective functions
• Solution techniques.

Each of them discussed details in the following sections.
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3 VMP Optimization Approaches

Different optimization approaches discussed in the studied papers based on the
various objective functions [22]. A mono-objective approach as its name indicates
focused the optimization of only single objective. It is an individual streamlining
of more than one target work, each in turn. As indicated by the considered articles,
maximum research work follows mono target-based method for tackling the VMP
issue [22]. Multi-Objective Solved As Mono-Objective Approach is a methodology
where the advancement of different target capacities illuminated as a solitary target
work is viewed as a multiple target way understood to be a mono-objective. To
perform a right combination of the goal capacities, it requires intense information
on the difficult space and as a rule; it is beyond the realm of imagination which
might be expressed as a downside of this methodology [23, 24]. The approach which
streamlines more than each target work, in turn, is named as Pure Multi-Objective
(PMO). Even though lots of work has been done on amono objective approach for the
operational real cloud environment a PMOprovides good solution [23]. Last isMany-
Objective Optimization (MaOP) which focuses on more than three and up to twenty
parameters. MaOPs show up generally in some certifiable applications, for example,
building structure [24]. Many-objective Optimization Problems formulation is not
yet projected for the VMP problem in the particular research [25].

4 VMP Problem Formulation/Objective Functions

As per previous research to obtain Optimal Virtual Machine Placement some impor-
tant parameters like minimization of power consumption, Minimization of SLA
violations, resource utilization, etc. are always need to be considered. These criteria
can change from time to time depending upon theVMPProblem formulation.Various
objective functions stated below are superlative for solving theVMPProblem [22, 26,
27] like High Performance, Minimizing Energy Consumption, QoS Maximization,
Network Traffic Minimization, Minimizing SLA Violations, Balancing Resource
Utilization, Load Balancing, VMMigration, Security, Resource Wastage Minimiza-
tion, Datacenter Power ConsumptionMinimization, Operational CostMinimization,
Performance Maximization. Allowing for the above huge number of various objec-
tive functions, the following are Five broad classifiers [22, 27] covering almost all
objectives in the following sub-sections.

• Energy Consumption Minimization
• Cost Optimization
• Network Traffic Minimization
• Resource Utilization
• Quality of Service.
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Fig. 1 Objective functions
of energy cost minimization Energy Cost Minimization 

Reducing the Energy 
Consumption [30-31]

Reduc�on in Ac�ve number of 
PMs [32] 

Minimizing the Network Power 
Consump�on [33] 

Data Centre power Consump�on 
[34][35] 

Energy Efficiency Maximiza�on 
[36] 

4.1 Energy Consumption Minimization

Datacenters consume lots of power and reduction in such power consumption is a
challenging task. Energy Consumption can be minimized by minimizing Active
Servers [28]. This paper proposed a strategy to reduce power consumption by
Maximum VM Placement to profit in revenue generation. The efficiency of energy
can be increased by a reduction in VM migrations. So, the Live Migration tech-
nique is proposed in this paper for utilization of virtual machine placement by
guarantee a deadlock-free resource allotment based on multi-dimensional resources.
The aim is to reduce the energy consumption of datacenter [29]. Maximum studied
articles focused on the main objective function of VMP which is power consump-
tion minimization. Various target capacities sorted in this improvement group are:
(1) Reducing the Energy utilization (2) Reduction in active number of PMs (3)
minimizing the Network Energy utilization (4) Data Center power Consumption (5)
Energy Efficiency Maximization [22] (Figs. 1 and 2).

4.2 Cost Optimization

Due to the on-demand service of cloud computing, high rate is a big confront for cloud
service providers. This cost includes Reducing Electricity Costs, Network Power
Costs, cost of server, reduction in Connection Cost, decrease in SLA Violations as
well in Operational Cost, Economical Revenue Maximization [27].
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Fig. 2 Objective functions
of cost optimization     COST OPTIMIZATION  

 Reducing Electricity Costs [37] 

  Network Power Costs [38]

 Opera onal Cost Minimiza on [39] 

 SLA Viola ons Minimiza on [40] 

 Connec on Cost Minimiza on [41]

  Server Cost Minimiza on [6] 

4.3 Network Traffic Minimization

To enhance the performance of a data center minimizing network traffic is again
a crucial parameter need to be focused on. To avoid the consumption of resources
VM to VM intercommunication helps to reduce network traffic [42]. Minimiza-
tion of Network traffic can be classified further by Reducing the Average Traffic
Latency, reduction in the Data Transfer rate, Reduction in network traffic, Network
Performance maximization [27].

4.4 Resource Utilization

In data center, resources like CPU, memory, and bandwidth are important perfor-
mance metrics. It aims to utilize resources by guaranteeing the QoS. In Virtualiza-
tion the services provided on shared resources and utilities in Datacenters [43]. In
this context, resource utilization classified further as maximizing resource usage,
minimizing resource wastage, and increasing elasticity (Figs. 3 and 4).

4.5 Quality of Service Maximization

Virtual Machine Placement problem can be solved using different constraints as
mentioned above. One of the important constraints out of them is the Quality of
Service (QoS). Reduction of the resource interference, High accessibility, Perfor-
mance Improvement, Resource interference minimization, and reliability are the
crucial parameters metrics to insure good QoS [27] (Fig. 5).
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Fig. 3 Objective functions
of network traffic
minimization
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 Average Traffic Latency [44]
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Fig. 4 Objective functions
of resource utilization   RESOURCE UTILISATION 

 Maximizing resource usage 
[47] 

  Minimizing the resource wastage [6], 
[48-49] 

Elasticity maximization [50] 

5 Solution Techniques

Universally, there are many approaches used to solve placement problem of Virtual
machines. The major and focused techniques are deterministic algorithms, approxi-
mation algorithms, heuristics, and Metaheuristics algorithms [22]. In the following
section, Metaheuristics algorithms are discussed in detail.
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Fig. 5 Objective functions
of QoS maximization QUALITY OF SERVICE MAXIMIZATION 

High accessibility [51] 

  Maximization in performance [52]
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interference [53] 

 Reliability [54] 

5.1 Metaheuristics Algorithms

Meta in Meta-Heuristic is a Greek word means advanced whereas heuristics defines
to locate or to identify. It enhances the efficiency of the heuristic approach [55].
The VMP problem is act as or considered as a non-deterministic polynomial-time
hard (NP-hard) problem. For these types of problems, it is difficult to create optimal
solutions in a short period. Metaheuristics techniques are one of the promising solu-
tions which can provide nearby perfect and feasible solutions within a preferable
instance. Because of efficiency of solving large and complex problems, Metaheuris-
tics admired from last few years. Many Metaheuristics algorithms have been used to
solve theVMPdifficulties in terms of power, resources, network traffic, and cost opti-
mization [56]. The following section discusses more in detail about Metaheuristics
approaches.

Ant Colony Optimization (ACO)

AVMP approach used the concept of the Ant Colony algorithmwas projected in [57]
to enhance power utilization and load balancing of the system. Idle resources and
power consumptionmodelwas proposed asmulti-objective technique and the utilized
parameters of virtual machines. For the performance assessment of the method the
comparison is donewith the traditional genetic algorithm-basedMGGAmodel. Their
experimental results indicate that the rate of convergence is increased by 16%, and
the average energy consumption is reduced by 18%. This paper [58] proposed an
ant colony optimization method for the consolidation of virtual machine (VM) in
cloud environment. SomeVMmigrations planswere proposed for underutilized PMs
and are used to reduce the number of PMs. They have considered multi objectives
for minimizing VM migration. The researcher claimed that when their algorithm
gets compared with existing algorithms, it outperformed in terms of VMMigration,
the number of unrestricted PMs as well packing effectiveness. A power proficient
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OEMACS for VMP in cloud environment was proposed by [59]. To achieve optimal
VM deployment number of dynamic servers needs to be reduced. It avoids possible
wastage of computation. An ACS-based approach is proposed coupled with order
exchange and migration (OEM) so named as an OEMACS. This scheme focused on
reducing working servers with good utilization of energy, consumption of resource,
and proper balancing. Finally, they compared the performance of the OEMACSwith
heuristic and other evolutionary methods, which generally outperforms in resource
characteristics, and power optimization than other algorithms. The author [36] has
formulated VMs to PMs in a data center as an inhibited problem which uses data
fromPM toVM to reduce down the full energy utilization of working PMs. The focus
is on reduction of power utilization of cloud centers. They proposed an Ant colony
scheme implanted through a heuristic approach. The experimental results compared
with the two existing ACO methods, ACOVMP and PAVM as well as First-Fit-
Decreasing (FFD) algorithm. The authors claimed that their proposed algorithm has
an improvement in energy efficiency by 5% (Table 1).

Table 1 The summary of ant colony optimization

References Objectives Problem addressed Algorithms Comments

[57] To Optimized Energy
consumption and load
Balancing

Energy aware ACO The proposed
algorithm of this
paper acts as an
energy-saving model

[58] To reduce
overprovisioning of
physical machines
(PMs)

Energy-aware ACO The proposed
algorithm
outperformed in
terms of VM
Migration, the
number of released
PMs, and packing
efficiency

[59] To minimize the
number of active
servers, and to
improve the resource
utilization, load
balancing, and
reducing power
consumption

Resource aware
Energy aware

OEMACS The proposed
algorithm
outperformed for
resource
characteristics, and
power optimization

[36] To minimize the
power consumption
of a data center

Energy aware ACO The proposed
algorithm gave an
improvement in
energy efficiency by
5%. It also showed a
10% improvement in
the new ACS
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Particle Swarm Optimization (PSO)

In 2015 [35] authors have proposed the power-aware Particle Swarm Optimization
method for the virtual placement of virtual machine to decrease utilization of power
in the cloud data centers. The projected approach compared with the non-power-
aware algorithm and proved to be superlative. This paper [60] presented a multi-
objective optimization model to address the VMMigration problem. VMMigration
can generally affect the performance in terms of load balancing, fault tolerance,
utilization of energy, and utilization of resource. The proposed algorithm Fuzzy
Particle Swarm Optimization (PSO) used fuzzy logic for regulation inertia mass
along with conventional particle swarm optimization to resolve the mapping issues.
This paper proposed [48] an improved PSO solution for the heterogeneous data
center. The aim of the given approach is to fit with proper placement of virtual
machine in data hubs with optimal energy consumption. This paper mainly focused
on Energy-efficiency of green computing. The proposed algorithm compared the
performance with First fit, Best fit, and worst fit strategies and claimed to do a
better use of the resource. A resource aware VMP approach stand on the concept of
PSO meta-heuristics was proposed in [30] to increase packing effectiveness while
reducing power utilization. It was amulti-objective version that considers energy and
resource utilization. The VMP Formulation was presented to improve the packing
effectiveness and so reduction in power utilization. The simulation outcome showed
that the planned technique exhibits excellent performance. As the drawback, the
proposed system works only for the static workload (Table 2).

Biogeography-Based Optimization (BBO)

In this literature [6] a novel approach named VMPMBBO projected to discover the
best possible placement of virtual machines which reduces wastage of resources
and utilizes proper consumption of energy. The author claimed that the proposed
technique gives the primary approach that uses Biogeography-Based Optimization
(BBO) and composite systems for solving the VMP problem. Finally, it proved that
VMPMBBO has recovered authentic properties with more efficient and robust envi-
ronment. Experiments were conducted on both real-world data and synthetic data
from research. Flexibility and scalability of VMPMBBO also proved via various
practical outcomes. In 2016, a multi-objective VMP optimization problem [61] with
an improved BBO algorithm is proposed named IMBBO (Improved BBO). In the
major contributions of the given article, the focused is on the VMC problem a multi-
objective task. It includes parameters like minimizing server power consumption,
proper loading balancing, and reducing migration overhead. Experimental results
based on synthetic datasets and real VMs running data, the proposed IMBBO
compared with Gravitational Search Algorithm (GSA) which showed improvement
in performance (Table 3).

Genetic Algorithm (GA)

Aprocedure proposed [31] for controlling power consumptionwith the activeVoltage
rate range system is included in the optimization system and Non-dominated Sorting
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Table 2 The summary of particle swarm optimization

References Objectives Problem addressed Algorithms Comments

[35] To reduce the power
consumption of the
data centers

Energy-aware PSO A model is proposed
to minimize in power
consumption of a
data centers

[60] To reduce energy
consumption and to
maximize the
resource utilization

Energy-aware
Resource aware
Cost aware

PSO The proposed
algorithm improves
the efficiency of
conventional PSO by
using the fuzzy logic
system and used to
solve the
optimization
problem. The future
research direction is
to consider the
selection of proper
PMs to hosts the
VMs

[48] To fit with virtual
machine placement
in data centers with
minimum power
consumption

Energy aware
Resource aware

Improved PSO The proposed
algorithm uses
resource wastage and
energy consumption
efficiently. The
extension of this
work can make use
of better
energy-efficiency
models

[30] To improve packing
efficiency while
reduction in energy
consumption

Energy aware
Resource aware

PSO The VMP
Formulation model
was proposed to
maximize the
packing efficiency
and reducing the
energy consumption.
The drawback of the
proposed system is
that it works for
static workload only

Genetic Algorithm (NSGA-II) used for a set of non-domination solutions. The
primary goal of this method is to minimizing the energy consumption as well as
execution time. To predict Virtual Machine based on so predicting Artificial Neural
Network (ANN) is applicable for envisage the virtualmachines performance depends
on the tasks given aswell resource allocations. The results showed that effectivemini-
mization of energy consumption by including DVFS in the optimization approach.
The VMP bi-objective combinatorial optimization approach was proposed [49]. An
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Table 3 The summary of biogeography-based optimization

References Objectives Problem
addressed

Algorithms Comments

[6] To find the optimal
VM placements for
minimizing power
consumption and
resource wastage

Energy and
resource-aware

VMPMBBO The proposed
algorithm gives
optimal VM
placements which
simultaneously
minimizes both the
resource wastage and
energy consumption.
In future author will
more focus on the
Parallelization of the
algorithms

[61] To improve the
classical BBO
algorithm

Energy and
resource aware

Improved BBO The proposed strategy
minimized server
power consumption
with proper loading
balancing and
reduced migration
overhead. The future
will more focus on
the parallelization of
IMBBO concerning
the re-configuration
migration and
mutation model in the
real

efficient decision-making structure of genetic algorithm and Bernoulli simulation
(GAVMP-BO) is proposed for multi objectives which are used to reduce dynamic
PMs. The main objective of the research is reduction of unbalanced resources in
dynamic PMs. The proposed algorithm was compared to six different competing
algorithms. Results show that the proposed work is superlative and outperformance
than all frameworks (Table 4).

Simulated Annealing (SA)

In 2015, a Simulated Annealing based algorithm was proposed [62] for improving
the performance in terms of cost. A novel approach was introduced to solve the VM
consolidation problems by estimating the cost of possible VM migrations. Network
traffic and different network topology parameters for consolidation decision left
as future work part in this literature. Getting optimal VMP environment is little
bit cumbersome method in terms of time. To resolve the issue, this research [63]
proposed an improved simulated annealing algorithm (ISA) for VMP. For servers,
resource utilization and for VM dynamic models were introduced. The threshold
value defined for the annealing process in ISA and the allocation weight vector
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Table 4 The summary of genetic algorithms

References Objectives Problem addressed Algorithms Comments

[31] To reduce the
makespan and
energy power
consumption of the
cloud services

Energy aware
Resource aware
Cost aware

NSGA II with
ANN

The results of
proposed approach
showed the effective
minimization of
energy consumption

[49] To reduce power
consumption with
the operational
costs and resource
wastage

Energy aware
Resource aware
Cost aware

GAVMP-BO The proposed work
is superlative and
outperformance
than all frameworks

was computed. Comparative analysis showed that the approach got a desired output
within a smaller amount time. The mentioned approach improved resource utiliza-
tion with proper load balancing. In this paper [28] a method called maximum VM
placement with least utilization of energy (MVMP) was proposed to increase the
revenue of a Cloud Service Provider (CSP). The given method aimed reduction
in power cost as well increase the revenue. The proposed algorithm compared with
different techniques.MVMPhas improved performance than all approaches in power
consumption, execution time, and the number of servers used and it is scalable too
(Table 5).

Artificial Bee Colony (ABC)

In a Heterogeneous Cloud environment for the reduction in the make-span this paper
[64] proposed Heuristic task scheduling combined with the Artificial Bee Colony
algorithm (HABC) for the virtual machine. It is a task scheduling approach with
proper load balancing. The two major goals of the given method were to maxi-
mize productivity by balancing workload and to reduce the total amount of time.
The experimental outcomes proved that the given approach improved the effective-
ness in scheduling the task as well as load balancing of virtual machines in given
environment. Energy-related dynamic VM Consolidation approach (EC-VMC) was
proposed [65]. The experimental outcome indicated that the proposed algorithm
exceptional in provisions of reducing utilization of power, VM immigration with
effective QoS (Table 6).

Firefly Algorithm (FA)

Many research focused on Virtual machine placement parameters like energy
consumption, resource utilization, and network traffic. Very few works considered
security and privacy issues. This [66] paper proposed a secure and efficient VMP
framework by incorporating a proper constraints-based multi-objective model using
theDiscrete Firefly algorithm (DFA-VMP).To calculate the security and efficiency of
the system authors have specially defined the security manifestation, with calculated
power consumption as well focus on reduction in loss of resources. The outcomes
express that this methodology adequately decreased the likelihood of co-occupant
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Table 5 The summary of simulated annealing

References Objectives Problem addressed Algorithms Comments

[62] To improve the
performance of the
system in terms of
cost

Energy aware
Resource aware
Cost aware

SA A novel method was
introduced to solve
the VM consolidation
problems but the
parameters like
Network traffic and
different network
topology left as future
work part in this
literature

[63] To improve the
resource utilization
rate, allocation of
resources with steady
and capable working
of data center

Resource aware ISA The proposed method
converges faster and
improved utilization
rate of resources
compared with
traditional ones.
However, some factors
such as response time
are not considered in
this research

[28] To maximize the
revenue and minimize
the power cost

Energy aware
Cost aware

MVMP MVMP performs
better than all
approach in terms of
power consumption,
execution time and
number of servers
used and it is scalable
too. Dynamic VM
Placement is left for
future work

Table 6 The summary of artificial bee colony

References Objectives Problem addressed Algorithms Comments

[64] In order to stabilize
the workload the
processing time as
well total execution
time gets reduced

Resource Aware HABC This algorithm
improved the efficiency
in task scheduling as
well in load balancing

[65] To proposed
energy-aware VM
consolidation model

Energy aware EC-VMC The proposed
algorithm exceptional
for reduction in power
consumption, VM
migrations, and
improving QoS
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Table 7 The summary of firefly algorithm

References Objectives Problem addressed Algorithms Comments

[66] To deal with the issues
of IaaS platform like
side channel attack

Security Aware DFA-VMP The related security
indices, measured
power consumption,
and loss of resource at
the data center are
considered to measure
the system security
and efficiency

in a similar hub of VMs of pernicious inhabitants with the objective virtual machine
and furthermore diminished power utilization and loss of resources at the server.

Tabu Search (TS)

To reduce power consumption and reduction in CO2 emission a very efficient Tabu
search heuristic technique [33] was proposed. It solved the Mixed Integer Linear
Programming (MILP) model. To handle online and dynamic demands Tabu search
a Metaheuristics approach was implemented. The result stated that reduction in
Communication delays up to 6 times. CO2 emissions reduced up to 60 times and 30%
of power savings [67]. The key idea of the proposed work was to achieve energy-
efficient VM Allocation plans utilizing the hypothesis of heartiness and determine a
strong Mixed Integer Linear programming (MILP) detailing. The goal of the calcu-
lation is to build up a VM-to-PM designation which lessens the power utilization,
the quantity of relocations and guarantees strength (Table 7).

Tabu Search is used as base which incorporates a greedy approach. It showed
an effective and stable performance than various Metaheuristics algorithms. Various
local search algorithms can utilize this algorithm. The exploration guaranteed that
the developments indicated the vigorous heuristic can figuremost ideal arrangements
and beats the notable VMWorkload Consolidation Strategy (WCD) heuristic (Table
8).

Cuckoo Search (CS)

In 2018, [68] anEnhancedCuckooSearch (ECS)was proposed to optimize utilization
of power in VMP. The focus of work is to how to narrow down utilization of power
along with resources in the cloud data center. The result of the proposed algorithm
comparedwith the existingGeneticAlgorithm (GA,)Optimized Firefly SearchAlgo-
rithm (OFS), andAnt Colony (AC) algorithm and proved that it consumes less energy
without violating SLA. For evaluating the performance of the proposed ECS work
showed better energy metric with VM selection policies like Minimum Migration
Time (MMT) and Minimum Utilization (MU) (Table 9).



344 J. P. Gabhane et al.

Table 8 The summary of tabu search

References Objectives Problem addressed Algorithms Comments

[33] To reduce energy
consumption and
reduction in CO2
emission

Energy aware
Cost aware

Tabu Search The result stated
that reduction in
communication
delay up to 6
times. CO2
emissions reduced
up to 60 times and
30% of power
savings

[67] The objective of
the algorithm is to
establish a
VM-to-PM
allocation which
reduces the energy
consumption, the
number of
migrations and
ensured robustness

Energy aware �-robust heuristic
(Tabu search)

The evolutions
showed the robust
heuristic can
calculate optimal
solutions and
outperforms the
well known VM
workload
consolidation
strategy (WCD)
heuristic

Table 9 The summary of cuckoo search

References Objectives Problem addressed Algorithms Comments

[68] Reduction in
energy
consumption and
resource utilization

Energy aware
Resource aware

Enhanced cuckoo
search (ECS)

A real
heterogeneous
environment is
provided with
some performance
evaluation metrics
left as a future
work

Memetic Algorithm (MA)

This work [25] presented a Many-Objective Optimization Structure (MaVMP) for
solving static means offline problems of virtual machine placement. An interac-
tive memetic algorithm is proposed to solve the formulated MaVMP problem,
considering context of many objectives. For the formulation of a many-objective
VMP problem objectives like power, cost, security, quality of service, network
load balancing are considered. Experimental results proved that it is an effective
and capable solution to solve the problem. In [34] an improved genetic algorithm
as memetic grouping used for cost-efficient VM placement, namely MGGAVP is
proposed in the multi-cloud environment. The research presented an optimization
model in the heterogeneous environment with efficient virtual machine placement.
The parameters on-demand real-time and topographical situation of apportioned
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Table 10 The summary of memetic algorithm

References Objectives Problem addressed Algorithms Comments

[25] To solve offline VMP
problem

Energy aware
Cost aware
Resource aware

MaVMP Experimental results
proved that it is
effective and capable
solution to solve the
offline problems of
VMP

[34] To provide energy and
cost-efficient VM
placement

Energy aware
Cost aware

MGGAVP The proposed
algorithm compared
and proved better
performance in
energy saving

resources were considered as the objective of diminishing power cost. The proposed
model reduced the number of working PMs as well power consumption of network in
distributed data centers. The proposed algorithm compared with CRA-DP, E-aware,
and CTPS and proved significantly better performance (Table 10).

6 Discussion

A summary of the optimization methods from the various research articles is demon-
strated in different Tables. The fundamental goal of this literature is to examine and
checking on a preferred study concerning Virtual Machine Placement in distributed
environment utilizing Metaheuristics Algorithms. Energy utilization and resource
usage are priority goals to be achieved in the VMP as multiobjective issues. VMP
is characterized into certain unique classes including power, resources, security, and
cost. According to Fig. 6, all mentioned parameters are regularly studied in research.

Above figure shows that researchers regularly tended to and assessed the VMP
Environment using energy consumption as primary factor. In any case, other signif-
icant destinations should be viewed as important parameters of VMP like secu-
rity, dynamic load balancing, network traffic management, resource utilization. The
hybrid Metaheuristics approaches may get benefits from different algorithms by
considering various parameters in multi-objective way. Hybrid Metaheuristics algo-
rithms can be the possible solution that will help to enhance the performance of VMP.
From the reviews, it is observed that Hybrid Metaheuristics algorithms have once
in a while been utilized in the VMP. Therefore, there is a future scope to consider
multiobjective hybrid metaheuristics algorithms for virtual machine placement.
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7 Conclusion

Evaluation of Metaheuristics methods for virtual machine placement in the cloud
Environment is analyzed in this research work. The investigation of VMP calcula-
tions looked at the different advancement strategies and various target capacities.
From the analysis, it is observed that most of the research works are introduced to
limit the power utilization of data centers. A few researchers have additionally tended
to issues identifiedwith the execution and utilization of resources. The primary aim is
to reduce the power utilization of DCs without degrading execution or violating SLA
limitations. Virtualization has empowered cloud data centers to get cost-effective,
flexible, and adjustable to have various undertaking administrations and applications
at various scales. With the advancement of virtualization innovation, methods to
deploy VMs in the cloud are a hot research subject. Due to the extending size of
cloud data centers, the amount of customers and virtual machines (VMs) increases
rapidly. The solicitations of clients are engaged by VMs living on physical servers.
The dynamic development of internet providers brings about asymmetrical system
resources. Resource management is a significant factor for the exhibition of a cloud.
Different methods are utilized to deal with the resources of a cloud efficiently. It
is a great initiative to think about Multi-objective Virtual machine placement for
new structured nature propelled Metaheuristics algorithms as future work objectives
considering the parameters like network traffic, load balancing, power utilization,
and resource usage. Virtual machine placement can be unraveled for various destina-
tions. So hybridizing advantages of such algorithms can likewise give another vision
towards the Virtual machine placement issue.
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Prostate Image Segmentation Using Ant
Colony Optimization-Boundary
Complete Recurrent Neural Network
(ACO-BCRNN)

J. Ramesh and R. Manavalan

Abstract Image Segmentation plays an indispensable role inComputerAidedDiag-
nosis system to extract the region of interest for diagnosis. Transrectal Ultrasonog-
raphy (TRUS) is the best imaging technique used mostly by physicians to separate
the prostate region from tissues around it and the same used for abnormality detec-
tion. The extraction of a region of interest from TRUS images is complex as it
contains speckle noise, tracker, low dissimilarity, the fuzzy region between object
and background, and also irregular form and size. To resolve these problems, a
novel approachAntColonyOptimizationwithBoundaryComplete RecurrentNeural
Network (BCRNN) is aimed to take out an accurate prostate region from the TRUS
images. This method comprises two stages such as pre-processing and segmentation.
In the beginning stage, Ant Colony Optimization (ACO) method is adopted to eradi-
cate speckle noise from the TRUS prostate image. And, in the second stage Boundary
Complete Recurrent Neural Network (BCRNN) method along with shape prioritize
and multi-view fusion is employed to draw out the rigorous shape without boundary
loss of the prostate. BCRNN comprises of three modules. Firstly, images are seri-
alized into dynamic sequences and Recurrent Neural Network (RNNs) is applied to
obtain shape prior to an image. Secondly, multi-view fusion approach is embedded to
merge the shape predictions attained from various perspectives. Finally, to refine the
details of the shape predictionmap, the RNNcoremethod is inserted into amultiscale
auto-context. The proposed method is assessed using statistical performance metrics
such as Dice Similarity Coefficient (DICE), Jaccard index (JI), Precision, Recall, and
Accuracy. From the result analysis, it is found that ACO with BCRNN successfully
extracts Region of Interest (ROI) from the image with an accurate boundary that is
used for diagnosis. The experiment results clearly revealed that the performance of
ACO with BCRNN is superior to BCRNN.
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1 Introduction

ProstateCancer (PC) is a serious disease found exclusively in the reproductive system
of men. Prostate cancer is formed by the continuous deposition of protein in the
prostate gland. It is the second leading cause of cancer death in the United States. The
American cancer society predicted that there will be 191,930 new cases of prostate
cancer with a fatality rate of 19.1% in the year 2019 [1]. Ultrasound imaging is
the most widely used technology for prostate biopsy. The segmentation technique
is used to segregate an image into meaningful parts with the same properties and
features. Relies on the application and image attributes, different segmentation tech-
niques are used for the prostate image. In the medical image segmentation method,
the image is categorized into non-covering pixels areas that identify with eminent
anatomical structures, such as, malignant growth or cyst. Segmentation techniques
are broadly split into three types such as supervised, unsupervised, and interactive.
In the supervised method, the manually labeled training data are utilized to extract
the ROI [2–5]. In an unsupervised method, separations of an object are done without
manual intervention [6]. In the iterative method, images are segmented by a mixture
of human experts and machine intelligence. The interactive segmentation plays an
important role in various applications like managing tumors identification, assessing
tissue volumes, the diagnosis system helpedmedical procedure, and diagnosing sick-
nesses. TransrectalUltrasound (TRUS) is used to scan the prostate and its near tissues.
It is also known as Prostate Sonogram or Transrectal ultrasound.

Transrectal Ultrasound (TRUS) is a cost-effective, portable, and quick medical
image method offering an instinctive portrayal of the crucial anatomic structure of
the body. The reasons for the difficulties in finding the accurate edges in the TRUS
image are destitute contrast, speckle noise, and loss of boundary.Hence, the automatic
segmentationmethod is necessary to extract the prostate from the image for diagnosis.
Many automated methods have been implemented for the segmentation of prostate
from the TRUS image. However, the methods have remained a challenging task. In
this research paper, the novel method called automatic ultrasound prostate image
segmentation technique using Ant Colony Optimization with BCRNN is proposed.
An overview of the proposed framework for TRUS image segmentation is shown in
Fig. 1.

The rest of the paper is organized as follows: Sect. 2 briefly describes thematerials
and methods for prostate segmentation. The detailed description of the proposed
methodology is discussed in Sect. 3. In Sect. 4, the experimental analysis using
evaluation metrics is presented and the research work is concluded in Sect. 5 with
future scope.
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TRUS IMAGES
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Final Shape Prediction 

Segmented Images

Performance Analysis

Fig. 1 An overview of proposed framework

2 Materials and Methods

Generally, boundary detection is a very difficult task in TRUS prostate images
due to a very low signal-to-noise ratio. The traditional methods of edge detection
struggle to determine the exact boundary region. Recently, various image segmen-
tation approaches have been applied to extract the prostate region, and the same
are explained hereunder. Shoo et al. [7] furnished an overview of boundary detec-
tion methods used for segmentation. Wu et al. [8] applied Genetic Algorithms for
acquiring region of interest from prostate image. Bernard Chiu et al. [9] intro-
duced Dyadic Wavelet Transform and Discrete Dynamic Contour for prostate image
segmentation. Cruz-Aceves et al. proposed Multiple Active Contours driven by
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Particle Swarm Optimization for Cardiac Medical Image Segmentation [10]. Non-
parametric multi-level image segmentation technique was developed by Otsu et al.
[11] and it was modified by Kapur et al. [12]. Many of the image segmentation
methods are not acquiring the boundaries accurately, since, it is based on histogram
techniques. Luca and Termini [13] introduced a fuzzy partition technique for image
segmentation andBloch et al. [14] implemented the applications of fuzzy spatial rela-
tionship in image process. Zhao et al. [15] applied a multi-level approach by defining
three membership functions for three levels thresholding such as dark, medium, and
bright. Tao et al. [16] suggested a three-level fuzzy entropy-based method for image
segmentation. Cao et al. [17] applied global optimization method Genetic Algo-
rithm (GA) to attain the maximum entropy value. Cootes et al. [18] implemented the
Active Shape Model (ASM) to achieve both the shape and information volume of
the prostate. Shen et al. [19] proposed ASMwith Gabor descriptor for prostate ultra-
sound image segmentation. Van Ginneken et al. [20] introduced ASM along with
Gaussian to extract the image boundary. Rogers et al. [21] is proposed Robust Active
Shape Model to reject displacement outliers in the image and the same were also
introduced for prostate ultrasound image by Santiago et al. [22]. Ascertaining the
low-rank property of similar shapes, an additional reliability constraint is expanded to
acquire a shape model without boundary deficiency in ultrasound images proposed
by Zhou et al. [23]. Yan et al. [24] introduced the Partial Active Shape Model to
find the missing boundaries of the TRUS prostate image. Yang et al. [25] proposed
Boundary Complete Recurrent Neural Network (BCRNN) for obtaining the accu-
rate boundary and shape of the prostate ultrasound image (raw image) without any
loss. In this research, Ant Colony Optimization (ACO) is hybridized with BCRNN
to acquire region and boundary accurately from prostate image. The prostate region
and segmentation techniques are explained hereunder.

3 Proposed Methodology

In the proposed novel approach is introduced to segment the prostate region from
ultrasound image. The segmentation framework is illustrated in Fig. 1. Each step
is explained in the following subsections. The method consists of two stages. (i)
ACO method is used to remove the speckle noise from prostate image and (ii)
BCRNN method is implemented to gain the complete boundary of the image. A
brief introduction of ACO method is as follows.

3.1 Ant Colony Optimization

ACOalgorithmwas introduced byColorni et al. [26] in 1991 as computational intelli-
gence technique to solve combinational optimization problem. This algorithmworks
based on the foraging behaviour of ants. The communications among population of
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ants are indirect. The ants were communicated by depositing pheromone (chemical
substance) on the ground and find the path between their nest and food source.

ACO algorithm has three phases such as initialization, pheromone update, and
solution. After the completion of all the components, the global optimum solution is
observed. Initially, all the ants haphazardly seek the best solution area and pheromone
quantity is updated by using vicinity search of each ant. After the first iteration, the
feasible solution space is minimized and it finds their routes in the limited space.
The probability of searching the neighborhood ant is done by

bk(i, j)=

⎧
⎪⎪⎨

⎪⎪⎩

[s (i, j)]α. [t(i, j)]β
∑

l /∈Vk

[s(i, l)]α.[t(i, l)]β

0, otherwise

, if j /∈ vk (1)

where, s(i, j) is the pheromone density, α and β are relative information of the
pheromone and vk is list of the neighbor node which is already visited by the ant.
The pheromones are updated as follows.

si j = (1 − ρ) si j +
∑

k

�ski j (2)

where si j is the amount of pheromone deposited, ρ is the pheromone evaporation
coefficient and�ski j is the amount of pheromone deposited by the kth ant. ACOavoids
premature convergence due to distributed computation. At each stage of iteration, it
acquires suitable solution. It has collective interaction of population of agents. The
step-by-step execution of ACO algorithm is exposed in Fig. 2.

The ACO algorithm suppresses the speckle noise and preserves the edge pixel
from US image of prostate. It retains the edges with sensible amount of speckle-
noise suppression which is more substantial for further analysis. BCRNN method
is implemented to improve the boundary of an image and to acquire the Region of
Interest (ROI) accurately. The implementation of BCRNN methodology is given in
the Sect. 3.2.

3.2 BCRNN Method

The proposed framework is illustrated in Fig. 1. To extract accurate boundary region
from the prostate cancer image, BCRNN method is implemented. At first, ACO
technique was applied to the enhance TRUS prostate image which is given as input
to upcoming levels. The BCRNN serializes the given image into several different
perspectives, then conducts shape prediction. All these shape predictions are then
merged as a complete inference by a multi-view fusion strategy. Thus, the result
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ACO Algorithm for Prostate Ultrasound Medical Image Enhancement
Input : Ultrasound Image with Speckle Noise
Output : Noise free Ultrasound Image 

Step 1: Initialize the population of ants. 
Step 2: Initialize the pheromone trail.
Step 3: Evaluate fitness of the each ant in the colony by using equation 3.

_ ( ( ))( ) log(log( ( ( ))))*   *  ( ( ))
*

n edges I xF x E I x H I x
M N

=

Step 4: Determine the best optimum solution among all ants in the colony.
Step 5: Update Pheromone trail by using formula

( )1 k
ij ij ij

k
s s sρ= − + Δ∑

Step 6: Determine the search direction for further search by the formula

( )
( ) ( )

( ) ( ) ,

 ,  . ,  

,  . ,   ,  j  = 

0,  
k

k
k

l V

s i j t i j

s i l t i lb i if j v

otherwise

α β

α β

∉

⎧ ⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦⎪⎪ ⎡ ⎤ ⎡ ⎤ ∉⎨ ⎣ ⎦ ⎣ ⎦
⎪
⎪⎩

∑

Step 7: Construct new solution using obtained best optimum solution.
Step 8: Generate new colony. After each iteration the trails of pheromone    

evaporate 
Step 9: Repeat steps 3 to step 8, until it satisfy the maximum number of Iterations

Fig. 2 ACO algorithm for prostate image enhancement

is concatenated with original image and feed into the next level for more shape
details. The shape prediction map is primarily set as an even distribution. And, the
above process continues until convergence occurs on boundary prediction map. It is
depicted in the following section.

3.2.1 BCRNN to Find Shape Inference

In the process of segmentation, to address the incompleteness of boundary in prostate
image is most difficult task. The boundary completion of ultrasound image is
reviewed in this section. Kimia et al. was implemented Geometric analysis of curva-
ture to achieve the complete boundary detection of an image [27, 28] and Yosef
et al. [29] proposed visual curve completion method to identify the missing parts
of the boundary and to complete the gap in the boundary. Based on these methods,
memory-guided inference procedure is proposed to complete the boundary of the
image. So, it is identified that Recurrent Neural Network (RNN) is suitable for the
above process and it was termed as Boundary Complete RNN (BCRNN).

3.2.2 Serialization and Deserialization Process

The ultrasound image is transformed into an interpretable sequence by using polar
coordinate system around the image centre to generate a serialization process as
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Fig. 3 Serialization manner with different starting points

shown in Fig. 3. It is circle-wisemanner ofmanual delineation. The serialized images
are evenly partitioned into T consecutive bands, which form the sequence as x =
(x1, x2, . . . ., xT ) and straightened version of x is given as sequential input to the
BCRNN process. Deserialization is the reverse process of serialization. In training
process, all the segmentation label images are also serialized into sequence form.

3.2.3 Recurrent Neural Network

Given an input sequence of an image as R, hidden state vector h = (h1, h2, . . . ., hT )

and output vector S = (S1, S2, . . . ., ST ) and time step as t = 1 to T . The following
equations are iterated for the time step

ht = ξ(WRh Rt + Whht−1 + bh) (3)

St = WhSht + by (4)

where,W denote recurrent neural network weight matrices, b denotes bias vector and
ξ is hidden layer function. Hidden state vector ht summarizes the information from
previous ht−1 and current input Rt , it can be exploited to infer current prediction St .
In this process, the hidden state vector ht is considered as shape knowledge of the
prostate image which is accrued from previous time steps. And, ht is used to deduce
the boundary location for current time step t by taking an extra input Rt .

It is difficult to access long-range context in RNNs. Since the information stored
in hidden layers take more time and consequently loses impact on future inference.
Therefore, Long Short-Term Memory (LSTM) module is used to enhance hidden
layer by controlling the flow of information in the network memory.

In estimating the missing parts of the boundary information are critical since
it is from multiple directions. A single LSTM stream can make information from
only one direction. For that reason, Bidirectional LSTM (BiLSTM) technique is
implemented to control missing parts of the boundary and content of information of
an image. Graves et al. [30] proposed BiLSTMmethodto acquire information from
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both directions with two separate hidden layers and these are forwarded to the output
layer. The computational of a BiLSTM at time step t are illustrated in the following
equations (Eqs. 5–7).

→
ht = ξ

(

W
x

→
h
Rt + W→

h
→
h

→
ht−1 +b→

h

)

(5)

←
ht = ξ

(

W
x

←
h
Rt + W←

h
←
h

←
ht−1 +b←

h

)

(6)

St = W→
h S

→
ht +W←

h S

←
ht +by (7)

where,
→
ht is a forward hidden states and

←
ht is a backward hidden state by iterating the

forward layer from t = 1 to T and backward layer from t = T to t respectively. The
combinations of forward and backward hidden state are shown in Eq. 7. BiLSTM can
combine with serialization and deserialization and formed BCRNN to yield accu-
rate boundary trace from various directions. Thus, BCRNN can obtain incomplete
boundary of prostate ultrasound images.

3.2.4 Multiple View Point Combination

While serializing the image from different starting points will create various shape
predictions. Thus, the serializing from different starting points may change the rela-
tive distances between context-dependent sequence elements and it brings about
slight difference in predictions. Figure 3 shown serialization with different starting
points.

As shown in the above figure, consider τc is the missing boundary scrap then
need indications from both τa−b and τd−c scrap to recuperate it. In the first step of
serialization, it conserves the relative spatial relationship among three scrap. In the
second step, destroys the continuity between τe and τd then τe has more distance
from τc. In the next step, BiLSTM needs to keep the τe information much longer
time in the memory to achieve τc. To overcome this problem, the original images are
serialized from three viewpoints andmerge the complementary boundary predictions
generatedbyBCRNNinto a shapeprediction.Thus, observingof anobject inmultiple
viewpoints is noted as multiple view point fusion.

3.2.5 Refinement by Multiscale Auto-Context

It is further embeded BCRNN with Multiscale Auto-Context scheme [31] to gain
consecutive refinement on the initial prediction by exploring the boundary infor-
mation from neighbors. In BCRNN, level k − 1 was merged with prediction map
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generated by original image and it is an input for level k. After the training of
level k – 1 and level k is trained in BCRNN model. Standard classifiers embed into
Auto-Context scheme to collect-related information [31, 32] and to control context
information from near or far ranges.

Thus, BCRNN model has the inbuilt ability to flexibly leverage context infor-
mation from near or far ranges. This capability benefits from memory are retained
dynamically by BiLSTM. BCRNN along with Auto-Context scheme and multi-
scale mechanism are implemented to obtain informative maps with strong guidance
for each level. For this process, iterative steps exploited to carry out multiscale
Auto-Context scheme are shown in Eq. 8.

yk = κ
((
xk; yk−1

)
, sk

)
(8)

where, κ ismodel function ofBCRNN, yk is the shape predicationmap from level k, sk

is the scale used byBCRNNin level k to generate the sequence of xk .Finally,BCRNN
along with multiscale Auto-Context scheme recovered the missing boundaries of the
image. The step-by-step implementation of BCRNN algorithm is exposed in Fig. 4.

The experimental analysis of the proposed techniques is depicted in the following
section.

BCRNN Algorithm for Prostate Ultrasound Image Segmentation
Input : De-speckle Ultrasound Image 
Output : Segmented Image 

Step 1: Convert image into polar coordinate
Step 2: Serialized images are partitioned into consecutive bands as

( )1,..., Tx x x=
Step 3: Segmented label images are also serialized into sequence form
Step 4: Recurrent Neural Network, the equations are iterated for the time step as 1 to t T=

( )1t Rh t h t hh W R W h bξ −= + +

t hS t yS W h b= +
Step 5: In BiLSTM, at time step t the following equations are executed

1t t t
x h h h h

h W R W h bξ → → → →

→→

−
⎛ ⎞= + +⎜ ⎟⎝ ⎠

1t t t
x h h h h

h W R W h bξ ← ← ← ←

←←

−
⎛ ⎞= + +⎜ ⎟⎝ ⎠

t t t y
h S h S

S W h W h b→ ←

→ ←
= + +

Step 6: Multi-view point combination are executed, as in the figure 3
Step 7: Multiscale Auto-context is implemented by the formula

( )( )1; ,k k k ky x y sκ −=

Step 9: Repeat steps 4 to step 7, until it satisfy the maximum number of Iterations

Fig. 4 Implementation of BCRNN algorithm
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4 Experimental Results

The various categories of TRUS prostate images are examined. The proposedmethod
is evaluated and analyzed using parameters. The performance is measured by Dice
Similarity coefficient, JI, Accuracy, Precision, Recall, and Boundary Error. The
detailed explanation of experimental analysis and implementation are depicted in
the following section.

4.1 Experimental Analysis

For experimentation, 200 ultrasound prostate images with the size of 468 × 356
are used to assess the performance of TRUS image segmentation method. Initially,
Ant Colony Optimization (ACO) method is used to remove the speckle noise and
enhance the fine details in the US images. The preprocessed image is applied in
BCRNN method to acquire exact shape of the image. The implementation details
are depicted in the following section.

4.2 Implementation Details

BCRNN has been trained with a many-to-many manner, in which direct mapping
was constructed between input intensity sequence and the boundary label sequence.
Long Term ShortMemory (LSTM)was used and it consists of forward and backward
streams with 500 hidden memory units. A Euclidean distance-based objective func-
tion has been used for training BCRNN and the network parameters are updated with
Root Mean Square Propagation (RMSProp) [33] optimizer using the Back Propa-
gation Through Time (BPTT) algorithm. The learning rate was set as 0.001 for all
levels. All computational were conducted on a computer with Intel Core i5-5200U
CPU@2.20 GHz processors.

5 Performance Evaluation

The results of the proposed method are shown in Fig. 5. The method obtains the
shape of the prostate boundary without loss for some extends. It also conquers the
best shape of the boundary than the manual segmentation.

Quantitative Analysis

Performance of the proposed work ais evaluated by evaluation matrices such as
Dice Similarity Coefficient (Dice), Jaccard Index (JI), Precision, Recall, Accuracy,
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Fig. 5 Qualitative result of the variousmethods. aOriginal image,b ground truth image, c enhanced
Image using ACO, d BCRNN, e BCRNNwith ground truth and f ACO_BCRNN, gACO_BCRNN
with ground truth

and Boundary Error. The quantitative results produced by the method BCRNN and
BCRNN with ACO for various numbers of TRUS images are tabulated in Table 1.

The average of various performance measures of the proposed segmentation
model is exposed in Table 2. From the Table 2, it is observed that the Dice Simi-
larity Coefficient (Dice) of the BCRNN_ACO is 0.9801, which is 0.11% higher than
BCRNN. The pictorial representation of Dice similarity earned byBCRNNandACO
with BCRNN is shown in Fig. 6.

The BCRNNwith ACO showed superior performance in terms of accuracy, since
the accuracy of ACO _BCRNN method is 0.1622% higher than accuracy earned by
BCRNN method. The comparison chart is revealed in Fig. 7.

The performance of ACO with BCRNN is also validated by Jaccard Index (JI).
BCRNN with ACO yielded JI of 0.9996, which is 0.0002 is lesser than the BCRNN
method. Its graphical representation is shown in Fig. 8.

The precision of BCRNN is 95.95%,which is 0.2% lower thanACOwithBCRNN
approach. The pictorial representation of precision measure is shown in Fig. 9.

The Boundary Error (BE) of proposed method is 4.0841while BCRNN method
earned 4.3255. It is observed that ACO with BCRNN method achieved less error,
which is 0.2414 lesser than ACO. It proves that the proposed method achieved more
boundary pixels. The comparison chart of the Boundary Error is shown in Fig. 10.
The recall of the proposed method and BCRNN is exposed in Fig. 11. It clearly
proved that both the methods yielded similar performance. The recall of ACO and
ACO with BCRNN is 99.96%. From the above experimental analysis, it is absorbed
that the proposed ACO_BCRNN method yields a better result that proves for better
segmentation.
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Table 2 Relative quantitative results of segmentation method

Methods Dice JI ACC Precision Recall BE

BCRNN 0.9790 0.9998 96.1266 0.9596 0.9996 4.3255

ACO_BCRNN 0.9801 0.9996 96.2888 0.9615 0.9996 4.0841

Fig. 6 Dice similarity
co-efficient result

0.978

0.9785

0.979

0.9795

0.98

0.9805

BCRNN ACO_BCRNN

Dice Similarity
Coefficient  

Dice

Fig. 7 Accuracy result

96

96.05

96.1

96.15

96.2

96.25

96.3

96.35

BCRNN ACO_BCRNN

Accuracy

Acc

6 Conclusion

Segmentation framework for prostate ultrasound images is proposed in this paper.
The TRUS image was first enhanced with Ant Colony Optimization (ACO) method
to remove the speckle noise. Subsequently, the boundary of the image was extracted
without loss by using Boundary Complete Recurrent Neural Network (BCRNN).
The expected boundary and region of interest of the prostate in TRUS image are
obtained using the proposed method. The performance of the segmented framework
is evaluated by evaluation metrics. The experimental result clearly showed that the
performance of the proposed segmented method ACO with BCRNN is superior
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Fig. 8 Result of Jacard
index

0.9995
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0.9996

0.99965
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0.99975
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0.99985
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Jacard Index

JI

Fig. 9 Result of precision

0.9585
0.959

0.9595
0.96

0.9605
0.961

0.9615
0.962

Precision

Precision

compared toBCRNN in terms ofDice SimilarityCoefficient, Jacard Index,Accuracy,
Precision, Recall, and Boundary Error. Thus the quantitative result also proves that
ACO_BCRNN is an outstanding tool for prostate image segmentation.
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Fig. 10 Performance of
boundary error
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Fig. 11 Result of recall
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A Deep Learning Approach to Detect
Lumpy Skin Disease in Cows

Gaurav Rai, Naveen, Aquib Hussain, Amit Kumar, Akbar Ansari,
and Namit Khanduja

Abstract Diseases in cows are an influential point for human concern. There are
some diseases in animals identified in the early phases that can be diagnosed and
cured in the early phases of the disease itself. The effect of lumpy skin disease
can cause large capital losses in the farm animal industry if it is not taken care of
properly. The main reason for this disease is the lumpy skin virus, and this virus is
a part of the Poxviridae family. The major symptom of lumpy skin disease is the
Neethling strain, and other symptoms are a few mild forms of circumscribed skin
nodules. These symptoms also include mucous membranes of internal organs like
respiratory organs and reproductive organs. By the infection of such disease, animals
like cattle get their skin permanently damaged. Some of the detrimental outcomes of
this disease in cows are reduction inmilk projection, infertility, poor growth, abortion
and sometimes death. In this research work, an architecture using machine learning
techniques to detect the disease is proposed. This architecture employs the pre-
trained models like VGG-16, VGG-19 and Inception-v3 for feature extraction and
then followed by multiple classifiers. The work is tested on our manually collected
dataset, and the extracted features were further classified using the classifiers like
kNN, SVM, NB, ANN and LR. Using this methodology, the state-of-the-art solution
obtaining a classification accuracy of 92.5% over the test dataset.

Keywords Feature extraction · Dataset collection · Deep learning · Lumpy skin
disease · Neural network (NN)

1 Introduction

Skin is an important part of an animal body. Lumpy skin disease (LSD) is a vigorous
disease in cows extended by biting insects. LSD is an acute noxious defect of cows
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of all ages. The LSD disease is identified by large skin knots covering all parts of
the body leading to fever, nasal discharge, spread lymph nodes and lachrymation.
Lumpy skin disease is generally found in Africa, Russia, Egypt, Oman and India.
At first, it was identified in Egypt. This disease was earlier contained in Africa and
went outside it in 1984. This disease has now moved to Madagascar and now in
countries like the Arab Gulf Peninsula and the Middle East. The countries (Jordan,
Syria, Lebanon, Turkey, Iran, and Iraq), which earlier did not have any cases of this
disease, are now also suffering economic losses [1]. Soon after this, the lumpy skin
starts to develop over the whole body or sometimes only develops around the neck,
limbs and genitals region. These lesions are first seen around circumscribed areas
around erect hairs. Around the normal skin, these lesions are found. The narrow
rings formed around these lesions are haemorrhage. These lesions cover epidermis
and adjacent subcutis [2]. The main reason for the infection is lesions on skin, but
viruses can also spread through various secretions from the body like excretions and
semen. Thereby, the potential targets of the virus are majorly targeted by physical
means from hematophagous arthropods, and this involves bites frommosquitoes and
flies and ticks [1, 2]. Transcendence and transmission capabilities of types of ticks
are also possible. Characteristic disease lesions erupt after the incubation period of a
couple of weeks after the infection under the testing circumstances, while it takes up
to 2–5 weeks in ordinary cases [3]. Unluckily, there are no particular antiviral drugs
convenient for the rectification of LSD. The auxiliary care is the only medication
available for cows. It is essential to think about the rectification of skin lesions using
wound care, sprays and the use of antibiotics to avoid secondary skin infections and
pneumonia [4]. There are various parts of the paper in which Sect. 1 is introduction,
Sect. 2 is data collection, Sect. 3 is the proposed approach, Sect. 4 is result, and
Sect. 5 is conclusion [5]. Cow images infected from lumpy disease and normal cow
image (uninfected) are given in Fig. 1.

Fig. 1 Images of lumpy skin and normal skin in cows
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Table 1 Image dataset of
cows

Types of cow Number of images

Infected from lumpy disease 132

Normal images of cow 199

2 Data Collection

The collection of dataset is an important phase because there is no dataset available
of lumpy skin disease in cows. So, we created an image dataset of cows around
300–400 images that is shown in Table 1.

Since the problem with the dataset is that it can be biased due to lack of proper
dimensions and resolution; but in this dataset, we have chosen only high resolution
and proper pixel images [6].

3 Proposed Approach

In this framework, we used deep convolutional neural networks. For extracting
features from the images, we have used the pre-trained models like VGG-16, VGG-
19 and Inception-V3. VGG-16 is amodel composed of 16-convolutional layer, 5max
pooling layers. After this, we have applied all three properly associated layers, and
RELU activation is then projected to all hidden layers. VGG-19 contains 19 layers
which comprise 16 convolution layers and three fully connected layer, one softmax
layer and five MaxPool layers. Inception-V3 is a CNN model which has 48 layers.
The pre-trained model Inception-V3 is trained on more than 1 Million images of
ImageNet database [4]. It can classify more than thousand object classes. We take
an image as input, process it and classify it in various categories [6]. In this process,
it consists of many layers in which the first layer is a convolution layer that oper-
ates the feature extraction by using filter or kernel. Since the images are nonlinear,
so to remove the linearity of images, we used rectifier linear unit (ReLU) function
[7]. Here, patches created for convolution operation and then converted in dimen-
sional array. In this convolution process, all the layers are connected, and it has 1D
inputs. Continue to the convolution process, linear transformation takes place, and
the following derivatives are backward propagation process applied fully connected
convolution layer [5].

E = (
y′ − O

)2
/2

∂E
∂O

= −(
y′ − O

)

∂O
∂Z2

= (O)(1 − O)



372 G. Rai et al.

∂Z2
∂O

= A1

Chain rule obtains the overall modifications in error with respect to the weight.
The weight matrix depends on the gradient value.

W_new = W_old − lr ∗ ∂E

∂W

Weight matrix covers the backward propagation and that applied in connected
layers and updated filters as follows:
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The step by step working of CNN is shown in Fig. 2.
The weights, which are negative, show inhibitions in connection; meanwhile, the

weights, which are positive, show excitation in connections. The following activity
of the neuron cell is shown by our model [8]. All the inputs are added and are then
updated byweights. This is linear combination. The amplitude of our function is then
calculated by our activation function. For example, the most generic output ranges
between 0–1 and −1 to 1. This step is described mathematically here in Fig. 3.

From this model, the interval activity of the neuron can be shown to be:

Fig. 2 Working of convolutional neural network
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Fig. 3 Working of artificial neural network (ANN)

vk =
p∑

j=1

wkj xi

Activation functions

The yield of the neuron (yk) would be the same as the output on the data input of
vk on the activation function. As earlier studied, activation function works the same
way as a compressing function, that is the yield of the neuron in the NN among
assured values generally 0 and 1, or −1 and 1. Commonly, we have three ways in
which activation function works, represented by �(.). The first function is known as
threshold function which gives output 0 if the input is less than zero and gives output
1 if the input is greater than or equal to zero [9].

φ(v) = 1 if v ≥ 0

φ(v) = 0 if v < 0

Secondly, the linear function takes in input in the range of 0 or 1, but sometimes,
it takes values dependent upon the amplification factor inside the region of linear
operation.

φ(v) = 1 if v ≥ 1

2

φ(v) = v if − 1

2
> v >

1

2

φ(v) = 0 if v < −1

2
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Fig. 4 Graph of hyperbolic
tangent function

Thirdly, the sigmoid function can vary between 0 and 1, and sometimes between
−1 and 1 range is more useful.

φ(v) = tanh
( v
2

)

φ(v) = 1 − exp(−v)

1 + exp(−v)

The ANN represented by us consists of all variations on the parallel assigned
processing idea. The design of every neural network established on much alike
building blocks which accomplish the processing. In next, we will discuss these
processing units and various neural network topologies (Fig. 4).

Image embedder uses different models such as VGG-16, VGG-19 and Inception-
V3 for feature extraction. We split the dataset into 75% as training data and rest 25%
as testing data [6].

We evaluate the ROC curve for the calculation of performance on our frame-
work. On X-axis “Specificity” is defined, and on Y-Axis, “Sensitivity” is mentioned.
Figure 5 represents the ROC curve on lumpy skin disease, and Fig. 6 represents the
ROC curve on normal cow images [9].

4 Results

In this section, we come upwith the final result achieved by the tests done in the above
section. In this project, we have used three scenarios. In the first scenario, Inception-
v3 is used for feature extraction, and then with the help of various classifiers like
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Fig. 5 ROC curve on lumpy skin disease

Fig. 6 ROC curve on normal cow images
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Table 2 Accuracy assessment

Feature extractor Model Accuracy AUC Precision

Inception-v3 SVM 0.830 0.876 0.830

KNN 0.698 0.848 0.738

Neural network 0.925 0.955 0.926

Na|ve Bayes 0.717 0.783 0.720

Logistic regression 0.887 0.947 0.887

VGG-16 SVM 0.848 0.889 0.857

KNN 0.848 0.906 0.854

Neural network 0.864 0.859 0.862

Na|ve Bayes 0.833 0.863 0.831

Logistic regression 0.879 0.830 0.877

VGG-19 SVM 0.765 0.842 0.807

KNN 0.765 0.882 0.780

Neural network 0.838 0.870 0.838

Na|ve Bayes 0.882 0.867 0.882

Logistic regression 0.853 0.876 0.853

KNN, SVM,ANN, LR andNB, artificial neural network gives themaximumpossible
classification accuracy of 92.5% as shown in Table 2. In the second scenario, we have
used VGG-16 for feature extraction and achieved a maximum possible accuracy of
87.9% with the help of logistic regression among all classifiers used. In the third
scenario, a 19-layer convolutional neural network (VGG-19) is used for extracting
the features and achieved the maximum possible accuracy of 88.2% with the help
of Naive Bayes among all classifiers used. By observing all the three scenarios,
we perceived the best combination is of Inception-v3 with artificial neural network
giving us the highest possible classification accuracy of 92.5% over the test dataset.
The accuracy assessment table is given (Table 2).

5 Conclusion

Deep convolutional neural network is proposed in this researchwork to predict lumpy
skin and normal skin in cows. The results demonstrate that for a given dataset, the
proposed model attains an accuracy of 92.5%. Since there is no standard dataset
available, there are many problems that can arise; but in this research work, standard
quality of the image dataset is used, due to which the proposed model attains better
performances. This model can be used in different fields of medical science like to
detect skin cancer in animals and other diseases. Moreover, it can help veterinary
surgeons to figure out animal disease problems in early stages that do not require
much manual work.



A Deep Learning Approach to Detect Lumpy Skin Disease in Cows 377

Acknowledgements We would like to express our special thanks to Dr. Ankush Mittal (300+
publications and 2 international Books) and Mr. Namit Khanduja for the proper guidance and
motivation at various stages.

References

1. Annandale C, HolmD, EbersohnK, Venter E (2013) Seminal transmission of lumpy skin disease
virus in heifers. Trans bound Emerg Dis 61. https://doi.org/10.1111/tbed.12045

2. Tuppurainen E (2017) Epidemiology of lumpy skin disease
3. Shadab M, Dwivedi M, Omkar SN, Javed T, Bakey A, Raqib M, Chakravarthy A (2019)

Disease recognition in sugarcane crop using deep learning. https://doi.org/10.13140/RG.2.2.
21849.47209

4. Aishwarya AG, Nijhawan R (2019) A deep learning approach for classification of onychomy-
cosis nail disease. https://doi.org/10.1007/978-3-030-30577-2_98

5. Varshni D, Thakral K, Agarwal L, Nijhawan R, Mittal A (2019) Pneumonia detection using
CNN based feature extraction, pp 1–7. https://doi.org/10.1109/ICECCT.2019.8869364

6. Chhabra H, Srivastava A, Nijhawan R (2019) A hybrid deep learning approach for automatic
fish classification. https://doi.org/10.1007/978-3-030-30577-2_37

7. Nijhawan R, Joshi D, Narang N, Mittal A, Mittal A (2019) A futuristic deep learning framework
approach for land use-land cover classification using remote sensing imagery. https://doi.org/
10.1007/978-981-13-0680-8_9

8. Nijhawan R, Rishi M, Tiwari A, Dua R (2019) A novel deep learning framework approach
for natural calamities detection: proceedings of third international conference on ICTCS 2017.
https://doi.org/10.1007/978-981-13-0586-3_55

9. Kozma R, Ilin R, Siegelmann H (2018) Evolution of abstraction across layers in deep learning
neural networks. Proc Comput Sci 144:203–213. https://doi.org/10.1016/j.procs.2018.10.520

https://doi.org/10.1111/tbed.12045
https://doi.org/10.13140/RG.2.2.21849.47209
https://doi.org/10.1007/978-3-030-30577-2_98
https://doi.org/10.1109/ICECCT.2019.8869364
https://doi.org/10.1007/978-3-030-30577-2_37
https://doi.org/10.1007/978-981-13-0680-8_9
https://doi.org/10.1007/978-981-13-0586-3_55
https://doi.org/10.1016/j.procs.2018.10.520


Prediction of Influenza-like Illness
from Twitter Data and Its Comparison
with Integrated Disease Surveillance
Program Data

Monica Malik and Sameena Naaz

Abstract The social networking sites are currently assisting in delivering faster
communication and they are also very useful to know about the different people’s
opinions, views, and their sentiments. Twitter is one of the social networking sites,
which can help to predict many health-related problems. In this work, sentiment
analysis has been performed on tweets to predict the possible number of cases with
H1N1 disease. The data will be collected country wise, where the tweets lie between
four ranges on which the further analysis will be done. The results show the position
of India based on the frequency of occurrence in the tweets as compared to the
other countries. This type of disease prediction can help to take a quick decision
in order to overcome the damage. The results predicted by sentiment analysis of
Twitter data will then compared with the data obtained from the ‘Ministry of Health
and Family Welfare-Government of India’ site. The data present at this site gives the
actual number of cases occurred and collected by Indian Governments “Integrated
Disease Survellience Program”. Comparison with this data will help in calculating
the accuracy of the sentiment analysis approach proposed in this work.

Keywords Influenza · Swine flu · H1N1 · Decongestants · Rapivab · Tamiflu ·
Relenza · Flomist · Zanamivir

1 Introduction

The internet is one of the vital assets that can help in the prediction of illness outbursts.
It provides a chance for low-cost time-sensitive bases to be demoralized in order
to increase the existing surveillance systems. In India, surveys are most prevalent
strategies in various fields to gauge the public sentiments with respect to diseases.
Survey-based systems are expensive and tedious process and are not reasonable
for a transferable pandemic. One of the conceivable answers to beat this issue is
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utilization of web-based social networking sites which permits quick trade of ideas,
thoughts, and data utilizing web-based applications. Online networking has been an
essential focal point of the data recovery and content mining field from the beginning,
since it produces enormous unstructured textual data and presents users relations
progressively. There are a rising number of online networking tools and a quickly
developing client base over all socioeconomics. Social networking sites have turned
out to be quick and less expensive that empowers brisk and simple access to open
data among potential clients.

There are many social networking sites which are being used worldwide and is
huge a platform for everyone to communicate like Facebook, Quora, Twitter, and
Instagram (where the emotions and views are expressed via photos and captions).
Talking about Twitter, it is one of the leading social networking sites of twenty-first
century. It’s a free of cost networking plus micro-blogging platform that allows its
huge number of users to share their views and exchange views and tweets. Twitter has
around 330 million active users every month where 500 million tweets are tweeted
per day and around 200 billion tweets per year are encountered. Useful information
about events happening around the world, the news, and everything is posted by
the users on this micro-blogging site. Social media is producing huge amount of
data. People share their views, experiences, and opinions on many different topics.
Users share their reviews on the products that they have ordered or they have used,
they share their views on current affairs, if a group wants to advertise their events
and/or campaigns then that is done by socializing on Twitter via tweets, the users tell
their opinions about the movie they have watched, they share their experiences like
the customers who have faced problems using a particular product and the problem
wasn’t resolved on multiple phonic conversations then they can post their complaint
on Twitter by mentioning their problem and the company’s name on a tweet.

Individuals look for wellbeing data for any number of reasons: worry about them-
selves [1], their family [2] or their companions [3]. Some quests are just because of
general intrigue, maybe affected by a news report or a current logical production,
and postponements in identifying the beginning of an irresistible plague brings about
a major harm towards a society. Therefore, there is solid enthusiasm for decreasing
these postponements. One approach to achieve this is through a surveillance frame-
work, which emphasizes the use of the real-time data analysis [4] which recognize
and describes unfamiliar action for further public health issues [5, 6]With the increase
in the usage of online networking sites [7, 8], for example, Twitter, screening of the
pandemic H1N1 infection has been done in [9].

In their work [10] proposed a novel procedure considering dynamic watchwords
from RSS channels which are utilized to recover tweets. Conclusion examination
and tally construct system relate to informational indexes to look at essential issues
identified with Influenza-A (H1N1) pandemic. The approach used in their paper
focuses on various parameters to locate the important data towards a specific sickness
and the general mindfulness towards it. Twitter information has been utilized to
quantify political assessment in [11], used to forecast stock returns [12], national
assumption (i.e., joy) in [13], people’s sentiments about outdoor game ‘Lawn Tennis’
in [14] and to screen the effect of seismic tremor in [4]. Comparison of traditional
epidemiology has been made with computational epidemiology in [15].
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The organization of rest of the paper is as follows: Sect. 2 discusses some of
the similar work reported in the literature. The approach proposed in this work is
discussed in Sect. 3. Section 4 gives the results and discussions which is followed by
conclusion in Sect. 5. At the end limitations of the work and future scope is discussed
in Sect. 6.

2 Related Work

Twitter is a free informal communication and a blogging platform that empowers
its huge number of clients to exchange each other’s “tweets” constrained to 140
characters. Clients decide if their tweets can be viewed by the overall population
or are limited to some predefined viewers only. The platform has more than 190
million enrolled clients and produces around 55 million tweets every day. A current
investigation of the “Twitter stream” uncovered that a generous extent of tweets
contains general discussion about various aspects of life. Despite a huge amount of
data that is not of much relevance, the Twitter stream contains helpful data [16].
Numerous current news items have been reported utilizing Twitter directly from
clients at the site [17]; Examples being US Airways flight 1549 arriving in the
Hudson River [18] or road riots amid Iran’s 2009 presidential decisions [19]. Since
tweets are regularly sent from handheld devices, they pass on more promptness than
other interpersonal interaction methods.

In the current years, there has been a considerable amount of research in the area
of online networking information. There is a restricted report towards the general
wellbeing data framework. A few authors [20] worked in the field of general public
health issues utilizing web-based social networking information.

Authors in [9, 10] proposed a technique amid the H1N1 pandemic utilizing
Twitter-based data with particular keywords. Other authors likewise utilized some
different procedures or techniques for discovering queries and keywords like Google
web search queries connected with flu epidemic. The clustering of Twitter messages
by subject and extraction of important intelligible marks for each group is utilized
by [21]. Some researchers utilized content examination and relapse models to quan-
tify and screen open concern and levels of infection amid the H1N1 pandemic
in the United States [22]. Some different sicknesses like [19] cholera is addition-
ally explored to discover the cholera flare-up. The creators additionally built up a
system that gave a measure of clients influenced by flu (swine influenza) within
a group or gathering. Machine learning procedures like SVM have been used in
[23]. Flu pandemic has been tracked by monitoring the social web in [20]. Tweets
related to dental pain have been analyzed in which may help dentists to disseminate
dental health-related information. 1000 tweets related to use of antibiotics have been
analyzed in [7] to discover sign of misinterpretation or misapplication of antibiotics.
60,000 tweets about cardiac arrest and resuscitation collected during 38 days via a set
of 7 search terms have been analyzed in [24]. Twitter data is very useful in the study
of a wide range of health-related problems [25–28]. The unstructured data obtained
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from Twitter has to be preprocessed before it can be used for any type of anal-
ysis. Authors in [29] have done text normalization by using Deep Neural Network
approach. Predictive modeling has been used by authors in [30] for prediction of
cases, deaths, and recoveries due to COVID 19.

3 Analysis Techniques for Twitter Data

Data extracted from Twitter can be used for analysis and prediction in various disci-
plines such asmedicine, engineering, biology economics, forensics, etc. [31].Various
aspects can be measured from the tweets based upon the aims and objectives of the
work being carried out. Tweets could be analyzed for carrying out sentiment anal-
ysis, for the detection of objects, for prediction or may be for content analysis [1].
Content analysis and sentiment analysis dealswith text analysis of the tweets to arrive
at some useful results. In content analysis, the text which is extracted is generally a
word related to the area of study which is used for some sort of prediction [13, 32],
whereas in sentiment analysis thewords extracted generally represent the emotions of
the people [8]. Several tools can be used for sentiment analysis. They can be broadly
classified as lexicon-based tools and machine learning based tools. A “dictionary”
of words with their sentimental meanings is required in lexicon-based tools so that
the keywords can be categorized as positive, negative or neutral [33]. Two frequently
used dictionaries are Linguistic Inquiry and Word Count (LIWC) [34] and Affective
Norms for English Words list (ANEW) [35]. This lexicon-based approach is simple
to implement, but suffers from low recall if the size of lexicon is very small or if very
few numbers of lexicon words are present in the text. Another limitation is that this
method can classify the sentiment only into three categories: positive, negative, and
neutral; but in the real-world sentiments other than these extremes also exist.

Machine learning approaches for text analysis are probabilistic in nature. In this
approach initially, a training dataset is provided which consists of sample dataset
with known positive or negative sentiment. This dataset is first used to develop a
model and then this model is further applied for text analysis of the new data items
that are the tweets. WEKA,Microsoft NLP Toolkit, and SciKitLearn are some of the
popular ML-based sentiment analysis tools.

4 Proposed Approach

The proposed strategy analyzes the data fromweb search queries and tweets. The first
step here is the recognition of queries and tweets that are pertinent to the presence of
influenza, influenza symptoms, and medication for influenza. Some important and
relevant keywords from tweets used in this work are: Influenza, Swine flu, H1N1,
Decongestants, Rapivab, Tamiflu, Relenza, Flomist, Zanamivir, etc. These tweets
have been used to find out that how many people use Twitter in different countries
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Fig. 1 Proposed approach

to share their experiences on the same. This helps to find out how these diseases are
being managed by people without going to the hospital and how it can be useful for
other users. Later, using IDSP data and Twitter data a comparison has been carried
out for the analysis of the number of cases in both the scenario. This might be of
great help to analyze how social networking sites help the patients to encounter the
starting symptoms of the disease and help to cure it. Based on this study the average
number of cases of the disease that have been resolved in India without going to the
hospital has been estimated. Also, the analysis of where India stands when it comes
to Twitter data and what is the scenario of Influenza in other countries has also been
studied and the visualization of the results obtained is presented.

Sentiment analysis is a task of NLP which is the subfield of AI (Artificial Intelli-
gence) which is used to help the machines to deal with the human languages. Naive
Bayes andDecision Tree are the bestmachine learning algorithms and are used in this
work too. Firstly, perfect data is collected from Twitter for training and testing, this
is done using the keywords which are mentioned in the python code which include
Influenza, H1N1, Decongestants, Rapivab, Tamiflu, Relenza, etc. Secondly, Textblob
is used, it is a python package that is used to do a lot of NLP tasks. It is used for
polarity and subjectivity. Polarity lies between the range of [−1, 1], discussed later
in Sect. 5 and subjectivity refers to the personal opinion, emotion, or judgment. In
the third step, the extracted tweets were stored in Elasticsearch Engine in the JSON
(JavaScript Object Notation) format for better results as the data is a lot, which needs
to be maintained in the proper format for better visualization. Also, as data is very
huge and in different languages, only English language tweets were taken out of all
the tweets. Later in the fourth step, the stored data was then visualized in Kibana,
which is an open-source data visualization and exploration tool. Kibana is used for
searching, viewing, and visualizing data indexed in the Elasticsearch and later for
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Table 1 Hashtags #cold #H1N1 #Decongestants

#Flu #Influenza #influenzavaccine

#virus #flushot #influenzab

analyzing the data via pie charts, histograms, bar charts, tables, and maps. Figure 1.
Explains the steps of the proposed approach in a flow diagram.

A detailed explanation of the various tools and techniques is given below.

4.1 Data Gathering

Tweepy API has been used here to collect the tweets related to H1N1 in order to
understand the opinion of Twitter users about this disease. In order to do this firstly an
account was created on Tweepy API and this was then linked to our Twitter account.
33,120 tweets were extracted in this manner and theywere stored in a database. Some
of the hashtags used to retrieve the tweets are given in Table 1.

4.2 Data Preprocessing

The first step in preprocessing was removal of all the irrelevant data such as stop
words, URL’s, special characters, symbols white spaces, etc. The second step was
removal of all the words which were not English language words, as the current
research work is working only for English words.

4.3 Generation of Polarity

The data obtained from the Tweets are an unstructured data. The words present in
these Tweets is used to determine its polarity which has numerical value associated
with it between−1 and 1. Negative value implies negative sentiment, positive value
implies positive sentiment, and a value of zero means neutral sentiment. Subjectivity
is another parameter which has its value in the range of 0–1. A value near 0 means
that the tweet is based on factual data, whereas a value near to 1 means that it is
mostly based upon public opinion. Textblob Python library has been used in this
work to calculate the polarity and subjectivity.
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4.4 Machine Learning Model

The final step involved is classification using Machine Learning approach. Naïve
Bayes and decision tree supervised learning techniques have been used here. The
pre-processed dataset was used to build a model using tenfold cross-validation for
the two classifiers and the performance of the two was measured using accuracy as
the parameter.

After prediction using the above approach, the resultswere comparedwith the data
available at IDSP. The IDSP data is easily accessible from the ‘Ministry of Health
and FamilyWelfare-Government of India’ site, i.e., www.idsp.nic.in. The keymotive
of this web portal is to maintain and strengthen the decentralized laboratory-based IT
facilitated disease surveillance for the rampant prone disease to observe the trends of
the disease and to detect and respond to the epidemics in the initial stage via Rapid
Response Team (RRTs). This data is updated every month and provides previous
year data also in the pdf format. In this work, first this data has been converted into
CSV format using python code and then has been visualized using POWER BI. In
both the cases it has been observed that there is a huge difference between the number
of cases encountered in twitter data and IDSP data.

5 Results and Discussions

This work is done to predict Influenza, when a person is suffering from Influenza
or who has recovered, let’s say posts something on Twitter which might include the
symptoms, precautions, or the medication then the tweet is very useful. If something
bad is written in the tweet it shows the tweet is negative polarity and a person is/was
infected. If something good is written then it shows the tweet is positive and a person
has recovered from the illness and the tweet might include the precautions, cure, and
medication also.

The program was run for approximately 30–32 h which means one and a half-day
and the number of tweets/cases encountered were 33,120 in total. The number of
Tweets remaining after preprocessing was 14,530. The polarity was sub-divided into
four ranges and the number of tweets encountered in these four ranges is shown in
Table 2.

Table 2 Sentiment
assignment to various tweets

Polarity Range Count

−1 to −0.5 1273 (8.95%)

−0.51 to 0 5461 (38.38%)

0.1–0.5 6331 (44.49%)

0.51–1.0 1165 (8.19%)

http://www.idsp.nic.in
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Table 3 Number of cases
(approx.) encountered per day
using Twitter and IDSP data

S. No. Cases per day by Twitter
data

Cases per day by IDSP
data

1 43 21

The performance of the classifiers was evaluated and it was found that Naïve
Bayes achieved an accuracy of 89.36% and Decision Tree achieved an accuracy of
92.49%. Hence, it can be said that Decision Tree has performed better than Naïve
Bayes.

Furthermore, out of the total tweets 65 of them were encountered in India. Based
on this result the average number of cases per day has been estimated as 43 using
the sentiment analysis approach. As per IDSP data, the number of cases from 1st
January 2018 to 22nd April 2018 (81 days) was 1678. This results in an average of
21 cases per day.

It can be seen from here that there is huge difference between the results obtained
from both method. This is depicted in Table 3.

5.1 Visualization of Twitter Data Using Kibana

Figure 2 shows the polarity ranges of the tweets within the range of –1 to 1. Which
is further sub-divided into 4 ranges like between –1 and –0.5, –0.51 to 0, 0.1–0.5
and 0.51–1. But here, the proposed research work has intended to use 2 ranges –1 to
0 and 0.1–1. As the analysis is about negative and positive tweets only.

Fig. 2 Number of Counts in the polarity range table
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The ranges are the sentiments obtained from the tweets. For more accuracy, the
data has been classified into four ranges here. The sentiments here are classified
based on the views of the people in the tweets.

Figure 3 shows the number of counts based on the locations where the tweets
were posted. The counts are in the tabular form and the data is further visualized on
the graph.

Figure 4 shows location-wise Bar Graph depicting the number of counts based
on the location world-wide. As it can be seen here the number of counts in India is
65 and is on 21st position.

Fig. 3 Number of counts based on the location

Fig. 4 Location wise bar graph
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Fig. 5 Overview of number of total cases to number of total deaths in INDIA

5.2 Visualization of IDSP Data Using Kibana

Figure 5 depicts the number of total cases to the number of total deaths in the period
of 81 days in India. The cases registered under IDSP were found to be 1678 and
number of total deaths was 176. The data was of 29 states and 7 union territories
from 1st January 2018 to 22nd April 2018.

Figure 6 shows the number of cases state/UT wise. In Telangana state it has 16
cases which is 0.95% of total cases as on 22nd April 2018. The maximum number
of cases were encountered in Rajasthan. This shows that the one of the most affected
parts of India when it comes to influenza is Rajasthan. The number of cases encoun-
tered in Rajasthan is 1343 but analysis of Twitter data shows that there would be a
greater number of cases in the future. To overcome this a strict step should be taken
to minimize the problem in the coming days.

Figure 7 shows the number of cases state/UT wise. In Uttar Pradesh state it is
seen it has 3 death cases which are 1.7% of total deaths as on 22nd April 2018.
Again, the number of death cases in Rajasthan is maximum as the cases encountered
here were maximum. It’s a matter of serious concern for India. The facilities should
be provided, and medications should be provided as soon as possible to reduce this
number.

Figure 8 Depicts the results presented in Table 1 in the form of a graph. The
results obtained from the analysis show that there is a huge difference between IDSP
data and Twitter data. Results obtained from Twitter data show approx. double the
number of cases as reported by IDSP. The difference depicts how the Twitter data



Prediction of Influenza-like Illness from Twitter Data … 389

Fig. 6 State/UT wise count of cases

Fig. 7 State-wise count of deaths
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Fig. 8 Number of cases
encountered in Twitter data
and IDSP data
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can be beneficial in providing quick review and feedback on influenza-like illness
without going to hospitals. Similarly, if anyone had posted anything about COVID-
19 in early stages there is a possibility that it could have been very beneficial in taking
preventive measures more efficiently and in making medication for it

6 Conclusion

Twitter offers a platform for various discussions and opens doors for observation
of general wellbeing of the people. In this work, people’s opinions were studied
about H1N1. The sentiment analysis of Twitter data was carried out and the accuracy
obtained usingNaïveBayes andDecisionTreewas 89.36%and 92.49%, respectively.
A comparison of the IDSP data for seasonal influenza in India from 1st January 2018
to 22nd April 2018 with the twitter data is done. The results obtained here can give
quick feedback or reviews on side effects for swine influenza, prevention strategies
used by the users and their reviews about the drugs ormedications they took. This data
and result could be used for taking preventive measures from the disease prediction
by government and health organizations by giving more supply in a particular region
which will enhance their business too. Also, the outcome supports that the utilization
of online networking for the following disease will be used for knowing the public
health in the society more accurately and will be able to resolve the problem in a
shorter period.

7 Limitations and Future Scope

The results obtained in this work are very interesting and encouraging. Asmentioned,
web was used and found the views of the people and their perceptions for certain
diseases via their tweets. Tweets were extracted which matched to the defined
keywords. But in different regional languages the flu may be called something else
and the usersmight havementioned the disease in their own language.As this research
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did not look for those keywords therefore those tweets were not extracted, so this
research is limited for language English only. Another limitation is, the tweets are
limited to specific length and that is maximum140words. The tweets don’t have rele-
vant information in 140 words, the data in the tweet contains very less facts/figures
and doesn’t offer much data to work upon.

As mentioned above two limitations were observed. One limitation was regarding
the extraction of the data from the Twitter which is being posted in some other
language which doesn’t match the mentioned keywords. So, one of the future scopes
of the work is to have more accurate and relevant data, and for that one needs to have
a surveillance system that detects such tweets also, and one can look forward in the
future to work upon this for better results. The second limitation was about how the
tweets are limited to 140 characters and are not relevant enough for themore accurate
analysis purpose. So, another future scope is, the detections could be improved with
simple grammatical analysis along with other recognized classification techniques.
Last year, Twitter also said they will be extending the length of the characters in the
tweet. That might be very helpful to work upon and extract more relevant data.
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Review of Denoising Framework
for Efficient Removal of Noise from 3D
Images

Anand B. Deshmukh and Sanjay V. Dudul

Abstract An image is a distributed amplitude of colors on a plane. An imagemay be
in the form of two-dimensional image or three-dimensional image. Such images are
compiled using optical sensors like camera and are processed using various image
processing tools for better visualization. Purpose of the image processing is not
limited for better visualization, but it is extended to remove noise from the captured
image. Noise is a random variation of brightness, contrast and color pallets in an
image. In the present discussion through review of denoising framework for efficient
removal of noise from 3D images, different filters which are used so far for removal
of noise are discussed. The research work is further extended by designing novel
denoising framework for efficient removal of noise from the 3D image.

Keywords Denoising · Gaussian filter · Impulse filter · Spectral filter · Rician
filter · Synthetic image · Gray scale image and color image

1 Introduction

An image is collection of number of rows and columns of pixels. Pixel is the
smallest element in the image. They are represented by 1’s or 0’s in binary image
or small integer value if it is gray image or color image. Accordingly images are
two-dimensional and three-dimensional.

Images are either acquired using optical sensors like camera during which noise
signal gets added in an image. On the other side, the images are transferred through
possible media like wired or wireless transmission using different communication
protocol which again causes noise introduction. Introduction of noise signal causes
degradation in quality of an image. To recover maximum original information in an
image, it is significant to use effective methodology for removing noise signal from
an image. Technique used to remove unwanted signal from an image is known as
denoising technique.
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There are different types of noise added into an image with different level. In
the present research work, exhaustive review is carried out on various noises such
as speckle noise, impulse noise, Gaussian noise and Rician noise along with an
innovative approach for noise removal from an image is disclosed.

1.1 Understanding the Noise

Noise is generally represented as a random variation of color and brightness infor-
mation in an image [1]. There are different sources of noise from which it can be
added into an image like in case while acquiring through optical sensors like camera
or scanner. Other possible source of noise in an image is at the time of processing an
image for transmission like compressing, encoding and other significant steps or at
the time of transmission of an image using a different communication protocol [2].

Noise signal exists in different levels. Noise can range from almost imperceptible
pixel spot to a radio astronomical image which remains completely noisy fromwhich
very small amount of information or even sometimes no information can be retrieved.

Gaussian Noise
The Gaussian noise arises mostly during image acquisition. Significant reasons for
Gaussian noise are heat, random illumination and electronic circuit noise. Primarily
the optical sensors used for image acquisition tends to heat up due to the surrounding
temperature and due to the amount of current they draw from battery source for own
operation, this causes loss of information in an image. Poor illuminating conditions
at the time of image capturing cause inherent noise in an image. The third signifi-
cant reason is that electronic circuit noise. It is caused due to internal and external
sources. External sources include radio frequency transmitters and receivers, nearby
conductors, ignition system and many other possibilities. Internal reasons include
faulty components, age of the component like lens and many other significant things
[3].

Gaussian noise is uniformly distributed over an image. It causes each pixel on an
image to be a sum of pixel value and Gaussian noise signal value. Mathematically,
Gaussian noise can be represented as

PG(z) = 1

σ
√
2π

e− (z−μ)2

2σ2

where

P is the probability density function,
z represents the gray level,
μ mean value,
σ standard deviation [4].
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Impulse Noise
An image is captured using optical sensors. When light signal misaligns with the
sensors it creates a noise. Whenever an image is transmitted on communication
channel, due to the external noise, image becomes noisy. Such type of noise is called
as impulse noise. Due to imperfection in converter designs might introduce impulse
noises [5]. Impulse noise can be seen unsubstantially as white spots of pixel in dark
area of the image or dark spot of pixel in bright area of the image.Whenever a positive
spike arrives having value greater than the value of surrounding pixels then that pixel
appears as white spot. On the other hand, if the noise spike has value smaller than
the value of surrounding pixel, then that pixel appears as dark spot [6]. For effective
removal of impulse noise median filter [7] or morphological filter, [8] can be used.

Mathematically, impulse noise can be represented by

yi j =
{
smallest impulse vale or highest impluse value(
xi j

)

where

yij noisy image pixel,
xij uncorrupted image pixel [9].

Speckle Noise
Noise is random variation in pixel values, and this adjust the actual content of the
image. Addition of such pixels in an image leads to form a noisy image. Out of
the different categories of the noises, the noise which occurs due to environmental
conditions is speckle noise. It occurs at the time of procurement while capturing
the image [10]. Speckle noise is generally observed in medical images and RADAR
images.

Mathematically, speckle noise can be represented as,

G = e + n ∗ e

where

G speckle noise,
e input image,
n uniform image noise with mean and variance [11].

Rician Noise
Rician noise occurs in low signal-to-noise ration regions and it is a signal dependent
noise. Rician distribution occurs when an image is exposed to resonance. Due to this,
random fluctuations are observed. It also causes signal dependent which may reduce
the contrast of an image. Wavelet and other different methodologies and algorithms
are used to eliminate the Rician noise.
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2 Recapitulating Image Denoising

Noise is the random variation in amplitude of pixel in an image, as compared with
the neighborhood pixel values. This corrupts the information which an image is
carrying with it. For optimized working and perfect investigation of an image, true
image quality with zero noise inclusion is required. The process of extracting the
false contents in an image to restore the original image quality is called as denoising.
Various authors have reported various novel algorithms, filtering techniques and
methodologies for denoising.

Gaussian Denoising
Manyu Wang and Shen Zeng proposed an image denoising method based on Gaus-
sian filter. The proposed algorithm learns from the weighted average thoughts of
particle filter. In the novel technique of noise removal instead of considering only
gray information of the image, gray information along with image structure informa-
tion is also considered for denoising which gives enhanced denoising [12]. Figure 1
discloses the outcome of the proposed method, as reported by the authors.

Tanzila Rahman et al. proposed a reduced the Gaussian noise using fuzzy filter
in their research work. A 3 × 3 filtering window with 8 neighboring pixels are used
to calculate the input image. In this to calculate the percentage of corruption of an
image, the input image is divided by 8. Because of this, 8 neighboring pixels can be
easily calculated. For color image instead of directly processing, the individual color

Fig. 1 Experimental results for the proposed method
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Fig. 2 Architecture of the proposed system

components R, G and B are processed separately and finally concatenated to get the
final output image [13].

Kun He et al. proposed a technique to remove the Gaussian noise completely than
to reducing it. Further, in the proposed technique, the pixels are categorized based
on the local continuous smoothing in the image, into three classes, on noise point,
on noise edge and in the local texture. At the second stage, according to the local
continuity and the texture property, edge information and the texture information are
extracted. This helps to locate the noise point precisely. In the final stage of denoising
Gaussian noise, adaptive neighborhood is used to eliminate the noise point [14].

Kai Zhang et al. investigated the development of feed forward denoising CNN
model to remove the noise. Improvised training process and denoising performance
residual learning and batch normalization techniques are adopted. Through the
proposed algorithm removes the buried clean image due to which it can denoising
super-resolution and deblocking can be handled. Further authors claimed to have
architecture capable of blind Gaussian denoising [15] (Fig. 2).

Florian Luisier, Thierry Blu andMichael Unser proposed an optimalmethodology
for thresholding algorithms to remove theGaussian andPoissonnoise. In thismethod-
ology, the denoising process is considered as linear expansion of the threshold which
is optimized by mean squared which is obtained through non-Bayesian approach
[16].

Muthukumar et al. propose a restoration algorithm for color image suffering from
Gaussian noise and impulse noise. In this technique, median filters with architectural
data are used to identify impulse noise pixel. Gaussian noise is removed by utilizing
the total variation minimization algorithm. The proposed method is claimed as effec-
tive technique for restoring an image while retaining the structural information and
visual details [17].

Takayuki Hara and Haike Guan disclose an algorithm for denoising color image
without degrading the information content in an image at promising speed. Research
work utilized maximum posterior prediction is used which is based on Gaussian
model. The correlation in the color components is reduced along with computational
complexity due to non-iterative filtering and matrix operations [18].

Dinh-Hoan Trinh et al. reported the issues due to Gaussian and Poisson noise
in medical images and introduced patch-based learning approach for noise removal.
Regression model is used for denoising which removes noise based on nearest neigh-
bors of an infected pixel group. A set of k-nearest neighbors is used to learn the
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regression model and performs denoising effectively in highly noise affected images
[19].

Mrs. C. Maithili and Dr. V. Kavitha suggested a filtering technique by consid-
ering three primary colors to be filtered separately followed by gain adjuster unit to
compensate the overall gain and then combine the three module outputs together to
form an image [20].

Impulse Denoising
Hemant Kumar Aggarwal and Angshul Majumdar disclosed denoising technique for
hyperspectral images. The optimization problem is framed for the noise function
in the hyperspectral images and it is removed using spatial correlation between the
images. The other optimization issues are resolved using Split Bregman technique,
and the denoised hyperspectral image is claimed to be superior than previously
reported techniques [21].

Hakran Kim, Seongjai Kim proposed diffusion-based denoising method to deal
with impulse noise. A novel impulse moving anisotropic diffusion filter is designed
which regulates the impulses andmax andmins without disturbing neighboring pixel
amplitudes [22].

Nasar Iqbal, Kashif Ahmad and Waleed Shah Jehan disclosed a technique to
denoise an image using adaptive median filtering in which the infected pixel is
replaced by median value of 3 × 3 window. Technically, the clean pixels are used
to calculate the median values and it is used to replace the noisy neighbor pixel.
Outcomes are claimed to give optimized mean square error, peak signal-to-noise
ratio and universal quality index [23]. The subsequent Fig. 3 discloses the relation
between PSNR and noise densitywhich is reported in the researchwork experimental
analysis.

Bo Xiong, Zhouping Yin discussed universal denoising framework based on non-
localmeans filtering.Denoising is pursued in detection andfiltering stages. For detec-
tion of the impulse infected pixel, outlyingness ratio is used which is followed by
dividing all pixels into four clusters depending on outlyingness ration value. Subse-
quently, to precisely detect the infected pixels iterative model and fine coarse to fine
strategy are utilized. To filter the impulses, a reference image is introduced to extend
the NL means. Outlyingness ratio and NL means are combined and proposed as a
denoising and restoration model. The proposed technique claimed to achieves high
peak SNR and improved image quality by efficiently removing impulse, Gaussian
and mixed noise [24].

Snigdha Tariyal et al. utilized interband spectral correlation along with intraband
spatial redundancy in their research work in transform domain as a thin representa-
tion. Set of transform coefficients are used to represent the intraband spatial redun-
dancy and rank deficient matrix is used to model the interband spectral correlation.
Proposed work achieved better optimization performance by utilizing Split Bregman
technique [25].

Dev R. Newlin, C. Seldev Christopher discussed denoising technique for impulse
noise affected image through adaptiveweighted interpolation alongwith edge sensing
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Fig. 3 Relation of PSNR and noise density

and adaptive window size. The claimed architecture promises better restorationwhen
the performances are compared with existing filtering models [26].

S. Indu and Chaveli Ramesh denoise an image using image fusion technique. In
this technique, multiple images are fused together while retaining the information
contents of the individual image. To denoise an impulse, the uncorrupted pixels of a
noisy image from different sensors are combined together [27].

AngshulMajumdar et al. address the issue in noise affected hyperspectral images.
Joint-sparsity promoting dictionary and blind compressed sensing framework
dictionary is suggested in the research work for denoising [28].

Speckle Denoising
Meenal Gupta and Amit Garg discovered a technique to preserve the edges and
to minimize the speckle noise. The technique reported in the research work is built
using detail preserving anisotropic diffusion and optimized Bayesian non-local mean
filters. The outputs of the filters are combined using homogeneity map, which differ-
entiates homogeneous and edge region of the image. Through the proposed technique
improved SNR and edge keeping index are claimed [29].

Latha Parthiban and R. Subramanian uncover speckle denoising using contourlets
to attain improved SNR performance. Contourlet transform is the two-dimensional
transform developed for image processing in discrete and continuous domain. This
algorithm helps to restore the images to the level that makes diagnostically relevant
image content. Using the proposed technique, superior performance in terms of
speckle suppression and edge preservation is achieved [30].
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Amit Garg and Vineet Khandelwal discovered a method for speckle denoising
using combined approach of bilateral filter and detail preserving anisotropic diffu-
sion. The local coefficient of dispersion which is estimated through flexible window
is used to frame a binary classifier map in the research work. The superiority of the
proposed technique is modeled around PSNR, SNR and EKI parameters [31].

Celia Barcelos, Luciana Vieira disclose a method which identifies the noise pixel
and its location using a function which controls the smoothness velocity and adjusts
the fidelity [32].

MohammadRahman,MithunKumar, B. Borucki, K. S. Nowinski uncover a novel
technique for speckle denoising of ultrasound images. The proposed technique uses
vector triangular formula as an extra energy reduction function. In this technique,
the energy of pixel is considered for identifying noisy pixels, if the energy of pixel
which is calculated using vector triangular formula. Noise pixels are observed if the
calculated pixel is less than that pixel in terms of distance energy. By optimizing the
additional energy for functional operation the noise pixel energy is balanced [33].

Tsuyoshi Murakami, Koichi Ogawa disclose a technique for speckle denoising of
optical coherence tomography (OCT) images. In this technique, wavelet transform
is used for image restoration. The signal-to-noise ratio is claimed to be increased to
25 dB [34].

Somkait Udomhunsakul and Pichet Wongsita disclose a method for restoring an
image infected from speckle noise using combine approach of Weiner filter theory
and wavelet transformwhile maintaining the information contents. In this technique,
2D discrete transform of logarithmic image is calculated followed byWeiner filtering
over sub-band areas. Subsequently, inverse wavelet transform and inverse logarithm
are computed. For parameter evaluation, MSE and EP are used [35].

Raul Malu Gan, Romulus Terebeu, Christian Germain, Monica Bordal, Mihaela
Ciulariu proposed classical signal processing technique that is independent compo-
nent analysis method for speckle denoising. In this technique, sparse code shrinkage
algorithm based on independent component analysis is applied. Inverse of the
unknown mixing matrix is estimated using fast ICA algorithm. This is followed
by application of shrinkage operator for each determined component [36].

Celia Barcelos, Luciana Vieira reveal the use of variational method to suppress
speckle noise. In this technique, location of noisy pixel is detected by a function
controlling the smoothness and adjusts the fidelity. The proposed model claimed to
be faster and perfectly remove the speckle noise while retaining the image quality
[37].

Rician Denoising
Debajyoti Misra, Subhojit Sarker, Supriya Dhabal and Ankur Ganguly disclose the
use of genetic algorithms for the use of denoising an image sufferingRician noise. The
speckle noise is arising mainly due to low SNR, and genetic algorithm is used in the
proposed rectifies the real and imaginary data before magnitude image construction.
Crossover and adaptive mutation are combined in the experimental model which
attains better convergence and robustness [38].
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Robert D. Nowakuncover’s wavelet domain filtering method to denoise Rician
noise from in image addressing to the random variations in the signal and noise.
Through this approach, random fluctuations in the contrast occurrences in an image
can be regulated efficiently [39].

Herng-Hua Chang et al. disclose a post-acquisition denoising algorithm to regu-
late the randomfluctuations and suppress bias introduced due to theRician noise. The
proposed filtering technique considers median, radiometric and geometric compo-
nents to replace the intensity values of neighboring pixels. An entropy function is
associated with the neighboring pixels along with parameter automation scheme to
balance the interferences through FMFs [40].

Efstathios Sotiriou et al. report the issues due to magnetic resonance images
which swiftly outperforms Rician denoising high resolution images. This approach
is attained by designing hardware architecture of the proposed algorithm. The images
are segmented and processed in pipeline.Due to this novel approach, the non-infected
pixels can be bypassed from the processing steps [44].

Xinji Liu and Tao Dai proposed principal component analysis (PCA) with local
pixel grouping (LPG)-based denoising model focusing on low noise levels of image.
Authors have introduced a guide image and addressed the issues of robustness and
high noise through PCA transform estimation. Blockmatching is performed between
noise image and guide image for PCA transform estimation [41].

Erik Bochinski et al. proposed a sparse image representation model through regu-
larized gradient decent training of steered mixture of experts. Instead of Gaussian
mixture model trained by expectation maximization, gradient descent optimization
is used as primary training object in the proposedmodel provided better performance
in terms of sparsity and robustness [42].

Han Guo and Namrata Vaswani have reported the issues in video denoising
through dynamic video layering. Proposed work introduced a novel layering
denoising which reduces the noises and corrupted videos using sum of low rank
matrix plus a sparse matrix. Authors further claimed that better performance can be
achieved if the video is first decomposed into two layers, and the denoiser is applied
on each layer separately [43].

3 Proposed Denoising Technique

Through the literature survey, it is evident that most of the techniques promising to
have denoising framework are considering cases in which an image is contaminated
by single noise signal. However, it is found that in practice, an image is contaminated
with multiple noise type. To address this issue, a novel technique of denoising an
image contaminated with multiple sources is disclosed. In this initiative, speckle
noise, impulse noise, Rician noise and Gaussian noise are considered. Considering
the characteristic of the noise signals Gaussian filter and impulse filter are grouped
together while Rician and speckle filters are grouped together. While filtering an
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image, noisy pixels contaminatedwith individual noise ormixed noises are processed
by the filter.

To demonstrate the effectiveness of the algorithm, different noise signals are added
from 10 to 60% as individual and mixed noise signal. The filtering is performed on
color, synthetic and gray image.

4 Conclusion

In this researchwork, the reviewof various filtering techniques is presented.Different
filtering techniques, algorithms and hardware approaches are proposed to restore the
images contaminated with different types of noises like speckle noise, impulse noise,
Rician noise and Gaussian noise. It is observed that different reported techniques are
giving solutions to the individual or double noise component. However, an image
can be contaminated with multiple noises. To address this issue, a novel filtering
framework is proposed which considers the possibility of an image contaminated
with different noises at a time. To demonstrate the robustness of the noise signal,
different filters are operated in different combinations. Through the proposed tech-
nique, significant parameters like MSSIM, SSIM, MAE, execution time and PSNR
can be appreciably optimized.
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Algorithmic Trading Using Machine
Learning and Neural Network

Devansh Agarwal, Richa Sheth, and Narendra Shekokar

Abstract Machine learning models are becoming progressively predominant in the
algorithmic trading paradigm. It is known that a helpful data is taking cover behind the
noisy and enormous information that can give us better understanding on the capital
markets. There are multiple issues, which are prevalent as of now by including the
overfitting model, irrelevant/noisy data used for training models due to which the
efficiency of the existing models fail. In addition to these problems, the existing
authors are facing issues with the dispersion of daily data, poor presentation, and
the problems faced with too much or too little data information. The main objec-
tive in this undertaking is to discover a technique that choose gainful stocks ordi-
narily by mining the public information. To accomplish this, various models are
assembled to foresee the everyday return of a stock from a lot of features. These
features are built to be more dependent on the cited and outside information that is
accessible before the forecast date. Numerous sorts of calculations are utilized for
anticipating/forecasting. When considering machine learning, regression model is
implemented. Neural networks, as a wise information mining strategy and profound
learning methods are valuable in learning complex types of information by utilizing
the models of regulated learning, where it progressively learns through datasets and
experience. Because of high volumes of information produced in capital markets,
machines would master different designs, which in turn makes sensibly great predic-
tions. In the current proposed venture, LSTM model is utilized through RMS prop
optimization for anticipating future stock estimations. Also, feed forwardmulti-layer
perceptron (MLP) is utilized along with recurrent network to foresee an organiza-
tion’s stock worth by depending on its stock share price history. The cycle in the
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financial exchange is clearly with a ton of vulnerability, so it is profoundly influ-
enced by a great deal of numerous elements. Nonetheless, the outcomes acquired
show that the neural networks will outperform the existing one-dimensional models.

Keywords Algorithmic trading ·Machine learning · Neural networks ·
Multi-layer perceptron (MLP) · Recurrent network · Overfitting models · LSTM

1 Introduction

A trader can “play” the stock exchange by utilizing the forecast models over an
assessment period. The financial specialists will utilize a technique educated by the
given model with which they would then be able to compare the straightforward
methodology of purchasing and holding the stock over a whole period. Develop-
ment of the stock market can likewise be anticipated by technical analysis [1]. The
two fundamental parts of technical analysis are cost and volume, and based on that
two information, the entire securities exchange can be anticipated. Stock market
development is only a blend and match of mathematics and human brain science,
and technical analysis is mainly about these two attributes. When the market moves
positive individuals contribute expecting a further sure development, however, when
little downtrend is seen individuals book benefits expecting, little produced benefits
would be lost. At the point when the market goes down, individuals hold feeling
that they would exit if the market falls further. They normalize it out and accord-
ingly increment their misfortunes. The right route is to cut the misfortunes by putting
right plug misfortunes and include more stocks with the benefits while keeping up
following stop misfortunes.

Trading requires a ton of consideration and sensitivity to the market. Experienced
brokers depend on numerous wellsprings of data, for example, news, verifiable infor-
mation, yearly reports, and insiders. Risk is high and many are factors should have
been thought of [2]. Hence, some financial organizations depend simply onmachines
to make trades. Stock value developments are to some degree monotonous in nature
in the time arrangement of stock prices. The expectation highlights of the framework
attempt to foresee the stock return in the time arrangement esteem via preparing the
model or investigating the graphs pattern of specialized indicators, which includes
delivering a yield and rectifying the mistake that implies a machine with rapid web
associations can execute many trades during a day making a profit from a little
distinction in prices. Machine learning in account has become more conspicuous
as of late because of the accessibility of huge measures of information and more
moderate computing power. It challenges existing acts of displaying and model use
and drives an interest for pragmatic answers for how to deal with the intricacy relating
to these techniques. Machine learning includes giving data samples to an algorithm,
normally obtained from previously valid samples. The information tests consist of
factors called indicators, just as target variables, which is a normal outcome. The
calculation utilizes the indicator factors to foresee the objective variables. Leading
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banks and other organizations are sending AI to smooth out their cycles, advance
portfolios, decline risks, and guarantee advances in addition to other things.

Neural networks have been utilized progressively in various business applications,
including anticipating and promoting research arrangements. In certain zones, for
example, risk prediction or fraud detection, they are the unquestionable pioneers. The
significant fields in which neural networks have discovered application are monetary
activities, venture planning, trading, business analysis, and maintenance of products.
Neural networks can be applied beneficially by a wide range of traders, so in case
you are a trader and you have not yet been acquainted with neural network, this paper
will take you through this technique for specialized investigation and tell you the best
way to apply it to your trading style. Neural networks are cutting edge in software
engineering. They are basically trainable algorithms that attempt to imitate certain
parts of the working of the human mind. This gives them a remarkable, self-training
capacity, the capacity to formalize unclassified data, and, above all, the capacity to
make gauges dependent on the authentic data they have at their disposal. A significant
confusion is that neural networks for an anticipating tool that can offer counsel on the
proper behavior in a specific market circumstance. Neural networks do not make any
estimates. Rather, they investigate value information and reveal openings. Utilizing
a neural network, you can settle on an exchange choice dependent on completely
analyzed information, which is not really the situation when utilizing customary
specialized investigation strategies. For a genuine, thinking trader, neural networks
are a cutting-edge device with incredible potential that can identify unobtrusive
non-direct interdependencies and examples that different techniques for specialized
investigation cannot reveal.

Conventional strategies, for example, logistic regression and classification, are
based on linear models, while neural networks are self-changing techniques depen-
dent on training information, so they can tackle the issue with a little information
about its model and without compelling the forecast model by including any addi-
tional assumptions. Also, neural networks can discover the connection between the
information and yield of the framework regardless of whether this relationship may
be extremely convoluted on the grounds that they are general function approximators.

One of the major problems faced while implementing the machine learning algo-
rithms was the overfitting problem. Overfitting refers to a model that models the
training data too well. It happens when a model learns the detail and noise within the
training data to the extent that it negatively impacts the performance of the model on
new data [3]. This suggests that the noise or random fluctuations within the training
data are picked up and learned as concepts by the model. The matter is that these
concepts do not apply to new data and negatively impact the model’s ability to gener-
alize. Overfitting is more likely with nonparametric and nonlinear models that have
more flexibility when learning a target function. This problem can be considerably
solved using the classical and modern deep learning approach [4]. The principal
objective of the venture was to consider and apply neural networks that are more
productive in anticipating the cost of a stock when contrasted with many machine
learning algorithms [5]. An attempt to use six learning algorithms on tata consultancy
services dataset, threemachine learningmodels consisting of support vector machine
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(SVM) and linear, logistic regression versus two deep learning models including
multi-layer perceptron (MLP), Elam recurrent network and long short-term memory
(LSTM) is used. The paper has proposed a prescient model based on neural networks
for foreseeing stockmarket changes. Tests show that the prediction error of thismodel
is around 1.5%. The structure of the paper is organized thusly. Related documents
and studies are presented in Sect. 2. The process of building the dataset and dataset
evaluation is described in Sect. 3. In Sect. 4, it is shown how to apply linear, logistic
regression and SVM, MLP, recurrent network, and LSTM for this task. The experi-
mental stock prediction results are analyzed in Sect. 5. Conclusion and future work
are deduced in Sect. 6.

2 Related Works

Paper name Author Advantages Limitations Inference

Introduction to
financial
forecasting [6]

1. Yaser S.
Abu-Mostafa

2. Ammir F.
Atiya

The linear models
act well. The
linear
classification
model and linear
regression give
comparative
outcomes here.
The regression
approach and
classification
approach both
can catch the
basic differences

The supporting
vector machines
do not act
alright. One
potential
explanation is
that for these
incredibly loud
information,
direct basic
models can act
better. SVM
classifier’s
presentation is
particularly
awful

It exhibits the
utilization of
hints calculation
for foreign trade
exchanging over
a time of
32 months
It additionally
talks about the
fundamental
methodology for
gauging
information and
examines the
loud idea of
financial
information

(continued)
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(continued)

Paper name Author Advantages Limitations Inference

Predicting stock
market returns
with machine
learning [7]

1. Alberto G.
Rossi

Boosted tree
regression
outperforms those
created by
benchmark
models as far as
both mean
squared mistake
and directional
precision. They
additionally
create gainful
portfolio
assignments for
mean-change
financial
specialists even at
the point when
market erosions
are represented

Number of
questions with
respect to their
precision as the
greater part of
the regressors
considered are
extremely
diligent, making
measurable
deduction not
exactly clear.
Data snooping
around might be
a wellspring of
concern if
specialists are
trying for a wide
range of model
particulars and
report just the
factually critical
ones

A
semi-parametric
technique known
as boosted
regression trees
(BRT) is used to
gauge stock
returns and
unpredictability
at then month to
month recurrence
based on
enormous
arrangements of
molding data
without forcing
solid parametric
presumptions,
for example,
linearity or
monotonicity.
Results
recommend that
the connection
between
indicator factors
and the ideal
portfolio
allotment to
unsafe resources
is exceptionally
non-straight

(continued)
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(continued)

Paper name Author Advantages Limitations Inference

Predicting stock
prices using data
mining
techniques [8]

1. Qasem A Al
Radaideh

2. Adel Abu
Assaf

3. Eman Alnagi

The resultant
classification
exactness from
the decision tree
model is not
exceptionally
high for the
preparation
information
utilized, and it
fluctuates from
one organization
to another.
Organization’s
presentation in
the financial
exchange is
influenced
by news about the
organization,
money related
reports, the
general
presentation of
the
market, political
functions, and
political choices

The resultant
classification
exactness from
the decision tree
model is not
exceptionally
high for the
preparation
information
utilized, and it
fluctuates from
one organization
to another.
Organization’s
presentation in
the financial
exchange is
influenced
by news about
the organization,
money related
reports, the
general
presentation of
the market,
political
functions, and
political choices

To choose the
better planning
for purchasing or
selling stocks
dependent on the
information
extricated from
the authentic
costs of such
stocks, choice is
taken dependent
on decision tree
classifier
. The CRISP-DM
strategy is
utilized over
genuine
authentic
information of
significant
organizations

Neural networks,
financial trading,
and efficient
markets
hypothesis [9]

1. Andrew
Skabar

2. Ian Choete

Free from data
snooping.
Incorporated
exchanging cost
of 0.1% per
exchange, which
is at present the
estimated
commission for
web-based
exchanging

These
boot-strapped
tests contain
similar
dispersion of day
by day returns as
the first
arrangement,
however, do not
have any
sequential
reliance present
in the first.

Centrality of the
profits
accomplished is
finished utilizing
bootstrapping
strategy
An exchanging
technique reliant
on recorded
value
information can
be utilized to
accomplish
returns in a way
that is better than
those
accomplished
utilizing a
purchase and
hold procedure.

(continued)
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(continued)

Paper name Author Advantages Limitations Inference

Neural network
forecasts of
Canadian stock
returns using
accounting ratios.
[10]

1. Dennis Olson
2. Charles

Mossman

Neural network
outperforms
relating
conventional
regression
strategies. It
selects only most
noteworthy,
positioned stocks,
or those with the
most elevated
likelihood of
having returns

There are
drawbacks from
introducing
either an excess
of data (OLS
assessment
models) or too
little information
(binary logit
models)

The
backpropagation
neural network,
which considers
non-direct
connections
among
information and
yield factors,
outperforms the
best regression
options for both
point assessment
and in ordering
firms expected to
have either high
or low returns

Artificial neural
network approach
for stock price
and trend
prediction [11]

1. Nasimul
Hasan

2. Risul Islam
Rasel

Two assessment
measures, mean
average
percentage error
(MAPE) and root
mean square error
(RMSE) and
proposed
models—1 day
ahead, 5 days
ahead, and
10 days ahead are
utilized in this
investigation to
expand precision
and limit mistake

Just windowing
administrator
was utilized in
this research for
information
preprocessing
step, and the
examination was
planned
dependent on
just the New
York stock
exchange

Artificial neural
network (ANN)
is utilized
alongside
windowing
administrator
which is
profoundly
proficient for
working with
time arrangement
information for
anticipating
securities
exchange cost
and pattern. With
his technique, it
can create a
reasonable
outcome with a
small error

3 Methodology

In the setup, the anticipation of the pattern of the stock in a particular day is attempted.
Also, one can foresee the specific return of a stock in regression setup. For straight-
forwardness, the first attempt is using direct models as follows: classification model
using the logistic regression and the regression model using the linear regression.
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At that point, actualize SVM models (classifier and regression) for implementing
conceivable nonlinear conventionswhich use kernel.Anyway, usedmodel is dynamic
instead of fixed, contingent upon the date at which a return is to be anticipated.

Analysis of regression starts with an historical dataset in which the objective
qualities are known to create the valuation work. After the valuation capacities are
resolved, theywould then be able to be applied to the dataset as a piece of the forecast.
Linear regression aims at modeling a relationship between two variables to predict
a pattern. In this model, the TCS dataset is loaded and picked the target variable.
Once the target variable is picked, training and validation process is performed. A
specific ratio is used for this process. After this, the linear regression algorithm is
used to predict the stock price. This is confirmed using the validation close and the
prediction close values.

Logistic regression is a strategy for making predictions when the needy variable
is polarity, and the independent factors are ceaseless and additionally discrete. The
upside of logistic regression is that through the expansion of a suitable connection
capacity to the typical direct relapse model, the factors may either be persistent or
discrete or anymix of the twokinds, and they donot really have ordinary distributions.
The stock qualities are then anticipated utilizing the producedmodel from the training
dataset. The yield is given as a likelihood score which has range from 0 to 1. If the
anticipated likelihood score is more than 0.5 in this investigation, at that point, those
stocks are considered to have a rising pattern and make a benefit in future [12].
Therefore, as a result, if the stock has a high probability, go long on it.

The SVM utilizes a gaussian part and was improved over sigma and the edge clas-
sifier utilizing cross validation. The preparation of the SVM requires three bound-
aries: C-cost of misclassification, lambda, and a kernel [1]. When the calculation
cycle begins, the information is taken care of to the model. The assessment of this
model returns two vectors: the determined appropriate activity for each assessed day
and the level of having a place for every one of the dissected classes (being just two:
a buy or a deal). Joining these two yields restores a vector of qualities from the reach
[−1, 1] that assigns the chosen request for each testing day. This vector is advanced
utilizing the improvement module. In the optimization cycle, it is observable that the
SVM will in general have better outcomes in anticipating the down moving periods,
anyway the wonders get returned in the up moving one [13].

Multi-layer perceptron neural networks are the Levenberg–Marquardt error back
propagation,wherein the organization learns the variation in the informational collec-
tion and uses gradient as well as Jacobean for performance measure to legitimize
loads of the networks the converse way concerning the slope vector of error work
which is generally a regularized entirety of squared error [14]. It uses gradient as
well as Jacobean for performance measure.

For anticipating the direction of changes of the qualities in the following day,
none of these techniques are superior to the basic straight regression model. But the
error of the forecast of themeasure of significant worth changes utilizingMLP neural
organization is less than linear regression strategy [14]. Also, when the feed forward
MLP neural organization predicts the heading of the progressions effectively, the
measure of progress is totally near the genuine one.
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Recurrent neural networks (RNNs) unlike the multi-layer perceptron (MLP) take
contributions from two kinds of sources, one is from the present and the other is
from the past [1]. To prepare Elman organization, the error backpropagation with
momentum and adaptive learning rate is utilized. The loads of the organization in this
calculation are changed by slope (with momentum), past change in the organization
loads, and learning rate [14]. Data obtained from such sources is to be utilized for
displaying networks response to the fresher arrangements of input information. This
is conceivable with criticism loops wherein yield at any case can be taken as a contri-
bution to its resulting example. This implies RNN needs memory. Each contribution
with its gigantic heaps of information should be put away in certain layers of RNNs.
This stored information or data is recursively utilized in the organization as it will
be swept forward for managing more current models.

Long short-term memory (LSTM) is just a model of recurrent neural networks;
these networks are more grounded in recognizing just as learning in longer term
conditions. Ordinary RNN includes a straightforward organization alongside feed-
back circles, while LSTM comprises memory squares or cells instead of a solitary
organization layer. Each cell comprises three gates just as a cell state machine which
controls information moves through such cells [1]. The LSTM model can be tuned
for different parameters, for example, changing the quantity of LSTM layers, adding
dropout esteem, or expanding the quantity of epochs to further identify whether the
stock price will go up or down.

4 Proposed Model

In this paper, two sorts of strategies, linear regression and LSTM recurrent network,
are utilized to foresee an organization’s stock price dependent on its stock share
value history. The test results show that the use of LSTM recurrent network is
more encouraging in anticipating stock worth changes instead of linear regression
technique.

The model which is proposed has a block diagram as shown in Fig. 1.
Figure 1 comprises of stacking a dataset, choosing an objective variable, preparing

and approving the dataset, applying the Linear regression/LSTM recurrent network,
and subsequently making the stock forecast.

Stacking the dataset is the beginning measure for this cycle. For this undertaking,
tata consultancy services (TCS) dataset is utilized, considering its stock cost from
November 2013 to March 2020. The dataset comprises of the accompanying credits:
date, open, high, low, close, adjusted close, volume, and the normal of high and low
cost of the day.

The open and close segment shows the beginning and the consummation esti-
mation on that specific day. High and low section represents the most noteworthy
and the least noteworthy which the stock has reached on that specific day. Volume
segment speaks to the quantity of shares exchanged.
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Fig. 1 Flow of proposed
model

The subsequent stage is choosing an objective variable. Since all the benefit and
damage count is normally founded on the shut value, close is picked as objective
variable. Once the dataset is stacking and the objective variable is fixed, the dataset
is prepared and approved.

The regression model returns a condition that decides the association between
the independent factors and furthermore the variable quantity. The condition for
regression is composed as:

Y = θ1x1 + θ2x2 + · · · + θnxn

In the equation above,x1, x2, . . . , xn represent the independent variables while
the coefficients, θ1, θ2, . . . , θn represent the weights. The dataset is arranged in an
ascending order and afterward made a different dataset with the goal that any new
component does not get influenced by the main information. After this, the linear
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Fig. 2 Illustration of LSTM model

regression model is utilized, and forecasts are made. Presently, the subsequent model
is the neural organization LSTM model for foreseeing stock cost.

Figure 2 shows the basic architecture of LSTMmodel which has been used in this
project. Our justification is because LSTM can store past information that is remark-
able and ignore the information that is not. LSTM can add or take out information
to the cell state, obliged by structures called gates. Gates are used for, then again,
letting information through. Passages are made of a sigmoid neural net layer and a
point-wise duplication movement.

This model, LSTM has three entryways:

• The input gate: The information entryway adds data to the cell state.
• The forget gate: It wipes out the information that is not, now required by the

model.
• The output gate: At LSTM, it chooses the data to be appeared as yield.

Sequential is utilized for presenting the neural organization, and this model incor-
porates the LSTM layer, dropout for thwarting overfitting with dropout layers, and
dense to incorporate an associated related neural association layer.

For information normalization to scale the readiness dataset, estimator scale is
used with numbers some place in the scope of zero and one. The LSTM layer is
incorporated with the going with contentions: 50 units are the dimensionality of
the yield space, whether to return the last yield in the sequence is fundamental
for stacking LSTM layers, so the following LSTM layer has a three-dimensional
arrangement input, and information shape is the condition of the planning dataset.
To mastermind the model, the Adam optimizer is used for learning parameters and
set the loss as the mean squared error. From that point forward, the model is fitted to
run for 20 epochs (the ages are the events the learning count will work through the
entire planning set) with a batch size of 32.

Prior to predicting future stock costs, the test set is adjusted by solidify the train
set and the test set on the 0 pivot, set 60 as the time step again, use estimator scale,
and reshape data. By then, inverse transform places the stock expenses in a regular
significant affiliation.
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Henceforth, this model is utilized to anticipate stock cost and furthermore can
be tuned for different limits, for instance, changing the amount of LSTM layers,
including dropout regard, or expanding the quantity of epochs.

5 Experimentation

In this project, two algorithmic models were implemented, LSTM and linear
regression.

Algorithm 1 Pseudo code for algorithmic Trading using LSTM model

Input: x_train, y_train, x_test, y_test

Output: Accuracy

1. Procedure: LSTM MODEL (x_train, y_train)
2. Parameters: batchSize = 32; num_epochs = 20; verbose = 2
3. Model = Sequential ()
4. Two hidden layer Stacked LSTM-Regardless of whether to restore the last yield

in the output sequence or the full sequence
model.add(LSTM(100, return_sequences = True))
model.add(LSTM(units = 50))

5. Dense Layers-This layer is connected to the LSTM layers of the model and is
often used to output the prediction.
model.add(Dense(1))

6. Compile Function-It is an effectiveness step. The optimizer calculation is used
to prepare the organization and the loss work is used to assess the organization
that is limited by the optimization calculation.
model.compile(loss = ’mean_squared_error’, optimizer = ’adam’)

7. Fitting a model
8. Model Evaluation
9. End Procedure

Above is the pseudo-code for the algorithm used. The environment on which
the code was run is google colab (jupyter notebook environment) in addition to the
libraries sklearn and keras.

6 Result Analysis

Here, 70/30 ratio for splitting the data into training and validation set is used, that is,
70%of the datawill be used to train themodel, and 30%will be used to validate.More
training data is essential since it implies themodel sees moremodels and accordingly
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ideally finds a superior solution. This method is adopted since the dataset used is
enormous, and it covers the data for the past 7 years.

In Figs. 3 and 4, the orange line depicts the close values for the training dataset, the
blue line shows the validating close values, and the yellow line depicts the predicted
close value for the same validating close dataset. Linear regression is a basic method
and very simple to decipher, yet there are a couple of clear hindrances. One issue
in utilizing regression calculations is that the model overfits to the date and month
segment. It can clearly be seen that the predicted close value for the LSTM model
is much more accurate than that of the linear regression model. This can further be
confirmed using the rms values for each.

Fig. 3 Regression model prediction

Fig. 4 LSTM model prediction
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Fig. 5 RMS linear regression

Fig. 6 RMS LSTM model

Figures 5 and 6 show the root mean square of both the models. First one being the
linear regression model and the second one being the LSTMmodel. The RMS value
of the linear regression model is 426 in comparison to the 48 RMS of the LSTM
model. Since, the RMS value of the LSTM model is much lesser than that of linear
regression model, once again it is proved that the neural networks model is much
more accurate than the linear regression model.

7 Conclusion

The proposed model considers two algorithms, which can be used for algorithmic
trading, liner regression, and long short-term memory (LSTM). It has been success-
fully shown that the LSTM model gives promising results in comparison with the
linear regressionmodel. Themajormerit of this work is that major speculations in the
market can be curbed down by using these algorithms. Since, the proposed model
uses a machine to learn from the past data and hence it predicts the stock prices,
where it can do a better job at it, as compared to humans.

8 Future Scope

Later on, an attempt to discover strategies that give more steady forecasts can be
performed. The proposed research work intends to apply other recently proposed
techniques of machine learning and deep learning models, which are more current
in the field of AI research and professed to have great speculation capacity because
of the use of enormous edge ideas. From the point of view of machine learning,
it strives at blending various models on the train models with more information
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consistently. From a neural network perspective, different models can be coordinated
on the equivalent dataset. Moreover, subsequent to getting the outcomes from every
implemented model, it may be well-demonstrated with which models are remaining
as the most productive. Further, after the thorough comparison of machine learning
and neural network models, it is desired to segregate and come up with sector-wise
algorithms.
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Analysis on Intrusion Detection System
Using Machine Learning Techniques

B. Ida Seraphim and E. Poovammal

Abstract Intrusion detection system [IDS] is a significant base for the network
defence. A huge amount of data is generated with the latest technologies like cloud
computing and social media networks. As the data generation keeps increasing,
there are chances that different forms of intrusion attacks are also possible. This
paper mainly focuses on the machine learning (ML) techniques for cyber security in
support of intrusion detection. It uses three different algorithms, namely Naïve Bayes
classifier, Hoeffding tree classifier and ensemble classifier. The study is performed on
emerging methods and is compared with streaming and non-streaming environment.
The discussion on using the emerging methods and challenges is presented in this
paper with the well-known NSL_KDD datasets. The concept of drift is induced in
the static stream by using the SEA generator. Finally, it is found that the ensemble
classifier is more suitable for both the environments with and without concept drift.

Keywords Intrusion detection · Cyber security · Data mining ·Machine learning ·
Naïve bayes · Hoeffding tree · Ensemble classifier

1 Introduction

With the tremendous increase in the usage of Internet, network security is remaining
as the need of the hour. The traditional security techniques like firewall, user authen-
tication and data encryption will provide the first security defence line [1]. This first
line of security will not be enough to provide the required security. The second line of
security is recommended and that can be provided by the intrusion detection system
(IDS). The combination of these two lines of security enhances the overall network
security.
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An intrusion detection system (IDS) is a device or software that is used to detect
or monitor the existence of an intruder attempting to breach the network or a system
[4]. The security and the communication of digital information in a secure manner
are more important due to the tremendous growth and usage of the Internet. The
major issue of the industry, government and commerce worldwide is the intrusion.
An IDS that provides a fast and precise alert to the intrusion is the need of the hour.

Security information and eventmanagement (SIEM) system centrally collects and
alerts the network administrator about the malicious activities or policy violations.
An IDS monitors the network or system for the intrusion. The output is combined
using SIEM from multiple sources, and the false alarm filtering method is used to
differentiate between malicious attack and false alarm.

Intrusion detection system scope ranges from simple antivirus software to hier-
archical systems that monitor the entire network’s traffic. An IDS is classified into
two types based on architecture as a host-based intrusion detection system (HIDS) or
network-based intrusion detection system (NIDS) [4]. HIDS identifies intrusion by
analysing system calls, application logs and file system modifications. NIDS iden-
tifies intrusion by analysing and examining network traffic, network protocols and
network data for suspicious activities. Based on the detection mechanism, an IDS
can be classified into two types as anomaly-based IDS and signature-based IDS.
Signature-based detection identifies the attack by observing the patterns, signatures
and comparing those patterns and signatures with the already stored signatures. A
signature is a pattern that describes the attack or exploits that are well known [3]. The
new signatures need to be updated regularly in the databases. The signature-based
detection technique is not suitable for novel attacks.

Anomaly-based detection identifies malicious events by finding the deviation of
the monitored traffic from the normal profile. The previously unseen (legitimate)
system behaviours may be considered anomalies because there is an increase in the
false alarm rate (FAR). This is the main weakness of the anomaly-based detection
technique. Three main limitations contribute to network security challenges [2]. 1.
The volume of the network data is huge. 2. Monitoring must be in-depth to improve
efficacy and accuracy. 3. The diversity of data navigating through the network, and
the number of different protocols is used. Figure 1 shows the basic workflow carried
on to detect the intrusion in the data.

The NSL_KDD dataset is taken for the analysis. It is the benchmark dataset taken
from Canadian institute of cyber security. The dataset has 41 attributes, and the final
attribute is the class attribute that shows whether the instance is normal or anomaly.
The dataset is uploaded to the massive online analysis framework, and the whole
dataset is split into test and train data. Then, the chosen machine learning techniques
are applied in non-steaming and streaming environment. In streaming environment,
the algorithms are applied to stream with and without concept drift. Finally, the
performance measure like accuracy, kappa and time is evaluated.
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Fig. 1 Basic workflow diagram

2 Related Work

The main aim of an intrusion detection system (IDS) is to find the abnormal
behaviours inside and outside the network.

Authors Title of the paper Algorithms used Dataset Remarks

Asmah Muallem
et al. (Jounal of
Information
Security, 2017)

Hoeffding Tree
Algorithms for
Anomaly
Detection in
Streaming
Datasets: A
Survey

Hoeffding tree
Restricted
Hoeffding tree
Accuracy
Updated
Ensemble

KDD Cup’99
NSL-KDD

Handling
anomalies in
stream
environment [10]

Prof. Dr. P. K.
Srimani et al.
(Wseas
Transactions on
Computers,
2016)

Mining Data
Streams with
Concept Drift in
Massive Online
Analysis
Framework

Naïve Bayes
classifier

Synthetic dataset
generator
algorithms
Benchmark
dataset
electricity, airline
and forest cover
dataset.

Naïve Bayes
gives less
accuracy. Kappa
values are less,
and time
consumption is
more [16]

(continued)
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(continued)

Authors Title of the paper Algorithms used Dataset Remarks

Preeti Mishra
et al.
(IEEE
Communication
Surveys &
Tutorials, 2018)

A Detailed
Investigation and
Analysis of using
Machine Learning
Techniques for
Intrusion
Detection

Decision Tree
ANN
Naïve Bayes
Classifier
SVM
Genetic
Algorithm.

NSL-KDD Challenges
1. Requires lot

of data for
training and
classification

2. Complexity in
training huge
amount of
data

3. High
performance
hardware
required for
training [4]

Yasir Hamid
et al.
(International
Journal of
Network
Security, 2018)

Benchmark
Datasets for
Network Intrusion
Detection: A
Review

K-NN Classifier Full KDD99,
Corrected KDD,
NSL-KDD, 10%
KDD, UNSW,
Caida, ADFA
Windows, UNM
Dataset

Ensemble
algorithms can
still improve the
accuracy [17]

Ketan Sanjay
Desale et al.
(IEEE
International
Conference on
Computing
Communication
Control and
Automation,
2015)

Efficient Intrusion
Detection System
using Stream Data
Mining
Classification
Technique

Accuracy
weighted
Ensemble
Naïve Bayes
Hoeffding Tree
Accuracy
Updated
Ensemble

NSL-KDD 1. Hoeffding
Tree gives
less accuracy
in less time.

2. Accuracy
Weighted
Ensemble
gave high
accuracy but
took more
time [8]

Ngoc Tu Pham
et al.
(ACMW,
Brisbane,
Australia, 2018)

Improving
Performance of
Intrusion
Detection System
using Ensemble
Methods and
Feature Selection

Bagging and
Boosting
combined with
tree-based
algorithms (such
as J48, Random
Forest, Random
Tree, REPTree

NSL-KDD 1. Single dataset
was used to
evaluate the
classifiers.

2. Accuracy can
be improved
further [7]

Lidong Wang
(Journal of
Computer
Networks 2017)

Big Data in
Intrusion
Detection System
and Intrusion
Prevision System

Reviewed
different data
mining and
machine learning
techniques

KDD Cup’99 Biggest
challenge is the
Real time
monitoring [18]

(continued)
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(continued)

Authors Title of the paper Algorithms used Dataset Remarks

Kai Peng et al.
(Special Section
on Cyber
Physical Social
Computing and
Networking,
IEEE Access,
2018)

Clustering
Approach Based
on Mini Batch
K-means for
Intrusion
Detection System
Over Big Data

K-Means
Mini Batch
K-means

KDD Cup’99 1. K-means
cannot
effectively
determine
which K value
is best.

2. PMBKM
– effective
when both K
value is small
and big [6]

3 Machine Learning (ML) Techniques

There are two different categories of machine learning (ML) techniques, namely
supervised and unsupervised learning. Supervised learning is that in which labelled
instances are used for training the model. Supervised learning uses an input variable
(x1) and an output variable (y1), and it uses a classification algorithm to learn the
mapping function between input and output [9]. Equation 1 shows the mapping of
the input and output function.

y1 = f (x1) (1)

Supervised learning problems are further classified into classification and regres-
sion problems. Classification models are those in which the class label is known. The
classificationmodel tries to learn the inference from the set of labelled instances used
for training. The classificationmodels are trainedwith the labelled instances; the new
instances’ class is predicted using that trained model when a new instance comes.
Naïve Bayes algorithm and random forest are some of the examples of classification
algorithms.

Another category of the machine learning algorithm is the unsupervised learning
technique. In unsupervised learning, training takes place in the unlabelled data.Unsu-
pervised learning uses only the input variable (x1), and it has no corresponding output
variable [9]. Based on the similarity of patterns, the outcome is predicted. Clustering
is a kind of unsupervised learning technique. K-means algorithm and DBSCAN
algorithm are some of the examples of unsupervised learning algorithms.
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3.1 Classification Techniques

Classification is a supervised learning algorithm. Naïve Bayes algorithm and
Hoeffding tree algorithm are some of the supervised learning algorithms that are
used for the comparison in streaming and non-streaming environment. The classifi-
cation model tries to learn the inference from the set of labelled instances used for
training. The pre-trained model is used to predict the class label of the new instance.

3.2 Naive Bayes Classifier

Naïve Bayes algorithm is a kind of supervised machine learning classifier. It is the
simplest and the popularly used classifier algorithm that is based on Bayes theorem.
Naïve Bayes classifier assumes the occurrence of a particular feature in a class that is
completely independent of the presence of any other feature. Naïve Bayes classifier
is very simple and easy to build, and it is mainly very useful for larger datasets. It
is called Naïve because it simplifies the assumptions on the attributes. The Naïve
Bayes algorithm is called a probabilistic algorithm, and it is given by Eq. (2).

p

(
c j
x j

)
= p

(
x j/c j

)
p
(
c j

)
p
(
x j

) (2)

p
(
c j
x j

)
= Posterior probability gives the probability of c j occurring when given

the evidence that x j has already occurred.
p
(
c j

) = Prior probability of the class means that probability that c j occurs.

p
(
x j

c j

)
= Prediction probability of a class means that probability of x j occurring

given the evidence that c j has already occurred.
p
(
x j

) = prior prediction probability of a class means that probability that x j

occurs.
The error rate in the Bayes classifier is comparatively lowwhen compared to other

sophisticated models.

3.3 Hoeffding Tree Classifier

Hoeffding tree classifier is a kind of decision tree classifier. The decision tree algo-
rithm is the most widely used algorithm. A decision tree is a tree structure that
contains a root node, branches and leaf node that is used to predict the unlabelled
instances. Hoeffding tree classifier is an incremental decision tree classifier that is
capable of handling the massive data streams. In the traditional decision tree, the
entire dataset is scanned to find the splitting criteria.
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In the Hoeffding tree algorithm, instead of looking into the previously-stored
instances, it waits and receives enough instances and then decides the splitting criteria
for the root node [10]. Hoeffding tree entropy is given by Eq. (3)

ε =
√

R2 ln /δ

2ni
(3)

The parameter R is the range of the random variable, δ is the desired probability of
the estimate not being within ε of its expected value and n is the number of instances
collected at the nodes [15].

3.4 Ensemble Classifier

Ensemble learning is used to improve the efficiency of the machine learning tech-
niques by combining several base learners. This model gives a better efficiency when
compared to the single classifier models. The ensemble technique is a kind of meta-
algorithms that combines several ML techniques into a single predictive model that
is used to decrease the variance, bias, and to improve the prediction accuracy of
data [13]. The ensemble classifiers come under any one of the two categories, such
as bagging or boosting. Resampling techniques are used to get different training
samples for each classifier [14]. Bagging uses the concept of bootstrap samples, so
it is named bootstrap aggregating. Bagging is used to generate multiple classifiers
that are independent of one another [14]. In contrast, boosting assigns weights to the
samples generated by the training dataset. Figure 2 shows the generalized ensemble
model.

Fig. 2 General ensemble classifier model. Source Wikimedia Commons
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4 Attack Type Classification

Network and host-based attacks are becoming more prevalent nowadays. Hackers
try to bypass security by misusing the already existing weaknesses in the network.
The hackers disturb the network’s normal functioning by sending a huge number of
packets that floods the network, and they scan the network for vulnerabilities [4].
The attacker tries to find out the vulnerability in the network protocols or security
devices like firewalls, intrusion detection systems and access to the network. The
attackers can access the network or a host system by using sophisticated tools such
as Nmap, Scapy, Metasploit, Net2pcap, etc. [4]

4.1 Data Description

The dataset used for the analysis is the NSL_KDD dataset, the extended version
of the KDD CUP 99 dataset. In the NSL_KDD dataset, all the duplicates are
removed. Figure 3 shows the taxonomy of attack classification. This NSL_KDD
dataset contains 41 features, of which 10 features are basic, while the next 12 features
are called content features, and the rest 19 features are called traffic features [11].

Table 1 gives name of the attack and corresponding type of attack that are present
in theNSL_KDDdataset based on the categories. Even though there are four different
categories of attacks, namely denial of service (DOS) attack, probe attack, user to
root (U2R) attack and remote to local (R2L) attack [12]. The NSL_KDD dataset has
only two classes, normal or anomaly. The anomaly class encompasses the instances
from all the four categories of attack.

Fig. 3 Taxonomy of attacks.
Source Preeti Mishra [4]
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Table 1 List of attack based
on attack categories

Name of the attack Type of attack

back DOS attack

buffer_overflow U2R attack

ftp_write R2L attack

guess_passwd R2L attack

imap R2L attack

ipsweep Probe attack

land DOS attack

loadmodule U2R attack

multihop R2L attack

neptune DOS attack

nmap Probe attack

perl U2R attack

phf R2L attack

pod DOS attack

portsweep Probe attack

rootkit U2R attack

satan Probe attack

smurf DOS attack

spy R2L attack

teardrop DOS attack

warezclient R2L attack

warezmaster R2L attack

4.2 Denial of Service (DOS) Attack

DOS attack makes the resources unavailable to the legitimate users by denouncing
access to the information or services provided [5]. For example, a hacker can send
several requests to access a specific resource or any running service instance. The
server is flooded with several service requests and fails to offer genuine users the
needed services. Smurf attack, ping to death attack, mail-bomb and SYN flood attack
are examples of DOS attacks [4].

4.3 Probe Attack

Probe attack on scanning gets to know the information about the network or a system.
A probe attack is also called a scanning attack. Probe attack is one of the major
issues in cyber security. The attacker uses the known vulnerabilities and sends a
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large volume of scan packets to gain complete information about a network or a
host. The attacker uses specialized tools such as Nmap, satan, saint, etc., to gain the
information [4]. Depending on the way of gathering information, scanning can be
active scanning or passive scanning. Ipsweep, SYN scan, UDP scan and reset scan
are some of the examples of probe attacks.

4.4 User to Root (U2R) Attack

User to root attack in which the exploits are used to gain the root access to the system
by the unprivileged local user. Buffer overflow attack, Ffbconfig attack, Perl attack
and Rootkits are some of the examples of the user to root attack. Rootkits give a
hidden way for the hackers to escape the root privileges provided by the system.
Rootkits allow hackers to hide suspicious processes by installing software, namely
sniffer, keylogger, etc. [4]

4.5 Remote to Local (R2L) Attack

Remote to local attack uses the group of exploits to get unauthorized access to the
local machines. There are many ways in which the attacker gains legitimate privilege
to the system. Dictionary/Guess password attack, FTP write attack, Xlock attack and
Imap attack are some of the examples of remote to local attack [4].

5 Performance Evaluation

Thealgorithm’s efficiency ismeasuredusing theperformancemeasures like accuracy,
precision, recall, and false alarm rate (FAR). An instance in an intrusion detection
system can belong to either normal or anomaly. The confusion matrix is an N by
N matrix used to measure the efficiency of machine learning classification models.
The N specifies the number of instances in target classes. The actual targeted values
are compared with the values predicted by the machine learning models. Figure 4
displays the confusionmatrix used for the performance evaluationof the classification
techniques.

The confusionmatrix is given by four different values like true positive (TP), false
positive (FP), false negative (FN) and true negative (TN).

True Positive (TP): It is the number of actual attack instances that are appropriately
classified as attacks.

False Positive. (FP): It is the number of normal instances that are wrongly
classified as an attack.
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Fig. 4 Performance evaluation using confusion matrix. Source Analytics Vidhya

True Negative (TN): It is the number of normal instances that are appropriately
classified as normal.

False Negative (FN): It is the number of attack instances that are wrongly classified
as normal.

Accuracy (A)

Accuracy is one of the performance measures used in machine learning techniques.
Accuracy tells the number of instances correctly classified as normal or anomaly by
an algorithm. Accuracy is given by Eq. (4).

A = TP+ TN

TP+ FP+ TN+ FN
(4)

Precision (P)

Precision is one of the performance measures used in machine learning techniques.
Precision tells how many of the correctly predicted instances actually turns out to be
positive. Precision is given by Eq. (5)

P = TP

TP+ FP
(5)

Recall (R)
A recall is also one of the performance measures used in machine learning tech-

niques. Recall tells how many of the actual positive cases can be predicted correctly
by the model. The recall is given by Eq. (6)
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R = TP

TP+ FN
(6)

False Alarm Rate (FAR)

False alarm rate is also one of the performance measures used in machine learning
techniques. FAR tells how many correct instances are classified incorrectly as
malicious instances. FAR is given by Eq. (7)

FAR = FP

FP+ TN
(7)

6 Analysis of Machine Learning (ML) Techniques
Performance on Intrusion Detection

The experiment is performed using the NSL_KDD benchmark dataset. The exper-
iment is performed using the massive online analysis (MOA) framework, an open-
source frameworkwritten in JAVA.MOA ismainly used to handle large data streams.
MOA is mainly used to perform the analysis of static and dynamic data streams. The
machine learning algorithms like Naïve Bayes and Hoeffding tree algorithm are used
for the analysis. The performance of these algorithms is compared in both streaming
and non-streaming environment. The performance metrics like accuracy, time and
kappa values are compared, and inference is drawn.

The NSL_KDD dataset contains four different categories of attacks. All these
categories are classified under a class called an anomaly, and another class is called
normal. Figure 5 shows the number of instances under the normal and anomaly class.
From the figure, it is clear that there is a balance between the normal and anomaly
instances. This shows that the dataset used is not biased.

The heat map is the two-dimensional matrix representation of information. The
colours are used to represent that information. A heat map is mainly used to represent
both simple and complex information. The heat map helps visualize values concen-
tration in finding the patterns and getting a deep perspective about the instances. The
heat map is generated for all the feature variables. This is a powerful way to visu-
alize the relationship between the variables in the high-dimensional space. Figure 6
shows the correlation heat map of the NSL_KDD dataset. This shows the relation-
ship between the feature variables that are present in the NSL_KDD dataset. Darker
colour takes higher values, and lighter colour takes lower values. This shows the
correlation among the features in the dataset. The values in the heatmap range from
-1 to 1. The value is close to 1 when the features are highly correlated, and value
close to -1 shows the features are less correlated. The negative values in the heatmap
show the features are negatively correlated, and the positive values are positively
correlated. As the colour intensity increases that shows how strongly the variables
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Fig. 5 Counts of normal and anomaly instances of a dataset

Fig. 6 Heat map of NSL_KDD dataset

are correlated either it can be positively or negatively corelated. In Fig. 6, the feature
‘num_outbound_cmd’ shows empty white boxes with no values this means that
removing this feature has no impact on others. The diagonal values of the matrix
carry 1 except ‘num_outbound_cmds and there are correlations between the same
columns. Thus, from the heatmap, it is more evident that all the features are important
in constructing the model.

The experimental setup uses the NSL_KDD dataset in a non-streaming and
streaming environment. The static stream is generated using the MOA framework.
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MOA is an open-source GUI-based framework designed in JAVA [15].MOAhandles
stream data from static and evolving data streams. The comparison is made with
three different categories of algorithms. The Naïve Bayes classifier is a probabilistic
classifier, Hoeffding tree is a kind of decision tree classifier, and the Ensemble clas-
sifier. The whole dataset is divided into an 80:20 ratio. 80% of the data is used for
training, and 20% of the data is used for testing. The algorithms are applied for
the static dataset, static stream with and without concept drift. The comparisons
are made based on performance generated by these algorithms. Figure 7 shows the
sample screenshot of MOA environment that runs task concurrently and compares
the results. MOA displays the results at the bottom of the GUI. It compares two
different tasks. The red colour represents the current task, and blue colour represents
the previous task.

The first scenario in which the accuracy of the dataset is compared between the
three algorithms. It is found that the Hoeffding tree gives consistent accuracy in all
three environments. From the graph in Fig. 8, it is clear that even in the streaming
environment with concept drift, Hoeffding tree algorithm adapts to the change in the
data and gives good accuracy. On the other hand, Naive Bayes performs well in the

Fig. 7 Snapshot of sample MOA framework
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Fig. 8 Accuracy in streaming and non-streaming environment

first two environments, but when the concept drift is induced in the static stream,
it cannot withstand and adapt to the change. The detection accuracy of the Naïve
Bayes classifier in the drifting stream gets drastically decreased. Compared to the
Hoeffding tree and Naïve Bayes, ensemble classifiers give the highest accuracy in
both streaming and non-streaming environments. This shows that ensemble classi-
fiers are more suitable for stream data with and without concept drift. Figure 8 and
Table 2 show the accuracy percentage obtained in both streaming and non-streaming
environment. Table 2 shows that in a streaming environment with concept drift,
the accuracy of Naïve Bayes is drastically reduced to 35.72%. This shows Naïve
Bayes classifier is not able to adapt to the sudden changes that take place in the data.
Hoeffding tree classifier and the ensemble classifier can adapt to the change and
produce the detection accuracy of 88.7% and 89.23%. Even though the Hoeffding
tree and ensemble classifier adapt to the drift, it gives more accuracy in the streaming
environment without drift.

The second scenario in which the dataset time is taken to evaluate the instances
is compared using three different algorithms: Hoeffding tree, Naïve Bayes and
ensemble classifier. Figure 9 shows that the ensemble classifier takes more time

Table 2 Accuraccy percentage in three different environment

Accuracy (percentage) Static dataset Static data stream without
concept drift

Static data stream with
concept drift

Hoeffding tree 96.73 98.18 88.7

Naive bayes 87.12 90.27 35.72

Ensemble 99.59 98.69 89.23
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Fig. 9 Time taken in non-streaming and streaming environment

than the Naïve Bayes algorithm and the Hoeffding tree algorithm. Ensemble classi-
fiers use multiple algorithms and generate predictions that are combined to make the
final prediction. It replaces the worst performance classifier and replaces it with a
new classifier to improve the performance. Secondly, the Hoeffding tree takes more
time because it is a kind of incremental algorithm. It waits for enough instances to
perform the classification. Figure 9 and Table 3 show the time taken in the non-
streaming and streaming environment. Table 3 shows that the Naïve Bayes classifier
takes less time to give its outcome in all three environments. The ensemble classifier
takes a maximum of 6.93 s in a streaming environment with concept drift. Naïve
Bayes and Hoeffding tree classifier take 0.27 and 0.75 s. It is evident that ensemble
classifier takes more time for computation but gives more detection accuracy.

In the third scenario, the dataset is taken, and the kappa value given by the
three different algorithms in both the environments are compared. From Fig. 10,
it is found that the ensemble algorithm gives more kappa value when compared to
other algorithms. It shows that the agreement level between the raters is more in the
ensemble classifier algorithm. When the accuracy is more automatically, the kappa
value produced increases. In the Naïve Bayes classifier, the kappa value is zero.
When the Kappa value is zero, it is obvious that there is no agreement among the

Table 3 Time taken in three different environments

Time (S) Static dataset Static data stream without
concept drift

Static data stream with concept
drift

Hoeffding tree 3.92 0.36 0.75

Naive bayes 1.03 0.12 0.27

Ensemble 5.14 5.71 6.93
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Fig. 10 Kappa value in non-streaming and streaming environment

Table 4 Kappa values in three different environment

Kappa (percentage) Static dataset Static data stream without
concept drift

Static data stream with
concept drift

Hoeffding tree 93.45 96.34 74.77

Naive bayes 74.16 80.5 0

Ensemble 99.19 97.37 75.95

raters. Naïve Bayes’ accuracy gets drastically reduced; thereby, it reduces the kappa
values. If the kappa value is less than or equal to zero, there is no adequate agreement
among the raters. Figure 10 and Table 4 show the kappa value given by the three
algorithms in all three environments. Table 4 shows that Naïve Bayes classifier kappa
values are less in all three environments than the Hoeffding tree and ensemble clas-
sifier. It is very clear from the table that Naïve Bayes produces zero in a streaming
environment with concept drift. This shows that as the accuracy reduces drastically,
the kappa value also reduces. Zero kappa values show that there is no agreement
between the raters. Kappa values produced by the Hoeffding tree and ensemble clas-
sifier in the drift stream environment are 74.77 and 75.95%. Kappa value is more in
non-streaming and streaming environments without concept drift. If the kappa value
is less than 60%, it indicates an inadequate agreement among the raters.

7 Conclusion

This paper discusses the performance of three different algorithms that are used in
three different environments like non-streaming, streaming with concept drift and
streaming without concept drift. The Naïve Bayes classifier is a kind of probabilistic
classifier. The Hoeffding tree classifier is the kind of decision tree incremental clas-
sifier and ensemble classifiers. The three different classifiers used for the comparison
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found that ensemble classifiers give consistent performance in all three environments
than other algorithms. The time consumed to give the outcome is more in ensemble
classifiers. The competitive study shows that the Naïve Bayes classifier, the prob-
abilistic classifier, is not suitable for the streaming environment with concept drift.
This means that the Naïve Bayes classifier cannot adapt to the changes induced in the
concepts. On the other hand, Hoeffding tree and ensemble classifiers can adapt to the
concept drift induced in the stream. The concept drift is induced in the static stream
by using SEA generator. Thus, from the competitive study is performed, ensemble
classifiers are found to be more suitable in non-streaming and streaming environ-
ments. Though ensemble classifier is more suitable in all the tree environment, still
the detection accuracy in drift stream is less. In future, the detection accuracy in drift
stream environment can be improved.
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Abstract Due to the advancements of Internet, majority of people will prefer to buy
and sell the commodities through e-commerce websites. In general, people mostly
trust on reviews before taking the decisions. Fraudulent reviewers will consider
this as an opportunity to write fake reviews for misleading both the customers and
producers. There is a necessity to identify fake reviews before making it available for
decision making. This research focuses on fake review detection by using content-
related features, which includes linguistic features, POS features, and sentiment
analysis features. Ontology-based method is used for performing the aspect-wise
sentiment analysis. All the features of reviews are calculated and incorporated into
the ontology, and fake review detection is also accelerated through the rule-based
classifier by inferencing and querying the ontology. Due to the issues related with
labeled dataset, the outliers from an unlabeled dataset were selected as fake reviews.
The performance measure of the rule-based classifier outperforms by incorporating
all the content-related features.
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1 Introduction

With the vast advancements of Internet,majority of people are preferring online shop-
ping. As there is no limitation or user restriction over the Internet and E-commerce,
anyone can do buying and selling through e-commerce websites and write opinions
against the products/services itself. These opinions highlight positive or negative
aspects of online product/services which can be used for further purchasing deci-
sions and product improvement decisions. But most of the time people do not read
the whole reviews, but just look at the individual rating, overall rating or aspect-wise
summaries of the particular product/service. Hence, people are highly focused on
automatic analysis of reviews by deploying sentiment analysis rather than manual
reading.

Sentiment analysis is very essential for producers and service providers as it
monitors the reviews for numerous aspects, which led them to enhance product
quality and service improvements. Some fraudulent reviewers consider this as an
opportunity to write fake/spam reviews for misleading customers and producers as
those will affect the sentiment produced by the reviews. Fraudulent reviewers may
write fake positive reviews to promote or fake negative reviews for demote product’s
reputation. Customers may get negative impression on product/services if they were
deceived by fake reviews.Henceforth, it is very essential to detect fake reviews before
applying sentiment analysis techniques. This research uses the terms ‘opinion spam,’
‘fake reviews,’ and ‘spam reviews’ interchangeably. The fake review detection can
be considered as a significant process of sentiment analysis. It is a challenging task
which has a close relationship with sentiment analysis.

The reviewers can express their opinions within the body of the review as well
as they can express the overall sentiment about the product/service as a rating. But
most of the time, the rating does not clearly represent the sentiment orientation of
the review. It is argued that user rating should consistent with the tone of the review
text published by the same user [1]. According to the observations regarding the
rating score, the content of the reviews indicated the existence of large number of
reviews whose rating and the sentiment score are inconsistent [2, 3]. Therefore, it
can be argued that the content of the review is more important than the rating of the
review. The major contribution of this paper is to incorporate sentiment orientation
and sentiment of the reviews along with some other review content-related features
for fake review detection. Although there are different methods for deceptive review
detection, this research mainly focuses on sentiment orientation and sentiment of the
review. So, it is important to find the sentiment orientation and total sentiment of the
reviews using feature-based sentiment analysis methods.
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The rest of the paper is organized as follows. Section 2 discusses the related
research work in the area of fake review detection. Section 3 includes the proposed
approach of feature-based sentiment analysis method for fake review detection.
Section 4 includes the experiment and evaluation of the fake review detectionmethod
on the Amazon unlocked mobile review dataset. Finally, Sect. 5 concludes the paper
with conclusion and future research directions.

2 Related Work

The sentiment analysis is to represent the attitude of the reviewer with respect to
a certain aspect or overall polarity of the review. The basic task of sentiment anal-
ysis is to categorize the polarity of the review at sentence level, document level,
or aspect/feature level into positive, negative, or neutral [4]. The aspect level senti-
ment analysis considers the related aspects of each sentence and determines the
overall polarity of the review. Features or its synonyms are explicit features, while
the implicit features are not directly appear in the review, but may contain some
aspect about the product. Ngoc [5] used a conditional probabilistic model combined
with the bootstrap technique to extract important aspect words. The core aspects are
then enlarged by inserting words that have high probability to appear in the same
sentences that they occur. Fang and Zhan [6] proposed the sentiment polarity cate-
gorization by negation phrase identification and sentiment score computation. The
sentiment polarity categorization was performed at sentence level and review level.
The sentiment score of sentiment phrases was calculated based on the number of
occurrences of each sentiment token in each star rating separately. Zhang et al. [1]
also used aspect-based sentiment analysis method where the aspects of the products
are grouped into categories. The semantic-basedmethodwas used to identify explicit
aspects, and point-wise mutual information (PMI)-based statistical method was used
to identify the implicit features by calculating the co-occurrence frequency of poten-
tial feature and actual feature. Apart from these methods, some research work used
ontology-based methods for feature level sentiment analysis [7–9].

Since all the reviews are not genuine, it is essential to detect fake reviews before
having the sentiment analysis and summarization. The review spams are categorized
into three types including untruthful reviews (type 1), brand only reviews (type 2),
and non-reviews (type 3) [10]. Generally, the non-reviews contain unwanted content
such as advertisements, links, email addresses, phone numbers, prices, etc. The high
percentage of entities from brand only reviews belong to product name,manufacturer
name, distributer, country names, etc. The type 2 and type 3 kind of spam reviews
can be easily detected and remove before the summarization. The type 1 kind of
untruthful reviews need to be analyzed carefully for identification. This research
focuses on detecting all the three types of fake reviews before making the sentiment
summary.
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The review content-related features, reviewer behavior applied using machine
learning techniques, and lingustic patterns are used byusing supervised learning algo-
rithms [11]. Rout et al. [12] demonstrated how the popular semi-supervised learning
approaches such as expectationmaximization algorithm, co-training algorithm, label
propagation, and this used for the linguistic applications. For unsupervised learning
methods [13, 14] used Bayesian clustering method in which their model adopted the
spamming degress of authors and reviews using latent spam model (LSM). Further,
[15] used the unsupervised Kth nearest neibour (KNN) method, and this method
mainly focused on the detection review outliers and its features. Apart from these
machine learning approaches, Wang et al. [16] used review graph-based approach
which helps to capture the fake reviews.

Further [17] introduced an approach thatmaps the singleton review spamdetection
problem to an abnormally correlated temporal pattern-detection problem. Li et al.
[18] also considered meta-data patterns, both temporal and spatial when detecting
untruthful reviews. Apart from these methods, some authors used outlier detection
methods to categorize the reviews as spam or truthful [12, 19].

Feature extraction is always considered as a critical step in the process of iden-
tifying opinion spam. The effectiveness and accuracy of any algorithm depend on
the input features provided to that algorithm [20]. Many authors investigated for
linguistic features, POS styles, writing patterns when detecting deceptive reviews
[21–23]. Apart from linguistic features,most of the researchers proposed spamdetec-
tion by incorporating rating deviation, content similarity, and inconsistency among
rating and the sentiment [3, 24, 25].

Most of the supervised and semi-supervised approaches used for fake review
detectionmay have the following limitations [26]. Firstly, themanual labeling dataset
with fake and non-fake reviwes always cannot be considered as authentic. Secondly,
the scarcity of labeled spam review data for model learning. Also it was proved that
fake reviews which are generated through crowd sourcing mechanisms or pseudo
fake reviews may not be valid training data because the models do not generalize
well on real-time test data [14, 20]. Due to limitation of labeled dataset creation, it
is necessary to find a mechanism to create a gold standard dataset with fake reviews
without using manual labeling dataset for model training.

3 Proposed Methodology

The proposed methodology for detecting fake reviews is shown in Fig. 1. It consists
with three main modules: (1) Pre-Processing (2) Extraction, (3) Ontology Manage-
ment, and (4) SpamDetection. This approach can be used by anyE-commerce-related
website to detect fake reviews at the time of posting a review. When a new review
is posted, it can be gone through these modules and finally resulted whether the
particular review is fake/truthful. The following subsections explained each module
in advance.
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Fig. 1 Proposed fake detection model

Pre-processing module is responsible for removing unwanted words and char-
acters, sentence splitting, spell correction, stop words removal, tokenization, POS
tagging, lemmatization, and dependency parsing. The pre-processed text which is
the output of this module is important for the extraction module. The Python libraries
are used for the tasks of this module.

The aspect extraction process is accelerated by mapping the extracted aspects
with the aspect-related concepts of a domain ontology. The purpose of the ontology
is to identify the fake reviews in a specific domain. The sentiment analysis and
filtering of fake reviews are done through the ontology in the specific domain. By
replacing the ontology, the fake reviews can be filtered in any domain. The ontology
is developed in Protégé software. This ontology consists with some concepts like
feature, OpinionWords, review, product, and sentence. The feature class consists with
subclasses of specific features of the product itself. It has a data property on sentiment
expectation of each aspect which contains an integer of either−1 or 1. OpinionWords
class contains the instances of opinion words. Review class contains the instances
of reviews. Sentence class contains the instances of sentences of the reviews. All
the classes have object properties and data properties for different purposes. The
ontology can be updated with newly identified features for accurately perform the
sentiment analysis. The instances and related properties are updated according to the
arrival of new reviews.

The extraction module comprises with two processes: Aspect and opinion
extraction and content—based feature extraction.
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3.1 Aspects and Opinion Extraction

Every time people express their opinion on a product/service aligned with the aspects
of the product/service. The associated aspects and the opinions are extracted within
this process. Always the aspects may be a noun or a noun phrase [11]. By following
a rule-based strategy which are derived using the dependency parsing and POS tag
patterns, the candidate aspects and candidate opinions can be extracted. All the
extracted candidate aspects are nouns/noun phrases, but most of the extracted candi-
date nouns/noun phrases may not related to the domain. Therefore, to reduce the
number of candidate aspects which are going to map with the ontology, an aspect
score value is calculated (1). The aspect score value is calculated using an existing
domain specific corpus of reviews. Here, x is the candidate aspect, yi is the existing
aspects of the ontology, f (x, yi ) is the number of times that the feature x and yi are
co-occurred in each sentence, f (x) is the number of sentences in the corpus where
x appears, and N is the total number of sentences in the corpus.

Aspect − Score =
∑

i

f (x, yi )

f (x) f (yi )
∗ N (1)

For the candidate aspects who have the aspect score value greater than one can
be selected as appropriate features, if not the candidate aspect is disregarded. Firstly,
the selected candidate aspects are mapped with the aspect concepts of the ontology.
Secondly, if such an aspect cannot be mapped with the ontology concept, all the
possible synonyms are to be extracted from WordNet database [27] and map the
synonymwith the ontology concepts. Thirdly, if any selected candidate aspect which
cannot be mapped to ontology concept from first and secondmethod, then that aspect
needs to be updated under a selected subcategory which has gain high PMI value
among all the subcategories (2). Here, x is the candidate selected feature, Si is the
ith subcategory among the features of the ontology, and N is the number of review
sentences.

PMI(x, Si ) = log2
GoogleHitsCount(x, Si )

GoogleHitsCount(x) × GoogleHitsCount(Si )
× N (2)

The opinions are expressed against the aspects of the product/service. After
extracting the aspects from the reviews, the opinion extraction process has to follow
a rule-based strategy based on the POS tag pattern and the type of the depen-
dency relation which is identified from Stanford Dependency Parser [28]. Mostly the
opinion may be an adjective, verb, or adverb. Then the extracted candidate opinions
are compared against the SentiWordNet [29] for existence and selected as relevant
opinionwords associatedwith the aspect (ex: very, quickly, extremely, slowly, etc.) or
negation words (ex: no, never, nothing, without, etc.) or conjunction words (ex: but,
and, or, etc.) which may change the sentiment of the opinion. These kinds of adverbs
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Fig. 2 Algorithm for sentiment-score calculation for aspect-opinion pairs

are used tomodify a verb, adjective, or another adverb. The next process of the extrac-
tion module is to calculate the sentiment value of each extracted aspect-opinion pair
and aggregate them to generate the overall sentiment of each review.

The sentiment score of each aspect-opinion pair is calculated using the algorithm
in Fig. 2. The sentiment score of the opinion word is retrieved from the sentiment
lexicon database, SentiWordNet. As there are three score values of each synsets of
SentiWordNet, the maximum out of the positive or negative score is retrieved as
the sentiment score value of the opinion word. After calculating all the score values
of pairs in each review, the overall positive sentiment score and overall negative
sentiment score are calculated using (3) and (4).

Sentiment Positive(review) = min

{
1,

n∑

i

SSi (A − O)

}
(3)

Sentiment Negative(review) = max

⎧
⎨

⎩−1,
m∑

j

SS j (A − O)

⎫
⎬

⎭ (4)

where n is the number of positive aspect-opinion pairs andm is the number of negative
aspect-opinion pairs. The overall sentiment of the review is generated using (5).

Sentiment (review) = Sentiment Positive(review)

+ Sentiment Negative(review) (5)
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The general rating value of five-point polarity system is then normalized into
[−1, 1] as the calculated sentiment polarity value is aligned with a scale where −1
represents extreme negative and +1 represents extreme positive.

3.2 Content-Based Feature Extraction

This process generates a set of review content-related features which are used to
identify the fake reviews and truthful reviews. Table 1 shows the descriptions about
the extracted content-based features. The sentiment analysis related features should
be extracted from the previous aspects and opinion extraction process.

3.3 Fake Detection Module

For some of the features, threshold values are defined for making the final decisions.
Those features are compared with the threshold values when deciding on the fake or
truthfulness. Based on the comparisons over the content-based features, the review
can be classified as truthful or spam. The content-related features of the incoming
review are calculated and stored within the ontology. Once inferencing, the review is
automatically classified into the spam or truthful class according to the feature values
and rules. By querying, all the available spam reviews can be displayed (Fig. 3), while
the class category of a particular review can also be retrieved (Fig. 4).

4 Experiment and Evaluation

Most of the supervised and semi-supervised fake detection methods used labeled
dataset for the model training. It was difficult to find a huge amount of labeled dataset
which can guarantee the accuracy. Therefore, this research used unlabeled dataset of
Amazon unlocked mobile reviews which is provided by Kaggle for model training.
This unlabeled dataset contains 5000 unlabeled reviews with the review content
and the rating. The variation of the given rating by the reviewers and the calculated
sentiment polarity of the dataset is shown in Fig. 5.Generally, the outliers are deviated
fromcommon reviews, and it can be argued that the outliersmaybe generated through
some other mechanism which is not consistent with general reviews. This argument
is used to generate labeled spam reviews as outliers. The Mahalanobis distance [30]
is used to detect the outliers of the multivariate dataset. The outlier distribution
according to the existing opinion words of reviews is shown in Fig. 6.



Content Related Feature Analysis for Fake Online Consumer … 451

Table 1 Content-related features

Dimension Content—based features Description

Linguistic features Total word count (F1) Total number of words in the review

Average word count (F2) Average number of words per
sentence

Ratio of numeral word count (F3) Total number of words containing
numerical values/Total word count

Ratio of exclusive words (F4) Total number of exclusive
words/Total word count

Ratio of negation words (F5) Total number of negation words/Total
word count

Ratio of causation words (F6) Total number of causation
words/Total word count

Ratio of capital letters (F7) Total number of words containing
capital letters/Total word count

Ratio of all caps word (F8) Total number of all caps words/Total
word count

Content similarity (CS) (F9) The similarity percentage of review
text to other existing review contents

Ratio of exclamation marks (F10) Total number of words with
exclamation marks/Total word count

Ratio of question marks (F11) Total number of words with question
marks/Total word count

Ratio of named entities (F12) Total number of named entities/Total
word count

POS features Ratio of nouns (F13) /adjectives
(F14)/prepositions
(F15)/determiners (F16)/verbs
(F17)/adverbs (F18)/connector
words (F19)/first person pronouns
(F20)/pronouns (F21)

Total number of POS words/Total
word count

Dimension Content—based features Description

Sentiment analysis Ratio of aspect-related words
(F22)

Total of number of aspects/Total
words

Ratio of opinion words(F23) Total number of opinions/Total words

Ratio of positive (F24) /negative
(F25) opinion terms

Number of positive/negative opinion
terms/Total opinion count

Sentiment deviation (SD) (F26) Difference between the calculated
sentiment score and user rating
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Fig. 3 Results for available spam reviews in ontology

Fig. 4 SPARQL result of the category of review
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Fig. 5 Variation of given rating and sentiment polarity

Fig. 6 Outlier distribution over ratio of opinion words

The calculated content-related features are used to cluster the dataset for identi-
fying the spam and truthful labeled data. Then, a labeled dataset was selected with
1500 spam reviews and 1500 truthful reviews, where 70% from the dataset is then
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used as training sample, 15% is used for testing, and the other part is used for valida-
tion. This training dataset is then used for finding the threshold values of the classifier
rules. An iterative approach is taken to fine-tune the threshold values. Finally, the
modified rules are included in the rule engine of protégé as SWRL rules.When a new
review is arrived, it will be stored in the ontology as a review instance and calculate
the content-related feature values. These values are stored as data properties of the
ontology. After inferencing, the SPARQL query result will provide the classification
result on a review saying whether it is spam or truthful based on rules of the rule
engine of the ontology.

In order to evaluate the effect of linguistic features, POS features, and sentiment
analysis features, the rule-based classifier is used. As shown in Table 2, different
combinations of review content-related features are used to evaluate the performance
of the classification. When considering linguistic features only and by combination
of linguistic features and POS features, the classifier reached the accuracy of 64.1%
and 73.3%, respectively. But when considering linguistic features, POS features and
sentiment-related features as a combination, the classifier reached to high values of
precision, recall, accuracy, and F1 score.

5 Conclusion and Further Work

The proposed research work has extensively investigated the spam review classifi-
cation method by incorporating the review content-related features without consid-
ering a labeled dataset. The outliers of an unlabeled dataset were considered as
spam reviews, and the rest of the reviews were used as truthful reviews for training
the model. A rule-based classifier was used for the classification. The content-related
features such as linguistic features, POS features, and sentiment analysis features are
considered when performing the classification. The sentiment analysis is performed
by using the domain-related aspects of the ontology.All the features are calculated for
each new review and stored within the ontology.When inferencing, the classification
result will be generated according to the SWRL rules of the ontology. The accuracy,
recall, precision, and F1 score values of the rule-based classifier are slightly increased
by incorporating all the linguistic features, POS features, and sentiment analysis
features together without considering them individually. Further, the research direc-
tions will be suggested to incorporate the reviewer-related features along with the
review content-related features and explore the performance of different classifiers.
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Big Data Link Stability-Based Path
Observation for Network Security

Nedumaran Arappali, Melaku Tamene Mekonnen, Wondatir Teka Tefera,
B. Barani Sundaram, and P. Karthika

Abstract Wireless ad hoc network [WANET] systems are creating multihop
communication structure between the mobiles to transfer the data groups. The
remarkable qualities of remote frameworks cause the correspondence to interface
among the conflicting mobiles. Tomanage high convey ability and biological blocks,
most physical directing shows will not believe the stable associations during pack
communication, which prompts the elevated delay and bundle reducing in themaster-
mind. The proposed research work recommends a way perception support physical
steering convention that specifies POPR for WANET. The anticipated guiding show
merges the relative partition, course and mid-expand forwarder center point with
transfer thickness to propel data toward the objective in order to recover physical
sending among the connection point. Multiplication results illustrate the projected
directing convention, which performs superior to the existing arrangements.

Keywords Physical routing protocol · Direction · Traffic density · Link stability ·
Network security

1 Introduction

Transformation past specialists think about wireless ad hoc networks (WANETs) that
empower unavoidable accessibility among mobiles and do not rely upon expensive
framework system [1]. Correspondence among mobiles and earlier establishment
release a lot of different sorts of talented applications for explorers with drivers.
The applications are ought to give security with reassurance and help drivers to
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mastermind and talk with one another so as to keep away from any mishap, road
turned parking lot, inconspicuous impediments, speed infringement, climate data,
sight and sound administrations, and so on [2]. Despite the fact that being a subclass
of portable specially appointed systems, a remote system has a few properties that
recognize it from other impromptu systems. The most imperative differentiations
are high compactness plan; fast varying and dynamic topology which direct to high
framework fragment and the disconnectivity in sort out [3].

2 Literature Survey

Wide range of networking applications is depending on productive bundle directing
to upgrade the security and becomes open to driving condition [4]. A wide scope of
steering conventions has been proposed to adapt to meager and profoundly versatile
remote systems that are extensively gathered into various sorts. Physical directing
conventions will build up resuscitated enthusiasm for versatile and remote systems
[5]. In physical steering, the bundle sending choices depend on location of through
the neighbors with objective center point. These shows were roughly arranged in
group radio frameworks or for adaptable frameworks, and cannot map truly to remote
frameworks. One of the basic purposes for these wonders was the improvement of
the mobiles held in ways and ways are allowable by the circumstance [6]. In light
of the vehicle thickness of the ways, the steering conventions must use limit data to
accomplish the versatility prerequisites in the system [7]. Therefore, the vehicle hubs
forward the parcels with the assistance of neighborhood data that are provided closer
by direct neighbors. This procedure prompts fewer control transparency in light
camouflage of the vehicle center point information of various bits of framework
[8]. The GPSR show was projected in 2000 for remote data compose. It operates
the circumstance of the mobiles and objective center point during method of group
sending [9, 10].

3 Problem Identification

These mobiles be outfitted and satellite-based global positioning system (GPS) so as
to choose vehicle territory and support multihop correspondence in arrange.

• Each automobile in arrange chooses the circumstance of its nearby convergences
by preloaded electronic street level maps.

• Every automobile is in like manner responsive of remote traffic during a funda-
mental movement framework for way traffic judgment and transfer sensors
introduced next to the intersections.

• The reference point messages be traded to recognize the nearby nearness, position
with bearing in organize.
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• The Dedicated short-range communication (DSRC) average is utilized for
correspondence.

• Greatest sending separation is unchanging.

4 Implementation

4.1 Routing Protocol

A hub has a lot of a jump nearby hubs within transmission extend that checks the
ideal sending hub with various techniques. This vehicle hub is moving arbitrarily and
habitually changes their location. Every vehicle hub intermittently communicates the
guide messages to identify the portability attributes and get the data of one another.
Along these lines, the guide messages contain the sequence of current location, time,
bearing, and velocity obtained starting GPS.

4.2 Projected Routing Convention Sending Model

Since prior to delineating the proposed coordinating show, the key idea and methods
of reasoning are rapidly depicted. The procedure additionally checks the facilitator
hub, and if the organizer hub is accessible the convention begins the crossing point-
based need activity. In the event that there is no facilitator hub accessible, at that
point its determination checks partition, heading and middle region center to propel
the pack. Figure 1 shows sending model, anywhere the source center needs to throw
the package toward objective.

4.3 Routing Measurements Between Crossing Point

4.3.1 Distance and Path

The division and course are considered as noteworthy parameters. Since in transmis-
sion extent of vehicle center point, there is a probability that two centers are close
to each other or of course they are confined through a partition of most outrageous
radio range. The shorter partitions of vehicle center points prompt high number of
bounces and nearest centers can deliver higher interface in organize. The likelihood
of connection disappointment builds due to high flag lessening of problematic remote
channels.

Fringe decision and ludicrous transmission go center completion may have a
higher likelihood of leaving the radio range and dropping the bundles.
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Fig. 1 (POPR) operation between intersections and at intersection

4.3.2 Result Midexpanse Node for Next Hop Node

The sender vehicle center point picks the sending skip, in which heading is neigh-
boring to the source and objective directly lines which progresses a similar way to
stable parcel sending.

Distance =
√

(x2 − x1)2 + (y2 − y1)2 (1)

The vehicle center point’s course is obliged by ways and, in directly interstate
circumstances, mobiles are touching in the identical or then again backward bearing.
In Fig. 2, when the source center point intends to course the data package toward the
objective, it sends the group from its directional neighbor center toward the objective
center point. The source hub figures the mid-separation next bounce as pursues. The
hid mid-zone is generally called affiliation zone with various neighbors inside the
Radius1 and other with the Radius2. The hidden zone MS can be resolute as.

Ms = M1 + M2 (2)

where

M1 = Radius21 · a2 − Radius21 · sin(2a1)
2

(3)

B2 = Radius21 · α2 − Radius21 · sin(2α1)

2
(4)
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Fig. 2 Architecture of POPR

The line among source center point and objective center point 90◦ = (α1 = 45◦)
is bisector of point; in this method, mid-region isMS

A = Radius21

[
π − 2

4

]
+ Radius22 ·

[
α2 − sin(2α1)

2

]
(5)

The mid-zone is a combine of two circular fragments Radius1 and Radius2 the
inference of α2 rely upon the communication scope of source hub and the discon-
nection between source and goal hub. It ascertains the traffic thickness and heading
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Fig. 3 Mid-area with shaded line Ms = (M1 + B2)

toward the goal so as to choose next forwarder hub and course in Fig. 3. The greatness
of path decision as the vehicle great ways from the transport center point to objective
is as per the following

Diswv = max

[
log

[
CDs,d

CDj,d

]
, 0.1

]
(6)

In condition (6), the Diswv shows the separation with weight worth and CDs,d

shows the bend metric good ways from source hub to goal and CDj,d presents the
curve metric good ways from current intersection to objective. In condition (7), the
Dirwv(heading weight regard) with interface quality (LQ) factor is resolved between
course of development vehicle and package transmission.

Dirwv =
[
LQ

(−→
D n,

−→
Dpt

)]
(7)

When the vehicle gets a bundle, it discovers the weight score of each neighboring
convergence dynamically traffic thickness (T Dwv) with typical number of mobiles
(Navg) and reliable degree of system (Ncon) inside a telephone, as showed in condition
(8).

T Dwv = [1 − Dc] +
[
min

[
Navg

Ncon
, 1

]]
(8)



Big Data Link Stability-Based Path Observation … 465

β, γ and δ are utilized for weighting factors for separation, course, and traffic
thickness, individually with β+γ +δ = 1. Consequently, in view of the above exam-
ination, condition (9) characterizes the weighting score of the following convergence
(Score (NI)).

Score(Nl) − β × max

[
log

[
CDs,d

CDj,d
, 0.1

]]
+ γ ×

[
LQ

[−→
Dn,

−→
Dpt

]]

+ δ × [1 − Dc] +
[
min

[
Navg

Ncon
, 1

]]
(9)

The principle factor Diswv is to check the partition to the objective in way length.
The shorter detachment is favored toward the objective. The second factor Dirwv

measures the vehicle heading with interface quality factor between developments
vehicle and pack transmission. The last factor is the traffic thickness T Dwv between
the present and potential intersection point. In this tests, the vehicle transfer changes
from 100 to 350 center points.

The Dijkstra calculation is utilized to locate the briefest ideal way with least
weight. The DSR convention execution is not superior to CMGR and Geo SVR, in
view of its way term expectation metric in Fig. 4.

The pattern in chart is enhanced for PDR contrasted and 150 hubs, since extra
vehicle hubs in organize spread huge segments of the guide and broadcast extend.
The POPR directing convention execution is enhanced within Fig. 5 for 250 hubs
and a lot higher contrasted with meager system with 150 hubs.

At the point when the hub thickness expands, the briefest way along the ways
turns out to be bound to have enough hubs and the PDR naturally increments.

The SDR execution is not superior to CMGR toward the beginning yet when the
systemwill balance out, it is nearer to CMGR. In the preceding diagram, vehicle hubs
are position to 350 shown in Fig. 6 and POPR execution is enhanced contrasted with

Fig. 4 Average delivery
ratio with 150 vehicle nodes
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Fig. 5 Average hop count
with 250 vehicle nodes

Fig. 6 Average delivery
ratio with 350 vehicle nodes

fewer thicknesses in organize. The POPR execution is better a result of its course
and continuous traffic thickness measurements.

5 Result and Discussion

This corruption alludes to the bigger bundle size that prompts the higher data transfer
capacity utilization and high immersion in remote channel. As appeared in Fig. 7, the
PDR for all conventions diminishes attributable to colossal traffic loadwith enormous
bundle size which at long last prompts high parcel misfortune.

The subsequent test in Fig. 8 plots the normal deferral of proposed POPR conven-
tion with other best in class directing conventions and dependent on the outcomes
within the sight of various bundle measures, the POPR delay is not exactly the
other. Then again, the SDR convention delay is superior to CMGR and Geo SVR.
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Fig. 7 Packet delivery ratio

Fig. 8 Node count

The CMGR convention bundle delay is high contrasted with different conventions
attributable to the loss of some high idleness in information parcels.

The convention decides the mid-territory hub by checking the separation of
neighbor hubs and heading toward the goal. This mid-territory determination offers
bit of leeway to deal with high versatility and as often as possible changing topologies
in remote systems.

6 Conclusion

This paper displays the POPR convention for bundle sending in WANET for urban-
based condition. The POPR thinks about separation, course, and mid-locale hub to
responsively choose the following crossing point. At whatever point the forwarder
hub is at the crossing point, bend metric bearing and high traffic thickness are
rechecked and forward the information toward goal in the system. The exhibition
of the proposed steering convention has been dissected in reproduction with three
existing CMGR, Geo SVR, and SDR directing conventions. The outcomes show
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better execution of POPR as far as PDR, normal parcel defer and normal way length
with various vehicle thickness and bundle size.
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“Pay-As-You-Go” Approach Entity
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A. Krishna Mohan, and Sumalatha Lingamgunta

Abstract Problem importance: Predictive analytics seems to be an exceptionally
complex and vital concern in domains like computer science, biology, agriculture,
business, and national security. When big data applications were indeed accessible,
highly efficient cooperation processes are often meaningful. Simultaneously time,
new subjective norms originate when the high quantities of data will conveniently
assert confidential data. This paper has reviewed two complementary huge issues:
data integration and privacy, the ER “pay-as-you-go” approach (Whang et al. in IEEE
Trans Knowl Data Eng 25(5):1111–1124 (2012) [1]) in which it explores how the
developments of ER ismaximized to short-termwork. Stepwise ER problem (Whang
andMolina in PVLDB 3(1):1326–1337 (2010) [2]) is not even a unique process; it is
done concurrently by the better usage of information, schemes, and applications. Joint
ER problem with multiple independent datasets are fixed in collaboration (Whang
andMolina in ICDE (2012) [3]) and the problem of ERwith inconsistencies (Whang
et al. in VLDB J 18(6):1261–1277 (2009) [4]). To overcome the research gap in the
existing system, the proposed research work addresses an entity resolution (ER)
problem that tends to address the records in databases referring to a certain complex
real-time entity.
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1 Introduction

Application data integration priorities for real world suggest methods efficiently
and produce records for optimized ER outputs while reducing data size and to
research how ER implementations can use generated hints. Maintaining revised ER
outcomes as the ER framework used in record analysis changes frequently.

A functional framework ofmodular resolution inwhich developed ER algorithms,
built over a certain record form can be embedded into and used with many ER
algorithms. Prohibit ER solution irrationality using ER negative laws

Data privacy policy seeks to establish an information securitymodel that considers
the loss of personal privacy issues on an ongoing scale ranging from zero to one,
provides effective computational leakage algorithms, assesses the efficiency of the
information and its scalability to control information leakage, and suggests deception
methods for agency resolution.

Flexible ER techniques and different ER features are also introduced. ER is often
considered as a black-box process and includes basic techniques for operations. The
issues of handling data corruption are initiated, in which sensitive information bits
should be shielded by ER in order to prevent unnecessary loss. When a number of
retailers, healthcare professionals, staff, networking media and so forth are more
open to our personal data, there is an average increase that an attacker will link the
dots and put our metadata together, resulting in much more privacy loss. This paper
suggests a method to estimate the leakage of information and use “disinformation”
to prevent leakage of information.

To fill the gap of existing system in this paper, an entity resolution (ER) problem
that addresses records in databases referring to a certain complex real-world entity.
Related to the recent digital revolution, ER seems to have become a challenge in
a variety of technologies. We also suggested the use of modular ER methods and
tools for huge datasets. We apply terms of strategy since they anticipate either its
complete ER phase as a black-box deployment and can therefore be included in a
large number of ER applications, or perhaps the refer fusion mechanisms. We have
suggested a paid-by-go method for ER, in which we focus on making optimum
progression despite the limitations in basics (e.g., function and runtime).

2 Literature Status

Andrew K. McCallum (2000), Rohan Baxter (2003): The blocking strategies aim
to increase the optimal ER operating time in which documents can be separated into
inconsistent blocks and indeed the blocks are set one by one [5, 6].

OmarBenjelloun (2009),ChristopherD.Manning (2008): Contrasting documents
and deciding whether they are related from the same entity is part of the precision
of the entity. Much of the job is part of one of the ERs that match-based clustering is
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taken into account [7]. The ER work involves elaborating ER’s precision or latency
efficiency, but typically assumes a predetermined logic for records resolution. As far
as we recognize, our task will be the one to take into account the ER problem until
the alternative logic modifications itself [8, 9].

Steven E. Whang (2011): ER-based actions to estimate the quantity of confidential
information published to the public [10]

Steven Euijong Whang (2012): This paper examines how to significantly increase
innovations of ER utilizing “hinting” in a constricted volume of work to apprise
everyone about records probably belong to the same real-world organization every-
where. A hint is worthy of consideration with different configurations (for example,
an aggregation of records relying on certain chances of overlapping), and ER would
use the data as a recommendation to evaluate records first. A class of procedures are
implemented for the powerful construction of hints and strategies for the maximiza-
tion of compatible records with a minimal workload. The proposed significant value
as a pay-as-you-go approach is correlated and displayed to implement ER without
the use of hints with virtual datasets [3].

Steven Euijong Whang, Hector Garcia-Molina (2013): Their methods can be
combined with the disinformation issue. It has been supposed that while an “agent”
seems to have certain sensitive information to obtain from the “adversary.” For
instance, a cameras corporation might secretly design a latest camera prototype and
a customer (the opponent) might also want to understand the full specifications in
ahead of time. The purpose of this agent will be “dilute” what the opponent knows
by disseminating false information. The opponent is structured as an entity resolu-
tion (ER) mechanism, which compiles resources displayed. They ratify the question
of determining the most beneficial disinformation with a small budget for disin-
formation and performance. They officialise the challenge of disinformation with a
restricted resource and recommend optimization techniques to address the situation
with the utmost importance. After this, they scrutinize the rigidity of emerging ER
algorithms with our methodologies for disinformation scheduling on ultimate and
synthetic information. The disinformation methods may usually be enough to assess
ER durability [11].

Gagan Aggarwal (2004): The P4P policy is designed to cover the unauthorized
use of private information that is now being revealed to an opponent. For relevant
information, mechanisms of multipurpose are formulated to maintain data control
system [12].

Rui Xu (2005): Clustering strategies streamlined toward noise were thoroughly
examined in the past. With in face of excessive noise, this kind of work suggests
learning algorithms that obtain the exact clusters. Conversely, the aim is to delib-
erately distract the ER technique even more than necessary for the target entity
[13].
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Arvind Arasu (2006): Some activities suggest efficient combinations of similarity.
Our pay-as-you-go methods strengthen blocking through just using the ordering of
record pairs to obtain the maximum intermediate ER performance. [14].

E. Laxmi Lydia et al. (2016): K-means is one of the most basic and unsuper-
vised learning techniques that resolve any well-known clustering problem. Suggest
a cluster K number for the quick and fast classification of grid processor. Since K-
means clustering is centered on cluster centroids, there is no guarantee of an excellent
solution. The framework then uses the clustering of K-centroids [15].

E. Laxmi Lydia et al. (2016): With author’s ongoing research on the disparateness
of cluster system, resource type, processing speed, and memory features are devel-
oped. The device must form a cluster with the K-centroid clustering to prevent a
scheduled interruption. The node transfers to the cluster [16] are based on higher key
objectives.

3 Detailed Methodologies of the Research

Existing System: This paper has investigated two distinctive complicated issues:
data integration and data confidentiality, the ER “pay-as-you-go” approach [1] in
which it examines where to achieve maximum growth of ER with a small workload.
Sequential ER problem [2] ER is not really a unique process, and it is carefully
examined by the proper understanding of data, schemes, and applications. Joint ER
problem for which multiple individual datasets are handled in combination [3] and
the incoherence phenomenon of ER [4].

New Area to Fill the Gap of Existing System: This project will instead address
the issue of entity resolution (ER), where database records are identified that further
correspond to almost the same real-world entity. Due to the recent data explosion, ER
has become a challenge in a multitude of scenarios. Further, it also suggests the use
of modular ER techniques for complex data. The overall strategies are applied since
they recognize whether another entire ER process as either a black-box operation
and therefore can be used in a vast array of ER application domains, or the contest
and fusion functions. A pay-as-you-go method is suggested for ER to make optimum
advancement considering the problems in resources (e.g., function, runtime).

The extensible ERmethodologies and newER features,whichwere not previously
practiced are utilizedhere.ER is often interpreted as black-boxprocess andhas simple
basic applications that will be used. Besides that we address the issue of information
leakage management, where you have to work to prove that sensitive info bits are
not played with by ER and defend toward data privacy losses. When our personal
details become more accessible to a number of vendors, distributors of healthcare,
workers, Web media, and perhaps more, an attacker seems to be more likely to
“connect the dots” to our information and to bring it together, contributing to an
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increased risk of confidentiality. A quantitative measure is asserted for leakage and
to use “disinformation” as a device to incorporate disclosure of sensitive information.

3.1 The Following Portrays the Proposed Model in Detail

Also because of very massive datasets and complex record comparative analysis,
an ER approach is generally cost-effective. The processing of platforms such as
social media, for illustration, will generate thousands or even millions of data which
has to be remedied. It can be expensive to check each pair of documents in order
to progress their “similarity,” as distinct fields are contrasted, invoking substantive
application logic. Around the same time, running ER in a quite short time can be very
critical. The “pay-as-you-go” model has been utilized to perform entity precision,
which slowly yields extracted features by resolving them.As observed, all documents
belonging to the same real-world individuals cannot be classified by preliminary
results. Our ultimate objective seems to be to gather even more of the eventual
outcome as possible, as quickly as necessary. It is significant to mention which our
current job is qualitative by existence. Suggested hints are identified as heuristics.
Further, our overall objective is to attain a collaborative platform for hints and to
assessing the potential improvements.

The following Fig. 1 demonstrating the flowchart of methodology steps in brief.

3.2 The Methodology Adapted

• Pay-as-you-go ER is formally accepted model attempt to optimize the temporary
ER consequence. Our blocking techniques depend on the regular ER control flow.

• Various levels of hints are suggested:

– The most detailed (and yet compact) form of hint: the sorted list of record
pairs.

– A hint that is relatively informative and portable: A hierarchy of partitions
– The most compressed form of hint (and yet least informative): Sorted records

• The techniques are proposed with successful hints generation at each hint form
and scrutinize whether ER iterations can optimize ER efficiency whereas limiting
record number correlations.

• Our approach has been enlarged to include multiple hints.
• It will quantitavely considerwhat ER can yield results quicklywith the application

of tips. We use valid comparison consumer details from Yahoo! Shopping and
hotel statistics from Yahoo! Travel. Our findings indicate situations in which
suggestions boost the ER filtering such that most corresponding records can be
found in a proportion of the overall runtime.
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Fig. 1 Flowchart of the methodology

3.2.1 System: Architecture and ER Design

This section describes the proposed pay-as-you-go ER system in this module.
Initially, a general business determined model is proposed, followed by an overview
of where pay-as-you-go works.

A database collection R, which represents real-world entities, is used as an EE
encoder E. The ER performance is an input partition which mostly contains infor-
mation representing a certain real-world object separately. Case: output P = {{e1,
e3}, {e2}, {e4, e5, e6}} means that e1 and e3 of records are an individual entity, and
e2 is an individual entity, etc. Since it sometimes requires to run ER on the results
of a previous resolution, developers have defined this as a fraction. That record in its
own folder directly, e.g., {{e1}, {e2},} e4, {e5}, {e6}}. This sense that report is a
single partition. The ER product of R at time t is revealed that E(R)[t].
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3.2.2 Description for Pay-As-You-Go Model

The pairs of candidates are concretely organized with pay-as-you-go template by
the probability of a matchup. So, the ER approach identifies the record with the
more probable pairs instead. The objective is obviously, since the requirement is
unpredictable to evaluate the couple sequence very effectively.

To display this, six records have been put in two blocks: one block holds the
records e1, e2, and e3, and the second block holds the records e4, e5, and e6. The
candidate pairs are indicated by {e1–e2, e1–e3, e2–e3, e4–e5 ….}. A conventional
ER algorithm will indeed analyze between pairs, perhaps in some random order
regarding most of these pairs during the first block as well as the second block pair.
However, the most feasible pair is equated and assumes as d5-r6, with pay-as-you-
go. Then, it probably correlates the very next, say e2-e3. Fortunately, every block is
authorized autonomously if only yet another block at such a time fits into thememory.
Specifically, first of all the first block pairs are equated by the chance of a downward
match, and then the second block seems to be the same. In any case, the solution
is to determine compatible pairs more quickly than from randomly analyzing the
candidate pairs. The ER automated system could then build an output portion which
approaches the overall product more rapidly. (To measure performance continuously
and to treat candidate pairs as a consequence of increasing probability, it is not like
all ER methods can, as stated previously.)

The first prerequisite is our key objective of providing earlyERoutcomes of higher
quality. The second prerequisite assures that the pay-as-you-go defines the findings
preceding the ER of almost the same accuracy as the outcome without any hint.
Blocking techniques will in response give an estimated ER result for which output
has slipped. The auxiliary data format suggestions are used to effectively produce
candidate pairs in (equivalent) sequence of probability. They address three kinds of
clues, as shown in Fig. 2.

Fig. 2 Implemented
framework for
pay-as-you-go model
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3.3 Implementation of Pay-AS-You-Go Model Through
Ordered Pairs with Sorted List

This section discusses a hint that provides a list of record pairs that mostly fit pairs.
It has been claimed that both the distance and match function would be used for the
ER algorithm. The distance function d(r, s) has been used to quantify the difference
among both r and s records: as the distance is shorter, r and s display the same
truth. A match function m(r, s) is evaluated as valid if r and s are assumed to be
another object in the real life. It must be noted that may be a match feature may use
a remote. This might be the form of “if d(r, s) < T and subsequently valid” when
T is a threshold, for starters. It can also be assumed that e(r, s) is much affordable
than m(r, s) and d(r, s) for calibration. The ER technology requires an equivalent
function, the relatively small e(r, s) valuation, the greater the likelihood of the m(r,
s) being counted as valid. The sequence of all record pairs, procured by the through
value, is another conceptual suggestion. The collection cannot in action be produced
completely and precisely. For comparative purposes, beyond a certain series of pairs
and even after the predictions reach a certain threshold the category may be distorted.
As you can see, the pair seems to be another substitute: The ER algorithm will query
the next pair upon this list, as well as the pair is determined at that juncture. Then, an
O(N2) complexity can be avoided when the hint is generated. The proposed research
work will converse over how to produce a pair list indication and using a pair list
more with ER algorithm.

3.4 Generation

Many ways are suggested to develop a portion hierarchy adequately. Within the next
segment, the hints are createdwithwhich the application predictions aremore focused
on the sorted records. Then, this section will explain how memory hierarchies can
sometimes be produced with hash (also implementation estimates, but not evaluation
predictions) and affordable distance functions.

3.4.1 Using Assumptions of Applications

For certain instances, an application-specific prediction function may be built which
is inexpensive to measure. For comparison purposes, if indeed the remote function
calculates a gap among records, then zip code is used to calculate the distance: if
two records use the same zipper code, then it will be conveyed that they are close;
otherwise, we will say individuals are far. The approximation can hardly recognize
one or two attributes, yet the most impressive, unless the distance function calculates
and merges the similarity among most of those of the record’s features.
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In order to develop the hint, e(r, s) are calculated including all record couples but
every pair can be inserted and estimated in a heap data structure. Once all pairs have
been added, where it might delete all couples by increasing estimates, because it is
highly required to complete the list. However, developers could even delete entries
until we hit a threshold distance just a couple of pairs just before ER algorithm begins
to demand challenging pairs.

For many other situations, the projections project over a single dimension to
distances, though in that case a large reduction throughout the data amount in the
heap will take place. For instance, e(r, s) has been the difference in quality of records.
In this case, the records could be sorted by value. (Notify them a certain records near
as possible in price seem to be likely to accept) Then, on the cost dimensions (and
consequent cost difference), we insert into the heap with each record, its nearest
neighbor. The record r is obtained from the heap with the closest neighbor to get
the smallest estimate set. R’s next nearby neighbor is subsequently searched (in the
sorted list), and the new assessment is used to integrate r into the heap. Throughout
this case, the maximum capacity is analogous to, the record number. From the other
hand, the maximum capacity order whenever all pairs of records will remain on a
heap as O(|R|2).

3.4.2 Implementation of Pay-As-You-Go Model Through Hierarchy
of Record Partitions

We suggest the hierarchy of partitions as a potential structure for hints in this state-
ment. A result hierarchy provides details on possibly complete analysis in the context
of scoreboards with various granularity rates where each score reflects a “potential
world” of an ER outcome. The lower-level portion is the finest clustering of the raw
data. Less rough grain with bigger clusters is greater collections in the Hierarchy.
Namely folders in order of granularity, during which grosser cuts are extremely high
up in the hierarchy, without ever storage of arbitrarily defined partitions.

Algorithm 1 Developing a hierarchy of partitions from sorted records.

Input: Two lists such assorted records and Thresholds were considered Sorted = [r1,
r2,….] and T = [T1,…..TL]

Output: Aim is to achieve a hint H = {S1,…, SL}

Process:

3: Start with S1,…., SL partitions

4: Perform for r e Sorted

5: Perform for Tj e sorted

6: check for the condition if r.prev.exists() ˆ KeyDistance(r.key, r.prev.key) ≤ Tj then

7: Extend r to Cluster Sj
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8: else

9: Build a new Sj cluster with r

10: return {S1, …., SL}

The Algorithm 1 demonstrates when to create a hint H partition hierarchy
employing various T1 and TL thresholds, regarding the key value length of parti-
tioning information. For example, suppose a 3-record list of records [joy, joyful,
joyous] (the records are listed and sorted by names) is included. (The thresholds are
predefined focused on level L count in H) Believe that set 2 thresholds T1 = 1 and
T2 = 2, and use the editing interval. For the purpose of highlighting the differences
between the records, thus eliminating the right to shift the series to the next. Second,
joy reads the algorithm 1 and applies it to the existing S1 and S2 cluster (Step 9). The
word joyful will be added in the first cluster in S2 (Step 7), because the edit distance
does not exceed T2. The last record of joyous is 4, which satisfies all thresholds.
Change difference only with previous estimate joyful is 4. A conjugating for both
S1 and S2 is therefore established with joyous. Thus, there are two partitions in the
subsequent hint:

S1 = ffjoyg, fjoyfulg, fjoyousgg and S2 = {{joy, joyful},{joyous}.
The results below display first algorithm consistency.

Proposition 2.3.1 A relevant hint is given by the first algorithm.

Proof A partition S of higher rates is often grosser than even a partition S0, whereas
an increased threshold has been used in the sorted list to break data. S0_S, therefore,
since partitions of the highest level is often more delicate than partitions of the lower
level, H is the description hint. Since the sorted input has now been sorted, Algorithm
1 is used to iterate all records in sorted in O(L) time and iterates across all threshing
levels within each record.

4 Requirements for Experimental Analysis

This paper will experiment with a retail comparison dataset from Yahoo! that main-
tains (shopping and hotel) data. This will test the SN, HCB, HCBR, ME, HCDS, and
HCDC algorithms for ERs. Algorithms were performed testing using the 2.4 GHz
Intel (R) Core 2, 4 GB RAM processor in Java.
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The detailed software information’s are as following:

Language Java programming

Used system checked only in GNU/Linux

IDE supporter NetBeans IDE 6.0.1

UML software documentation Umbrello UML Modeler 2.0.3

As Hadoop and Mahout function locally with Java, accessibility between compo-
nents generated by Java would be easy. Considering this reality, Java was picked
as the programming language. Umbrello UML Modeler has a basic yet effective
arrangement of demonstrating instruments, because of which it was utilized for UML
documentation. NetBeans IDE was picked as formative IDE accounting to its rich
arrangement of elements and simple GUI Builder tool.

4.1 Real Data

Yahoo! Shopping issued the comparative assessment shopping dataset that has been
used here and includes millions of records that turn up consistently from divergent
online stores and have to be addressed before customer queries are replied. Almost
every database includes different attributes, except the title, price, and object type.
The plan checked a small portion of 3000 shopping documents with the string “iPod,”
and a random subsystem of 1 million purchasing files. This was also checked with a
hotel dataset given by Yahoo! Where decades of thousands of customers accumulate
and must be processed prior to users travel from various sources (e.g., Orbitz.com)
being seen. The 3000 accommodation informationwill be checked in theUSA,which
is a randomized subset. The 3 K shopping and hotel statistics are memory capable,
but the 1 million shopping datasets are memory capable and have to be reserved from
the server.

4.2 Guidelines of Match

The match guidelines in our experimental work are summarized in Table 1. The sort
attribute specifies yet if the match requirements are Boolean or RM rules. The details
of the field indicate the source of data: shopping or hotel information. The column
for the match requirements shows the match regulations apply. Boolean rules on
shopping and hotel datasets are specified throughout the first two rows. BS

1 relates
two retail documents “names and ranges, while BS

2 relates the retail records” titles
and costs.BH

1 relates the state, city, zip codes, and names of the hotel documentation
for the information on the data analysis of the hotel. The BH

2 rule contrasts two hotel
files with states, towns, postal code, and home locations. Later, DM

1 measures the
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Jaro distance between adjacent shopping item titles while DD
2 randommodifications

distance from DS
1 to fulfill the demands of 5 percent. The Jaro distance is given to

the [0, 1] quantity of the shopping record and appears to give larger levels to close
databases. The Jaro value is calculated to a maximum ratio of 5 percent with each
of the two rows. Again DH

1 accumulates the gap from Jaro for hotel data from the
descriptions of two records and indeed the equality including its two applications
weighted at 0.05 from the regions. Nowadays, the equality distance increases to bring
back one if two values are identical and 0 and if they are not identical. The DH

2 rule
perfectly illustrates the Jaro distance between certain names of the zip codes weighed
by 0.05 with the appropriate intervals between them. As a matter of fact, at majority
the 0.05 ER and rule evolution methodology that affects the altitude from DH

1 . This
paper is experimental with the development of SN, HCB, HCBR, ME, HCDS and
HCDC. Following Table 2 shows each ER implementation and the rule evolution
mechanism which has been used. (This does not undergo rule progression rather
than using the join ER model, however, emphasizes upon on clustering ER model)
The remote advanced analytics HCDS andHCDC endwith a fixed distance of around
the threshold of 0.95 among both clusters (remember relatively close accounts have
relatively high Jaro + Distance inclusiveness). Whereas ME and HCDC models do
not comply with RM, Algorithm 7 can indeed be implemented to develop quality
and limited loss of consistency new ER outcomes. Confirm that, while ME is GI,
Algorithm 3 is not reliable, as ME derives and resorts all documents in the current

Table 1 Match rules

Type Data Match rules

Boolean Shopping BS
1 : pti ∧ pca

BS
2 : pti ∧ ppr

Boolean Hotel BH
1 : pst ∧ pci ∧ pzi ∧ pna

BH
2 : pst ∧ pci ∧ pzi ∧ psa

Distance Shopping DS
1 : Jaroti

DS
1 : Jaroti with random shifts in less than 5%

Distance Hotel DH
1 : Jarona + 0.05 × Equalsci

DH
2 : Jarona + 0.05 × Equalszi

Table 2 Referenced
implementations for ER and
rule evolution

ER algorithm Algorithm for rule evolution

SN Algorithm for SN

HCB Algorithm 3

HCBR Algorithm 7

ME Algorithm 7

HCDS Algorithm 7

HCDC Algorithm 7
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partition Pi (not through any of the Pi clusters). Algorithm 7 will be used for the
distance-based clustering pattern, including both HCDS also HCDC computational
methods.

5 Conclusion

The paper reports primarily concerns about data processing to tackle the issues of
computer science, and perhaps other relevant fields besides the finance andmedicine.
Then, the proposed research addressed the entity resolution question (ER), which
mostly recognizes database records belonging to a certain real-world object, in
the paper implemented. The pay-as-you-go method is suggested for ER, in which
attempts to achieve and produce the majority and given a constraints (e.g., job,
runtime). In order to stop sensitive pieces of documents that are being resolved by
ER, the issue of handling the leakage of information is incorporated to protect toward
loss of privacy. Formore of our personal details disclosed to a number of vendors, care
professionals, supervisors, and other networking media, there is a greater risk which
an offender will “mark the dots.” The estimation has been formulated to evaluate the
leakages while using “disinformation” as a platform to constitute leakage.
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Preserving and Scrambling of Health
Records with Multiple Owner Access
Using Enhanced Break-Glass Algorithm

Kshitij U. Pimple and Nilima M. Dongre

Abstract Cloud computing servers gives a stage for the clients to remotely store
information and offer the information to everyone. Healthcare record management
system (HRMS) has been developed as a tolerant-drivenmodel for health-related data
exchange. Classification of the common information, i.e., visit details, report details,
etc., remains as a serious issuewhenpatients utilize public cloud servers since itmight
be viewed by everyone. To guarantee the patient’s control over admittance to their
own uncommon well-being records, it is a promising technique to encode the reports
before redistributing and pick up the gain power to that data. Security introduction,
adaptability in key association, andflexible access experience have remained themost
essential difficulties toward accomplishing fine-grained, cryptographically endorsed
data get the opportunity to control. This research work proposes an arrangement
of systems for information get to control to healthcare record management system
(HRMS) put away in outsider servers with classification of data into public and
private data. In HRMS for accomplishing smooth and adaptable information get
the chance to control, attribute-based encryption (ABE) methodologies are utilized
to encode each patient’s HRMS record for getting to. While providing secure data
outsourcing, the main concentration is the multiple owners of data. On account of
this framework significantly diminishes the key administration unpredictability for
information owners and clients, HRMS ensured a high level of patient security. With
respect to emergency situations, a break-glass extraction method is introduced here
to access the data in emergency situations with authorized keys.
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1 Introduction

The Internet has become very vastly as of late, and it offers different abilities that
could bolster physicians to perform their responsibilities from multiple points of
view. Cloud computing (Fig. 1) is the conveyance of processing administrations
including servers, stockpiling, databases, organizing, programming, investigation,
and insight—over the Internet (“the cloud”) to offer quicker development, adaptable
assets, and economies of scale.

With the advancement of data and restorative innovation, medical information has
been changed from manual written records into e-records into electronic therapeutic
records which are extensively used. Nowadays, programming structures have created
from the individual customer’s neighborhood equipment to a focal server that works
from a remote region. A health record is nothing but record of a person user’s health
data put away in PC and can oversee, track, and take an interest in possess medicinal
services. The benefits of data-driven healthcare systems, in any case, accompany a
value, an exceptional exertion and effort to secure patients’ protectionwithout trading
off the utility of the information and related human services administrations. Like in
training and interpersonal interaction, securing privacy in medicinal services frame-
works is critical and testing as a result of the affectability of the related information
and the multifaceted introduction of the healthcare systems.

Unapproved presentation of the touchy medicinal services information can have
profound established social, financial, and well-being related outcomes to the
patients. Masters, orderlies, lab experts, emergency responders, and cure handlers
comprise the healthcare systems and approachpatients’ data.Additionally, specialists
and other model shoppers require patients’ information and the created models for
their logical investigations and business purposes, including some possibly against
patients’ best preferences. Furthermore, the sheer measure of information and related
multifaceted nature of investigation require human services frameworks to utilize
outsider cloud foundation suppliers for enormous scale parallel taking care of and

Fig. 1 Cloud computing
[23]
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data stockpiling. These exposures cannot be discarded because of the basic jobs the
taking an interest substances play. Ensuring security requires guaranteeing that indi-
viduals keep up the legitimately to control what information is accumulated about
them, who takes care of it, who uses it, how it is used, and what reason it is used for.

1.1 Data Privacy and Security

Data privacy can be defined as:

(1) Untraceability: Making it problematic for an adversary to recognize that a
comparable subject played out a given course of action of exercises.

(2) Unlinkability: Concealing information about the association between any
things, for instance, subjects, messages, activities, and so forth.

(3) Unobservability: Concealing how amessage was sent (rather than covering the
identity of the sender of message)

(4) Anonymity: Concealing information who played out a given action or who is
delineated by a given dataset.

(5) Pseudonymity: Using pen names of utilizing genuine identifiers.

Giving security requires counteracting access to information or unique articles by
unapproved customers [4, 5], similarly as guaranteeing against unapproved changes
or pummeling of customers’ information.

The commendable significance of security levels with it, with characterization,
decency, and openness, called (by its contraction) theCIAgathering of three. The ISO
7498-24 standard stretches out the security definition to the going with necessities
that can use the gathering CIA-AANN:

(1) Confidentiality: Data is notmade open or uncovered to unapproved individuals,
substances, or techniques.

(2) Integrity: Information has not been changed or obliterated in an unapproved
way.

(3) Availability: A system is operational and handy at a given moment (it isn’t
down).

(4) Access control: Clients get to simply those advantages and organizations that
they are equipped for access, and qualified customers are not denied access to
organizations that they sincerely plan to get.

(5) Authentication: The confirmation that a component is the one declared, and
the wellspring of got data is as ensured.

(6) Nonrepudiation: The senders/recipients of messages cannot deny that they
actually sent/got the messages.

(7) Notarization: The enrolment of data with a trusted in outcast that ensures
the precision of data traits, for instance, substance, origination, and creation
time. Protection and security are specific.Regardless, in human administrations
Fifield, the association between those two thoughts is data affirmation. The
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basic association exhibits among security and protection in the beneath figure;
that is, confidentiality is situated in the convergence of protection and security.

1.2 Data Security in Health Care

Healthcare record management system (HRMS) has created as a tolerant driven
model of well-being data trade. Commonly displaying HRMS organizations for each
individual, there are various security and safety risks that may block its huge selec-
tion. The focal concern is about whether or not the patients could truly control
the sharing of their fragile prosperity realities, particularly when they are made
sure about on a public worker which people may not completely trust. From one
perspective, regardless of the way that there exist human administrations rules, for
instance, HIPAA which is starting late changed to join colleagues cloud suppliers
are commonly not verified substances. Obviously, because of the high assessment
of the delicate individual health information, the untouchable storing workers are
regularly the objectives of different poisonous practices which may impel introduc-
tion of individual health information. As a lofty occasion, a Department of Veterans
Affairs information base containing fragile individual prosperity information of 26.5
million military veterans, including their administration oversaw investment funds
nos. also, clinical issues was burglarized by an agent who took the data outside
without endorsement. To guarantee lenient-driven security control over their own
HRMS, it is essential to have fine-grained information get the chance to control parts
that work with semi-trusted in workers. Therefore, another framework is recom-
mended that guarantees the security of HRMS that ought to be finished utilizing
ABE algorithm. HRMS association enables a patient to administer and control her
own extraordinary thriving data in a lone spot through the web, which has made the
cutoff, recuperation, and sharing of the remedial information continuously possible.
The principle objective is to verify individual health records utilizing multi-expert
ABE. That is various experts can get to the HRMS without influencing the security
highlights. For taking care of crisis circumstances, crisis office is executed with outer
security. Healthcare record management system (HRMS) has created as a tolerant-
driven model of well-being data trade. Commonly displaying HRMS organizations
for each individual, there are various security and safety risks that may block its
huge selection. The focal concern is about whether or not the patients could really
control the sharing of their sensitive prosperity realities, particularly when they are
made sure about on a public worker which people may not altogether trust. From one
perspective, regardless of the way that there exist human administrations rules, for
instance, HIPAAwhich is starting late changed to join colleagues cloud suppliers are
commonly not verified substances. Obviously, because of the high assessment of the
tricky individual health information, the outcast amassing workers are regularly the
objectives of different toxic practices which may impel introduction of individual
health information. As an esteemed occasion, a Department of VeteransAffairs infor-
mation base containing sensitive individual prosperity information of 26.5 million
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military veterans, including their administration oversaw investment funds nos. what
is more, clinical issues was looted by an agent who took the data outside without
endorsement. To guarantee lenient-driven security control over their own HRMS,
it is essential to have fine-grained information get the chance to control parts that
work with semi-trusted in workers. Therefore, another framework is recommended
that guarantees the security of HRMS. That should be done using ABE algorithm.
HRMS organization empowers a patient to oversee and control her own one of a kind
thriving information in a solitary spot through the web, which has made the breaking
point, recovery, and sharing of the remedial data progressively suitable. The principle
objective is to verify individual health records utilizing multi expert ABE. That is
various experts can get to the HRMS without influencing the security highlights. For
taking care of crisis circumstances, crisis office is executed with outer security.

2 Literature Survey

2.1 Attribute-Based Key Generation Scheme

• Green et al. prescribed to re-appropriate the decoding load, so the customer can
recover the message with lightweight computation. To support the exactness of
the changed code text, the evident redistributed decoding issue is inspected in [11]
to give a ground-breaking course to the rightness affirmation. To expand the ABE
security for video content, a period area trait-based admittance control (ABAC)
plan is proposed by Yang et al. [18] to guarantee the cloud-based video substance
sharing, which introduces the time into the code text and keys to recognize time
control. To decrease the trust of a single position, the multi-pro ABE plan is
investigated in [6–8, 10, 13, 16]. Attribute-based encryption (ABE) is another
philosophy that reuses the open key cryptography thoughts. Out in the open key
cryptanalysis, a message is encoded using the open key shared by recipient. New
character-based cryptography changes the standard thought of open key cryp-
tography. It empowers the open key to be a self-assertive string, e.g., the email
address or phone no. of the collector.

• ABE goes well beyond and describes the lifestyle as set of attributes not confined
to single nuclear key. There are various forms of ABE as multi-authority ABE
(MA-ABE), key-policy ABE (KP-ABE), and cipher-text effective access control
(CP-ABE), and the public-key encryption (PKE) can be utilized. Be that as it may,
there is high overhead of key administration and requires to encrypt numerous
duplicates of a document utilizing various clients keys. To give the secured and
flexible game plans, one-to-various encryption strategies like ABE can be used.
In [12, 17], information is scrambled utilizing credits set with the objective that
various customers can decode it. This makes encryption and key administration
more effective. In 2016, a secret phrase-based break-glass access plot is proposed,
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which is based on two-factor encryption: mystery secret phrase-based encryption
and master secret key-based encryption.

2.2 Access Control Mechanism

• The feature-based encryption for data privacy and access control framework
proposed in [15] is considered to give data openness in emergency conditions and
talks about circulatingmade sure about information among different client, propri-
etor, and various position situations. Access control and security of the well-being
data in the constant application are given through attribute-based encryption. In
[19], maker gives a merged procedure of fine-grained get the chance to order over
cloud-basedmulti-worker data close by a provably secure compact customer affir-
mation segment which can be endorsed comprehensively in different heteroge-
neous condition. In [20], author supports facilitated exertion and gathering-based
thought movement and ability to utilize applications subject to strategy essentials
and an average plan of clinical information. It grants fuse of new organizations
reliant on a total and longitudinal point of view on patients paying little mind to
where or by whom the thought was passed on.

• QihuaWang et al. proposed the distributed access control with outsourced compu-
tation in fog computingmodelwhich relies upon attribute-based encryption (ABE)
which can viably accomplish the fine-grained admittance control. In any case, the
computational intricacy of the encryption and decoding is developing straightly
with the expansionof the quantity of traits [2]. To lessen the computational expense
and assurance the secrecy of information, appropriated admittance controlwithout
sourced calculation in haze figuring. The standard thought of their methodology
is to give fine-grained getting the opportunity to control [14] over sensor infor-
mation, and it is versatile against ambushes, for example, client enamoring and
center settling. Nevertheless, their model relies upon unitedmethodology because
solitary the [9, 21] framework regulator can perform key the board.

3 Motivation

Patients information is the opportunity not to be watched. It is viewed as a funda-
mental right that is critical to well-being, security, and personal satisfaction. Main-
taining its security and privacy with access control policies for different users is a
basic necessity w.r.t to existing applications [1, 3, 18]. However, in current scenario,
there is a lack of access control policies as the data can be accessible to only doctors
or in other cases the data is made public. In both cases, there are issues of security,
privacy, and accessibility gaining all at once. A patient with obscure manifestations
could be analyzed and treated with various restorative records in a few emergency
clinics in the current medicinal framework. Therefore, recognizing cross-area secure
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information sharing framework is important to encourage the treatment of the patient
between differentmedical clinics. For example,medical clinicA’s examination report
can be obtained by the emergency clinic B specialists. The encrypted therapeutic
papers produced by different emergency clinics are sent for capacity and inevitable
information to the open mists. Crisis circumstances can occur in restorative frame-
works, such as an auto-collision or a sudden swoon to the patient. In these crisis
situations, the license’s electronic medicinal records are urged to spare their lives.
In any case, the rescue vehicle regularly works on the scene with no consent to the
encrypted therapeutic documents. In this circumstance, the information protection
security tool may prevent the crisis from saving the life of the patient. It is therefore
essential for the rescue vehicle faculty to structure a break-glass access method to
access the electronic medicinal documents despite the fact that they do not have
the associated characteristic mystery key. Meanwhile, to avoid malignant informa-
tion access by the aggressor, the break-glass access method should be sensible and
responsible.

4 Proposed System

4.1 System Framework

The proposed model offers a privacy-friendly framework as shown in Fig. 2 data
storage and self-adaptive access control system with smart deduplication:

1. Smart cross-domain data sharing: Patients may have a spot with various
clinical establishments, (for example, one of a kind medical clinics and centers)
in certified application. The framework is divided into a few medicinal areas as
indicated by medical institutes and backups that medical institutes can safely
share a patient’s encrypted health documents with social insurance surgeons or
specialists frommedical institutes. Therapeutic records for patients are encoded
using key generation-based attributes andAESRijndael encryptionwith a cross-
domain access policy, so the approved customers tend to have access throughout
the framework.

2. Smart self-adaptive access control: In this system, the entrance control
segment is self-adaptable with common place and crisis circumstances. Patients
and medication staff register to their own clinical area and get the mystery keys
quality that can be utilized in run of the mill conditions to acquire scrambled
archives for patients. In emergency conditions, a break-glass access method-
ology is arranged with the target that a break-glass key dependent on a mystery
expression can recoup every one of the patient’s recorded clinical documents.

3. Smart deduplication: This system supports astute deduplication over quality-
based scrambled information to save the additional room and diminish the
expense of trade between the three-phase public cloud and data customers.
It can be tested directed off the bat if the substance of the figure is a real one.
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Fig. 2 System flow

Next, it can be tested whether there is an indistinguishable clinical record in the
figure works. In conclusion, the figure content is re-encoded using a consoli-
dated access arrangement with the ultimate goal of getting all the first charac-
terized approved customers from the first figure writings to the encrypted data.
No plaintext message is spilled into the public clouds during the deduplication
procedure.

4.2 System Design

Registration admin has the right to register any hospital and chemist shops to the
system. As admin registers the hospitals and chemist, their passwords are encrypted



Preserving and Scrambling of Health Records … 491

while storing in cloud, so that the security and integrity of the hospital admin and
chemist are maintained. Likewise, hospital admin has the right to register its staff
and doctors to HRMS. Their passwords are also encrypted while storing in cloud, so
that the security and integrity of the user’s password are maintained. Attribute-based
key generation is used to generate key of every user for the encrypted data access
control. It converts the encrypted document with activation code to the zip file and
then sends the activation code to download to the user. For users to access the file,
the generated key is important.

Login any user who are registered to the application through their respective hier-
archy can login through the login page. Password matching is done to the decryption
of password and password match.

Data Upload This module helps the server to upload a file to the cloud, and the
document is encrypted using symmetric encryption algorithm, i.e., AES Rijndael
and ABE key generation. After getting logged in the cloud, the doctor can upload
a file of patient which he wishes to share. While uploading the file, AES works
simultaneously. As the file fragments are finished uploading, the file fragments are
encrypted throughAES and are spared in encoded design in the cloud. The client who
has the position to get to the document would require the trait to coordinate the record
access and unscrambling, and exactly at that point, the record can be downloaded.

Data Access On the off chance that any client other than the record proprietor,
for example persistent, needs to get to the record from the cloud, they have to get
to the document with the approved trait key. In the event that the client property
key approves the client to get to the document, he can download the record. As the
record is spared in the cloud in scrambled arrangement, the document ought to be first
brought into its decoded organization to get the record in its unique configuration.
As the user downloads the file, the user automatically decrypts the file via the user’s
attribute key to download the file and the user downloads the file in decrypted format.

Break-Glass Access The essential methodology of a hopeful security framework
is to accept that any crisis circumstance mentioning information access is authentic
and should be conceded. The information subjects are permitted to abrogate explicit
access control consents. For this, it has proposed a solid break-glass solution that is
dependent on password-based encryption and master secret key-based encryption.
We have introduced this system for emergency access of the patient’s data by any
unauthorized user. This is a break-glass access system based on a password in which
the user sets a password for accessing his emergency file. Whenever any emergency
situation occurs, anybody can access the patients file who has the password. If the
password matches, then all the medical reports of the patient can be viewed. With an
enhancement in this break-glass system with respect to its security, the encryption of
the password is incorporated. But as the system has a hierarchy-based access control
mechanism, it is required to link that encryption with attributes of the person. When
the patient sets the password, this password is encrypted and stored in database using
AESRIJNDAEL algorithm [22]. In emergency situation, only the hospital admin has
the right to decrypt the password using the patients mobile no. The hospital admin
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can then provide the emergency access of patients file to the doctors which requires
it, and the attribute key is matched of that particular user and doctor. If the key is
authorized to break-glass access of the patients file, the doctor can access his file
without any access control hierarchy mechanism.

5 Performance of Our System

IHRM and the current ABE are contrasted and conspired as far as communication
and computation overheads. The tests are coordinated on a PC running Windows 10
64-piece working framework. Figures 3 and 4 show that our system is highly efficient
in speed, and as it uses a combination of IBE-ABE, the efficiency of the system with
privacy and security is comparatively higher with the other proposed systems for
break glass.

IHRMis a giant universe improvement since the expert open key size is predictable
and has no limitation on the size of the universe property set. The upside of colossal
universe progression is that new credits can be balanced after the structure is set up.
Another genuineness is that the extra room is little for assets. The IHRM system is
uncommonly capable in speed and moreover can be open and available from any
place as it is cloud-based application.

Algorithm

AES RIJNDAEL algorithm uses 10–128-bit keys, which are stored in 4× 4 tables.
The plaintext is also 128 bit chunks stored and divided into 4× 4 tables. This 128-bit

Fig. 3 Comparsion graph-encryption
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Fig. 4 Comparsion graph-decryption

plaintext chunk is processed each in a 10-round. The processing rounds depends on
the size of the chunk, i.e., 10 rounds on 128-bit keys, 12 rounds for 192 bit, and 14
rounds for 256 bit. The code is generated after the tenth round. Each individual byte
is substituted in an S-box and replaced by the reciprocal over Galois field (GF) (2
8). Further, a bitwise application of mod2 matrix along with an XOR operation is
performed. Thus, the matrix rows are sorted cyclically followed by exchanging of
columns via a Galois field (GF) (2 8) using matrix multiplication technique. In each
round, an XOR link is applied to the subkey.

ABE-based key generation: In the key generation algorithm of ABE, there are
attributes as follows: x1, x2, … xn0,1 r, rx1, rx2, … rxnRZp are chosen randomly to
generate the private key SK where

SK = [
g(α+r)/β, gr · H(x1)

rx1 , grx1 , . . . , gr · H(xn)
rxn , grxn

]

Those random rs randomly chosen by the key authority is generated once for all
users, and each user will be given the private key based on their attributes. To be
more clear, assume user A claims attributes x1, x2 while user B claims x1, x3. They
both at different times request a private key containing a component for attribute x1.
So, rX1 is the same for both requests as grH(x1)rx1, and grx1 will be affected if they
are different.
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6 Conclusion

The proposed research work has a dispersed stockpiling structure for cross-area
remedial archive with break-glass access control and secure deduplication to help
the board’s data in the medical care framework. Our work focus is on secure dedupli-
cation empowering the public cloud to recognize the cipher-texts with a similar thera-
peuticmessage; what’smore, the restorative foundation’s private fog to re-encode the
cipher-text with a merged admittance strategy, so all previously approved informa-
tion clients can get to the new code text. Moreover, this structure is the first to give the
clinical applications two suits of access control systems: cross-territory trait-based
access in commonplace conditions and break-glass access in crisis circumstances
dependent on mystery phrases. These two instruments not only guarantee the safety
of scrambled therapeutic documents of patients, but they also provide prompt access
to emergency data to the lives of patients.

References

1. Wu J, DongM, Ota K, Li J, Guan Z (2018) Big data analysis-based secure cluster management
for optimized control plane in software-defined networks. IEEETransNetwServManag 15:27–
38

2. Wu J, DongM, Ota K, Li J, Guan Z (2018) FCSS: fog computing based content-aware filtering
for security services in information centric social networks. IEEE Trans Emerg Top, Comput

3. Guo L, Dong M, Ota K, Li Q, Ye T, Wu J, Li J (2017) A secure mechanism for big data
collection in large scale internet of vehicle. IEEE Internet Things J 4:601–610

4. Wu J, Ota K, Dong M, Li C (2016) A hierarchical security framework for defending against
sophisticated attacks on wireless sensor networks in smart cities. IEEE Access 4:416–424

5. Dwivedi AD, Morawiecki P, Wójtowicz S (2018) Finding differential paths in ARX ciphers
through nested monte-carlo search. Int J Electron Telecommun 64:147–150

6. Dwivedi AD, Morawiecki P, Singh R, Dhar S (2018) Differential-linear and related key
cryptanalysis of round-reduced scream. Inf Process Lett 136:5–8

7. Dwivedi AD, Srivastava G (2018) Differential cryptanalysis of round-reduced LEA. IEEE
Access

8. Dwivedi AD, Morawiecki P, Wójtowicz S (2017) Differential and rotational cryptanalysis
of round-reduced MORUS. In: Proceedings of the 14th international joint conference on e-
business and telecommunications, Madrid, Spain, 24–26 July 2017; pp 275–284

9. Dwivedi AD, Morawiecki P (2019) Differential cryptanalysis in ARX Ciphers, application to
SPECK. Cryptology ePrint Archive: Report 2018/899. 2018. Available online: https://eprint.
iacr.org/2018/899. Accessed on 9 Jan 2019

10. Dwivedi AD, Morawiecki P, Wójtowicz S (2017) Differential-linear and Impossible Differ-
ential Cryptanalysis of Round-reduced Scream. In Proceedings of the 14th International
Joint Conference on e-Business and Telecommunications, Madrid, Spain, 24–26 July 2017;
pp. 501–506

11. Luo L, Guojun QW (2016) Hierarchical multi-authority and attribute-based encryption friend
discovery scheme in mobile social networks. IEEE Commun Lett 20(9):1772–1775

12. Mao et al (2016) Generic and efficient constructions of attribute-based encryption with
verifiable outsourced decryption. IEEE Trans Dependable Secure Comput 13.5:533–546

13. Dwivedi AD, KloucekM,Morawiecki P, Nikolic I, Pieprzyk J, Wójtowicz S (2017) SAT-based
cryptanalysis of authenticated ciphers from the CAESAR competition. In: Proceedings of

https://eprint.iacr.org/2018/899


Preserving and Scrambling of Health Records … 495

the 14th international joint conference on e-business and telecommunications, Madrid, Spain,
24–26 July 2017, pp 237–246

14. Maw HA et al (2016) BTG-AC: Break-the-glass access control model for medical data in
wireless sensor networks. IEEE J Biomed Health Inf 20(3):763–774

15. Li M, Yu S, Ren K, Lou W (2010) Securing personal health records in cloud computing:
patient-centric and fine-grained data access control in multi-owner settings. In: Jajodia S, Zhou
J, (eds) Security and privacy in communication networks. Springer Berlin Heidelberg

16. Berlin/Heidelberg, Germany, 2010; pp 89–106
17. Mandl KD, Markwell D, MacDonald R, Szolovits P, Kohane IS (2001) Public standards and

patients’ control: how to keep electronic medical records accessible but private. BMJ 322:283–
287

18. Wu J, DongM, Ota K, Li J, Guan Z (2018) Big data analysis-based secure cluster management
for optimized control plane in software-defined networks. IEEETransNetwServManag 15:27–
38

19. Sun W et al (2016) Protecting your right: verifiable attribute-based keyword search with fine-
grained owner-enforced search authorization in the cloud. IEEE Trans Parallel Distrib Syst
27(4):1187–1198

20. Yang K et al (2016) Time-domain attribute-based access control for cloud-based video content
sharing: a cryptographic approach. IEEE Trans Multimedia 18(5):940–950

21. Shakya S (2019) An efficient security framework for data migration in a cloud computing
environment. J Artif Intell 1(01):45–53

22. Suma V (2020) A novel information retrieval system for distributed cloud using hybrid deep
fuzzy hashing algorithm. J Inf Technol 2(03):151–160

23. https://lucidoutsourcing.com/blog/cloud-computing

https://lucidoutsourcing.com/blog/cloud-computing


Malignant Web Sites Recognition
Utilizing Distinctive Machine Learning
Techniques

Laki Sahu, Sanjukta Mohanty, Sunil K. Mohapatra, and Arup A. Acharya

Abstract With the development ofWeb technology, the Internet has become a stage
for wide scope of criminal scheme including spam promotion, budgetary fraud, Web
page defacement, etc. Because of the fast development of the Internet, Web sites
have become the interloper’s fundamental objective. As the quantity of Web pages
expands, the malicious Web pages are moreover extending and the attack is dynam-
ically gotten progressed. The existing approaches like blacking listing and dynamic
analysis approaches are time and resources intensive, hence these methodologies are
not adequate to classify theWeb sites as malignant or benign. The proposed research
work develops a lightweight classification framework to recognize malicious Web
pages effectively using distinctive supervised machine learning classifiers like Naïve
Bayes, K-nearest neighbors, random forest, AdaBoost, and some distinct relevant
URL features. So here, some URL-based features are extracted for the detection of
malicious and benign Web sites. We have experimented the test results using Python
environment and found the random forest achieves highest classification accuracy of
98.7%.

Keywords URL · Classification ·Malignant · Benign Web pages ·Machine
learning classifiers

1 Introduction

There are severalWeb sites that scan anyURL for free. Recognition ofmaliciousWeb
site is one of the most interesting research issues in the field of security. Nowadays,
Internet has become a necessary aspect of one’s life. The function ofWeb page’s vital
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framework in different area, for instance, ease correspondence, safe fund transfer,
proper trade management, and smooth E-administration make education to reach all
[1].One approach to robotization is forWebdesigners tomake sure about and enhance
their Web pages. Previous research studies have a few resemblance to this paper and
uses different parts of URL features [2]. Blacklisting administration was installed in
the programs to confront the difficulties however it has a few detriments likemistaken
posting [3]. Malicious URLs are traded-off URLs that are utilized for cyberattacks.
To ignore data waste, the URL identification proof is the best arrangement. So the
recognition of malicious URL is externally a hot sector of data security because it
lunches different types of attacks including drive-by download, social engineering,
and spam. By utilizing susceptibilities in modules or include malicious code through
JavaScript, drive-by download criticize is typically completed [4]. This paper has
presented a lightweight method where the Web pages are dependent on a limited
number of features. The proposed research has used four different machine learning
(ML) techniques and some relevant features in detecting malevolent Web sites.

The rest of the paper is arranged as: Sect. 2 presents the related work, Sect. 3
describes methodology, Sect. 4 presents experiment and results, and conclusion and
future aspects of is described in Sect. 5.

2 Related Work

Some correlated machine learning approaches are surveyed for binary classification
of malicious Web sites. Tao et al. [5] presented a novel methodology for identifying
Web pages as malignant or safe Web pages using classification algorithm (NB, deci-
sion tree, and SVM) utilizing HTTP period data (HTTP periods headers, areas of
solicitation and reactions) with 50,000 benevolent Web pages and 500 malevolent
Web pages. The accuracy of classification algorithms along with trained dataset was
92.2% and with a very low false positive rate was 0.1%. Yoo et al. [6] proposed a
two-stage of detection method, in first stage, the discovery model used the decision
tree algorithm, for identifyingmalignantWeb pages, in second phase, the recognition
model with one class SVM is utilized to identify new kinds of malignant Web pages.
The detection rate of the malignant Web pages is 98.9% but the FPR was 30.5%.
Dharmaraj et al. [7] presented a features selection and data preparation method in
detecting malignant Web pages, detected malicious Web pages statically using URL
strings. They used various supervised machine learning algorithms for evaluating
the dataset and found the accuracy was between 95 and 99% and very low FPR
and FNR for all the models of classification process. Aldwairi et al. [8] designed
a lightweight framework considering URL lexical feature, host-based feature, and
some special features to recognize malignant Web pages-based. MALURLS frame-
work decreases the training time utilizing genetic algorithm (GA) to extend the
training set and get to learn the NB classifiers. TF–IDF improved exactness by up
to 10%, JS–Enable–Disable improvement was about 6% while 3–4–5 gm enhance-
ment was restricted to 3%. Wang et al. [9] presented an approach which combines
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both static and dynamic analysis for recognizing the malignant Web pages. In static
analysis, the static features of pages are identified and the estimators are made to
forecast whether theWeb page is malignant or safe. But in dynamic analysis context,
theWeb pages run dynamically in the programming environment and the behavior of
the Web pages was analyzed. Kazemian et al. [2] proposed three supervised learning
and two unsupervised learning algorithms. They have used all thesemachine learning
techniques to make predictive models for examining more number of malicious and
non-malicious Web pages. These Web pages are parsed and different features simi-
larly content, URL, and screenshot of Web pages are machine learning models. A
replica of results on supervised learning has built an accuracy of up to 98% and
0.96 for the unsupervised learning technique. Vanhoenshoven et al. [10] presented a
malicious URLs detection technique with some machine learning classifiers, such as
NB, SVM, multilayer—perceptron, decision trees, random forest, and KNN. They
implemented a dataset of 2.4 M URLs and 3.2 M features. The results are obtained
using random forest and multilayer perceptron achieves higher accuracy. Sirageldin
et al. [11] designed a shell for malevolent pages identification using an artificial
neural network learning algorithms. They have considered two features of algorithms
such as URL lexical features and page content features. The observation results is
a high false positive rate (FPR) which delivered by machine learning approaches is
decreased. Abbasi et al. [12] proposed a method where health-related data and guid-
ance accessible on theWeb are used for feature vector. They prefer adaptive learning
algorithm known as recursive trust lsabeling (RTL). It utilizes substance and chart-
based classifiers for increasing recognition of fake clinical sites. The experimental
results have shown better accuracy of 94%. The results were obtained for confidence,
security, and public safety. Kim et al. [13] build up a Web-Mon instrument which
runs quicker than the conventional tools. They have used the techniques RFC, NB,
LR, Bayes Net, J48, and SVM algorithms. For a malevolent pages identification
method, an active representation was initiated which comprises of WebKit-2, ML,
and YARA-based structure.

While there are a few methodologies have been proposed for identifying threat-
ening destinations, the drawback of these approaches is to accomplish their results
they used tens and hundreds and thousands of examples, used no process to identify
vindictive URL redirection which going up against the difficulties in social event a
wide scope of tests. The summary of the literature reviews is represented in Table 1.

3 Methodology

This section presents a lightweight binary classification method to recognize the
malignant Web pages. The proposed research work has developed a framework of
considering different binary classification algorithms includingURL-based and host-
based features to recognize themalignantWebpages represented inFig. 1.Thedataset
is gathered fromWeb sources for the detection of maliciousWeb sites. Then, the data
is cleaned by eliminating the noisy andmessy data. Out of 21 features, only 9 relevant
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Table 1 Summary of literature review

S. no. Articles Techniques used Feature selection Results

1 Tao et al. [5] Naive Bayes (NB),
decision trees, SVM

HTTP session
information,
domain-based and
session header

Detection rate:
92.2%
FPR: 0.1%

2 Yoo et al. [6] Static analysis HTML document,
JavaScript feature

Detection rate:
98.9%
FPR: 30.5%

3 Patil et al. [7] SVM, AdaBoost,
J48, random forest,
random tree, NB,
LR, SGD, and Bayes
Net

Static features Detection rate:
95–99%

4 Aldwairi et al. [8] Genetic algorithm
(GA), NB

Lexical, host-based
and special features

Avg. system
detection rate: 87%

5 Woiig et al. [9] Static analysis,
dynamic analysis,
hybrid analysis

URL. HTML
document
JavaScript features

Precision:0_95
Recall: 0.82 F1
score: 0.91

6 Kazemian et al. [2] NB, KNN, SVM,
K-means, affinity
propagation

Content, URL,
javascript features

Accuracy of
supervised; 98%
unsupervised: 0.96

7 Vanhoensho et al.
[10]

NB. SVM.
Multilayer
perceptron. Decision
tree. Random forest.
KNN.

URL-based
features.

Highest accuracy:
RFC
And Multilayer
Perceptron

8 Sirageldn et al.
[11]

Artificial neural
network

URL lexical, page
content

High false positive
rate

9 Abbasi et al. [12] Recursive trust
labeling (RTL)

Content-based,
graph-based
features

Accuracy: 94%

10 Kim et al. [13] Random forest,
logistic regression,
Bayes Net, J48,
SVM

HTML document,
JavaScript and
URL features

Detection rate: 98%

features and 830 records are extracted. Then the dataset is divided into two groups:
training dataset consisting of 664 data and testing dataset comprises of 166 data. In
step 4: data have been implemented on different machine learning classifiers with
the solution of training set. In last step, the machine learning classifiers are utilized
to predict the accuracy.



Malignant Web Sites Recognition Utilizing Distinctive … 501

Fig. 1 Classification framework for malicious Web sites detection

3.1 Dataset

The downloadedWeb pages are partitioned into one set yet it contains bothmalicious
and benign [2]. The source for the URL-based dataset accumulated from finding
malicious URL throughURL features [14]. This dataset has 830 data and 21 features.
Out of 830 data, for training set, 664 data are utilized and another testing set 166
data are used. Portrait of our data file is given in Fig. 2.

3.2 Selection of Features

The URL features are selected manually. Out of 21 features, we have selected nine
essential relevant features which are required for our research purposes. In the feature
selection process, the raw and noisy data are eliminated. These features’ description
is presented in Table 2. Features are categorized into two groups, i.e., lexical-based
feature and host-based feature. Lexical-based feature involves URL, domain token
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Fig. 2 URL dataset

Table 2 Lexical- and host-based features

S.
no.

Features Descriptions

1 URL It is tile anonymous distinguishing proof of tile URL brake
down ill tile investigation

2 LENGTTH-OF-URL It is a quantity of characters in the URL

3 Length of host It needs to be specified as variable in the send

4 Avg. token length Number of characters in tile token. The average token length
of each approach, the data are taken from the training data

5 Rank host It offers services like Web hosting, domain registration, and
Web design, Web site development, software development,
Web site maintenance on Linux and windows server

6 Avg. domain token length Represent the maximum no. of characters you can have in a
Web sites address left of “.” is 63 characters

7 Largest domain That means consider only values of “real numbers” which
make tile function defined

8 Domain token count It is a simple module to provide alternative domain
associated tokens for administers to send e-mails to users

9 Malicious It represents target value

length, largest domain, domain token count, and the rest of the features involved
host-based features [14].
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3.3 Classification Algorithms

The binary classification algorithms of machine learning are used in our experiments
to predict the classification accuracy of malicious Web pages. These are K-nearest
neighbor (KNN), Naïve Bayes (NB), random forest (RFC), and AdaBoost classifier.

KNN: KNN is a nonparametric method. It manages marked focuses to prepare name
other focuses. It marks the new point by choosing the focuses that are near that point.
K is the quantity of nearest neighbors used for accuracy expectation.

Naive Bayes: NB is a binary classification techniques based on Bayes’ theorem. A
Naive Bayes classifier assumes that the presence of a particular feature in a class is
not related to the presence of any other feature.

Random Forest: It commands overfitting utilizing bootstrap aggregator or bagging.
The objective of random forest classifiers is to combine various decision trees to get
the final result.

AdaBoost:AdaBoost classifier is an ensemblemachine learningmethodused to boost
the performance of decision trees on binary classification problems. AdaBoost can be
used in conjunction with many types of learning algorithms to improve performance.

4 Experiment and Result

The machine learning algorithms such as Naïve Bayes, KNN, random forest, and
AdaBoost classifiers are implemented on Jupyter NoteBook [15] and belong to an
interactive Python environment. With its integrated support for Pandas, Scikit-learn,
Matplotlib and plots a much more understandable presentation of the flow of the
code can be designed. Four algorithms are compared to recognize malignant Web
pages. But as compared to other algorithms random forest classifier achieves highest
accuracy to detect the malicious Web pages.

The different machine learning performance metrics like accuracy, precision,
recall, F1 score, and AUC score are used for the detection of malicious Web pages,
which is represented in Table 3.

Table 3 Comparison table of machine learning classifiers

Machine learning classifiers Accuracy (%) AUC score Precision Recall F1 measure

NB 96.3 0.971 0.92 1.00 0.86

KNN 93.3 0.937 0.82 0.95 0.88

RFC 98.7 0.977 1.00 0.82 0.92

AdaBoost 96.0 0.967 0.88 1.00 0.94
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Fig. 3 Mean and standard
deviation accuracy of ML
classifier

The mean accuracy and the standard deviation accuracy of different classifiers are
depicted in Fig. 3.

The graph in Fig. 4 represents that random forest has the highest accuracy score
and gives exact outcome when compared with the other algorithms. It is clearly
represented that the RFC classifier achieves highest accuracy of 98.7% and KNN
achieves lowest accuracy of 93.3%.

Fig. 4 Accuracy
comparison of ML
algorithms
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Fig. 5 ROC curve of
different classifier

Receiver operating characteristic (ROC) curve in Fig. 5 is utilized to examine the
efficiencies and performance of these four algorithms.

5 Conclusion and Future Aspects

The multitude of cyberthreats out there, malicious Web sites play a critical role in
today’s attacks and scams.Web services are the foundationof connection andcommu-
nication between applications over the Internet. Recognition of malicious URL is
most interesting topic in cybersecurity. Though a few examination contemplates have
been performed identifying with the issues of malignant Web pages identification,
yet these are expensive as they devor additional time and assets. This paper has
utilized new Web site characterization framework dependent on URL-based feature
to predict the Web page as malignant or safe utilizing machine learning algorithms.
The proposed approach has been implemented and the experimental result shows that
random forest classifier (RFC) has the highest classification accuracy of 98.7% of
detecting malicious Web pages in comparing various machine learning techniques.
In future, it can be planned to use a selection technique for different data sources to
improve the performance results of the classifiers.
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Speech Parameter and Deep Learning
Based Approach for the Detection
of Parkinson’s Disease

Akhila Krishna, Satya prakash Sahu, Rekh Ram Janghel,
and Bikesh Kumar Singh

Abstract Parkinson’s disease is one of the common chronic and progressive
neurodegenerative diseases across the globe. Speech parameters are the most impor-
tant indicators that can be used to detect the disease at its early stage. In this article,
an efficient approach using Convolutional Neural Network (CNN) is used to predict
Parkinson’s disease by using speech parameters that are extracted from the voice
recordings. CNN is the most emerging technology that is used for many computer
vision tasks. The performance of the approach is discussed and evaluated with the
dataset available in the UCI machine learning repository. The dataset will contain
the attributes of voice recordings from 80 individuals out of which 40 individuals are
Parkinson affected. Three recordings of each individual are used and 44 features are
extracted from each recording of a subject. The experimental setup of the proposed
approach on the benchmark data has achieved the best testing accuracy of 87.76%
when compared with the available ground truth of the dataset.

Keywords Computer-aided system · Parkinson’s disease · Convolutional neural
network · Deep learning

1 Introduction

Researches have been conducted to find appropriate indicators that allow the devel-
opment of decision support tools that can detect diseases in a very precise and fast
manner. Neurodegenerative diseases are caused due to the loss of functionalities of
neurons in the brain and peripheral nervous system. Parkinson’s disease (PD) is one
of the most common neurodegenerative diseases [1]. This disease is characterized
by neuron loss in the brain near the motor cortex thus, affecting the movement of a
person. As the death of neurons is a very long process, symptoms start to appear at
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the later stages [2, 3]. It makes it difficult to diagnose the disease at the early stages
and give the proper medication. The most common symptoms of PD are balance
loss, muscle stiffness, tremor, and motor skill damage [4].

According to the world health organization, 10million people are already affected
by the disease, and the Parkinson foundation states that by 2020 at least one million
people in the US will be affected by PD. As the motor-related symptoms which
are the primary measures to diagnose the disease tend to appear only after 80% of
neurons die in the brain, the diagnosis of the disease is very harder through motor-
related indicators [5]. Besidesmotor symptoms, one of themost important non-motor
symptoms is speech impairment due to the weakening of voice muscles.

The voice disorders are found in 89% of the PD patients [6] and the formation of
the abnormalities in the speech is discussed in the publication of James Parkinson
[7]. The main abnormalities in speech are due to impaired mimicry, the deficit of
laryngeal function, decreased speech force and reduced lung life capacity. These
irregularities cause abnormalities in voice including monotonous speech (modula-
tion will be limited), tone of the voice will be lowered, difficulties with changes in
loudness, rough and hoarse tone, voltage reduction of vocal folds, change in speech
pace, and improper articulation.

A specific clinical technique is not available for the diagnosis of disease instead
neurologists predict usingmedical history through close examination of physical and
neurological signs and symptoms of a patient. Computer-aided systems are taking
on a new era of disease detection and diagnosis. These technologies ensure a short
time diagnosis which can be more efficient as it detects even the slightest variations
which are not even perceptible to the human.

The subtle abnormalities in the voice of PD affected people are not perceptible
to the listeners at the early stage but can be identified by doing acoustic analyses
on speech signals that are recorded [8–10]. The features extracted from the acoustic
analysis phase can be used to identify the disorders or abnormalities in the voice.
Even though there is no permanent cure to the disease, symptomatic relief can be
achieved which in turn helps to enhance the life of patients.

1.1 Related Work

Many kinds of research have been done to prove acoustic analysis can be one of the
best non-invasive techniques for earlier detection of Parkinson’s disease. The acoustic
analysis alongwith a proper classification framework leads to the identification of the
disease accurately. Some of the classification techniques which are employed in this
context are artificial neural networks, SupportVectorMachines, Regression, etc. [11–
13]. Recently deep learning techniques are also found to be effective. In Yasar et al.
[11], an artificial neural network was used with voice features extracted from both
PD patients and healthy people. Maximum accuracy of 94.93% was recorded in this
article using this technique.Hemmerling et al. [12] discusses nonlinear support vector
machine to detect the disease using vowel /a/ phonation in a sustained manner and



Speech Parameter and Deep Learning Based Approach … 509

Principal component analysis (PCA) is used to extract the features. This technique
produced a maximum accuracy of 93.43%. The disease detection discussed in Lin
et al. [13] is done using a discriminative model based on logistic regression.

Disorders in speech are identified for proper diagnosis of speech-related diseases.
Deep learning is found to be the emerging technologies in finding the disorders asso-
ciated with the voice or speech. The article [14] compared a Multi-layer perceptron
algorithm (MLP) and a convolutional neural network architecture for identifying
voice pathology or the voice samples with phonetic and speech disorders. Convolu-
tional neural network outperforms MLP with better results. Similarly, another deep
learning technique, theLong short termmemorymodel (LSTM)wasdiscussed in [15]
for voice pathology detection. The combination of deep learning techniques CNN
and LSTM is also an efficient way of voice pathology detection and it is discussed
in [16].

This article investigates the effectiveness of the deep learning approach (convo-
lutional neural network) in detecting Parkinson’s disease using the vocal features
extracted from the voice recordings. Manual selection of the features is avoided and
the convolutional layers themselves are used to select the best features that can distin-
guish between PD patients and normal individuals. Thus, an automatic and easier
way of finding the best features is employed. The article is a foundation for further
researches on deep learning (convolutional neural network) being an effective frame-
work along with semi-automated and automated feature selections to diagnose the
disease with extracted acoustic features.

2 Methodology

The proposed deep learning framework is shown in Fig. 1. The first phase of the
framework is a data collection phase which is described in Sect. 2.1 of methodology.
The next phase is a preprocessing stage where the data is normalized between the
range [− 1, 1]. A one-dimensional CNN is built and the data is applied for training
the network and the network is tested using another set of data.

2.1 Data

The data used in the experiments of this article was collected from the UCI machine
learning repository which contained replicated speech parameters. Three record-
ings of each subject out of 80 subjects were considered of which 40 are healthy
and the other 40 are Parkinson’s diseased. 44 voice features or attributes were
extracted fromeach recordingwhichmakes the dataset size 44 columns and 240 rows.
Voice features from five different families, namely spectral envelope measures, noise
features, amplitude local perturbation measures, pitch local perturbation measures,
and nonlinear measures are used in the study [8, 9]. Cepstral coefficient of Mel
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Fig. 1 Flowchart of deep
learning framework Data Collection

Data preprocessing

Building CNN Architectures

Training the network

Testing the created network

frequency from order 0–12 and their derivatives (MFCC and Delta MFCC) is the
spectral envelope measures considered in this study which depends on articular posi-
tion so the slightest misplacement can also be detected [17]. Harmonic-to-noise ratio
(HNR) which measures the ratio of noise present in speech are extracted using voice
sauce toolbox and HNR measures are calculated using cepstrum-based technique
and Glottal-to-noise ratio (GNE) which measures the ratio of vocal fold’s voice
excitation oscillation to the excitation by the turbulent noise are the noise features
used. Absolute jitter, Relative jitter, average relative perturbation, and quotient of
pitch perturbation were considered under the local pitch perturbation family of voice
features and it is extracted using waveform matching algorithm. The perturbation
measures of amplitude used were shimmer in dB, local shimmer, 5-point ampli-
tude perturbation quotient, 3-point amplitude perturbation quotient, and 11-point
amplitude perturbation quotient. The last family was nonlinear measures which have
been used in many of the previous researches to find the effect of vocal features in
the detection of Parkinson’s disease using acoustic features. They include Entropy
of Detrended fluctuation analysis, Recurrence period density, and Entropy of Pitch
period.

2.2 Deep Learning

It is one of the latest technologies which have got attention from industrial and
research area in the last decade. This technology is the key to develop and launch
smart products in the market. Multiple layers of processing units are designed using
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neural network architecture which uses linear and nonlinear transformation on input
data. These can be applied to any kind of data: numerical, text, images, audio, or any
combination of them [18]. Deep learning is found to be very effective in identifying
the voice disorders in the voice as some of these extracted features can discriminate
the people with the disease and the normal one. With the help of deep learning
techniques, these features are selected and are used for classification using neural
networks [11–13].

Convolutional Neural Network
A convolutional neural network or CNN is an important deep learning algorithm that
requires comparatively less preprocessing [19]. These are artificial neural networks
with alternate convolutional and sampling layers and possess the advantage of self-
learning from the given input. The technique is primarily designed for image classi-
fication but a variant of CNN called 1D CNN is well suited for one-dimensional data
[20]. There are many advantages of 1D CNN over 2D CNN (suited for image clas-
sification) which includes low computational complexity due to simple array oper-
ations rather than matrix operations, shallow architectures which are easy to design
and implement, feasible and relatively fast learning, and is very suitable for low-cost
applications [21]. Convolutional Layer, Pooling Layer, and Fully-Connected Layer
are the three main important CNN layers.

Convolutional Layer
It is an important layer of CNN that performs the feature extraction so that separate
manual feature extraction can be avoided reducing the manual interference in the
computer automated systems [22]. The layer performs a convolution operationwhich
is very similar to that of the linear operation in a traditional neural network where
the input is getting multiplied by the weights which are constantly being updated
according to the error generated. In a forward pass, neuron i in layer l receive input
from the previous layer as below:

In1i =
n∑

j=1

(
W 1

i j x j + bi
)

(1)

Here W is the weight, x is the input and b is the weight. Accordingly, the two-
dimensional array is multiplied with the input data and the two-dimensional array of
weightswhich are called filter or kernel. In specific, themultiplication performedhere
is dot product and it is done between the much smaller kernel and the kernel-sized
part of the input. The output of this operation for a single time will be a single value
as multiplication is done element by element and is summed up. The smaller-sized
filter will help in multiplying the same kernel multiples times on different points of
input. This is done systematically from left to right and top to bottom on the input.

Pooling Layer
This is the layer present after the convolution layer andmore specifically after nonlin-
earity is applied on the feature map. It gives an ordering of layers and the layer can
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be added multiple times in a model [22]. This layer is applied on each feature map
which is produced as an output of the convolutional layer and a completely new
different set of pooled feature maps are produced but the number of feature maps
will be the same as the previous layer. A pooling operation (like a filter) that has a
size lesser than that of the feature map is applied which minimizes the feature map
size. The two most common pooling operations are average pooling and maximum
pooling. The former will calculate the average of each patch of the feature map and
the latter will find the maximum value in each patch of the feature maps.

Batch Normalization Layer
The difficulty in taking the right learning rate and initializing network parameters are
resolved through this layer. This layer is also used because there is a significant effect
by the previous layer parameters on the inputs in each layer which causes a compli-
cated learning problem, covariate shift. Covariate shift is the condition where the
inputs of each layer are changing continuously. Feature-wise centering and normal-
ization to mean zero and variance one is the main purpose of the batch normalization
layer [23]. Batch normalization has two main stages namely, normalization and
scaling. Assuming f = [f 1, … f k] is the input received, normalization and shift and
scale equations are given as

Normalization : f ′
k = fi − E[ fi ]√

Var[ fi ] (2)

Shift and scale : hi = γ f ′
k + βi (3)

The new parameters of the network that is used in the training are
[
γ, βi

]
.

Fully-Connected Layer The above-mentioned layers are for finding the suitable
features that are capable of classifying the input appropriately [22]. Now the process
of classification is done by a Fully-connected layer from the output of convolution
and pooling layers. This layer is very similar to the artificial neural network which is
used for classification. Before applying the Fully-connected layer, the output from
the previous layers is converted into a single vector of values. The probability of the
feature vector to be in each class is evaluated and then compared with each other.
The most appropriate weights are identified by using their backpropagation process.
The weight received by neurons prioritizes the class to which it belongs.

2.3 Proposed Architecture of CNN

This experiment is performed by generating different architectures of the 1D CNN
model to identify the disease in a precise way using extracted speech parameters.
These architectures are discussed in Table 1. The architectures are built by varying
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Table 1 CNN Architectures used in the experiment

Architecture no Architecture 1 Architecture 2 Architecture 3 Architecture 4 (adopted)

Layers Conv1d (8,2)
Pooling (2)
FC (16)
FC (2)

Conv1d (16,2)
Conv1d (16,2)
Upsampling (3)
Pooling (2)
FC (16)
FC (10)
FC (2)

Conv1d (16,2)
Conv1d (16,2)
Upsampling (3)
Pooling (2)
Conv1d (16, 2)
Conv1d (16,2)
Upsampling (3)
Pooling (2)
FC (16)
FC (10)
FC (2)

Conv1d (32,3)
Conv1d (32, 3)
Upsampling (3)
Pooling (2)
Dropout (0.5)
Conv1d (32,3)
Conv1d (32,3)
Upsampling (3)
Pooling (2)
Dropout (0.5)
FC (16)
FC (10)
FC (2)

Total Parameters 2762 16,912 25,136 52,498

the number of layers and the trainable parameters. As convolutional neural networks
do not require a separate manual feature selection, so features are efficiently selected
by themodel itself. Thus it reduces the effort of handpicking the best features suitable
for classification.

The layers of the best performing CNN architecture among all the experimented
architectures are shown in Fig. 2. There are two blocks in the architecture where each
block is having two layers of convolution, a batch normalization layer, and a dropout
layer. The input is passed into the two blocks and the output of the second block
is flattened to a single vector of values. This vector is given to two layers of fully
connected layers for classification. Training and testing are performed to validate
the model developed. The training phase is carried out by dividing the data into two
groups training set and testing set where 20% of the total data is divided and kept for
testing the model and the rest is applied to train the network model for increasing
the classification accuracy.

3 Experimental Results and Discussion

The proposed convolutional neural network is applied to the voice feature dataset.
Python programming language was used to implement with Keras library on a
computer with the configuration of Intel core i3 processor with 4 GB random access
memory. The performance of the classifiers is evaluated using measures such as
classification accuracy, sensitivity, and specificity. The basic reliability of the classi-
fier is determined by accuracy. The sensitivity and specificity measure how well the
classifier predicts one of the two categories.

The training and testing accuracy of the architectures referred to in Table 1 is
compared in Table 2. It is visible that architecture 4 produces a maximum accuracy
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Dropout
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Fig. 2 Adopted architecture of CNN

Table 2 Performance of
different architectures

Architecture No Training accuracy
(%)

Testing accuracy (%)

Architecture 1 79.63 77.97

Architecture 2 86.42 82.87

Architecture 3 87.28 85.69

Architecture 4 89.13 87.76
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Fig. 3 Training and testing
accuracy of architecture 4

Fig. 4 Training and testing
loss of architecture 4

of 87.76%, a sensitivity of 88.7%, and a specificity of 90.5% when architecture 4 is
applied with a small dataset of speech parameters. The performance of the model is
depicted in Fig. 3 where it is visible that the training accuracy and testing accuracy
are almost the same and don’t differ too much. Figure 4 shows the loss of the model
and this also states that the training loss and testing loss also don’t differ much and
the value of loss in the last iterations is reaching 0.125.

4 Conclusion

Diagnosis of the disease using a computer-aided system has made revolutions in
the medical field. The proposed model is to diagnose Parkinson’s disease with a
convolutional neural network in diagnosing the disease using speech parameters.
Even though the dataset available for the research was having a limited number of
entries, a classification accuracy of 87.76%, sensitivity of 88.7% of and specificity of
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90.5% is obtained with architecture 4. The results are very promising in comparison
to the size of the data used in the research. The proposed architecture is a very simple
way of diagnosing the disease with minimal layers of convolution. Compared to any
other ways of identifying the disease, voice features enable a low-cost, efficient, and
easy-to-use technique and it is very handy as there is no separate feature selection
phase. The results are positive to think that on large datasets with more number of
subjects, deep learning will outperform the results produced by machine learning
algorithms. Hybrid models can be used to enhance the results in the future.

References

1. Grover S, Bhartia S, Yadav A, Seeja K (2018) Science direct predicting severity of Parkinson’s
disease using deep learning. Procedia Comput Sci 132(Iccids):1788–1794

2. http://www.pdf.org/speech_problems_pd
3. Lang, AE, Lozano AM (1998) Parkinson’s disease. New England J Med 339(16):1130–1143
4. Benba A, Jilbab A, Hammouch A (2016) Analysis of multiple types of voice recordings in

cepstral domain using MFCC for discriminating between patients with Parkinson’s disease
and healthy people. Int J Speech Technol

5. Orozco-Arroyave JR, Hönig F, Arias-Londono JD, Vargas-Bonilla JF, Skodda S, Rusz J, Nöth
E (2015) Voiced/unvoiced transitions in speech as a potential bio-marker to detect Parkinsons
disease. In: Anual conference of the speech and communication association (INTERSPEECH),
pp 95–99

6. Wodzinski M et al. (2019) Deep learning approach to parkinson’s disease detection using voice
recordings and convolutional neural network dedicated to image classification. In: 2019 41st
Annual international conference of the IEEE engineering in medicine and biology society
(EMBC). IEEE

7. Parkinson J (2002) An essay on the shaking palsy. J Neuropsychiatry Clin Neurosci 14(2):223–
236

8. Naranjo L, Pérez CJ, Campos-roca Y, Martín J (2016) Addressing voice recording replications
for Parkinson’s disease detection. 46:286–288

9. Naranjo L, et al (2017) A two-stage variable selection and classification approach for
Parkinson’s disease detection by using voice recording replications. Comput. Methods
Programs Biomed. 142:147–156

10. Bocklet T, et al (2011) Detection of persons with Parkinson’s disease by acoustic, vocal,
and prosodic analysis. In: 2011 IEEE Workshop on Automatic Speech Recognition &
Understanding. IEEE

11. Yasar A et al (2019) Classification of Parkinson disease data with artificial neural networks.
In: IOP Conference series: materials science and engineering. In: IOP Publishing, vol 675, no
1

12. Hemmerling D, Sztaho D (2019) Parkinson’s disease classification based on vowel sound.
In: Proceedings of the 11th InternationalWorkshop onModels andAnalysis ofVocal Emissions
for Biomedical Applications

13. Lin J (2019) A preliminary study on Parkinson’s disease with regularized logistic regression
method. Open J Soc Sci 7(11):126–132

14. Kanimozhiselvi CS, Balaji Prasath M, Sathiyawathi T. Voice pathology identification using
deep neural networks

15. Gupta V (2018) Voice disorder detection using long short term memory (lstm) model. arXiv
preprint arXiv:1812.01779

16. Harar P et al (2017) Voice pathology detection using deep learning: a preliminary study. In:
2017 International conference and workshop on bioinspired intelligence (IWOBI). IEEE

http://www.pdf.org/speech_problems_pd
http://arxiv.org/abs/1812.01779


Speech Parameter and Deep Learning Based Approach … 517

17. Upadhya SS, Cheeran AN, Nirmal JH (2018) Biomedical signal processing and control
Thomson multitaper MFCC and PLP voice features for early detection of Parkinson disease.
Biomed Signal Process Control 46:293–301

18. Pereira CR, et al (2016) Deep learning-aided Parkinson’s disease diagnosis from hand-
written dynamics. In: 2016 29th SIBGRAPI Conference on Graphics, Patterns and Images
(SIBGRAPI). IEEE

19. Faust O, Hagiwara Y, Jen T, Shu O, Acharya UR (2018) Computer methods and programs in
biomedicine deep learning for healthcare applications based on physiological signals: a review.
Comput Methods Programs Biomed 161:1–13

20. Kalchbrenner N, Grefenstette E, Blunsom P (2014) A convolutional neural network for
modelling sentences. arXiv preprint arXiv:1404.2188

21. Frid A, et al (2016) Diagnosis of Parkinson’s disease from continuous speech using deep
convolutional networks without manual selection of features. In: 2016 IEEE International
Conference on the Science of Electrical Engineering (ICSEE). IEEE

22. Pereira CR, Pereira DR, Papa JP, Rosa GH (2016) Convolutional neural networks applied for
Parkinson’s disease identification. 2:377–390

23. Liao Z, Carneiro G (2016) On the importance of normalisation layers in deep learning with
piecewise linear activation units. In: 2016 IEEE winter conference on applications of computer
vision (WACV). IEEE

https://arxiv.org/abs/1404.2188


Study on Data Transmission Using Li-Fi
in Vehicle to Vehicle Anti-Collision
System

Rosebell Paul, Neenu Sebastian, P. S. Yadukrishnan, and Parvathy Vinod

Abstract This paper examines the relevance of a fast approaching highly secure and
fast data transmission technique using Li-Fi. It describes the upcoming technology
Li-Fi and its applications as well as the developments made in it so far. It enlightens
on the new era that will soon be used in almost all domains like health sector, school,
bank and so on. An application framework design has been studied to analyze the
role of Li-Fi in the process of communication.

Keywords Li-Fi · Light emitting diode (LED) ·Wireless communication · IoT ·
V2V communication · Data transmission

1 Introduction

Light emitting diodes (LED) bulbs that are used in our household as light source
are not only capable of lighting the surroundings but can also be used to transmit
data. This idea forms the backbone of the new technology Li-Fi. Li-Fi stands for
light fidelity and it uses LEDs intensity variation for transmission of data. It is very
difficult or almost impossible for the human eyes to trace this variation as it happens
too rapidly. We can say that Li-Fi is a light-based Wi-Fi technology. The Li-Fi
revolution can possibly eliminate most of the problems of the existing wireless-
fidelity infrastructure (Wi-Fi) in several core areas like medicine and health sector
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since it evokes no electromagnetic reaction. The recent studies made in Li-Fi [1]
reveal that it is going to be a part of the framework of 5G. It has been recognized by
IEEE since the end of 2017, as an IEEE 802.11 working group has been formed for
making the studies on standards for visual light communications. Wi-Fi has to abide
to the country’s particular regulations as it works with the spectrum allocation but
Li-Fi does not.

Professor Harald Haasa German physicist, known as the founder of Li-Fi, intro-
duced the term Li-Fi and he is the co-founder of PureLi-Fi which is a company based
on light communication established by him in 2012 to work intensively on this new
finding. He successfully illustrated a Li-Fi prototype at the TED Global conference
in Edinburgh on 12 July 2011. He used a table lamp with an LED bulb to transmit a
video that was then projected onto a screen. [2]. This idea pioneered by him gave a
new direction to the researchers to explore more on the light waves [3].

In the next section, the basic principle of Li-Fi is explained followed by a briefing
on a few applications of Li-Fi with several examples where it has already been imple-
mented. In the Sect. 4, a comparative study is made with Wi-Fi. Section 5 describes
the market growth of Li-Fi along with a study of converging Li-Fi with several
emerging technologies. Section 6 is a prototype model framework illustrating the
data transmission using Li-Fi in a vehicle to vehicle communication to avoid colli-
sion. Sections 7 and 8 show the analog and digital data transmission in our system.
The results and inferences obtained from our experimental study are mentioned in
Sect. 8. Finally, this paper is a journey through the developments made so far using
Li-Fi and the authenticity of using Li-Fi for data transmission in analog and digital
format is studied using the prototype model.

2 Principle of Li-Fi

Li-Fi can be termed as light-based Wi-Fi, i.e., instead of radio waves, it uses light
to transmit data. In place of Wi-Fi modems, Li-Fi would use transceivers that have
LED lamps that could brighten a room as well as transmit and receive information.
It makes use of the visible portion of the electromagnetic spectrum which is hardly
utilized.

LED bulbs or any light source can be used to transmit the data and the photode-
tector is used to detect the flash light emitted from the transmitter side. The data to be
transmitted has to be encoded into a binary format which consists of a sequence of
1’s and 0’s. This binary stream of data is given as input to the LED light source and
it will be transmitted when the LED glows. These flashes are then detected by the
photosensors. The photosensors transfer the binary data for amplification, thereby
strengthening the signal in order to decode the binary digits. Finally, the decoded
data is transferred to the end device [4].

The block diagram of a Li-Fi transmitter and receiver system is depicted below.
Transmitter section consists of the Web server, modem and LED driver (Fig. 1).
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Fig. 1 Basic block diagram of the transmission section

Fig. 2 Basic block diagram of the receiver section

Modem performs the necessary modulation to the incoming data, thereby making
the data signals more suitable. As we change the intensity of the current send to the
LED bulb, the brightness of the bulb changes which can then be converted into 1 s
when illumination is maximum and 0 s when illumination is minimum. In this way
the LED bulb is rapidly flickered, millions of time and is not visible to our naked
eyes. In order to control this flickering properly, we make use of modulation. The
three different types of modulation in Li-Fi are: single carrier modulation (SCK),
multiple carrier modulation (MCK) and color modulation [2].

LED driver changes the driving current for this LED bulb according to the
incoming streaming data to get the flickering. It plays the role in the conversion
of digital signal to photonic signal.

Receiver section consists of the photoreceiver and is then given for signal
conditioning before being transferred to the computer (Fig. 2).

Photoreceiver or the photodiode converts the optical signals received into elec-
trical impulses. Signal conditioningmainly performs the necessary amplification and
processing of the received signals before sending to the work devices. Thus, we can
say that Li-Fi provides a one to one point of communication between any two devices
in a highly secure manner. It has a speed much faster than the existing connection
technologies. Though the term came into being in 2011, several studies and research
are still being done to make it accepted all over the world. Since it makes use of the
visible light spectrum, it can be used to pave way for communication at places where
Internet access is denied like petrol pumps, operation theater, aircraft, etc. A study
on the several applications developed using Li-Fi in several systems reveals that this
technology will soon conquer the whole world. Li-Fi can protect the mankind from
radio waves as the light spectrum used in Li-Fi does not penetrate through the body
and is much safer when compared to the hazards caused by radio waves [5].
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3 Applications of Li-Fi

3.1 Li-Fi in Medical Department

The radiation hazards caused to the human body can be drastically reduced if we
make use of Li-Fi technology. The minute details of patients can be continuously
monitored as long as there is a LED light in the room and the data transmission is done
in such fast rate that emergency situation can be handled well. The main challenges
in our hospitals are that the rooms require multiple access, and therefore the network
becomes dense and heavy and complex cables are needed for the different equipment.
The typical network architecture which consist of laying cables, installing routers,
switches, etc., becomes difficult in hospitals. Schnell Li-Fi along with Huawei has
come with the idea of all optical hospital in which they use Li-Fi and optic fiber
as a better choice for hospital infrastructure. They called it green networks as Li-Fi
technology uses passive light with no known health hazards. Similarly, Li-Fi is the
best option in a room which has confidential information as it cannot be hacked.
The photonics network will always be preferred in future for sensitive environment
which consist of several medical devices as theWi-Fi signals might interfere with the
device signals at hospitals thereby affecting the readings. The various devices in the
hospitals are connected to each other and may also require to transfer data to cloud
for future analysis. As IoT enters the surgery room, Wi-Fi will become obsolete.
The Li-Fi devices of Schnell were proven to be compatible with the Huawei and so
they just had to plug and play making it easy to assemble and reconfigure. Thus, Li-
Fi provides wireless connectivity for telemedicine, lifesaving applications, hospital
security systems and vital body sensors. Similarly, Li-Fi indoor positioning system
can optimize the navigation within the hospitals [6].

3.2 Li-Fi in Aircraft

For the first time in world, Air France A321 tested Li-Fi Technology during a flight
in a 12-seater specially designed aircraft in which the travelers could play video
games. By working on it for a short time span of a little of 6 months they built the
system and successfully usedLi-Fi describing it to be amuch simpler technology than
the traditional equipment they used and hosted the Air France Trackmania Cup in
October 2019. They used fiber optic cables to transmit the light-based Internet access.
They installed a baggage compartment which acts as the server that was designated
to transmit the data notably the video games. They had installed a dedicated headrest
for the screen and a dongle for transmitting Li-Fi communications. A detector was
installed for optical transmission. Thus, Li-Fi enabled 10 gamers to play together
and it is several times faster than Wi-Fi, thereby provided a more viable experience.

The ability to safely access the Internet at 30,000 ft is becoming commonplace
nowadays. However, as passengers place greater demands on the in-flight Internet
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bandwidth, the connected experience could become less of a benefit to the experience
and more of a frustration, because airplane mode blocks your connection to cellular
networks and it is not possible to communicate or make calls using phone calls. The
airplane mode will turn off the Wi-Fi connection and thus will abrupt all the services
that requires Internet connectivity.

Li-Fi solves a ‘congestion’ issue. In the data-driven world that we live in, we are
running out of radio spectrum. This is a problem in crowded places like airports and
aircraft interiors as it means that the current available bandwidth does not support
the hundreds of people wishing to use data-intensive applications and the Internet
in the same place at the same time. Li-Fi solves this issue by using 1000 times the
bandwidth compared with the entire radio frequency spectrum. This is additional
free, unregulated bandwidth in the visible light spectrum.

Li-Fi paves the way for local area networks to be established, which means that
passengers canmake calls, use the Internet and access in-flight entertainment systems
more easily.

In a world fast being dominated by big data, safeguarding information is
paramount. In the cabin, although Li-Fi signals can leak through windows, the tech-
nology offers greater protection to passengers than a Wi-Fi connection. But the
biggest gains will be experienced by OEMs. Their manufacturing halls often have
lots of LED lighting and few windows, which will enhance data security in their
facilities.

3.3 Underwater Communication System Using Li-Fi

The underwater communication system is a research area of great demand as the
limitations in bandwidth, energy consumption of the devices used and distance pose
a big challenge. The underwater communication system based on Li-Fi technology
provides protection against ship collisions on the sea. Most remotely operated under-
water vehicles (ROVs) are controlled by dedicated wired connections. Since light
can travel through water, Li-Fi based communications could offer much greater
mobility. An underwater communication system utilizing visible light communica-
tion (VLC) technology will be ideal for military and scuba divers operating under
vessels, allowing communication within the light spectrum to a certain radius via an
audio system built into their diving suits. This project focuses on the safety of the sea
in which the headlights, which consist of LEDs acting as transmitters, communicate
with photosensors acting as receivers. White LEDs used in the head and tail lights
can effectively be used for short-range communication with the photodetectors. The
application is cost effective as LEDs are cheap and simple algorithms are proposed
for signal generation and transmission.

A study on the usage of Li-Fi for underwater communication by observing the
propagation of visible lightwhich is affected by inherent optical properties absorption
and scattering is made in. It describes the bio-optical model which concentrates on
the chlorophyll approach of propagation of light in seawater [7].
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Recently, SaNoor’s Laser Li-Fi Solutions used laser-based rays underwater for
data transmission and to link several devices and allow Internet of underwater things.
They claim that this technology enabled them to allow transmission at giga bytes per
second. This system removed all the hassles created in the several existing underwater
data transmission systems which consists of lot many of wires as well as and has
limited operational range. The signal was sent from seafloor passing through sea
and air in spite of the constant motions of the sea waves as well as the foams and
bubbles. They found this solution useful for many applications like underwater pipe
leak monitoring, underwater environment monitoring, offshore wind fan, etc.

3.4 Li-Fi in Office Rooms

PureLi-Fi came up with a fully networked Li-Fi system by the end of 2017. In the Li-
Fi-enabled boardroom, they equipped six lights and it was more than enough for any
kind of uninterrupted streaming services. They had come up with a dongle in 2016
which can be connected via universal serial bus to the laptops or other devices on
which we need the data transfer and Internet connectivity. This dongle consists of a
photodiode and the Infrared transmitter which is used to transfer data back to the LED
source. PureLi-Fi had then revealed their future plan of making of semiconductor
technology to neutralize this usage of dongle and make Li-Fi core-integrated.

BeamCastor is aLi-Fi-based local area networkwhichwas developed by aRussian
companyStinsComan in 2014. In this, theymade use of a routerwhichwas capable of
transmitting signal using a light beam that had a coverage of approximately 7–8 m. It
was successfully transmitted to eight devices at same timeplaced at different positions
in the office and achieved a four times faster rate than Wi-Fi. The transmission
model has to be installed on the ceiling and the receiver model is configured on the
work devices. The key highlights of this system were the mobility and the ease of
configuration and it could be easily disassembled.

3.5 Li-Fi in V2V and V2I Communication

Vehicle to vehicle communication (V2V) has an underlying wireless protocol called
dedicated short-range communications (DSRC). A lost cost V2V communication
system is developedDSRCandglobal positioning system (GPS). Thevehicle control-
ling information such as transmission rate, brake status, speed, acceleration, global
positioning and path history are taken into consideration to prevent crashes. With
the help of these information if a vehicle in front puts a sudden brake suitable trans-
mission of warning signal can be sent. Similarly, if a vehicle in front makes a slow
movement and the vehicle you are driving is moving at pace faster, it might cause a
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collision. V2V communication helps to pass the alert on time using the wireless
communication. Li-Fi technology can be clubbed suitable in this system as it is
having high speed transmission rate which will help in this time critical situations to
prevent accidents [8].

In case of traffic system, Li-Fi can be used to enable the vehicle to infrastructure
communication (V2I) as the LED in the traffic lights can act as the medium to pass
signal to the first car in the lane. This car can then transmit this information to the
one behind it. The one to one point communication technology principle of Li-Fi
helps to ensure secure communications without congestion. The usage of Li-Fi in
smart traffic net which is soon going to be the upcoming transportation system has
been described in [9].

4 A Comparative Study Between Li-Fi and Wi-Fi

4.1 Wi-Fi Technology

Wi-Fi is an existing wireless networking technology which was invented by NCR
corporation in 1991 and is widely in use. By using this technology, we can
exchange the information between two or more devices. The radio waves act as
the medium thereby making the Wi-Fi networking possible. Wi-Fi uses routers and
radio frequency and the radio signals are transmitted from antennas and routers.
These signals are picked up by Wi-Fi receivers, such as computers and cell phones
that are ready with Wi-Fi cards. Wi-Fi is used for Internet browsing with the help of
Wi-Fi kiosks orWi-Fi hotspots.Wi-Fi data transfer speed ranges from 150 to 2 Gbps.
It has a coverage area of up to 32 mWi-Fi radiations that can harm human health. It
is not suitable for airlines and undersea communications.

4.2 Comparison with Li-Fi System

(a) System Requirements: Li-Fi only needs lamp driver, LED bulb and photode-
tector which are not at all expensive. Wi-Fi requires routers to be installed and
subscriber devices are referred as stations.

(b) Capacity: The visible light spectrum is several thousand times larger than the
spectrum of radio waves. For visible light, the frequency ranges from 400 to
700 THz, but for radio waves, the range is from 3 kHz to 300 GHz. Thus, Li-Fi
signals which are based on visible light spectrum will definitely have a larger
capacity.

(c) Efficiency: LED lights consume less energy and are highly efficient. Li-Fi can
successfully work in a high dense environment, whereas Wi-Fi can flawlessly
work in less dense environment due to interference related issues.
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(d) Availability: Light sources are present in every nook and corner of the world.
Hence, the availability is not an issue. The billions of light bulbs worldwide
need only be replaced by LEDs.

(e) Interruption: Light of course does not cross the walls and thus data transmis-
sion using light waves is more secure than Wi-Fi where the radio waves can
penetrate across the walls. Thus, it is not easy to intercept the data transmitted
via light beam, but hackers can eavesdrop the data transmission using Wi-Fi.
On observing the electromagnetic spectrum, the bandwidth of the radio waves
is up to 300 Ghz. The bandwidth of the visible spectrum alone is up to 300 Thz
which approximately thousand times more compared to the bandwidth of the
radio waves. Thus, apart from attaining higher speed, there will not be any
electromagnetic interference.

(f) Data Transfer Speed: 4G LT and LTE advance have a maximum of 1 Gbps for
stationary users and100mbps formobile userswhich are theoretical figures and
the actual speedmight be lesser than these. The average 4GLTE speed provided
by countries with highest Internet usage is 40–50 Mbps. Researchers have
found up to 10 Gbps in Li-Fi prototype models. This speed can be increased
more by using array of LED source or by using the multiple color RGB LED’s
where each of it can transfer at a speed of 10Gbps. In such a manner up
to 100Gbps, when the whole visible spectrum can be used. Wi-Fi standards
IEEE 802.11.ac have a maximum 1.3 Gbps transfer speed which comes under
5GHzband and IEEE802.11.ad provide amaximumspeed of 7Gbps as defined
theoretically. Though these speeds are enough to meet our daily need now, as
we step into the era of Internet of things, these might not be enough and there
comes the urge of maybe 100 Gbps where Li-Fi comes into effect. Thus, Li-Fi
is ten times better than the current Wi-Fi on the basis of speed [10].

(g) Coverage: Li-Fi coverage depends on the intensity of the light but expected
coverage is 10 m. Wi-Fi provides about 32 m (WLAN 802.11b/11 g) and it
will vary based on the transmit power and antenna type.

(h) Technology: Li-Fi present Infrared Data Association (IrDA) compliant devices
and Wi-Fi presents WLAN 802.11a/b/g/n/ac/ad standard compliant devices
[11].

Specification Li-Fi Wi-Fi

System requirement LED bulb, photodetector Router, subscriber devices

Capacity 400–700 THz 3 KHz–300 GHz

Efficiency Consume less energy and
highly efficient

Affected by inference and less
efficient

Availability Light sources and widely
available

Need special requirements

Data transfer rate Very high (~1Gbps) Low (100 Mbps–1 Gbps)

Cost and power consumption Low High

(continued)
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(continued)

Specification Li-Fi Wi-Fi

Coverage ~10 m (depending upon the
intensity of light)

~32 m (depending upon the
transmitting power and
antennae type)

Technology Infrared data association
(IrDA) compliant devices

WLAN standard compliant
devices

5 Li-Fi in the Industry and Convergence of Li-Fi
with Emerging Technologies

There are many companies that have started to bring the Li-Fi-based products into
the markets.

PureLi-Fi, co-founded by Professor Harald Haas, provides kits to support the
evaluation of high speed Li-Fi components, light antenna technology for integration
into the mobile devices and the systems that allows to deploy Li-Fi.

Oledcomm is providing Li-Fi network interface devices. And they are concen-
trating on improving the design of Li-Fi router solutions for LED-based systems.

LightBee is working on automotive control access and car2car communications
modules.

Velmenni, Firefly, Lucibel, LightBee, LVX System, Signify, Vlncomm, LIFX,
Luciom are a few of themwhich are all concentrating on Li-Fi technology. According
to the survey made by marketresearchfuture.com, Li-Fi market is expected to grow
at approx. USD 51 Billion by 2023, at 70% of CAGR between 2017 and 2023.
Because of the revolution in the technical world where all the devices are getting
connected high speed of data transmission is going to be a matter of prime concern
and foreseeing this many companies like General Electric and Philips are investing
into Li-Fi market.

5.1 Li-Fi and IoT

Internet of things is a system of interrelated computing devices which can exchange
information and transmit data without human interaction. IoT devices comprises of
several sensors, actuators, connectivity/communication electronics and software to
capture, filter and exchange data about themselves, their state and their environment.
However, this widespread development in IoT which interconnects larger scale of
heterogeneous devices creates a big challenge so as to how to safeguard the hardware
and the networks in the IoT system and transfer data without interferences and delay
[12]. Thus, integrating the Li-Fi concept with IoT provides solutions to a wider
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variety of problems in different domains. Unipolar orthogonal frequency division
multiplexing (U-OFDM) which is used in Li-Fi technology gives high speed data
transmission alongwith room illumination.As a result, enough bandwidth is obtained
to accommodate large number of IoT devices [13]. Massive multiple input multiple
output (MIMO) which consists of several antennas at the transmitter and receiver
based on visible light spectrum will have higher bandwidth [14].

5.2 Li-Fi and Cloud

Cloud acts a centralized storage and it allows to store, manage and process data over
the Internet using large group of servers based on virtualization technology. The
data is stored and retrieved in a data center, instead of locally on the user device. As
IoT-enabled environment requires large amount of data to be stored and processed
frequently, cloudmakes it possible to enable access of the same data and applications
from any part of the world. The increasing demand of wireless communication has
posed a problem of acquiring real-time data without latency delay and bandwidth
bottleneck problems from cloud. In the existing IoT network, especially in highly
dense environment, the available radio spectrumbecomes insufficient. Li-Fi due to its
high speed and greater bandwidth can be a stand in such a scenario. The challenges of
the existing cloud IoT paradigm and a Li-Fi-based hybrid cloud framework study are
described in [15]. In their study, a layered architecture comprising of infrastructure
layer or the physical layer, local or private cloud layer and global or public cloud layer
is proposed. The communication between the local cloud and the IoT devices in the
physical is established using Li-Fi enabled access point which acts as a forwarding
device. The IoT devices will be embedded with LED and photodiode which will
make the light communication possible [12].

5.3 Li-Fi and Real-Time Analytics

Time critical applications such as tracking and navigation are mainly based on real-
time analytics. The large amount of data gathered is analyzed by applying logic and
mathematical concepts to make conclusions, decisions and future predictions. The
current business world which concentrates on making all the services much easier
for customers keeps a constant watch on the data which can be the customer behavior
pattern and gives suggestion for the next activity based on the analysis. This can be
applied in the area of online shopping, medical sector, traffic system and so on. The
Li-Fi-based companies have already startedworkingwith the real-time data analytics
using the data which gets stored on their cloud using indoor positioning system (IPS).
IPS is a system similar to global positioning system (GPS) but it is within the indoor
environments where the satellite technologies are less efficient.
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There are different technologies for IPS like acoustic systems, proximity based,
infrared systems, Bluetooth based and so on. GeoLi-Fi is a Li-Fi-based geolocation
platform by Li-Fi supporting companies like Basic6 and Oledcomm for indoor envi-
ronments. Light fidelity access point installed in a dense network will gather accurate
location information and create a map. The system comprises of Li-Fi LEDs that
stream information as unique identifiers, LED Li-Fi modulator which transforms
LED lights into a very simple Li-Fi antenna, Li-Fi-enabled tablets utilizing software
communicate to consumers, centralized managerial interface and tools to perform
the analytics, planning, forecasting and management. Each of the light source has a
unique identifier and a mapping is defined of where all these lights are located and
a unique identifier for those positions [16]. The tablets which are customized with
the photodiode, and therefore whenever the tablet is under the Li-Fi enabled light its
location is accurately identified. Instead of customized tablets, it is also possible to
make use of Li-Fi-enabled dongle which can be easily plugged into our smartphones.

This system can be used in big supermarkets and the customer shopping pattern
which is tracked using IPS is sent to cloud, real-time analytics can be applied, and
thus the future shopping pattern can be predicted accurately. It can also make the
shopping process much easier by giving information regarding the necessary item’s
location in the store and any additional information regarding it. This Li-Fi-based IPS
can also be installed in emergency places like hospitals so that optimized navigation
can be made without any delay [6].

6 Prototype Description

In this prototype, light is used as a medium of transmission. With the advent of
Internet of vehicles, the entire traffic is going to be automated soon. Hence, using
the headlights of the vehicles, an automated brake system can be implemented with
Li-Fi support [2]. Earlier spread spectrum mechanisms were used in order to meet
the needs of communication between vehicles. The military vehicle services are
maintained and scrutinized based on the spread spectrum methodology.

Amajor drawbackof the traditional system is that it requires the complete attention
of the driver to control the speed and occurrence of a collision. But according to the
proposed system in [2], the alert signal send to the vehicle as demonstrated with
the help of light signals. Here, automation can be achieved as the distance between
the vehicles if reduces below a specific limit and the controller reacts and hence
avoid the accident. Basically, the light rays emitted by the car at the front through
the brake light/stop light will be received by the car behind through a receiver at the
front bumper which triggers the car according to the situation. As the emission is
purely based on light rays, there is no chance of environmental issues or scattering
of important signals.
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6.1 Hardware Requırements

(a) Arduino UNO: The Arduino Uno is a microcontroller board based on the
Microchip ATmega328P microcontroller and it is programmed with the help
of an open-source Arduino software. This software acts as an integrated devel-
opment environment (IDE) which will help to perform coding on the computer
side and upload it to the physical board. Thus, we can say that Arduino UNO
has hardware and software parts. The hardware section of the board comprises
of digital and analog input/output (I/O) pins that may be interfaced to other
circuits. This Arduino UNO is enough for the data transfer from one device to
another.

(b) LED:Li-Fi bulbs are outfittedwith a chip thatmodulates the light imperceptibly
for optical data transmission. Light emitting diodes (LEDs) are used in Li-Fi
as visible light transmitters. Li-Fi data is transmitted by the LED bulbs and
received by photodiodes. The LED is connected to one of the digital pins. The
LED blinks according to the binary logic sent from the processing software.

(c) LDR: An LDR is a component that has a (variable) resistance that changes
with the light intensity that falls upon it. It is a passive component, which uses
the concept of photoconductivity and has a resistor whose resistance value
decreases when the intensity of light decreases. This optoelectronic device is
mostly used in light varying sensor circuits. The light from theLED is identified
by using LDR and the data is transmitted to the Arduino.

(d) Solar Panel 5v: In our system, it acts as a data receiver of analog digitals. Here,
we have used 5v solar panel. In our system, solar panel acts as a data receiver
of analog signals and not a power source. The LED light source combined with
a solar panel can form a transmitter-receiver system. LED transmits encoded
information which is received by the solar cell and made available where the
information is required.

(e) Ultrasonic Sensor: An ultrasonic sensor is an electronic device that measures
the distance of a target object by emitting ultrasonic sound waves and converts
the reflected sound into a signal. In our system, the ultrasonic sensor is fixed in
front of our vehicle and it measures the distance between the car and obstacle
in front and gives an alerting signal if the distance is beyond a certain limit.

(f) Speaker and audio amplifier
(g) LCD display and batteries.

6.2 Software Requırements

(a) Arduino programming language: Arduino is an open-source platform used
for building electronics projects. Arduino consists of both a physical
programmable circuit board (often referred to as a microcontroller) and a piece
of software, or integrated development environment (IDE) that runs on your
computer, used to write and upload computer code to the physical board. The
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IDE supports C and C++ and includes libraries for various hardware compo-
nents, such as LEDs and switches. The program which is also known as sketch
is uploaded to the Arduino board via a USB cable. Here, it can be run and will
remain in memory until it is replaced.

(b) Python IDLE: Python IDLE is an integrated development environment (IDE)
for Python. The Python installer for Windows contains the IDLE module by
default. IDLE can be used to execute a single statement just like Python shell
and also to create, modify, and execute Python scripts.

(c) Tinkercad: Tinkercad is a free, online 3Dmodeling program that runs in aWeb
browser, known for its simplicity and ease of use. We have used it to stimulate
circuits and to generate Arduino codes.

7 System Design

The system uses the ultrasonic sensor which reads the distance to the obstacle in front
of the vehiclewhere the sensor is fixed. The distance is then sent to theArduinoUNO.
Basically, the light rays emitted by the car at the front through the brake light/stop
light will be received by the car behind through a receiver at the front bumper which
triggers the brake according to the situation. As the emission is purely based on light
rays, there is no chance of environmental issues or scattering of important signals.

The prototype makes a study on digital and analog data transmission. For analog
data transmission,wemade use of audio source, LED, solar panel and audio amplifier.

7.1 Analog Data Transmission

See Fig. 3.

Fig. 3 Block diagrams of analog data transmission
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7.2 Schematic Diagram for Analog Data

(a) Transmitter Section:

Depending upon the change in the music which is the analog signal the LED glows
and its light intensity varies according to the fluctuations in the analog signal (Fig. 4).

(b) Receiver Section

At the receiver side, solar panel is used for light detection from the transmitter side
and it then given to an audio amplifier followed by the speaker (Fig. 5).

8 Digital Data Transmission

The light signals emitted from the vehicle at the front will be received by the car
behind via an LDR. Light-dependent resistors are very sensitive to light. When
the required signal reaches the LDR, the input is also obtained. Ultimately when
the distance between the vehicle or vehicle and the object is less than or equal to
predefined limit known as safe distance, and the vehicle itself will apply brakes to

Fig. 4 Block diagram of
transmitter section
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Fig. 5 Block diagram of receiver section in analog data transmission

avoid the accident. If the distance between the vehicle are more than the defined safe
distance, then the systemwill give a warning and emergency notification to the driver
as a safety measure. The distance between the car and obstacle is measured by the
ultrasonic sensor and then passed on to the Arduino UNO. Then, if it is less than the
limit, then it is passed on to the LED and then the LED blinks accordingly.

8.1 Transmitter Section

The value measured using ultrasonic sensor is stored into a variable, say ‘time’. We
then take the half of it and store it in a variable ‘t’. This value is used to compute
the distance which is calculated as 340/t, as 340 m/s is the speed of the sound in air.
The safe distance between car and the object is taken as 15 or above for our study.
Here, a checking is done again to find if it is less than or equal to 5 and if so the LED
glows for a time duration of 25 ms indicating brake should be applied otherwise the
LED will glow for a time duration of 20 ms which is a warning sign. This is how the
transmitter gets activated and starts sending data as Li-Fi signals and is depicted in
the flowchart of the transmitter section (Fig. 6).

Fig. 6 Block diagram of transmitter section in digital data transmission
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8.2 Receıver Sectıon

The LDR records data from the LED blink in 0 s and 1 s. It is then passed on to
Arduino UNO and the alert or the warning message is sent. Here, instead of buzzer
system, we used an LCD display. The value read from LDR is stored in a variable ‘d’.
In the next 20 ms, LDR value taken is stored to the variable val2. A string variable
duration is concatenated with this val2. If val2 value is 1, then we perform a checking
of whether duration is ‘0001’ and if so it displays a warning in the LCD Display else
if the duration is ‘00001’ it causes the braking system to be enabled. The flowchart
for the receiver section depicts this process (Figs. 7, 8 and 9).

The digital data transmission is represented as depicted in the flowchart (Figs. 10
and 11).

Fig. 7 Block diagram of receiver section in digital data transmission

Fig. 8 Schematic diagram of digital data transmission section
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Fig. 9 Schematic diagram of digital data receiver section

9 Results

In the systemshowing analogdata transmission,we inferred that the speaker produces
sound only when it is exposed to a light which is having Li-Fi signals. In the digital
data transmission system, the audio signal from the mobile phone using AUX cable
andwas given to the Arduino. And this is the output waveformwhich we got from the
Arduino. Now, it is clear that Li-Fi is an ideal point to point communication medium
among two vehicles.

The plot that the signals have a voltage level variation depending upon the light
signals. Similarly, the pattern was observed by varying the sensitivity of the LDR
module to ensure the promptness of Li-Fi. We have voltage measured in the y-axis
and the time taken in the x-axis.

The first plot shows output from solar panel when there are no variations (Figs. 12,
13 and 14).

10 Limitations and Challenges

1. Difficulty in calibrating the Li-Fi receiver in presence of ambient light.
2. The distance between the Li-Fi transmitter and receiver affects the visible light

communication (VLC) technology.
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Fig. 10 Flowchart of transmission section

3. In some cases, the shorter range of Li-Fi communication, Li-Fi put forwards
security features.

4. We can use laser for long-range Li-Fi communication/data transfer, but in this
case, the components of the setup should be in a fixed position.

5. Refraction cases Li-Fi signal loss
6. The modulation in Li-Fi is a challenge when the light illumination is low.
7. Li-Fi should need line of sight for effective data transmission. Small difference

leads to interruption in the transmission.

11 Conclusion and Future Works

Li-Fi era is not too far and there are many companies who have started marketing
products based on Li-Fi technologies. There are many countries where Wi-Fi usage
is narrowed due to its harmful effects especially for children and health sectors. Li-Fi
will predominantly gain wide spread popularity in those places because of its secure
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Fig. 11 Flowchart of receiver section

and environment-friendly nature. It will gradually conquer the whole world and as
predicted by the researchers working on it. As the wave made by photon produced
by a light emitting diode has no power to penetrate through the skin it will soon be a
safer substitute for the electromagnetic waves in the field of communication which
can penetrate through even walls. In hospitals, where real-time health monitoring is
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Fig. 12 Graph showing the output from solar panel under a tube light (i.e., when there is no
variation)

Fig. 13 Graph showing the output from solar panel under a light integrated with audio signal

extremely time critical, Li-Fi can be used as it provides high speed. Li-Fi as elabo-
rated in the applications can play predominant role in aircraft, underwater systems,
vehicle to vehicle communications and other infrastructures. Even our street lamps
can provide us with high speed Internet with the Li-Fi technology.



Study on Data Transmission Using Li-Fi in Vehicle … 539

Fig. 14 Graph showing the output from Arduino when audio signal from a mobile phone using
AUX cable
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Approaches in Assistive Technology:
A Survey on Existing Assistive Wearable
Technology for the Visually Impaired

Lavanya Gupta, Neha Varma, Srishti Agrawal, Vipasha Verma, Nidhi Kalra,
and Seemu Sharma

Abstract People with visual impairment face a lot of challenges in their daily lives,
be it small or big. This is mainly due to the lack of assistance provided by the modern
assistive devices in terms of providing self-independence and the cost matching
it. The main aim of this article is to research and explore the existing assistive
technologies in the domain of visual impairment aid. The main objective of the
assistive technology is to provide assistance in the day-to-day tasks, with a simple and
wearable design to deliver a better user experience. This paper focuses on different
approaches that will help the visually impaired through technology and learn those
technologies that leverage a comfortable experience to the user. Theprimary objective
of this survey is to navigate through the different approaches to find out the best suite
for the authors in developing their technology.

Keywords Visually impaired · Assistive technology ·Wearable device

1 Introduction

Human communication is at its root, where it is completely based on the text and
speech [1].While this communication has been accepted as a daily part of our life that
requires little effort, it is not as easy for some. According to World Health Organiza-
tion [WHO] report on vision [2–4], the number of visually impaired people present
across the globe is approximately 2.2 billion, of whom at least 1 billion have a visual
impairment not yet been addressed or prevented. According to a study published as of
2010 in the Global Estimates of Visual Impairment [5], almost 20.5% of the world’s
unsighted [6] are Indian citizens, along with 22.2% of the world’s low vision popu-
lation, and 21.9% of those are with vision impairment [7]. Disability takes a toll on
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a person’s day-to-day life. With the ever-expanding and unparalleled technological
growth, this part of the population will actually require a modern device that helps
them to be more self-reliant and efficient without increasing the cost/expense [8].
Suchmodern devices are termed as ‘assistive devices’, and as the name suggests, they
assist the user in partially or wholly for overcoming a problem/disability. Among all
the other available assistive devices, wearable devices have been proven as the most
efficient and helpful, out of which the head-mounted display [9] devices and clip-on
devices remain as the most popular consideration. Recent studies and technologies
in clip-on devices [10] have also shown promising results. A large fraction of the
devices are available for assistance and are either focused on a singular aspect of the
problem, or it is not efficient as expected [11].

This paper focuses on different approaches that are considered to aid the visually
impaired through technology and compare the solutionswith a new concept (focusing
specifically on the user) to see how it is different, or in some cases, better than what
is already available in the market.

1.1 Types of Computer Glasses

Different types of computer glasses exist, and this adds information alongside what
the user can see, or in this case, it will not be able to view. Like other computers, smart
glasses may collect information from external or internal sensors. Using the sensors,
smart glasses can guide the wearer, inform the user about his/her surroundings,
warn them of threats and generally assist them in carrying out simple tasks that
would otherwise be difficult for them [12, 13]. Various types of computer glasses are
mentioned below.

1.1.1 Monocular Smart Glasses [14]

Monocular smart glasses as the name suggests are glasses in the formofHMDswhere
an optical engine is placed on one of the lenses [15, 16]. Vuzix M300, Google Glass
[17], Optivent’s Ora-2 and the Lumus Sleek are some examples of such devices.

1.1.2 Binocular Smart Glasses [18]

Binocular smart glasses are another form of a head-mounted display system which
consists of two transparent displays, which deliver a stereoscopic view to the users.
The advantage of such HMDs over monocular glasses is that a more diverse enhance-
ment of the overall view perspective of the wearer is conceivable because of the
optical engines mounted before each eye. Much like monocular glasses, these also
display the information just beyond the user’s line of sight, but to both eyes. Verge
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IT [19], Epson Moverio [20], the ODG R-9 [21], the Sony SED-E1 [22, 23] and
SED-100A [24] are some of the current binocular smart glasses in the market.

1.1.3 Audio Augmented Reality Smart Glasses [25]

ARSG are basically head-up transparent displays that add virtual information to
what the user sees with an integrated wearable miniature computer [26]. As the
name suggests, the glasses provide the users with augmented reality by overlaying
virtual data on the real worldview of the wearer, and doing so makes it conceivable
to enhance a human’s perception of reality [27]. ARSG are an ideal user interface for
industry usage by workers since they are hands-free gadgets that show information
at eye level, right where it is required.

1.1.4 Immersive or Mixed Reality Smart Glasses [28]

Mixed reality is the combination or merger of the real-world view with the virtual
world to create new environment. A real-world environment is superimposed with
virtual objectswith the help of computer graphics. Theobjects visually act like a phys-
ical object in the real-world environment, change shape, and appearance according
to the angle and position of where they are interacted from and also, based on the
external environment or actions/movements of the user. Hence, a user can view the
virtual object from different bearings and directions by moving around spatially in
a room, as if it were a real object [29].

Some mixed reality glasses are Microsoft HoloLens, ODG-9 AR and VR glasses
and the Meta Space glasses. These gadgets are fully immersive and inclusive stand-
alone systems with outstanding displays, allowing you to render 3D objects on board
[30].

A field that has not been utilised to the best of its capacity is that of audio
augmented reality [31]. Audio augmented reality is when the real or physical
world can be augmented with a virtual layer of auditory signals, which allows the
user to acquiescently interact with it. In certain glasses, the sensors on the glasses
gather appropriate information and the focused speaker directly informs the user.
The technology in this field can be used to provide maximum utility to the user.

1.2 Motivation for Conducting the Survey

The motivation for this survey was to clearly analyse the existing technolo-
gies/devices that exist, which aid the visually impaired and the features incorpo-
rated in them. This analysis helps to identify the problems that were solved by
these technologies and the ones that could not be. Along with that, it provides a
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detailed overview of how these technologies can be better utilised to serve the visu-
ally impaired and make it easier for them to participate in their day-to-day activities.
An exhaustive survey was conducted, particularly motivated from these facts:

• The need and demand for understanding the benefits and drawbacks of the impact
of existing assistive devices for the visually impaired.

• The need and demand for understanding the various technologies these devices
use.

• Can these technologies be utilised in a better way to suit the needs of the customer
base?

• Can newer technologies be incorporated in such devices to provide an enhanced
product?

Thus, there is an immediate need to understand and explore technologies that
can be used to assist the visually impaired and the status of their applications in the
physical world. Not only does the technology assist the visually impaired, but its
application also includes safety; thus, it is our duty to work towards the enhancement
of this area, so as to make it a better place to live in for those with disabilities.
However, to gain an understanding of technologies that can be used, it is highly
required to analyse the use of existing technologies and their applications, and only
then it can contribute towards making a change in this field.

1.3 Outline

The remaining article is designed as: Sect. 2 presents the background. Section 3
goes into a detailed analysis of the existing devices and technologies, highlighting
their use in the device and their impact. Section 4 highlights the inferences made
by conducting researches on the existing devices and what better technologies can
be used in those devices. Section 5 presents the concept of a prototype device that
could be used to effectively solve various problems faced by the visually impaired
population, in a single device. The proposed research work is concluded in Sect. 6.

2 Background

Until recently, solely medical solutions and practices used for treating disabilities
have become more popular. Any assistive technology will only be considered as a
branch of that medical practice. It is only in the past few years that assistive devices
have really taken the centre stage in not just aiding people with visual disabilities but
also making them largely autonomous and independent [32].

Particularly, the problems like navigation, reading and providing visibility to
people with partial visibility problems are considered as the different challenges
associated with the technologies.
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Society today has changed considerably to eradicate the discrimination against
impaired population. The combination of new laws and awareness has asserted the
idea of acceptance and independence of the impaired. But with that, there is a need
to devise a highly effective way to help the visually impaired in order to move a step
closer towards normalcy by asserting self-dependence. This can only be done by
implementing various advanced technologies. Various products have been integrated
in the past few years to help the visually impaired to deal with these problems. This
article will extensively explore these products along with the technologies employed
and how they evolved over the years.

2.1 Review Process

Figure 1 shows the growth of research in the field of assistive technologies for the
visually impaired since 1990 until date. The graph shows a tremendous increase in
research contributions in the last decade (Table 1).

Fig. 1 Graphical representation of the growth of research in the field of assistive technology for
the visually impaired

Table 1 Classification of papers

Property Categories

Year 1990–2020

Methods Ultrasound-assisted obstacle detection [33], human assistance, sonar
sensors, visual sensors

Targeted problems Travel/navigation, reading [34], enhancing vision [35]

Publication type Research paper, journal article, conference proceedings, Web article,
magazine article
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Figure 2 shows a graphical representation of the distribution of research articles
in various sources such as journals, conferences and proceedings. The graph depicts
the maximum contribution of research articles in journals followed by Web articles.

The proposed research work has framed 6 research questions as shown in Table 2.
These research questions helped the authors to explore the literature and collect all
the information related to assistive technologies for the visually impaired.

Fig. 2 Graphical representation of the distribution of articles in various sources, used for the review
process

Table 2 Research questions

Research questions Main motivation Section referred

RQ1. What is assistive technology? Identify the meaning of assistive
technologies and to understand the
current and existing technologies

Sect. 1

RQ2. What is the need for such
technologies?

Identify the needs of the people using
such technologies. Assessing existing
technologies features with respect to
the needs of the people identified

Sect. 1.2

RQ3. What are the different types
of assistive technology being used?

Identify the different types of assistive
technology

Sect. 1.1

RQ4. How has assistive technology
evolved?

Identify the evolution of assistive
technology and finding the latest trends

Sect. 3

RQ5. How helpful is the current
technology in aiding the user?

Identify the pros and imperfections of
the current assistive technology

Sect. 4

RQ6. Can the loopholes in current
technology be overcome by a new
device?

Identify what better technology can be
used to reduce the cost and increase the
effectiveness of devices

Sect. 5
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3 Related Works

3.1 BuzzClip [36]

BuzzClip caters to that part of the society that lives with blindness or partial sight. It
aims to reduce the dread and anxiety related to navigation by providing a dependable
way to make the user aware of their immediate surroundings and obstacles.

Construction: BuzzClip is a small and discreet wearable device. It aids in navigation
by detecting obstructions in the wearer’s path using ultrasound. It is an additional
supportive device to the cane and can also be used on its own for those with partial
sight looking for a subtle solution.

Methodology: It informs the user of the hindrances through instinctive vibrations
and helps them safely navigate their way around these objects. It additionally offers
fundamental obstruction detection at head level and can be attached to clothing,
proving it exceptionally adaptable and helpful.

3.2 Aira AR Smart Glasses [37]

The Aira smart glasses, developed by La Jolla, are augmented reality smart glasses
that are intended to aid users who are completely or partially visibly impaired, to
read significant text (expiration date on grocery items, information on medicines,
etc). It is the blend of cutting-edge technology, hardware and live assistance support
provided by highly attentive aides.

Construction: The glasses are equipped with a camera and inbuilt earpiece.

Methodology: With these smart glasses, Aira has built a service that fundamentally
places a human assistant into a visually impaired user’s ear and sends live video of
the surroundings of the user through the camera on the glasses to the assistants, who
can then give instructions to the end-users and help them with their basic tasks, be it
directions or describing scenes.

3.3 Sunu Band [38]

Sunu manufactures the Boston-based wearable, one of which is Sunu Band: a sonar
sensor device that helps the visually impaired not collide with people and objects by
guiding them.

Construction: Uses sonar sensors for obstacle detection portable system [39].
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Methodology: When the sensor detects an object or person 15 feet away from
the user, the device vibrates to let the user know of a potential collision, and with
increasing proximity, the device vibrates with increased frequency and intensity.

3.4 Maptic [40]

Maptic devices are wearable navigation systems.

Construction: A necklace that acts as a visual sensor and a device that clips around
the wrist of the user acts as a series of feedback units. A voice-controlled iPhone app
uses GPS to direct the user.

Methodology: The device vibrates to guide the user to desired destinations. To steer
the user towards either direction, the device sets off a series of vibrations to either
side of the body.

3.5 MyEye2 [41]

The aim of these low-vision electronic glasses is to make day-to-day activities like
reading, writing, recognising faces and items easier for the visually impaired.

Construction: Using a magnetic mount, the device is attached to any pair of glasses.
A light camera is attached to the sides of the glasses’ frame as well.

Methodology: The power button of the OrCam device is near the speaker, which is
located on the flat underside. A touch bar (raised for easy location) is placed on the
top side of the device which is rounded. It allows the user to read multiple languages,
identify currency and also face recognition. OrCam also learns to identify objects,
as it does with faces.

3.6 NuEyes Pro [42]

NuEyes Pro is a pair of head-mounted smart glasses that are lightweight andwireless.
It is specially designed to aid the visually challenged to see better. NuEyes Pro can
help with conditions like glaucoma, diabetic retinopathy and macular degeneration.
It converts print to speech and allows users to carry out daily activities like watching
TV, writing and reading.

Construction: An image is captured by the camera placed at the front of the glasses
and then shown in a magnified form inside of the lenses. Magnification of up to 12



Approaches in Assistive Technology … 549

times can be obtained on images, which helps the user see the finer details more
clearly. NuEyes also has a 30° field of view (FOV) and a 1080i stereo display.

Methodology: A remote-handheld controller and vocal orders are used to control the
device.

3.7 OXSIGHT [43]

In 2016, OXSIGHT was established based on the effort of a team of Oxford Univer-
sity, who started researching and working closely with the low-vision community a
decade ago. Theirmain aimwas to bring out an innovative device to help this commu-
nity. Its main features include expanding field of vision, enhancing light and shape
detection. At Oxford University, Dr StephenHicks and his colleagues researched and
came up with the idea of these smart assistive glasses that would be able to present
essential information about the proximity of obstacles from the wearers. This was
achieved with the help of a camera and display option. Along with that, the glasses
are also capable of increasing the brightness and clarity of obstacles.

3.8 Intelligent Reader for the Visually Handicapped [1]

This Raspberry Pi-based reader captures an image of some textual material and
enables visually challenged users to passively interpret the text present in that image.

Technologies used: Raspberry Pi Camera [44], to capture the image; ImageMagick
software is used to get a scanned image from the picture obtained; Tesseract Optical
Character Recognition software obtains text converted from the image; Text to
Speech (TTS) engine is used for the transfiguration of text into speech.

Table 3 effectively summarises these latest technologies and works in the field of
visual aid devices and provides an efficient comparison between the same.

4 Discussion

The existing technology has greatly helped aid the visually impaired in providing
them independence in day-to-day activities. They have immensely impacted their
social status and mental well-being. While the contribution of these devices in
bringing technological advancement (as in present day) to help the visually impaired
is significant, there is always scope for improvement. Most of the existing wear-
able devices are not effectively solving the root of the problem. They focus only on
subsets rather than the main obstacle. The most popular devices for smart glasses
are Braille readers [45] which can read and write using the arrangement of dots.
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Table 3 Existing technologies to aid the visually impaired

Device Proposed technology Year proposed

BuzzClip Wearable device that aids the visually
impaired by informing the user of
hindrances in their path through
instinctive vibrations and helps them
safely navigate their way around these
objects

2018

Aira AR smart glasses Augmented reality smart glasses that
are intended to aid users to read
significant text. This is achieved by
providing live assistance through
human aid into a visually impaired
user’s ear and sending live video of the
user’s surroundings through the
camera on the glasses to the assistants,
who can then give instructions to the
end-users and help them with their
basic tasks

2018

Sunu Band A sonar sensor device that helps the
visually impaired not collide with
people and objects by guiding them

2018

Maptic A tactile assistive navigation device
that works like a cane, without the
stigma. It uses a necklace that acts like
a visual sensor, a voice-controlled app
on the phone and vibrations to help the
user to navigate

2018

MyEye2 These are low vision (partial visual
impairment) electronic glasses that
help make day-to-day activities like
reading, writing, recognising faces and
items easier for the visually impaired

2017

NuEyes Pro Head-mounted smart glasses designed
to aid the visually challenged to see
better. NuEyes Pro can help with
conditions like glaucoma, diabetic
retinopathy and macular degeneration.
It converts print to speech and allows
users to carry out daily activities

2018

OXSIGHT The aim of this device was to improve
low vision. Features include expanding
field of vision, enhancing light and
shape detection. Along with that, the
glasses are also capable of increasing
the brightness and clarity of obstacles

2016

(continued)
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Table 3 (continued)

Device Proposed technology Year proposed

Intelligent reader for the visually
handicapped

This Raspberry Pi-based reader
captures an image of some textual
material and uses text recognition
algorithms to identify texts in those
images and provide the user with an
audio cue (using text to speech)

2020

Another device commonly used is an audio reader which reads out books and papers
saved in the audio format. This would essentially point to the fact that for each task,
there exists an individual product solving only one part of the problem. Both these
devices being costly, it leaves a huge dent on the pocket of those who really need
them, especially those who will need to buy different assistive devices for different
tasks. This ultimately leads to sacrificing basic comfort in their day-to-day lives.

Figure 3 gives a summary of the problems current assistive technology is solving.
With the help of this figure and further research, one can conclude that there are only
a few devices (35–44) that solve a multi-purpose function.

Moreover,most of the devices explored in this article focus on improving visibility
for those who are only partially visible. The devices that claim to provide aid to all
visually impaired, like Aira smart glasses, do not provide autonomy to the user and
force them to lean onto a person that is aiding them through a live call feature. These
techniques are not just outdated, but also unattractive to the visually impaired.

Fig. 3 Graphical representation of the number of assistive technology devices for the visually
impaired in each type of field
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A few devices target text reading, others target object detection in the path of
the user, and a minute number of devices help in recognising objects or faces using
machine learning or artificial intelligence tools, but these are limited to partial visual
impairment. And to date, no device exists that combines all the features into a single
device. There has been no development of even a costly all-round device, let alone
a cost-effective solution.

The technology is assistive devices started with object detection solutions using
ultrasound and moved onto braille readers, and even after leaps of technological
advancement, it seems that assistive devices have only progressed to improve or build
upon the technology of existing object detection devices and text readers. Assistance
in the form of recognition of faces or objects is largely absent. Artificial intelligence
and machine learning have rarely been incorporated into these devices, and when
they have been, the devices do not seem to include the most necessary features of
navigation and obstruction detection.

Among existing features, there can be multitudes of advancement. Technologies
like IoT can be used for wireless detection (similar to how it might be effective
in vehicle collision detection [46]) instead of ultrasound. For live video assistance
technologies, instead of limiting to verbal assistance by a human aid, motor control
systems for wireless automation [47] can be explored to help navigate the user.

While object and face recognition is trivial in these devices, recognition models
like R-CNN, fast R-CNN (and YOLO—you only look once) should be implemented
for faster results, as real-time recognition requires speed.

Most importantly, there is still scope for technology that can combine various
factors into a single device and provide immense autonomy to the visually impaired
for most activities.

Research and studies have found out that as the number of assistive products
and related technology increase, so does product suspension. When asked, visually
impaired users of such products communicated disapproval of most assistive devices
currently used because of the factors of tactile feeling and visual balance. Many
complain of self-consciousness linked with the design of the device and its function-
ality. There has yet to be a breakthrough that can model a device according to the
user’s feedback and advice.

5 Device Concept

The main aim is to investigate the dynamics of converging mobile devices and their
accessibility features with wearable devices coming into the market. This shall make
the lives of visually impaired more comfortable and closer to that of the people
around them.

In addition to that, the main focus is given to the possibility of developing a new
technology, which would be able to accommodate the most crucial aspects of the
problems faced by these people as well as manage to stay efficient by keeping its
cost low.
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Fig. 4 A general state chart representation of the proposed ideal assisting device

Figure 4 represents a state chart (flow chart) of the working of a close to ideal
assistive device. Current devices only include the object detection flow path or a
branch of the object recognition flow path (as text recognition).

6 Conclusion

The proposed research work leverages a new concept of smart device that aims
to study the existing assistive technologies that were developed, to analyse their
drawbacks, and furthermore it creates a technology that overcomes the challenges
that were previously faced. While performing a detailed study, many research gaps
are observed in the existing designs of this field. Most of these technologies focus
only on one aspect of the problem; for example, the majority of the devices work
on assisting the visually impaired with reading, or to an extent, identifying limited
objects. With this device, it will always provide a comprehensive product that not
only assists in their day-to-day lives but gives a wholesome experience to the user
which they can enjoy without being constantly reminded of their disabilities. Most
of the devices discussed above are focusing on just a fraction of the problem, making
it difficult for users to have a better experience. This research work can be concluded
with some findings that are listed below:

(1) Larger parts of the technologies already present in the market do not highlight
all the problems and instead develop a product focusing on only one aspect of
the issue.
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(2) After finishing our research, it has been realised that out of all the technologies
that has been analysed, where it cannot find any device, which addresses all
the problems in one device.

(3) All the devices mentioned are very heavy on a middle-class person’s pocket
in comparison with the features it provides, making it very difficult to afford.
This makes it really difficult for the disabled to even participate in day-to-day
activities without proper assistance, and as a result of this situation it makes
them feel dependent and liable.

The emerging innovative perspectives of different existing technologies can be
incorporated into the making of new wearable technology. This work served the
purpose of gaining insight into designing a new technology for smart devices which
strives for maximum potential associated with minimum cost [48].
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Stateless Key Management Scheme for
Proxy-Based Encrypted Databases

Kurra Mallaiah, Rishi Kumar Gandhi, and S. Ramachandram

Abstract To preserve the confidentiality of important data stored in third-partyman-
aged platforms like public cloud databases is continuously raising security concerns.
Such databases need to be shielded from malicious administrators or malicious soft-
ware attacks, so as to increase the trust of the potential customers of such security.
Therefore, it is very important that the data must be protected at rest, in transition and
also while in operation to achieve full confidentiality for the data stored in databases.
Shielding the confidentiality of data at rest and in transition is adequately addressed
but shielding the confidentiality of data while in operation is still a big challenge.
CryptDB provides confidentiality for relational databases by supporting the com-
putations on encrypted data. The keys which are used in CryptDB are stored in the
proxy. This paper proposes a stateless key management scheme, inversely the state-
full key management scheme of CryptDB. The security proof is presented along
with cryptographic security definitions and that the security of our key management
under the random oracle model security assumption. The proposed key management
scheme is the first of its kind that is a stateless key management. The scheme elimi-
nates the storing of user cryptographic keys in the proxy and, hence, avoids possible
attacks and analysis on keys in the proxy and also various other problems such as
key backup, key loss, and key audit. Our proposed solution also satisfies regulatory
compliance by not storing the cryptographic keys anywhere.

Keywords Trusted proxy · Security · Stateless key management · Database ·
Cloud computing

1 Introduction

In context of cryptographic solutions, key management refers to protection, storage,
backup, and administration of encryption keys. The confidentiality of critical data
stored in the cloud databases should be maintained against malicious administrator
and malicious software attacks. While using these services managed by third parties,
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the physical control over data moves beyond the premises of user’s organization into
that of third-party administrator. The encryption techniques ensure the confidentiality
of data, if and only if, encryption/decryption keys are accessible only to authorized
entities. Therefore, the cryptographic keys used for encryption of data should be
protected from malicious administrators or software hackers. The problem is that
a single enterprise may end up using various different and maybe incompatible
algorithms to protect confidential data. Subsequently, a vast number of cryptographic
keys are generated which are in turn needed to be protected and used efficiently.
Besides, separation of keys and data storage is challenging task. For example, the
server compromised by an attacker where cryptographic keys along with encrypted
data are stored, and then confidentiality of sensitive data becomes a bigger threat.
Therefore, the keys along with sensitive data never be stored together. User or user’s
authorized entities should manage keys but not third-party administrator. So, the key
management has become critical research in cloud computing. According to Verizon
[15], about 42% companies have trouble in implementing a proper key management
policy to protect data. Experts say, appropriate key management is becoming more
important than encryption itself. So, keys speak for ‘the keys to the kingdom,’ if
anyone access to the cryptographic key, they may access to the most important
data in the company. Appropriate key management is a requirement for compliance
to PCI-DSS [16]. Even auditors scrutinize how companies govern cryptographic
keys [5].

Nowadays, organizations are migrating company databases to cloud data cen-
ters rapidly. In cloud service, cloud provider controls IT infrastructure, and clients
have to trust them [26]. There are number of challenges associated with utilizing
cloud computing such as data security, abuse of cloud services, malicious insider,
cyber-attacks, and advanced persistent threats (APTs) as discussed in [4, 10, 14,
28, 54, 55]. The various cloud database service providers such as Google Drive,
OneDrive, Amazon Cloud Drive, DropBox, etc., [25] are storing the encryption
keys in their data centers. According to the 2014 Verizon data breach report [36],
databases are one of the most compromised assets. There are some schemes which
support certain types of computation on encrypted data for databases. In [3], statisti-
cal discloser control techniques are discussed to maintain the privacy of the sensitive
data, while allowing the external researcher to compute some statistical values from
the patient’s databases. Fully homomorphic encryption [6] scheme which supports
random calculations on encrypted data. But, this technique is prohibitively slow,
therefore, for database intensive applications may not be appropriate. The available
proxy-based solutions CryptDB [1], DBMask [7] and non-proxy-based solutions
MONOMI [29, 31] which supports to perform computations on encrypted data for
relational databases are storing the required keys in the system. If keys are stored,
they may create security issues when the server compromises such as cryptanalysis
on stored keys, and also issues related to key loss, rollover, backup, recovery, and
audit are possible. To mitigate key-related problems, a scheme called ‘Stateless Key
Management for Proxy-based Systems (SKM-PS)’ are presented. In our proposed
scheme, the required keys are generated on the fly when user logs in the system, no
need to store any key anywhere. Paper is organized into related work, threat model
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and security overview of proposed scheme, different possible approaches for protec-
tion of third-party managed databases, proposed stateless key management scheme
and its performance evaluation, comparison of stateful (stored) and SKM-PS key
management, security analysis of SKM-PS scheme, other practical considerations,
and conclusion and future scope.

2 Related Work

The various key management techniques which protect critical data discussed in
literature [18–24] are storing required keys in the system. The key management
solutions specially proposed for cloud-based databases in [30, 32–34] are also storing
the required encryption/decryption keys in the system. Inspired by CryptDB [1], a
proxy-based system, which supports operations on encrypted data at the database
server side using SQL aware encryption algorithms with all required encryption keys
stored in proxy. Key management of CryptDB [1] is based on chaining of password
to the encryption key, which is used for encryption of data for that user. Each user
encryption key is protected with his/her own password, and all these keys are stored
in the proxy [1]. Using the application login password of user, the stored encryption
key of that user is released in the proxy. This concept is known as key chaining.
For shared data, CryptDB maintains a SPEAK-FOR relation [1]. CryptDB also uses
public-key encryption when user not logged into the system. This system uses both
symmetric and public-private key encryption techniques. In this solution, all the keys
that are used to apply the security in the system are stored in the proxy.

• In this solution, the keys of unlogged users may be revealed if the proxy is com-
promised using cryptanalysis techniques by the attacker because keys are stored
in the proxy.

• Also this key management scheme suffers from the problems related to key loss,
rollover, backup, recovery, and audit.

• The public–private key usage mechanism also adds up overhead in users’ transac-
tion used to encrypt and decrypt message key.

• There is an additional overhead of encrypting and storing keys in database. Same
amount of overhead is added while retrieving and decrypting the stored encrypted
key from database. For example, to store user data in encrypted state, proxy gen-
erates a key from user’s login credentials, fetches the stored encrypted symmetric
key of that user, and decrypts it by generated key. Then, proxy uses user’s symmet-
ric key to encrypt the data and sends to database server. So, for executing single
transaction, it requires at least three cryptographic operations and two database
transactions.

• The various proxy-based security solutions in-line with CryptDB or extension to
CryptDB reported in [37–52] are also storing required cryptographic keys in the
system.
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In [17], voltage security Inc. company mentioned about stateless key management
solutions but the implementation details are not available. As per Gartner, the proxy-
based security solutions (Cloud Access Security Brokers) [35] are going to evolve
more and more for the protection of cloud database service. To the best of our knowl-
edge, stateless key management scheme (Not storing keys in the proxy) proposed
in this paper is first of its kind for protection of sensitive data using a trusted proxy
for cloud-based relational databases. The proposed key management scheme is also
applicable to non-relational databases, but the scope of this paper is restricted to rela-
tional databases. In most cases, organizations critical data is stored in the relational
databases. Therefore, in this paper, our focus is on key management for relational
databases.

2.1 Threat Model

The proposed key management scheme addresses the following threats.

i. The first threat is a malicious administrator or IT manager who tries to acquire
the stored keys in the proxy by snooping on the key storage server; here, the
proposed SKM-PS scheme eliminates themalicious administrator or ITmanager
from acquiring the stored keys.

ii. The second threat is an external attacker who compromise the proxy. In this case,
SKM-PS does not prevent accessing the keys of those users who are already
enter into application during an attack, nevertheless ensures the confidentiality
of logged-out users keys because keys are not stored in the compromised proxy.

iii. The third threat is related to key loss, key rollover, key backup, key recovery, and
audit of the keys; here, the proposed scheme eliminates all these issues by simply
not storing the keys. The stateless systems are in general less likely to suffer from
the distributed denial of service (DDos) attacks compared with stateful systems.

2.2 Security Overview of Proposed Scheme

In our proposedmodel, there is a set of users using an application, a trusted proxy, and
database server. The database stores encrypted data. Each user’s data is encrypted or
decrypted with keys generated using login credentials of respective users by trusted
proxy. These keys are generated on the fly by trusted proxy when user logs in the
system through application and deleted when user logs out from application. In our
proposed scheme, since keys are generated dynamically on user login, there is no need
to store the keys in the proxy. The issues related to key storage, key loss, key rollover,
key backup, key recovery, and audit, thus, becomes null and void with our proposed
scheme. There are other types of proxy systems which store keys in encrypted state.
But these systems are also susceptible to attacks even though the keys are in encrypted
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state. An attackerwho gets entry into proxy can try to extract plain keys by employing
different cryptanalysis techniques. These cryptanalysis techniques become invalid if
the proxy system does not store any key.

3 Approaches for Protection of Outsourced Databases

Three approaches are discussed in this section which are used to protect data in the
cloud environment.

3.1 Approach-1: Security at Client Side to Protect
Confidentiality of Data

As per this scheme, Fig. 1, data is encrypted at the client side before sending it to
the cloud database server. All the security modules and keys are with the client. The
encrypted data is retrieved from cloud database server and is decrypted at the client
side for any manipulations. If there are any modifications in the database, whole
database encrypted again and stored. This scheme demands whole database required
to be fetched for anyOLTP andOLAP transactions, which results in high inefficiency
and resource consumption. SPORC [8] and Depot [9] systems follows this scheme.

3.2 Approach-2: Security at Server Side for the Protection of
Sensitive Data

In this approach, as shown in Fig. 2, the required security modules resides in the
database server system. In this scheme, data decrypted in the server for execution
of query and keys is managed at the server side. Unencrypted data is accessible to

Fig. 1 Security module at client side
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Fig. 2 Security module at database server side

third-party cloud database service providers during the computations. So, malicious
administrator may exploit data. Oracle’s TDE [11] and SUNDR [27] follow this
scheme.

3.3 Approach-3: Security Modules Reside in Proxy

As per this approach, the client, proxy, and database server are places as shown in
Fig. 3. In proxy, data is encrypted before storing into database server. The security
mechanisms which allows directly execution of queries on encrypted. This approach
does not demand any changes in database server and client applications. The entire
cryptographic keys are managed by the proxy which eliminates the need to share
or store any keys with database server. This approach promises confidentiality of
sensitive data from malicious administrators. Based on this approach, CryptDB has
presented the technique to preserve the data confidentiality for SQL database appli-
cations. Cipher cloud [12] and Navajo systems [13] follow this scheme. Among the

Fig. 3 Security module at intermediate (proxy) Level
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discussed four approaches, the approach four(proxy based) looks very promising
for providing the security to the outsourced sensitive data in an untrusted service
environment.

In this approach, neither client application nor database schema is required to
change. The solution is completely transparent to user and database service providers.

4 Proposed Stateless Key Management Scheme for
Protection of Outsourced Databases Using TRUSTED
Proxy

4.1 Architecture Overview

This para describes the overview of proposed stateless key management as depicted
in Fig. 4. Themain idea of this scheme is to generate the required keys on the flywhen
user logs in the system and manage the usage of these keys to protect sensitive data
in the proxy without storing the keys. There are three logical entities in the proposed
SKM-PS scheme such as client, proxy, and database server. The cryptographic keys
are generated and managed in the proxy. On user login from an application using
username and password, then an SQL request comes from the application to the proxy
to fetch that user credentials from database. The proxy captures this SQL statement,
and by using that user credentials, proxy creates cryptographic key for that user.
The data encryption and decryption take place using this key in the proxy crypto
module engine. The proxy generates and manages all the cryptographic keys that

Fig. 4 Stateless key management scheme for proxy-based systems (SKM-PS) architecture
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are used to access data items from the database. The application developer annotates
the application’s database schema and each user roles and their access rights in the
system in the proxy.

4.2 Key Derivation Using PBKDF

SKM-PS scheme uses aNIST recommended password-based key derivation function
for generating the intermediate in the process of key generation. Key is derived using
the user provided passwordwith NIST Special Publication 800-132 [2] as depicted in
Fig. 5. TheUS government uses PBKDF2 to generate strong encryption keys for their
systems using user provided passwords. It is a lightweight algorithm that uses only
standard and proven hash functions such as NSA’s SHA. Key derivation functions
are used to derive cryptographic keys information from a secret value, such as a
password. Each password-based key derivation function (PBKDF) is defined by the
choice of a pseudo random function (PRF) and a fixed iteration count (C). The input
to PBKDF includes a password (P), a salt (S), and required length encryption key in
bits (kLen).

Symbolically:
MK = PBKDF(PRF, C)(P,S, kLen).

The minimum length of kLen value is 112 bits. 1000 iteration count is minimum
recommended, and for critical keys, iteration count of 100,000 may be appropriate.

4.3 Procedure for Generation of Keys in the Proxy

4.3.1 Member Key (KM) Generation

i. When user enters credentials in login interface of application, application passes
login credentials to proxy in form of SQL statement. The proxy parses the query,
extracts the credentials, and generates the required cryptographic key (KM) from
credentials using PBKDF2 and AES.

Fig. 5 Password-based key derivation function 2
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K1 = PBKDF(PRF,C)(P,S, kLen)
K2 = truncate(K1, reqkLen)
KM = AES(K2, keyStr)
P = user credentials,
S = salt,
kLen = key length

⎫
⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎭

(1a)

Truncate function generates the required key of length, reqkLen by truncating
K2.

ii. The generated key (KM) is used for encryption and decryption. It may also be
used for obtaining keys for databases, tables, and columns for those user which
are logged in the proxy.

iii. Shared sensitive data should be encrypted as per OPEN_TO relation.

4.3.2 OPEN_TO: Relation for Shared Data

OPEN_TO: Indicate that if data ‘D’ is accessible to the users U1, U2,…Un , then
data item ‘D’ is encrypted with a common key (CK) of that user’s group.
� Generation and usage of Common Key (CK) scheme in the proxy for shared
data
This section describes the common key (CK) generation and usage for accessing the
shared data in the proxy. The generation of common key (CK) is devised in three
different ways. Depending on the user application requirement and availability of
the resources, one of the proposed schemes may be adopted to generate the common
key in the proxy.

4.3.3 Scheme-1: Preparation of Groups and Generation of Their
Respective Keys [Member Key and Common Key (CK)]

In the scheme-1, application users in the proxy are categorized into different groups
depending on their role. Here, four application user roles are considered in the sys-
tem for the sake of simplicity. The roles are administrator, manager, accountant,
and financier. Administrators can access data owned by managers, accountants, and
financiers. Likewise,manager can access accountants’ andfinanciers’ data, and lastly,
accountant can access financiers’ data.
Definition 4.1 (Access graph, Fig.6) An access graph G having four nodes G1, G2,
G3, and G4 each representing a role and G = (R, D, E) having a set of user roles
R, a set of user’s data D, and also a set of edges E , where an edge e is a pair (i, j)
for i, j ∈ R denoting user i has access to data ‘D’ owned by user j .

Each data item access rights are maintained in the proxy. When a request is
received from an application, the proxy first determines the access rights of the user.
And accordingly, keys are generated and used in the system for accessing the shared
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Fig. 6 Access right graph

data. Table1 depicts the members of the group, Table2 depicts the group access
rights across other groups, and Table3 depicts group access rights for common keys.

4.3.4 Preparation of groups and their respective keys (member key and
Common key (CK))

i. Initially, administrator annotates one time configuration data to proxy. This data
contains information pertaining to users, their roles defining group, relation
between groups, and their application login credentials.

Table 1 Group members

Group G1 G2 G3 G4

A X M J

B Y N K

C Z O L

Table 2 Across group access rights

Group Access rights

G1 G2 G3 G4

G2 G3 G4 –

G3 G4 – –

G4 – – –
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Table 3 Group access matrix for common key (CK)

Group Common key access rights

G1 CK1 CK2 CK3 CK4

G2 CK2 CK3 CK4 –

G3 CK3 CK4 – –

G4 CK4 – – –

ii. Proxy categorizes users into different groups according to the roles defined in
the configuration data. And each group is assigned with one random secretID.

G4
i=1 = secretIDi=0−4

Group secretID
G1 SecretID1
G2 SecretID2
G3 SecretID3
G4 SecretID4

iii. Each user has their member key which is generated on the fly by using their
application login credentials.

iv. Here, it is to be noted that login credentials are used only one time to generate
member keysKM.The assigned secretIDi for each group is stored in the database
by encrypting with each group member key and other group member key based
on access rights.

Member key generation
K1 = PBKDF(PRF,C)(Pi , S, kLen)

K2 = truncate (K1, reqkLen)
KM = AES (K2, keyStr)

Pi = user credentials, S = salt, kLen = key length,
keyStr = Fixed key string, reqkLen = desired key length

Truncate function generates the intermediary key having length reqkLen by truncat-
ing intermediate key K1. Algorithm AES encrypts fixed key string by the interme-
diary key K2 to generate member key KM.

Storing of SecretID in Database:
CiphersecIDi = EncKi (secretIDi )

The CipherIDi are stored in the database.



568 K. Mallaiah et al.

Group members Encrypted secretIDs with member key stored in
the database

U1 CiphersecID1

U2 CiphersecID2

U3 CiphersecID3

U4 CiphersecID4

… …
Un CiphersecIDn

v. The proxy generates a common key (CKi ) depending on the user belonging
group using assigned secretIDi to access shared data in the system. The stored
CipherIDi is retrieved from the database and is decrypted using respective user’s
member key ki to get corresponding secretIDi .
secretIDi = Decki (CipherIDi )

The common key (CKi ) is generated in the proxy in following way

K1 = PBKDF(PRF,C)(secretIDi ,S, kLen)
K2 = truncate(K1, reqkLen)
CKi = AES(K2, keyStr)
S = salt,
kLen = key length,
CK = Common Key

⎫
⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎭

(2a)

vi. The common key (CKi ) is used to access the shared data between the users
belonging to their group Gi .

vii. When user Ui has to access shared data that belongs to other group G j , then
common key CK j belonging to that group is generated by the proxy using that
group’s secretID j .

In the following example, the encrypted shared data ‘xyz’ belonging to user Alice
from the group manager, i.e., G2. This shared data is OPEN_TO the users John and
Dan which belongs to group G1. The data ‘xyz’ is encrypted with common key of
group G2, i.e., CK2. Common key CK2 gets generated by using secretID2 of group
G2. This secretID2 is also encrypted with John and Dan member keys and stored
in the database. If Alice wants to access the encrypted data item ‘xyz,’ she logs in
the system by using her credentials. The proxy generates Alice member key KM3,
retrieves secretID2 of group G2, and decrypts using Alice member key KM3. Using
this secretID2, proxy generates the common key (CK2) and access the encrypted data
item ‘xyz.’ If John wanted to read the data item ‘xyz,’ then proxy generates John
member key KM4 using his login credentials and retrieves group G2’s secretID2

which is encrypted and stored by the John’s member key KM4. Now, proxy decrypts
secretID2 and uses to generate the common key (CK2). Using CK2, John decrypts
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and reads the data item xyz. The OPEN_TO procedure avoids use of the public-key
concept of CryptDB when user is not online. In CryptDB, the shared data ‘key’ of
owner is encrypted and stored with user’s public key when she is not online. When
user logs in, she decrypts the ‘key’ using her private key and re-encrypts owner’s
shared data key with her own symmetric key. When user is not online, two times
encryption and decryption of shared data owner’s key takes place. In our OPEN_TO
relation technique, it is required to decrypt only once to generate CK to access the
shared data. Also, OPEN_TO procedure avoids encryption and decryption using
asymmetric key. Asymmetric key algorithms are more expensive than symmetric
key algorithm.

viii. When user logout from application, all keyswill be deleted from the proxywhich
are belonging to that user.

4.3.5 Scheme-2: Member Key and Common Key generation

In scheme-1, there is a ‘secretID,’ which is used in generation of common key (CK)
in database by protecting with member keys which are generated using their login
credentials. Scheme-2 avoids the storing of ‘secretID’ in database. In scheme-2, as
depicted in Fig. 7, a ‘secretID’ for each group is pre-created and shared with all
the group members in the system. The user provides secretID using other medium
than username and password application interface at the time of login in the system.
The secretID along with username is sent to proxy by user via other communication
channel such as mobile network. The username and password reach the proxy in
the form of SQL statement. Proxy parses the query and creates member key for
that user using username and password and also creates common Key (CK) using
‘secretID’ for accessing shared data. In this scheme, proxy needs to run a daemon
which interfaces with other communication channel through which user provides the
secretID to the proxy.

i. Member key (KM) is generated using login credentials of user with the help of
the procedure explained at (1)

Fig. 7 Illustration of scheme-2 of SKM-PS
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ii. The common key (CK) is generated with the help of the procedure explained at
(2).

iii. Shared data can be accessed as per OPEN_TO relation as described in Scheme
1 at points vi and vii.

All the access rights of the users for shared data are maintained like scheme-1 in
the proxy. All the keys are generated on user logs in the system through application.
In this scheme, the ‘secretID’ has to be passed to proxy via other communication
channel when user logs in the system along with username and password.

4.3.6 Scheme-3: Member Key and Common Key generation

In scheme-3, as depicted in Fig. 8, further the passing of ‘secretID’ is avoided via
other communication channel to proxy for generation of common key (CK)to access
the shared data. In this scheme, the password of user is created such that the assigned
‘secretIDi ’ to the user Ui and user own pass phrase (uP) is concatenated in a fashion
to generate password.

Password = ‘uPi + secretIDi ’

i. In this scheme, also users are assigned secretIDs and user’s pass phrase (uP)
are combined with respective users secretIDs to create a password for that user.
When user login the system using this password, the proxy, segregate user’s pass
phrase, and secretID from the user provided password.

ii. The proxy generates member key (KM) using login credentials (username and
pass phrase portion of password (uP) with help of the procedure explained at
(1a).

iii. The proxy generates common key (CK) using ‘secretID’ extracted from user
login password with the help of the procedure explained at (2a).

iv. Therefore, this scheme eliminates storing of secretID in the database.

Fig. 8 Illustration of scheme-3 of SKM-PS
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All the users in the proxy as per OPEN_TO relation use CK for encrypting and
decrypting shared data. When users logout from application, all the keys including
common key are deleted from the proxy. In our proposed key generation scheme,
neither user member keys nor common keys are required to store in the proxy.
All the required keys are generated on the fly when user login the system. The
proposed scheme of key management technique eliminates the requirement of keys
storage. Hence, attacks on keys which are stored at proxy level become invalid. These
techniques also adhere to many regulatory compliance by not storing the encryption
keys. There is no requirement of backup the keys periodically. And there is no fear
of keys loosing. A key copying among different servers is not required, and keys can
be re-generated or derived in every server as and when it is required dynamically.
The proposed stateless key generation procedures is not only applicable to the proxy-
based protection system for databases, but also useful in many applications where
users are sharing documents.

• Remarks: Public-Key pair generation using SKM-PS

i. The proposed scheme generates the symmetricmember key and common key on
the user logs in the system. Theremay be certain application cases where public-
key encryptionmechanism only applicable to encrypt and decrypt the data in the
proxy. In such application scenarios, to generate the member key pair (public
and private) for asymmetric algorithms, an alternate syntax is defined; a key pair
(KP) is generated using user application login credentials.

Member key pair generation:
K1 = PBKDF(PRF,C)(Pi , S, kLen)

K2 = truncate (K1, reqkLen)
KP = RSA (K2, keyStr)

Pi= user credentials, S = salt, kLen = key length,
keyStr = Fixed key string, reqkLen = desired key length

ii. To access the shared data, as perOPEN_TOrelation, the commonkeypair (CKP)
is generated with PBKDF2 and asymmetric key algorithm using secret I Di .

Common Key Pair Generation:
K1 = PBKDF(PRF,C)(secretIDi , S, kLen)

K2 = truncate (K1, reqkLen)
CKP = RSA (K2, keyStr)

S = salt, kLen = key length,
CKP = Common Key Pair

For accessing the shared data, secretIDs are generated and assigned to each group as
mentioned in scheme-1. These secretIDs are used to generate the common key pair
(CKPs) for each group, and secretIDs are encrypted with public key of each group
members, and other group members as per data access rights stored in the database.
To access the shared data for a userUi of groupGi , the secretIDi is retrieved from the
database and decrypted with private key of userUi and CKPi is generated using this
secretIDi , and then shared data is accessed using these keys. Similarly, like scheme-2,
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to access the shared data, the secretID is passed using other communication channel
to the proxy. Similarly, like scheme-3, the secretID is combined with pass phrase to
form a user login password.

4.4 Choice of Scheme for OPEN_TO Relation

This paper presented three schemes to generate the common key to access the shared
data as per the OPEN_TO relation. The proposed three schemes to generate the com-
mon key are relevant in the following three different application scenarios. Therefore,
these schemes need to be adopted depending on the application requirements and
resource availability.

• Scenario-1
Consider a case where there is no other communication channel (mobile network)
is present in the system (client side application) to send secretID to the proxy that
is in turn used to generate the common key (CK). In this case, the scheme-1 is
relevant where secretID is stored in the database server by encrypting it with the
member keys.

• Scenario-2
If application has a provision of using other communication channel (mobile net-
work) to connect the proxy, in this case, the secretID can be obtained from the
user via this channel and used to generate the common key (CK).

• Scenario-3
If application has no other communication channel (mobile network) to connect
to the proxy and also does not have the provision to store the secretID. Then, the
third proposed scheme is useful to generate the common key.

4.5 Advantage of SKM-PS Scheme over CryptDB Key
Management (stored Key)

Here, it presents advantages of the stateless key management over the stateful key
management scheme (CryptDB). The proposed SKM-PS havemany advantages over
the stateful key management for proxy-based systems. The comparison of these two
schemes is shown in Table4. The summary of the proposed scheme is as follows: It
mitigates many issues related to the stored key management of proxy-based systems.
On the fly, keys are generated in the proxy at the time of user login into the application.
This scheme completely eliminates accessing the keys of unlogged in users in the
system by not storing keys in the proxy by the malicious administrators or hackers.
Various other keymanagement issues such as key backup, key recovery, key rollover,
auditing of the keys, and denial of key access services become null and void with
our proposed key management.
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Table 4 Advantage of Stateless Key Management (SKM-PS) over the stored key management
(CryptDB)

Stateful key management (CryptDB) Stateless key management (SKM-SP)

Key is generated at the time of proxy setup and
available in the proxy system even after user logout
from application

Key is generated when it is required and not available
in the proxy after user logout from application

Key is required to store Eliminates key storage

Key is used by accessing from the stored location Key is generated dynamically and used

Key is required to backup Eliminates the key backup

There is a possibility of stealing the stored keys using
cryptanalysis by malicious administrator or hackers

No cryptanalysis is applicable, since no key is
available in the proxy after user logout from
application

Possibility of insider abuse on stored keys in the proxy Eliminates insider abuse for the keys which used to
encrypt the sensitive data

Unlogged user data may be in threat because stored
keys may be accessed by the attacker using some
cryptanalysis

Eliminates the possibility of accessing the unlogged
user data by an attacker

Physical attack/damage of keys is possible Eliminates the physical attack/damage for the keys

Does not comply to many security standards Compliance to many security standards

Keys used for encryption of sensitive data may be lost Guarantees that key cannot be lost

Extra infrastructure is required to store the keys and
its management

Eliminates extra infrastructure for key storage

Key retrieval servers are congenitally in-secure,
costly, and highly strain to use

Key recovery is not required; when key is loss, it can
be generated using user logs in credentials

Key recovery reduces the protection of encryption
techniques available to control over decryption data

Not applicable

Third-party service may require for the enterprises to
manage the keys

No requirement of third-party services for key
management

Client need authentication to retrieve key from central
server

Not applicable

Ensuring that keys will still be available for long
duration when access to archived data is required will
be under question?

Keys can be derived after any number of years having
only user login credentials

It is very difficult to ensure that an authorized staffer
be able to access keys in a disaster when servers must
be rebuilt from encrypted backups without the
original backup software or tape drive that did the
encryption?

Only authorized user with right login credentials can
only access to encrypted backup

Key recovery systems are particularly vulnerable to
compromise by authorized individuals who abuse or
misuse their positions

Not possible

Performance overhead is higher when accessing the
stored key from remote location

Performance of generation of key dynamically is
better than accessing and using the stored key

Requires dedicated manpower to manage the key
backups

Eliminates the need for dedicated IT head count for
key management because it removes the need to
constantly backup key stores

Auditing of the keys required regularly Eliminates the key auditing

There is possibility of denial of service while
accessing key from stored location

Avoids denial of service
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4.6 Stateless Key Management Performance Statistics

Here, the performance analysis of the stateless key management scheme has been
presented. C language is used to implement the presented key management scheme
using OpenSSL and Mysql libraries. The experiments are carried on Linux platform
running on 16-core Intel Xeon processor @2.60GHz system with 64 GB of RAM.
The key length 128, 256, and 512 bits have been considered to generate. The member
key (KM) generation performance timings are shown in Table5, and common key
(CK) generation performance timings are shown in Table 6. The keys are generated
when user logs in the system and key remains in the proxy complete session until user
logout from the application. Therefore, key generation timings are shown in Tables5
and 6 realistic and even performing better compared to storing and accessing the key
in the proxy. The key generation parameters such as user login credentials are fixed
to 8 bytes and secretID for Common key generation is fixed 60 bytes. Table7 shows
accessing and decryption timings of stored encrypted key in the proxy. The member
key and common key are generated using AES algorithm along with PBKDF2. The
default parameters of PBKDF2 such as number of rounds 1000, 128 bits salt, and
SHA512 are used. In this implementation, all three entities such as application,
trusted proxy, and database are residing in the local system. Apart from avoiding
the key-related issues with stored key in the proxy, the proposed SKM-PS scheme
is performing better timings in key generation than stored key access process. The
performance comparison of SKM-PS and stored key usage in the proxy are depicted
in Tables8 and 9, and Fig. 13 shows graphical representation. Figures 9, 10, and
11 depict the timings of member key, common key, and decryption of stored key,
respectively (Fig. 12).
Observations
→ Performance overhead is higher in stored key management (CryptDB) compared
to stateless key while data encryption.
→ Apart from mitigating the various key management issues with stored key, the

Table 5 Performance statistics of member key generation using SKM-PS

S. No. Key length Key generation timing (s)

1 128 0.004457

2 256 0.008911

3 512 0.017732

Table 6 Performance statistics of common key (CK) generation timings using SKM-PS

S. No. Key length Key generation timing (s)

1 128 0.004885

2 256 0.009312

3 512 0.018093



Stateless Key Management Scheme … 575

Table 7 Performance statistics of decryption of stored key in the proxy

S. No. Key length Key generation timing (s)

1 128 0.019698

2 256 0.021047

3 512 0.024605

Table 8 Performance comparison of stored key and member key(SKM-PS)

Key length Stored key decryption in the
proxy

SKM-PS member key
generation

128 0.019698 0.004457

256 0.021047 0.008911

512 0.024605 0.017732

Table 9 Performance comparison of stored key and common key of SKM-PS

Key length Stored key decryption in the
proxy

SKM-PS Common key
generation

128 0.019698 0.004885

256 0.021047 0.009312

512 0.024605 0.018093

Fig. 9 Member key (KM) generation of 128, 256, and 512 bits timings in seconds

proposed stateless key management achieves better performance gain compared to
stored key management. The performance gain is shown in Table10, and same has
been illustrated in Fig. 14. The performance gain is higher side with lower key length
and lower in higher key length.
→ The number of cryptographic operations and database transaction required to
store a given user data item (for example) in an encrypted state with CryptDB key
management, and proposed stateless key management scheme is discussed below.
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Fig. 10 Common key (KM) of 128, 256, and 512 bits generation timings in seconds

Fig. 11 Decryption timings of stored key in seconds

Fig. 12 Performance
Comparison of common key
and stored key. X -axis: key
length and Y -axis: timings in
seconds

With CryptDB

• Proxy generates a key from user’s login credentials.
• Fetches the stored encrypted symmetric key of that user and decrypts it using
generated key.

• Then proxy encrypts data using user’s symmetric key and dispatches to database
server to store.
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Table 10 Performance gain with SKM-PS compared to stored key

S. No. Key length % of gain with SKM-PS

1 128 441.9

2 256 236.19

3 512 138.76

Fig. 13 Performance gain with SKM-PS compared to stored key for keys length 128, 256, 512 bits

• So, for executing single transaction, it requires at least three cryptographic opera-
tions and two database transactions.

With SKM-PS

• Proxy generates key from user provided login credentials.
• User data item is encrypted using this key, and proxy sends encrypted data to the
database server to store.

• Therefore, SKM-PS requires only two cryptographic operations and one database
transaction.

The number of cryptographic operations and database transactions required with
respect to CryptDB and SKM-PS is shown in Table11.

Table 11 Number of cryptographic and database transactions requirement for encryption of a data
item comparison

Scheme No. of cryptography ops No. of database transactions

Stored key (CryptDB) 3 2

SKM-PS 2 1
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5 Security Analysis of Proposed Stateless Key Management

The proposed stateless key management scheme is provable secure for generating
the cryptographic keys and their use for preserving the database confidentiality in
an untrusted service environment for SQL databases make use of the proxy method-
ology. Intuitively, security property from the SKM-PS scheme expected is a secure
key generation process; i.e., keys generated using the proposed scheme is random
keys, and it is not possible to guess or derive keys by any adversary in the proxy for
those users who are not logged into the system.

Definition 5.1 (Secure Key Generation) The key generation scheme ‘KG’ is secure
such that an adversary ‘ADV ’ does not able to generate or derive the cryptographic
keys ‘K’ in the proxy without knowing the login credentials of the authentic users in
the proxy.

Proof The key generation scheme ‘KG’ is (q, t, ε)-secure, if for all t-time adver-
saries A that send at most q queries to the key generation Oracle O(P) it holds that
Pr[AO(P) → K ] ≤ ε.

The probability of an adversary generating/deriving cryptographic key in the
proxy using the random login credentials is almost negligible.

The proposed SKM-PS scheme uses PBKDF2 and AES-512 cryptographic algo-
rithms to generate member key and common key in the proxy to access owned and
shared data, respectively. The PBKDF2 is used to generate the intermediate key
say K1, and the final member and common key are generated using the AES block
cipher. The PBKDF2 uses SHA512 hash function, it is a ‘one way’ function meaning
that it is very hard to ‘invert’ the function, i.e., to find the original message given
only a message digest. It is hard to find two different messages (M, M ′) such that
Hash(M) = Hash(M ′).
I. Hash function:
A hash function is a deterministic function which maps a bit string of an arbitrary
length to a hashed value which is a bit string of a fixed length. Let h denote a hash
function whose fixed output length is denoted by |h|. This h is one way function.

Definition 5.2A function h : X → Y is one way if h(x) can be computed efficiently
for all x ∈ X , but f −1(y) cannot be computed efficiently for y∈RY .

In this definition, X represents the domain of the function h, Y represents the
range, and the expression y∈RY stands for a y that is randomly chosen from Y .
Consequently, it must be efficiently compute h(x) for all x ∈ X , whereas it must not
or only with a negligible probability be possible to compute f −1(y) for randomly
chosen y ∈ Y .

II. Pseudo Random Permutation (AES Block cipher):
Definition (Pseudo Random Permutation) 5.3: A family of permutations { fs :
{0, 1}n → {0, 1}n} is a strong PRP family (also known as block cipher) if it is:

A. Efficiently computable: There is a deterministic polynomial-time algorithm F
such that F(s,x)= fs(x) for all choices of seed s and input x ∈ {0, 1}n .
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B. Pseudo-random: For every non-uniform probability polynomial time(n.u.p.p.t)
A | Pr f ←{ fs }[A f, f −1

(1n) = 1] − PrF←P({0,1}n [AF,F−1
(1n) = 1] |= negl(n).

Here, P({0, 1}n) is the set of all permutations from {0, 1}n to {0, 1}n , and A f, f −1

denotes that the algorithm A has oracle access to both the function f and its
inverse.
Symmetric Key security definition 5.4: A symmetric encryption scheme (S)
with message space M and a cipher text space C is perfectly secrete if for all
m0,m1 ∈ M and all c ∈ C , Pr[Enck(m0) = c] = Pr[Enck(m1) = c]. That is, the
distributions of Enck(m0) and Enck(m1) are identical, over the choice of the
key k.

Let us say, an adversary ‘ADV ’ has compromised the proxy using some trapdoor
in it. Now question arise that ‘Can ADV able to generate or derive the cryptographic
key to gain access to the data belonging to application’s users?’ This question can be
answered with two cases. In first case, there is no live users, i.e., no user is logged
in application; in this case, proxy does not have any credentials nor it has any users’
member key or group key. So, ADV will not be able to generate any key as proxy
does not have user credentials, and also ADV will not be in state of guessing the
credentials by any cryptanalysis techniques, since proxy does not store any keys.
While in second case, if there are users logged in, ADV may have access to keys for
those users as long as they are active and not logged out. But again ADV does not
have access to the keys or credentials of unlogged users as proxy destroys the keys
as and when user logs out of the application. The generation of right cryptographic
keys depends on right login credentials of the application users in the proxy. Any
adversary is unable to generate the keys in the proxy without having the correct login
credentials for the application users. The proof of this concept is shown using random
oracle model.

Random Oracle Model
A random oracle [53] is an ideal primitive which provides a random output for each
new query. Identical input queries are given the same answer. A random permutation
is an ideal primitive that contains a random permutation P : {0, 1}n → {0, 1}n . The
ideal primitive provides oracle access to P and P−1. An ideal cipher is an ideal
primitive that models a random block cipher E : {0, 1}k x{0, 1}n → {0, 1}n . Each key
k ∈ {0, 1}k defines a randompermutation Ek = E(k, .)on {0, 1}n . The ideal primitive
provides oracle access to E and E−1; that is, on query (0, k,m), the primitive answers
c = Ek(m), and on query (1, k, c), the primitive answers m such that c = Ek(m).
These oracles are available for any n and k. The function f is deterministic, so the bit
string f (s0) dependent only on the seed. The generated bit strings from f (s0) should
look like truly random bits, given the seed is chosen at random. If this property holds,
then the bit generator is secure.

The two algorithms (PBKDF2 andAES)which are used in the scheme are random
oracles, therefore, predicting output of these two algorithms probability is negligible.
These algorithms (AES and PBKDF2) produce a unique random output value from
a unique input (login credentials) and changes randomly when there is any change
in the input (login credentials) and are deterministic algorithms. In addition, these
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two algorithms are NIST standard security algorithms, and their security proof is
described above. Therefore, any adversary ‘ADV’ in the proxy cannot able to generate
the authentic cryptographic keys to access the sensitive data in the system without
having right login credentials. Hence, the key generation scheme proposed in the
section is secure as long as long as input parameters such as username, password,
and secretID are maintained confidentially.

6 Other Practical Considerations

6.1 Number of Rounds Selection for PBKDF2

The maximum number of rounds needed to opt depends upon the system capability
and performance required by application. In PBKDF2, as number of rounds increases
performance decreases. Let us consider: The time is required to generate an inter-
mediate key K1 using user login credentials is ‘tv’ on a normal system where the
proxy program is running. This ‘tv’ can be adjusted with the number of rounds in
PBKDF2. Let say, there is a threat scenario where following assumptions are made:

i. A potential attacker has processing power ‘ft’ times higher CPU speed than the
system where proxy program is running.

ii. A user password has n-bits of entropy, which means that an attacker may try
to deduct a user password with dictionary of plausible passwords that takes on
average of 2n−1 tries.

iii. An attacker may try to crack the system to find the password with time less than
‘p’ where p denotes the attacker’s patience.

Therefore, the time required to break a single password is set to exceed the attacker’s
patience ‘p’.

tv · · · 2n−1 > ft · · · p

As password entropy bits ‘n’ increases, it becomes harder for the attacker to crack
the password. Hence, it is better to use higher number of rounds to protect password
guessing from dictionary attacks.

6.2 Password Change

Change of password only affects the member key (KM) in our proposed scheme. The
new member key has to be generated for that user using new password, and any data
encrypted with member key generated with old password has to be decrypted and
re-encrypted with newly generated member key. Also, secretID encrypted with old
member key has to be decrypted and re-encrypted with newly generatedmember key.
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6.3 Forget Password

Passwords and secretIDs used for generation of keys need to securely protected. A
password forget mechanism need to setup.

6.4 Adding New Application User

To add new user, the proxy should know OPEN_TO relation with other users for
accessing of the common/shared data in the system. Basically, the proxy should
know that new user belongs to which group in the system. Accordingly, the proxy
maintains the access rights in the system.

6.5 Proxy Deployment Scenarios

The proxy can be deployed (shown in Fig. 14) within the organization premises and
also in the cloud. If proxy is setup on the cloud, organization’s administrator should
manage it not the service provider. Required security settings for sensitive data need
to be configured in the proxy by the proxy administrator.

Fig. 14 Proxy deployments
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7 Conclusions and Future Scope

Key management has become a crucial security concerns while using the third party
services like public cloud databases. Proxy-based security solutions are more promi-
nent way of protecting the confidentiality of sensitive data in databases while in use.
In previous proxy-based solutions, which protects confidentiality of sensitive data
for relational databases by performing operation directly data which is encrypted in
the database, required cryptographic keys to be stored in the proxy. The adversaries
may steal the keys by compromising the proxy with help of various cryptanalysis
techniques. The adversaries may retrieve the keys of unlogged users. The various
issues which are related to key storage, key lost, key rollback, etc., may also arise.
A stateless key management scheme is proposed for proxy-based security solutions
(SKM-PS) where required cryptographic keys are generated on the fly in the trusted
proxy. The scheme presented in this paper generates the required cryptographic keys
to be used in the proxy using login credentials along with ‘secretID’ supplied by
user from application dynamically (on the fly). These keys are used to encrypt and
decrypt the sensitive data in the proxy. Our proposed key generation scheme elim-
inates storing of keys in the proxy, hence, avoids cryptanalysis on the stored keys
in the proxy (attacks on cipher text) and other key-related issues such as key loss,
rollover, backup, recovery, and audit. Required keys are generated on the fly no need
to store any keys in the proxy, and all the keys will be deleted in the proxy once user
logout from application which is contrary to the cryptDB. Our proposed solution also
satisfies many regulatory compliance by not storing the keys anywhere. As a future
plan, the possibility of extending the stateless keymanagement scheme in distributed
proxy-based protection systems for databases can be explored.
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Exploration of Blockchain Architecture,
Applications, and Integrating Challenges

Jigar Mehta, Nikunj Ladvaiya, and Vidhi Pandya

Abstract Internet is the technology that is highly used for communication as well as
data transmission in the current scenario. Because of the rapid growth in such tech-
nology, the issues related to security are also increasing. Blockchain is emerging
as a revolutionizing technology in this field. Basically, blockchain relies on the
four components, namely decentralization, anonymity, persistence, and audibility.
It focuses more on protecting data from unauthorized parties in performing any
modification to the existing data. Blockchain technology is also defined as a digital
ledger. It is not only limited to cryptocurrencies but with the potential to be trans-
parent and fair, which opens many doors to various technologies like IoT, big data,
and many more. This paper includes blockchain locution, and it will encounter some
typical consensus algorithms that are ought to analyze blockchain applications and
some technical challenges. The proposed research work will also concentrate more
on the recent advances to tackle those challenges.

Keywords Blockchain · IoT · Big data · Consensus algorithms · The architecture
of blockchain · Challenges in blockchain · Applications of blockchain

1 Introduction

Day by day, the use of the Internet increases very rapidly; while observing the
emerging fields like IoT and big data, it can be said that a massive amount of data
is produced every day; wherever data is available, it initiates the need to protect by
applying various security measures. These security algorithms will get complicated
day by day, and it becomes even harder to implement. This iswhere blockchain comes
into the picture, where it removes any non-trustworthy third party that will solve 2
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purposes: The implementation of the security algorithms is easy, and the transaction
takes place directly between the sender and receiver to reduce the complexity. The
basic goals or pillars of security are confidentiality, integrity, and availability. Confi-
dentiality means none other than the verified and receiving authority can have access
to the information. Integrity means no third party should have the right to change the
data, and the last term availability means the information should be available to the
verified person present anywhere and anytime. From these three pillars, blockchain
focuses more on integrity by maintaining the chain of blocks, where each block
contains the hash value of the past block, and thus it creates the chain.

Blockchainwas first proposed in 2008 and implemented in 2009 [1]. It is generally
considered as a secure digital ledger. It was first recognized by one of its applications
that is Bitcoin created by Satoshi Nakamoto by making Bitcoin as one of the first
applications of blockchain [2]. Bitcoin was first created to remove a third party such
as a bank from a transaction and create a peer-to-peer transaction system. The reason
for removing the third party is to solve an age-old human issue called trust. Due to
the huge popularity of Bitcoin, more people were interested in blockchain and a vast
number of its applications were discovered.

As mentioned earlier, blockchain stores information of all the transactions in the
form of a group of blocks. Therefore, the working of blockchain is as follows: The
sender broadcasts the new transaction into the network. But yet the transaction is new
and is not confirmed. Once the nodes receive the transaction, they will validate it
will store a copy of it in their transactional pool. After validation, some special nodes
called miners will create a block and then this block goes through several operations
which are known as mining. The first block to complete the mining will be added to
the chain, thus forming a chain of transactions or blocks known as blockchain [2].

This paper is more focused on the challenges faced in various applications gener-
ated from blockchain after its integration with several other fields of technology,
namely the Internet of things and big data. Further, this research work will analyze
different ways of integration and study the challenges and its potential benefits. The
manuscript is separated as follows: Sect. 2 describes blockchain and its architecture,
Sect. 3 explains distinctive consensus algorithms, Sect. 4 illustrates different uses of
blockchain, Sect. 5 defines difficulties in integration with various technologies and
possible solutions, and Sect. 6 gives the conclusion.

2 Blockchain: Overview and Architecture

In 2008, Satoshi Nakamoto distributed a paper containing an inventive electric shared
money framework known as Bitcoin by eliminating the outsider along these lines
permitting just the two consenting partakers to execute straightforwardly [3]. Bitcoin
demonstrated an appropriate case of hashing calculations and unbalanced cryptosys-
tems cooperating.Here, a huge public ledger is created by the volunteer nodes and this
public lecture is responsible for tracking every transaction takingplace in the network.
This public ledger is known as a blockchain. Our typical blockchain algorithms can
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Table 1 Comparison between types of blockchain based on participation of no. of nodes

Public Consortium Private

All nodes Selected
nodes

All nodes Selected
nodes

All nodes Selected
nodes

Consensus
determination

√ √ √

Read
permission

√ √ √

Table 2 Comparison between types of blockchain based on performance

Public Consortium Private

Low High Low High Low High

Integrity
√ √ √

Efficiency
√ √ √

be categorized into 3 parts, i.e., public blockchain, private blockchain, and consor-
tium blockchain. In public blockchain, all the nodes can take part in the consensus
process. In private blockchain, only the nodes from the specific controlling organi-
zation are allowed to take part in the consensus process. In consortium blockchain,
only some preselected nodes are allowed to take part in the consensus algorithm.
Tables 1 and 2 represent a detailed comparison of different types of blockchain.

Blockchain technology is a combination of 6 key features [4] which is explained
below.

Decentralized: As discussed earlier, blockchain is said to be decentralized
because it does not have any central node or a governing node. Each node has a
copy of the chain of transactions.
Unambiguous: All the data blocks are transparent to all the other nodes.
Open Source: Another bit of leeway of blockchain is that it is open source; hence,
anybody can utilize blockchain and make their application.
Autonomy: Blockchain can be said autonomybecause every node that participates
in the chain can transfer or update data securely.
Unchangeable: When a transaction takes place, its records are stored perma-
nently into the chain, and it cannot be changed unless any node takes 51% of the
ownership.
Anonymity: As blockchain supports peer-to-peer transaction system, it can also
perform anonymous transactions where the information known is the person’s
blockchain address [4].

Here, some acronyms are defined for convenience:

Ver: Version
PBH: Previous block hash
TS: Timestamp
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Fig. 1 An illustration of blocks in blockchain architecture

Non: Nonce
TC: Transaction counter.

An architecture of blockchain is shown in Fig. 1. As mentioned earlier that
blockchain is a combination of several blocks which is represented for N number of
blocks in Fig. 1. Each block contains the complete information of transactions taking
place between two entities.You can see from the figure that a typical blockchain block
is divided into four subparts, i.e., size, header, transaction counter, and block contents,
where the first part constitutes of size of the block, in bytes. Then, the header part
constitutes 4 different parts, i.e., version, hash value, timestamp, and nonce. The
version represents the version of the protocol; then, the hash value represents the
hash of the past block in the chain. For example, as shown in the figure block N + 1
has stored the hash value of blockN. The timestamp includes the timewhen the block
was created and the nonce is the counter used while calculating the proof of work
in the algorithm. The transaction counter gives information regarding the number
of transactions that are stored in that particular block. And at last, all the contents
of the transactions are stored including sender information, receiver’s information,
transaction amount/items, etc. Since each node has a copy of the blockchain, there
is a possibility of some malicious activity by some of the nodes. To avoid that, some
algorithms were introduced such as proof of work (PoW) and proof of stake (PoS)
which will be discussed in Sect. 3.

3 Blockchain: Consensus Algorithms

In blockchain, the cycle to arrive at an agreement between deceitful nodes is a
change of the Byzantine general issue [4]. In Byzantine problem, a gathering of
officers who order a specific aspect of the military circle the city to be captured. But
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every general has to attack at the same time or they will not be able to win the war.
So how would they reach a consensus of whether to attack or to retreat? Therefore,
some of the approaches are mentioned below to reach the consensus. Some of the
classical consensus algorithms are proof of work and proof of stake, and some of
the other algorithms were later on introduced to overcome challenges faced with the
above-mentioned classical algorithms.

3.1 Proof of Work (PoW)

Amongst many of the famous applications, Bitcoin is one of the applications which
uses proof of work calculation to distribute a block as it plays out a great deal of
computational work to demonstrate that the block is substantial or not. In proof of
work, every node calculates the hash value of the given block with the continuously
changing nonce value and the consensus decides whether the calculated value is
less than or equal to the certain given value. If the calculated value satisfies the
requirement criteria, then the given block is broadcast to all the other nodes and is
considered valid and other nodeswill append the validated block to their blockchains.
The node which calculates the hash value is known as miners, and the process of
calculating the hash value is known as mining.

In the decentralized network, as all the nodes are calculating the proof of work at
the same time there is a possibility that more than one node generates a valid block at
the same time, thereby creating a branch/fork as shown in Fig. 2, there is a chain of
block-1, block-2, and block-3, and as you can see two valid blocks were generated
simultaneously creating a branch or a fork. However, there is less probability that
also the next block is calculated simultaneously; therefore, the longer chain will be
considered now as a valid chain.

Fig. 2 Fork effect while calculating proof of work
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Miners need to go through a ton of PC counts to compute the proof of work;
therefore, calculating proof of work results in a large waste of resources. Due to
this high consumption of resources, a new cost-efficient consensus algorithm was
introduced called proof of stake.

3.2 Proof of Stake (PoS)

This consensus process can be considered equivalent to PoW, but instead of each node
calculating the hash value of the changing nonce, here the nodes have to prove the
amount of currency that they hold because it is believed that the person with a higher
amount of currency is less likely to perform any malicious activity which is injustice.
All things considered, the node with the most measure of cash would be ruling the
organization. Subsequently, numerous different arrangements were proposed with
the blend of proof of stake to choose which node will mine the following block.
Some of the famous ones are:

• BlackCoin: BlackCoin uses a randomization method to decide which node mines
the first block.

• Peercoin: Peercoin focuses on the age of the coin that the node with the oldest
and a larger amount of coins is more likely to predict the next node.

3.3 Delegated Proof of Stake (DPoS)

The working mechanism of DPoS is the same as PoS. To create the blocks, miners
get priority based on their stake [1]. But the main difference between DPoS and PoS
is that PoS is direct democratic while DPoS is representative democratic [1]. All the
participant nodes select their representative node for the consensus process. With
less amount of nodes for the validation process, blocks are confirmed quickly [5].

3.4 Ripple

This algorithm uses a typical client–server architecture. Each node is partitioned
into two types. Server for nodes takes interest in the agreement process and client
for nodes participating in the exchange of assets. Each server has a unique node list
(UNL) [4]. The main role of UNL is to decide where the node will be placed in the
chain.
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Fig. 3 Classification of blockchain applications

3.5 Tendermint

It is a type of Byzantine consensus algorithm. A random promoter is selected to
broadcast the new unconfirmed block. The whole process is divided into 3 steps,
i.e., (1) prevote step, (2) pre-commit step, and (3) commit step for validating newly
arrived or created block

• Prevote Step: During this progression, validators conclude whether to create a
prevote message for the new block.

• Pre-commit Step: If the proposed branch gets a lion’s share vote in favor of the
prevote, then it leads the branch to the pre-submit step. In the event that the block
gets a lion’s share of the decision in favor of pre-commit, therefore promote it to
commit step.

• Commit Step: Nodes approve the block and broadcast it to all the blocks to
accept the block if it receives a majority of votes [4]. This step provides the
identity management of the connected object (Fig. 3).

4 Blockchain: Applications

4.1 Bitcoin

Bitcoin is cryptographic cash planned in 2008 by a dark individual or group of
people using the name Satoshi Nakamoto and started in 2009 when its execution
was conveyed as open-source programming. It is decentralized automated money
without a public bank or single chief that can be sent from customer to customer
on the common Bitcoin network without the necessity for go-betweens [6]. Trades
are checked by network center points through cryptography and recorded in a public
circled record called a blockchain. Bitcoins are made as an honor for a cycle known
as mining. They can be exchanged for various money-related norms, things, and
organizations.
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Bitcoin has been applauded and scrutinized. Pundits noticed its utilization in illicit
exchanges, the enormous measure of power utilized by excavators, esteem unsteadi-
ness, and robberies from exchanges. A couple of business examiners, including a
couple of Nobel laureates, have depicted it as a hypothetical air pocket. Bitcoin has
furthermore been used as an endeavor, but a couple of authoritative workplaces have
given examiner cautions about Bitcoin.

4.2 Healthcare Sector

Blockchain is currently in a very lead position in the biomedical field [7]. Further,
it can be used to merge various fields of medicine such as genomics, telemedicine,
neuroscience, and several others. Adaptability is given to the client to perform tasks
with the medical services sensors, for example, utilizing a nasal wind stream sensor
for perusing pace of wind current or ECG sensor for perusing pulse [8]. Blockchain
can also be used in the hospitalmanagement system tomanage the records of patients.
Also, patients’ records can be stored in a single database that is controlled ormanaged
by a group of organizations. Blockchain can be also used as a firewall for managerial
access to the main healthcare records. Bitcoin which is one of the applications of
blockchain already displays the fundamentals of a trusted and auditable computing
system used on a distributed system [9].

4.3 Ripple

Ripple majorly focuses on credit networks [10]. It is divided into 6 parts which are
listed as follows—server, ledger, last-closed ledger, open ledger, unique node list
(UNL), and prosper [11]. It is an application which majorly focuses on banking
markets. Ripple is open source; therefore, anybody with the relevant knowledge and
skill set can use ripple for their applications [12].

4.4 Smart City

An ideal concept of a smart city focuses on improving the quality of life of its
citizens. This can be achieved with the integration of several leading technologies
such as blockchain, Internet of things (IoT), and information and communication
technology (ICT). Considering blockchain as a branch of ICT offering emerging
opportunities ideally used for validating and maintaining cryptocurrency records but
several studies later many immersive applications [13]. Thinking about the smart
urban communities, it is available to dangers and the chance of dangers is delegated
threats on accountability and threats on confidentiality [14].
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4.5 Agriculture

The worldwide food supply chain has been maintained by several participants such
as farmers, retailers, transportation companies, wholesalers, and several others [15].
Maintenance of this chain is considered a very tedious task. This is where blockchain
can be implemented and provide better functionality for themanagement of thewhole
food supply system. Agriculture and supply chain have been closely linked since the
beginning as the agriculture industry also follows a similar structure.All the processes
of the supply chain can be digitalized using various applications such as barcode,
QR code, mobile application, and a digital certificate. Also, an advanced level of
security can be provided using blockchain.

4.6 Financial Sector

Capital business areas insinuate the coordinating of underwriters with enthusiasm
for capital, to monetary masters with the contrasting threat, and bring profiles back.
Whether or not the sponsor is business visionaries, new organizations, or colossal
affiliations, the route toward raising capital can be trying. Firms face logically serious
rules, longer events to get the occasion to grandstand, unusualness from advance
expenses, and liquidity peril. Particularly in creating business areas, they ought to
investigate the nonattendance of intensive checking, cautious rule, and sufficient
market establishment for giving, settlement, clearing, and trading. Blockchain offers
various favorable circumstances for a couple of capital market use cases which are
recorded beneath:

• Elimination of a lone reason for dissatisfaction by displacing the rights from
central utilities.

• Facilitation of capital market practices streamlining cycles, decreasing costs, and
reducing time spent on settlements.

• Digitization of cycles and work measures, diminishing operational risks of
blackmail, human misstep, and as a rule counterparty peril.

• Digitization or tokenization of favorable circumstances and budgetary instru-
ments, making them programmable and significantly less complex to manage
and trade. In the symbolic structure, they increment more broad market access
through extended accessibility and the possibility of fractionalized ownership.
These result in extended liquidity and reduced cost of capital (Table 3).

5 Blockchain: Challenges and Possible Solutions

There are several challenges faced during the implementation of blockchain tech-
nology. This section will discuss some of the general challenges faced during the
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Table 3 Recent trends of blockchain in several fields

Paper Published year Field Summary

[34] 2020 Energy sector In this paper, the author played out a
far-reaching audit of how blockchain
innovation has been and can be
conveyed in energy applications, going
from the energy the executives to
distributed exchanging to electric
vehicle-related applications to carbon
discharges exchanging and others

[35] 2020 Supply chain In this paper, the authors have examined
a great deal about the utilization of
blockchain in the supply chain industry.
Blockchain explicitly does not cover a
great deal of this industry. Be that as it
may, this paper examined a few
practical choices in which blockchain
can be utilized in SC applications

[36] 2020 Transport and logistics This paper zeroes in an extraordinary
arrangement on the utilization of
blockchain in different applications of
the transportation and logistics industry.
It likewise examines conceivable future
research accessible in this industry as in
terms of blockchain

[37] 2020 Internet of things This paper asserts that still there is a
shortage of blockchain-based IoT
applications accessible because of a few
difficulties. In spite of the fact that the
creators of this paper attempt to answer
the greater part of these difficulties with
practical arrangements

[38] 2020 Power systems This article plans to propose a wide
viewpoint about the use of blockchain
innovation in the Power systems area,
explaining some specialized
perspectives concerning this promising
innovation, the highlights, and
applications grew up until now while
zeroing in on the eventual fate of
inventive applications in the electrical
energy area

integration of blockchain and later will discuss some of the issues while integrating
blockchain with IoT and big data (Fig. 4).

Anonymity The main feature of blockchain is its transparency that each node can
be audited at any point of time which causes an inverse effect on user privacy.
Various blockchain applications lack this level of privacy [16]. Some of the attempts
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Fig. 4 Challenges faced by blockchain technology

to solve this issue were Zerocash [17] and Zerocoin [18] which provide a facility of
a completely anonymous transaction system by encrypting the sender and receiver
addresses [16]. Monero [19] uses a chain of signatures which makes transactions
nearly impossible to trace back. As discussed earlier, there are various other applica-
tions such as Bitcoin fog [20], CoinJoin [21], DarkWallet [22], and Dash [23] which
was the first cryptocurrency that took anonymity and privacy into consideration.

Security Threats Fifty-one percentage of attack is the most common threat to
blockchain [24]. Whenever any node gains control over the majority of the network,
the node will now have the power to control the consensus process. Along with
this, another major concern of malpractice is bribery [25]. Blockchain terminals or
endpoints are where the clients communicate with the blockchain and it is likewise
the weakest piece of the blockchain because of all the trading of information.

Storage Capacity and Scalability A large amount of storage is required in order to
store the chain because a new block of sizes varying from various MBs is generated
every few minutes. The increase in the size of the chain increases the number of
resources needed to store the chain. There were various advancements taken into
consideration, and some of them are Bitcoin-NG [26] and Litecoin [27] which is
quite similar to Bitcoin but it provides improved confirmation time for transactions
and also provides optimized storage.

Smart Contracts Basically, when the computer automatically does the work of a
contract with the help of certain code it is known as smart contracts. It can be better
understood as a smart contract code is implemented on the blockchain networkwhich
identifies each of the nodes/users of the transaction and helps the network in time
efficiency cost reduction, precision, and transparency. This led to a newer version
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of blockchain that is Blockchain 2.0. As it is a computer code, it is vulnerable to
attacks such as hacking, viruses, and Trojans which harm the integrity of the software
which in turn compromises the system. One of the examples of an application that
has adopted this technology is Ethereum.

Consensus Any consensus algorithm is a backbone of the blockchain network as
it performs a crucial task of whether to append the new block or not. The classic
algorithm of consensus was proof of work (PoW) which was implemented in the
first application of blockchain that is Bitcoin. Energy/resource consumption was
one of the major limitations of PoW. Still, some of the cryptocurrencies such as
Namecoin, Litecoin, Ethereum, and Bitcoin have still adopted this PoW as their
consensus algorithms. There were several approaches to solve these limitations such
as proof of stake (PoS), proof of burn (PoB) [28], proof of importance (PoI), proof
of capacity (PoC), Paxos, and RAFT.

5.1 Challenges in IoT and Blockchain Integration

Internet of things plays a vital role in building a modern environment around us
by offering various smart solutions that are increasing our quality of living. IoT
is the integration of software and hardware focused to make our everyday tasks
easy. With all the recent advancements in this technology and providing a cloud
platform for sharing a massive amount of data to and from it lacks some basics of
data security. That is, the blockchain integratedwith IoT can provide a better platform
for the betterment of these technologies by providing the proper security, traceability,
transparency, and reliability to the data. Integration of blockchain is IoT is not that
hard but it also comes with its flaws which will be further discussed in this section:

StorageCapacity and Scalability Aswe have discussed earlier, the issue of storage
is quite alarming but when integrated with IoT it becomes more complex as a typical
IoT device can generate gigabytes and terabytes of data in a limited amount of time.
Blockchain is not made for handling a large amount of data which could be an issue
while implementing it with IoT applications.

Security Most of the IoT networks are prone to security attacks as they work on
a wireless system. The main challenge with the integration of blockchain with IoT
is the integrity of the data. If any corrupted data enters the blockchain, then it stays
corrupted as the data once stored in the blockchain is immutable [16]. Some parts
of the IoT network contain various physical devices that sometimes stop working
properly or send malicious data which leads to security attacks on the network. Some
of the programs such as GUITAR [29] and RemoWare [30] were introduced for run-
time network updates which helped in keeping the smooth integration of blockchain
and IoT.
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Anonymity and Data Privacy Some of the IoT applications such as user health
management, smart house, and various others generate very sensitive data that needs
to be confidential. Securing this data, blockchain is quite tricky because one of the
characteristics of blockchain is to be transparent. In order to make this integration
more secure, several cryptographic algorithms should be implemented on the system
to restrict unregistered access to the data in the system which is quite tricky.

Smart Contracts As discussed earlier, smart contract is one of the best applications
of blockchain. But when it comes to the integration of blockchain and IoT, it gets
a little trickier. A contract can be divided into two parts, one of which is code and
another is data [16]. As IoT works on real-time data generation, accessing data from
various sources would be complex for the contracts.

Consensus As IoT contains a greater number of physical devices that were designed
to perform only the designated task, it would be very challenging to implement any
consensus algorithm even as easy as proof of work or other algorithms. Keeping these
challenges in mind, there were certain attempts to create an algorithm for consensus
but still, themining of the blockwould still be an issue. Proof of understanding (PoU)
was an advanced version of PoW generated for this specific purpose of blockchain–
IoT integration.

5.2 Challenges in Big Data and Blockchain Integration

Big data is a field that focuses on the extraction of important data from a large data
source such as a data warehouse or a large database. These data warehouses are
filled with all the kinds of data collected from our smart devices, some of which are
very sensitive such as user location and user information which if fallen into wrong
hands is very disastrous. Blockchain can be integrated to this kind of application in
order to monitor the flow of sensitive data and to protect the data from data breaches.
In any such applications, blockchain acts as the mediator in order to restrict the
access of service providers from gaining sensitive information from users. Let us
take an example of a user-controlled medium that is Ushare [31] which gives users
the rights to grant permission to the service provider for the access of its sensitive
data as well as he/she can revoke those rights anytime they want. The ownership
of data on the Internet is really flawed. Any data shared on the Internet is prone
to be copied. The safety of these documents and artworks uploaded online is a
very crucial task to do. But with blockchain technology, a digital registry can be
generated for maintaining the content produced by the rightful owners and to find
all the copies of any given document existing on the Internet and compare it to the
original using various machine learning algorithms. One of the better examples of
this technology is Ascribe [32] which was generated to carry out Internet document
licensing. Ascribe uses its own protocol for blockchain implementation known as
SPOOL which stands for Secure Public Online Ownership Ledger [33]. Several
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artists face issues regarding their artworks being forged; for that reason, monograph
was generated with the implementation of blockchain to provide a proper platform
for buying and selling of artworks.

6 Conclusion

Blockchain holds the true potential to bring revolutionary changes to the field of tech-
nology. However, a portion of the impediments of blockchain is additionally talked
about ensuing as (1) blockchain itself requires a great deal of time to measure and
arrive at an agreement. In any case, when utilized with IoT, it is viewed as a weakness
as time-taking applications are not proficient. (2) Blockchain utilizes an exorbitant
measure of energy. (3) Scalability is a significant issue for blockchain applications.
Likewise, examining future prospects or upgrades for blockchain as there are signif-
icant odds of the presence of cross-country acknowledged cryptographic forms of
money or cryptocurrency.A fewnations have proposed this thought.More integration
with IoT will occur later on as a large portion of the leading organizations is looking
for advances to this incorporated innovation. This paper has discussed the architec-
ture of blockchain alongwith its types, several consensus algorithms, and some of the
challenges faced by blockchain when integrated with several leading technological
fields such as the Internet of things and big data for future development. Some of the
existing solutions for the problems were also discussed.
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Filter Bank Multicarrier Systems Using
Gaussian Pulse-Based Filter Design
for 5G Technologies

Deepak Singh and Mukesh Yadav

Abstract FBMC has arisen the most multicarrier (MC) procedure since it satisfies
the need of the next-generation 5G standards. Optimized generalized Gaussian pulse
(OGGP) filter of the FBMC systems have been proposed in this paper. A PTF strategy
based on optimized generalized Gaussian pulse is proposed along with the lowest
time domain side lobe levels and tail energy. The proposed system has been used to
OQAMmodulation anddifferentTx andRxantenna. From thenumerical perspective,
the transmission execution can be improved by considering the greatest signal-to-
noise ratio and reduced ISI. The proposed system is simulated by using MATLAB
software and also by using the BER and magnitude response.

Keyword Filter bank multicarrier (FBMC) · OGGP · MIMO system · 5G
technology

1 Introduction

The flow research interest on mobile communication system is going through a
change in a perspective from the generally settled third and fourth era advancements,
to a much adaptable future 5G networks [1]. 5G networks, which are required to
be sent in 2020, target giving its clients with giga-bit information rate insight under
expanding information traffic-request and high portability, high throughput alongside
low inactivity, productive use of accessible range, and so forth, at decreased expense
and with low force utilization. In any case, customary OFDM experiences different
disadvantages, which settle on it a restricted decision to meet the assorted and testing
necessities of the future cell frameworks. To battle time scattering and to encourage
per sub-transporter balance,OFDMutilizes an excess time stretch called cyclic prefix,
between two images [2].

The presence of cyclic prefix prompts wasteful utilization of the accessible trans-
mission time, there by upsetting the low idleness prerequisite, prompting low ghostly
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productivity, and at last, diminished throughput. The communicated and get channel
utilized in OFDM is time-restricted rectangular heartbeat, which has high side-
projections in the recurrence area that makes phantom spillage neighboring sub-
transporters. These out-of-band emanations eventually lead to ICI. The presence
of huge side-projections additionally restricts its application to intellectual radio
situation. The symmetry among the sub-transporters is misshaped under quick blur-
ring versatile channels which likewise incites ICI. Under doubly dispersive channels
including both time and recurrence spreading, OFDM experiences both ISI and ICI,
which requests rigid synchronization procedures, which builds the force utilization.

In FBMC, the out-of-band emanations are diminished by utilizing adaptable
heartbeat molding channels which are all around confined in time and recurrence
spaces, thereby giving vigor against time-recurrence scatterings brought about by
doubly dispersive channels [3, 4]. FBMC frameworks, particularly OFDM-OQAM,
can accomplish upgraded ghostly productivity and decreased ISI/ICI without the
presence of cyclic prefix. In FBMC, a bunch of information images, which should
be communicated at a specific sub-transporter, is gone through a communicate
channel adjusted at that relating sub-transporter. The information adjusted at various
sub-transporters are totaled and also sent through the channel.

At the collector, the information images are isolated out by an examination channel
bank. InOFDM-OQAM,not at all like the cyclic prefix-OFDM, the complex informa-
tion images are sent as genuine images, for example, the in-stage andquadrature-stage
segments are communicated at each time moments that are products of half of the
image span, therebykeepingupgreat ghastly effectiveness, evenwith no cyclic prefix.
The usage parts of the various variations of FBMC frameworks through productive
equipment models and polyphase structures are concentrated [5]. It is significant that
the model heartbeat forming channel utilized at the examination and amalgamation
channel banks assumes a critical function in defeating the restrictions of OFDM.

2 FBMC Technique

The Tx/Rx block outline for an overall symmetrical multicarrier balance framework
is introduced in Fig. 1. Despite the fact that Fig. 1 can be relevant to both FBMC and
OFDM, the rectangular channel is the model channel utilized in OFDM, whereas
different strong channels serve the capacity of model channel in the last case. In
the event that the information image to be sent at the n-th time moment and k-th
subcarrier is indicated as dk(n), the communicate signal is created as

s(t) =
∑

n

N−1∑

k=0

dk(n)h(t − nT )e j2π(t−nT )kF (1)
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Fig. 1 Block diagram for a multicarrier modulation system

Here, T and F mean the time separating between progressive images and the sub-
transporter separating individually. N means the quantity of sub-transporters, and
h(t) speaks to the motivation reaction of the communicate model channel utilized in
FBMCframework. The information images dk(n) are spread over the time-recurrence
lattice as clarified [6–10].

In OFDM-OQAM frameworks, the in-stage and quadrature-stage parts of the
perplexing images dk(n) are stumbled in time space by a factor T /2, so that it can be
considered as two heartbeat adequacy balanced symbols sent with a timing balance
of T /2 [11–15].

Let dk(n) be written as

dk(n) = d I
k (n) + jdQ

k (n) (2)

At the collector, the got signal is passed through a coordinated channel bank and is
examined at the image time dispersing,T, so that the sent images can be demodulated.
Under ideal channel conditions, the sent information images are recoverable at the
recipient if the model channel fulfills certain conditions which are summed up. Let
k and I indicate the sub-transporter lists at the transmitter and collector individually
and the comparing image testing time files be m and n.

3 OGGP Based Filter

The conventional filter issues were focused on planning filter that are isotropic and
with better recurrence reaction attributes to decrease the out-of-band radiation. The
proposed OGGP based filter is dissected and contrasted and the regular filter utilizing
shape plots of equivocalness capacity, time and recurrence space side-projections and
tail energy, and so on. The proposed filters have lower side-flaps and quicker rot in
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the time area contrasted with the other existing filters. A broader plan technique for
the plan of OGGP channel is likewise proposed which prepares to improve the time-
space qualities of the channel by fluctuating only one plan boundary. The equation
of OGGP based filter is given by:

gα,T (t) = 1

1 − α

(
e−4π( t

t )
2) − α

(
e−4π( αt

t )
2)

(3)

α is the scaling boundary which chooses the recurrence confinement, and T is the
ordinary term. The GGP will have a zero intersection in time area as indicated by
estimations of α and T. Thus, a channel symmetrical in time area that fulfills Nyquist
standard can be developed if the plan boundaries α and T are fittingly picked, so that
the vagueness capacity will have zero intersection at the ideal focuses.

4 Proposed Methodology

The articulation for summed up OGGP based filter is yielded (4). Here, α is a scaling
boundary, and T speaks to the ostensible span of the OGGP. In OGGP plan issue, the
boundary T is gotten by fixing α and discovering the zero intersection of the beat by
likening the (4) to zero. In OGGP plan, a connection between the zero intersection of
the beat and the equivocalness work as expected space is assessed by bend fitting, and
the estimation of T is gotten for the given α esteem. This methodology is heuristic
since the proportionality consistent relies upon the α worth and it changes for various
α values. Henceforth, an overall methodology to discover the ideal T should be
planned. The uncertainty work along time hub is same as the autocorrelation of the
beat. Consequently as opposed to discovering T from the equivocalness work, the
autocorrelation of the GGP channel can be utilized. The autocorrelation of hα,T (t) is
gotten as

x(t) =
∞∫

−∞
hα,T (ρ)hα,T (t + ρ)dρ (4)

It could be seen that the SIR amplifying condition relies upon the proportion of
defer spread and Doppler spread of the doubly dispersive channel instead of the
specific estimations of the spread which is shown in Fig. 2.

It could be seen that the SIR amplifying condition relies upon the proportion
of defer spread and Doppler spread of the doubly dispersive channel instead of
the specific estimations of the spread as shown in Fig. 2. The underlying loads are
admirably picked by the standardized postponement and Doppler spreads with the
goal that the equivocalness work spreads across time and recurrence tomahawks
with the end goal that the SIR is augmented. The extended inclination calculation
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Fig. 2 FBMC transceiver using OGGP

is applied with these loads as starting worth, so that the vagueness work spread
is kept up. In the interim, the extent of vagueness work at those focuses, where a
base worth is required, is pulled down to zero. Consequently, for a specific deferral
and Doppler spread, the vagueness capacity of the planned heartbeat has a shape
which amplifies SIR and simultaneously fulfills the Nyquist rules as expected and
recurrence domains. The key thought of the part is to adaptively shift the plentifulness
scaling boundary, so the beat accomplishes a shape which amplifies the SIR. The
numerical articulation for the time-space and recurrence area side-flap energy is
likewise inferred in the current investigation. In light of the greatest reasonable side-
projection energy as expected and recurrence spaces, the upper and lower cutoff
points of the adequacy scaling boundary can be fixed. The connection between the
time-recurrence scattering of the beat and the adequacy scaling boundary is too set
up. A shut structure articulation for the last heartbeat shape is additionally inferred in
the present commitment utilizing Jacobian theta work. The adjustment fits as a fiddle
of the channel, and furthermore, its vagueness work for various estimations of the
scaling boundary and the precision of the detailing of the shut structure articulation
for the model heartbeat are broke down through reenactments. The SIR execution of
the proposed strategy under doubly dispersive channels is dissected and contrasted,
and the traditional isotropic model channel plans.
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5 Simulation Results

The OGGP channel is intended for various estimations of α as clarified is area.
The standardized image timing span and subcarrier transmission capacity are taken
as

√
2. The various estimations of α and the comparing T esteems got utilizing the

proposed strategy are organized. The assembly plots of T versus number of emphases
are shown in Figs. 3, 4, and 5.

The size of mistake versus emphasis number for different α values is appeared
in Fig. 4. It very well might be noticed that the plots meet inside eight emphases.
There is a slight expansion in the quantity of cycles for expanding α be that as it
may, which is unimportant.

The various channels and their uncertainty capacities utilized for creating the ideal
heartbeat are delineated. Figure 5 speaks to the rectangular, square root raised cosine,
and Gaussian heartbeats individually. The form plots of their uncertainty capacities
are shown in Fig. 6 individually. The shape plot of the DAF of rectangular channel
is delineated.

In the shape plots, the sizes at different network focuses are shown by various
tones. The planning between the greatness esteems and the shading can be acquired
from the shading bar close to the form in Fig. 7.

Fig. 3 Attenuation of 2 × 1 system-based OGGP based filter
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Fig. 4 Magnitude response of 2 × 1 system-based OGGP based filter

White regions speak to an extent more modest than the base worth showed in the
shading bar. The DAF of rectangular channel is spread along the vertical hub since
the beat is not band restricted. Since the rectangular heartbeat becomes beat in the
phantom area shown in Fig. 8, the side-flap sizes fall in the range of −20 to −13 dB
along the recurrence hub.

6 Conclusion

PTF plan strategies for FBMC frameworks and visually impaired assessment tech-
niques with OFDM were proposed in this postulation. Two filters, which have fixed
time/frequency area attributes and two versatile channels, whose time/frequency
area attributes differs as per channel varieties, are planned. The planned channels are
fundamentally obtained from the ideally restricted Gaussian channel and have subse-
quently shown great time/frequency space restriction. The plan method of the chan-
nels has guaranteed that they will fulfill Nyquist models in both time and frequency
spaces, so that the images sent are entirely reproduced without the channel.

The OGGP filter displays the most reduced time-space side-flap levels among the
different traditional and proposed fixed channels.
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Fig. 5 BER of 2 × 1 system-based OGGP based filter

The proposedwork has the state of a sinusoid and henceforth assessed utilizing just
three preliminary qualities. The presentation improvement of the proposed strategy is
appeared under doubly dispersive channels with huge defer spreads and also Doppler
spreads.
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Fig. 6 Attenuation of 4 × 4 system-based OGGP based filter
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Fig. 7 Magnitude response of 4 × 4 system-based OGGP based filter
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Fig. 8 BER of 2 × 1 system-based OGGP based filter
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LIMES: Logic Locking on Interleaved
Memory for Enhanced Security

A. Sai Prasanna, J. Tejeswini, and N. Mohankumar

Abstract Globalization and increasing distribution of IC supply chain have resulted
in various third parties having a key to precious intellectual property or the physical
integrated circuit and therefore information can be exploited. Information security
is the practice of safeguarding information by minimizing information risks. It is
required to scale down the danger of unauthorized information disclosure, modi-
fication, and destruction. Hardware security threats have been observed at several
levels of the IC supply chain. To protect the hardware from potential attacks, there
are various design-for-security (DFS) techniques. Interleaved memory with logic
locking techniques for information security is proposed in this paper. Interleaved
memory is a solution for random arrangement and logic locking is needed to inter-
rupt the chain and to protect the data by restricting its access to authorized users. It
is a versatile and easy-to-integrate solution that needs only trusted designers. The
approach proposed in this paper compares the Hamming distance (HD) and Leven-
shtein distance (LD) andBERobtained for random logic locking (RLL) andweighted
logic locking (WLL) on the interleaved memory. From the results obtained, it can
be concluded that weighted logic locking on interleaved memory provides better
security.

Keywords Hardware security · Interleaved memory · Logic locking · Design for
security · Information security
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1 Introduction

Information security is the use of physical and technical controls in an endeavor to
shield the confidentiality, integrity, and availability of data. It is needed to cut back
the danger of unauthorized information leaks, modification, and deletion. Since the
advent of the Internet, cybersecurity has been a significant research and business
focus. Since an attack can occur on any of the layers of the cyberenvironment (e.g.,
operating system, network, and application software), there are several strategies
to tackle different cybersecurity threats, including malware, ransomware, denial of
service, etc. Usually, a hardware attack results in more serious and hard-to-recover
damage. Also, low-cost attacks based on hardware may be devastating. Hence, this
paper investigates issues related to hardware security. Hardware used for various
applications from customer electronics to defense systems requires a secured access,
as there emerges various threats in the integrated circuit (IC) design flow [1]. A
hardware-based attack occurs as a result of an attacker having the ability to take
advantage of hardware vulnerabilities to cause a trade-off in the system security [2].
Outsourcing of the fabless IC manufacturing companies to the untrusted foundries
leads themajor cause of these threats [1]. The different threats are reverse engineering
[3, 4], IP piracy [4, 5], overbuilding [6, 7], hardware Trojans [8, 9], and counterfeiting
[10, 11]. Solely due to the intellectual property right violations, the semiconductor
industry losses about $4 billion per annum [6, 11]. Information or data is stored
in the memory based on the memory address assigned to it. The address assigned
can be either in order or randomly arranged. Generally, the orderly arrangement
of address takes place. But orderly arrangement of data makes it easily accessible
whereas random arrangement like in interleaved memory is a little tricky. To protect
this data, design-for-security techniques are to be used such as watermarking [8, 10],
fingerprinting [11], IC metering [12], split manufacturing [5, 13], and logic locking
(LL) [1, 14], but logic locking is one technique that has proved to be resilient to
maximum attacks and is easy to incorporate in applications.

Logic locking hides features of the structure and can be opened with a secret
key. Owing to its simplicity, logic locking has gained notable recognition from the
research community [6].

The remainder of this paper is organized as follows. Section 2 talks about inter-
leavedmemory for information security. Section 3 discusses the threats faced to keep
information secure, sheds light on various designs-for-trust (security) approaches and
how logical locking is more efficient than the other methods. Section 4 deals with
logic locking and different ways to implement logic locking and threats faced by it.
Section 5 describes the proposedmethod. Section 6 performs analysis of themethods
discussed. Concluding remark is given in Sect. 7.
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2 Interleaved Memory

Interleaving is the method of reorganizing the positioning of a data sequence to form
a rearranged version of its initial self and is carried out at the transmitter side and the
converse of this operation is deinterleaving which restores the obtained sequence to
the initial order observed at the receiver side [2].

Error correction coding is believed to be a fruitful way to cope with various types
of error in data communication. Interleaving is conventionally suggested tominimize
bit error rate (BER) of digital transmission over a channel with data transmitted as
bursts of information. The interleaving architecture enhances the performance at the
expense of complexity, memory requirement, and time delay [13].

There are two conventional methods of interleaving, namely the block interleaver
and convolutional interleaver. In the block interleaver, the input data is noted rowwise
into a memory that is established as a matrix and retrieved columnwise. In the convo-
lutional interleaver structure, the information is multiplexed through and from a fixed
amount of shift registers [2].

Generally, the orderly arrangement of address takes place. But orderly arrange-
ment of data makes it easily accessible whereas random arrangement like in inter-
leaved memory is a little tricky. Therefore, the interleaved memory approach to
storing data is better at securing information, yet this memory is not completely fool
proof and is vulnerable to attacks.

3 Threats and Design for Security

To avoid any inside or outside danger such as criminals or any person who aims
to impede or undermine the organization’s sustainable state, security measures are
taken. The protectionmeasures taken against the damages thatmay happen are known
as the safety [15]. Hardware used for various applications from customer electronics
to defense system requires a secured locking, as there emerges various threats in the
integrated circuit (IC) design flow [1]. The various threats are (i) reverse engineering
[3, 12]. (ii) IP piracy [12]. (iii) Overbuilding [12]. (iv) Hardware Trojans [9]. (v)
Counterfeit ICs [10, 12].

3.1 Design for Security

Passive (watermarking, finger printing, etc.) and active (logic locking) techniques
are the different types of classification of hardware security techniques [16].

• Watermarking—unnoticeably modifying a part of information. Helps in the
detection of piracy/theft after its occurrence but no prevention.
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• Fingerprinting—signatures of designer and end users are embedded together.
Similar to watermarking only detection.

• IC metering—unique ID assigned to ICs being manufactured to track them.
• IC camouflaging—masking chosen gates. Protection against unreliable end users

only [12].
• Split manufacturing—splitting the process of manufacturing and then combining

together. Protection against unreliable foundries alone [5].
• P. kumar et al. proposed a toggle count-based node selection formodule placement

to enhance security [17].
• Logic locking—introducing an additional hardware segment into a design to

lock/secure the design [12].

3.2 Choice of Logic Locking

The most sought out design-for-trust (DfTr) technique is logic locking. Without
knowing the correct key, even if an adversary manages to lay their hands on the
encrypted netlist, it will not be of any use as the correct functional design cannot be
obtained [6]. With logic locking in place, overbuilding by the foundry is minimized
as the excess ICs cannot be activated [6]. Trojan insertion is prevented as the attacker
finds it difficult to find suitable location to place them [12].

4 Logic Locking

In this technique, additional logic is inserted into a circuit and the primary design is
locked with a secret or confidential key. The correct output is produced only when
correct key values are applied [7, 18]. Logic locking can be implemented in two
ways: sequential logic locking [5, 8, 11] and combinational logic locking [4, 7, 11].
The two logic locking techniques and different types of combinational logic locking
are as shown in Fig. 1.

• Random logic locking (RLL) or EPIC—instituted by Roy et al. [14] in 2008. XOR
key gates are placed at arbitrary locations in the netlist [6]. Suffers from low HD.
Prone to key-sensitization attack.

• Fault analysis LL—nodes with high fault impact are identified and key gates
are introduced at these nodes [1]. Provides 50% HD but results in longer
implementation time. Prone to key-sensitization attack [16].

• Strong LL—Key gates with maximum mutual interference are incorporated [11].
Resistant to key-sensitization attack. But it provides low HD rates [16] and
insertion of pairwise secure key gates depends highly on the circuit topology
[11].

• Weighted LL—It controls the design with multiple key inputs and offers:
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Fig. 1 Block diagram depicting different logic locking techniques

– Immune to key—sensitization attack
– 50% HD due to an efficient key gate insertion metric, and
– Notably refined output corruption efficiency of the key gates resulting in a

much shorter execution time [16].

5 Proposed Method

This paper proposes the idea of protection of data that is first stored in an interleaved
memory and further uses logic locking technique to enhance security. Block diagram
representing the proposed method is shown in Fig. 2.

In an interleaved memory organization, the data is either evenly arranged in
consecutive address blocks or can be arranged randomly using linked lists or hash
table data structure. This random arrangement of data provides a layer of security
than the serially arranged data. This interleaved data is protected using logic locking
techniques. Here, it has been proposed to use both RLL andWLL and compare their
efficiencies. As shown in Fig. 3, the input data is sent to an interleaver which scram-
bles the data and either RLL or WLL is implemented on this data. The HD%, LD
and BER calculation are performed and these responses’ values are checked. If the
values are not close to the optimal result, then the design is modified to add more
logic gates to increase security and the output is taken as the final output.
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Fig. 2 Block diagram representation of proposed method

Without knowing the correct key, even if an adversary manages to lay their hands
on the encrypted netlist, it will not be of any use as the correct functional design
cannot be obtained [6]. It hides some part of the functionality in the secret key bits;
the structural information obtained from hardware implementation reveals only the
remaining part of the functionality [9]. LL protects the system from IC piracy and
reverse engineering. Overbuilding by the foundry is minimized as the excess ICs
produced cannot be activated. Trojan insertion is prevented as the attacker finds it
difficult to find suitable location to place theTrojans because the transition probability
of the signals that are being altered by the key gates is unknown to the attacker [12].
Extracting the secret key of the logically locked design has become an extensive
effort and it is commonly known as key guessing attacks.

Thus, the main objective of the proposed technique is to build a secured hardware
against attacks like brute-force attack, hill climbing attack, and path sensitization
attacks.

RLL inserts key gates such as XOR/XNOR gates at arbitrary locations in a circuit.
These gates can be configured as buffers or inverters by using the key inputs. If the
key gates are left with no further modification in the circuit, then the key bits can be
retrieved by inspecting the key gates [11]. Due to fault masking, random insertion of
key gates will not propagate the excited faults toward the primary output [1]. RLL
is not efficient enough to corrupt a sufficient number of outputs. It also suffers from
low Hamming distance and is susceptible to key guessing attacks.

On the other hand, weighted logic locking is inherently immune to the key-
sensitization attack. This is because the key inputs are integrated in control gates
initially and are not driven directly. The likelihood of any key gate corrupting the
design’s output is higher in WLL; therefore, fewer key gates can be used to achieve
50% HD, which thereby reduces the execution time drastically.

WLL is also fairly generic which implies that, in order to improve security, it can
be combined with other techniques.
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Fig. 3 Flowchart
representation of proposed
method

A single key input controlled key gate can be actuated by a random key with a
probability of 0.5 (Pact) as the corresponding key bit has a probability of 0.5 to be
set as a correct or wrong value. This implies that when a random false key is applied,
roughly fifty percent of the key gates have an impact on the circuit. Increasing the
Pact of each key gate will result in furthermore actuated key gates when invalid keys
are applied, implying that only few of them are needed to achieve the desired HD
value.
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The Pact can be increased when more than one key input controls the key gate.
The key gate is unactuated when right values are given to all key inputs controlling
it else, even one wrong key input will actuate the key gate. This can be achieved by
using a NAND or AND gate along with the key gates that are XNOR/XOR [16].

Key generation modules need to be embedded into the actual circuit and possess
the following:

• Lower area overhead
• Not much increase in power consumption
• Authentication keys to be encoded, to enhance security, which will complicate

their true origins and curb logical reverse engineering [9].

In XOR-based LL, functional buffers or inverters are replaced by key gates which
introduce uncertainty in retracing the circuit design and the knowing the key values
become significant [6].

6 Result

In this paper, when logic locking is implemented to secure an interleaved memory,
the correct key will give us the correct output as in Fig. 4a and in case of wrong key
the wrong output is displayed as in Fig. 4b. The input is loaded after one clock cycle
and the output is displayed after 4 clock cycles.

Valid out can be assigned as per the need of the application. The initial clock
cycle is used to load the data and hence the output for that cycle remains undefined.
Two codes, i.e., two different arrangements of logic locks have been implemented to
strengthen the security provided by the logic locking system against external threat.

From the results obtained in case 1 (Fig. 5), it is observed that WLL has much
better values (in terms of Hamming distance (HD) and Levenshtein distance (LD)
than RLL. But this still did not provide results in the required range of values (50%
HD as expected) and this was also confirmed with the calculated BER values. The
vagueness of an attacker to the output values, on application of random keys, can
be maximized on achieving a 50% HD. Although any percentage change provides
ambiguity, 50% or close to 50% is considered desirable.

This prompted for development of the second code (Fig. 6a, b) in which a number
of logic locks were increased in general and that increased the overall performance
as expected. As shown here, the HD%, BER and LD values obtained are closer to
ideal in the case of weighted logic locking (WLL) than compared to that of random
logic locking (RLL) for the codes.

So, one thing is observed in common in both the test cases,WLL performs consid-
erably better than RLL and this is seen because in the case of RLL the logic lock
is controlled by only 1 key value. In this case, the impact of the wrong key is only
50% (that is because the key can be either 1 or 0 and the probability of any of that
being guessed correctly is 0.5). This is why WLL was chosen, in this case the logic
lock depends on more than one input, effectively increasing the chances of getting
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Fig. 4 aWaveform for correct key input for 16-bit data. bWaveform for wrong key input for 16-bit
data
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Fig. 5 Comparison between RLL and WLL HD% obtained for 32-bit data

a wrong result when the wrong key value was entered. Take the case of two keys
controlling a logic lock, the chance of the correct key is only ¼ that is 25% but that
of the wrong key is ¾ that is 75% which is clearly better than 50% odds. In case of
WLL, two or more inputs (apparent key values) are passed as inputs to what is called
a control gate. The control gate can be any gate (Fig. 7), (for analysis in this paper,
only AND and OR gates are used). The output of the control gate is taken as one of
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Fig. 7 An example for the control gate that can be used [16]
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Fig. 8 Change in the HD% due to addition of more logic locks in the new code

the inputs to the logic lock (either a XOR gate or a XNOR gate), where the other
input to the logic lock will be from the circuit the lock is being attached to.

As shown in the graph (Fig. 8), the values obtained can be made by adding logic
locks, changing the number of inputs the lock is dependent on, etc. The efficiency of
WLL can be further amplified by using increased number of controlling key inputs
per key gate; three key inputs shoot up the Pact to 0.88 (7/8), with 4 it extends to
0.94 (15/16), while with 5 it goes up to 0.97 (31/32) [16].

The difference between the two cases obtained has already been explained briefly
but to give more insight, in case 1, a section of the circuit was dependent on a set of
keys and another section was dependent on another section of keys but this caused a
form of discontinuity or reduced the impact of wrong keys on all parts of the circuit
so in the second case, the issue was countered by having no particular condition like
in case 1. Anywrong key input would impact any part of the circuit thus causingmore
ambiguity and more anonymity. This makes it more secure from key-sensitization
attacks. Figure 9a–c represents the schematic diagram for different bit inputs for the
proposed methodology.

7 Conclusion

This paper proposes an efficient method for securing data using interleaved memory
and logic locking. Two types of combinational logic locking approaches namely
random logic locking and weighted logic locking were implemented and the results
were compared. Two different codes with varying number of logic locking blocks
were simulated for RLL as well as WLL. From the HD and LD values obtained,
it was observed that a twofold security method involving WLL on an interleaved
memory is an efficient way to establish information security. Interleaved memory
accounts for arbitrary arrangement of input data. This memory when further secured
by weighted logic locking provides resistance against key-sensitization attacks and
promises shorter execution time.WLLprovided an optimum50%HDand acceptable
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Fig. 9 a Schematic diagram for 16-bit input. b Schematic diagram for 32-bit input. c Schematic
diagram for 64-bit input
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LD value for around 50% inputs whereas RLL provides 50% HD to comparatively
low number of inputs. Further improvement by adding more logic locking blocks
showed an increase in the percentage of inputs giving optimumHD% and LD. Future
works can enhance the placement of the logic locking blocks and compare results
obtained for each arrangement.
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A Novel IoT Device for Optimizing
“Content Personalization Strategy”

Vijay A. Kanade

Abstract The research paper discloses a theoretical model of a “content personal-
ization device” that functions over an operating system (OS) of any mobile handheld
device. The device is in the form of a thin-layered transparent film that fits on the
screen of the mobile device. The device operates as a layer over the OS as all the
content mediated or allowed by the OS on the device passes through this personaliza-
tion layer, where it gets filtered. This layer analyzes user interactions with the device
and provides filtered content based on the user’s response to the content. The exter-
nally integrated device tracks the user’s device usage pattern and adapts to changing
user choices and preferences over time for filtering and displaying relevant content
to the user of the mobile device.

Keywords Content personalization · Content filtering · User preferences ·
Feedback loop · User’s real-time response

1 Introduction

Content personalization refers to rendering Web-based or app-related content to a
user based on user’s choice or preferences. Web site visitor history is used to provide
relevant content to the user in a manner that promotes end-user satisfaction and in
most cases helps in lead conversion [1].

Content personalization is generally opted by e-commerce players to double their
e-commerce sale. Such personalization is termed as one-to-one marketing as the
organization’s Web site specifically targets individual customers. Personalization
also leads to meeting consumer needs effectively and in an efficient manner, thereby
motivating the customer to revisit the Web page in future [2, 3].

However, with the current personalization strategy, one-to-one marketing has
reached a point where it has become more burdensome for the consumers rather
than of any help. As the customers visit any Web page, they are overloaded with
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personalized ads, social media feeds that are essentially taxing. These ads are some-
times not just irrelevant for the user, but they also tend to gulp a lot of Internet data
unnecessarily [4].

Further, personalization is needed in situations where apps tend to send out irrel-
evant notifications that the user may not be interested in at a particular time. Here
again, these notifications are more disturbing similar to the above ads, rather than
of any value. Hence, there seems to be a long pressing need to identify a solution
for content personalization that is not just specific to the user but takes into consid-
eration user behavior, device usage pattern, and user context before delivering any
content. The research paper provides a theoretical model of a novel IoT device that
addresses this problem of content personalization. The IoT device also puts a break
on excessive personalization opted by most marketing agencies [5].

2 Content Filtering Techniques

Content filtering is employed strategically by various business verticals. Some of
these techniques are as listed below [3]:

1. Collaborative content filtering

Here, data from different Web sites is collaborated and filtered to provide user-
relevant data that may give better user experience (e.g., e-commerce) to the user.

2. User-specific profiling

Creating personalizedWeb page for a user based on user-specific data collected from
various sites.

3. Analytic tools

Data analysis tools are used to predict likely future interactions of the user based on
the user’s activity on the site.

2.1 Real-Life Examples of Content Personalization

Amazon, Netflix, and YouTube are some of the common platforms that disclose
content personalization for better user experience [6, 7].

1. Amazon generates product recommendations based on page views, user
purchase history, and user behavioral data.

2. Netflix recommendation engine uses user’s viewing history, interactions,
content title info (i.e., genre, cast, etc.), duration of sessions, device type, and
time of the day.
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3. YouTube provides recommendations based on the user’s past history, interaction
patterns, and from demographic data where content consumed by various users
with similar personas is recommended.

However, these recommendations do not take into consideration the user context
or the content type that is being consumed in real time. This leads to user distraction
many a times. For example, consider YouTube recommendation engine having one-
to-onemarketing ads.YouTube ads are difficult to bare for consumers, as they seem to
pop-up after every “nminutes.” Now, when the user is amidst a serious video content,
such interruption by ads becomes disturbing and forces the consumer to view the
ad. Although personalization enhances customer experiences, however, its biggest
challenge today is that it should not act as a source of distraction to its customers [8].

3 Novel IoT Device

3.1 Hardware

The proposed novel IoT device is a thin transparent sheet that fits on the top screen of
the mobile device. The arrangement of the device is similar to that of a screen guard
that is adopted by most mobile phone users for protection against screen damage.
The device is provided with a micro-USB cable that is used to plug-in and integrate
it with the mobile device (Fig. 1).

3.2 Architecture

The IoT device consists of a secure file system that sits on top of the original OS
of the electronic device. On integration of the IoT device with the mobile device
(i.e., by plugging-in the micro-USB cable), it synchronizes with all the repositories
of operating system(s). This may include AppStore for MacOS for Iphone-based
system, Google Play Store for Android-based system, Windows for Microsoft. The
secure file system is provided with a monitoring module through which the data flow
of the device takes place. This module monitors and tracks the inter-application data
traffic occurring within the device as well as the data communicated by the device
via servers when using the Internet data. Therefore, user interaction with the device
is closely monitored by the secure file system of the IoT device.

The architecture of the IoT device is shown in Fig. 2.

Description

In Fig. 2, the secure file system acts an independent layer above the OS. Such an
arrangement ensures that the device data exchange between various apps (AppN) or
Web sites (WebsiteN) is closely tracked leading to a better understanding of the user
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Fig. 1 Theoretical model of
transparent IoT device.
(Micro-USB cable not
shown)

interactions with time. The secure file system helps to gauge user context based on
the feedback (i.e., user response) that the user provides for the live content that is
currently being played on the mobile device. This allows better content filtering as
it takes into account the changing user’s taste over time as content is being delivered
to the user.

3.3 Data Flow

The general data flow of proposed theoretical model is shown in the below flowchart
(Fig. 3).

The steps involved in the operation of the novel IoT device are summarized below:

Step 1: Monitoring data exchange
Step 2: Verify user context [interaction pattern, behavioral data]

Feedback loop; [user response on live content]
Step 3: Allow content delivery or block content
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Fig. 2 Theoretical architecture of IoT device

Fig. 3 Data flow during content personalization

Context value; [good or bad]
Repeat; [loop-in > Step 1].
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4 Preliminary Research Observations

Currently, the end users are bombarded with excess personalized information, where
the marketer is missing on the actionable content that would derive insights needed
to drive user engagement and earn substantial revenue.

A study was recently conducted to discover thoughts and feelings of the college
students regarding the annoying marketing tactics adopted by most marketers today
[9]. About 273 students from a large public university located in the southern USA
participated in the study. The insights derived from the study are as tabulated in
Table 1.

Hence, the proposed theoretical model of the IoT device is designed to lower this
impact of excessive personalization on customers by controlling the type of content
being delivered to the end users based on user’s real-time response to the provided
content, i.e., feedback.

5 Applications

The proposed research is specifically useful in following scenarios:

1. Notifications and ads are delivered to the user by tracking user feedback for
certain content type that is already being delivered.

2. Consider a scenario, where the calendar shows meeting scheduled at 12–1 pm.
In such cases, notifications are not provided to the user, as the phone can be
put on DNDmode. However, if something very critical pops-up while the DND
mode is on, then the proposed IoT device will monitor this content and flag it,
so that the content is delivered to the user irrespective of the DND mode. This
can happen for SOS emergency calls, urgent meeting emails, or in cases when
someone sends a serious text message over WhatsApp or any social media.

3. Another case can be considered of Apple IPhone, where at night the phone
enables DND, so that all the notifications are automatically silenced until user’s
wake-up time. However, some important texts, updates, or notifications can be
missed due to this facility. Hence, the disclosed IoT device checks the semantics
of the data being communicated to the mobile device and thereby decides if
the content should get through the DND mode. An example of this could be,
allowing phone calls from contacts saved as Mom, Dad, Family, etc., to get
through, but denying access to rarely communicated contacts.

4. Consider another scenario where the user is continuously skipping ads on
YouTube. In such a scenario, as the user usage pattern is already being tracked
by the IoT device, next time YouTube decides to play an ad, that content will
be automatically skipped or filtered, thereby avoiding its delivery to the user.
Further, the discussed marketing ads also consume excess Internet data, which
can be avoided by using the disclosed IoT device.
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Table 1 Study responses [9]

Annoying marketing tactics Subcategories Marketing quotes Percent

Aggressive tactics “Marketing that keeps trying to
influence a customer to buy a
certain product even when they
already turned the product down”

41

Repetition “When companies use the same
commercials over and over”

23

Obnoxious tactics 15

Garish/loud ads “Any marketing that is loud,
persistent, or vulgar, or things that
are spelled incorrectly”

8

Irritating “Marketing that is irritating to any
of the 5 senses of a target
customer”

4

Distracting “Ads before YouTube videos,
Pandora, etc. Any ad that keeps
you from doing what you are
trying to do”

1

Low quality “Marketing that does not meet
today’s standards”

~1

Irrelevant content 7.3

Nonsensical “Ads that seem to have no plan” 4

Uninformative “Marketing that tells nothing about
the product. It just tries to be funny
or flashy to sell me something”

2

Product focused “Only concentrating on selling the
product, not caring about the
customer”

1

Tactics which cause
avoidance

“Bugging a customer to the point
that they want nothing to do with
your product”

5

Consumer discomfort 32

Violates social norms 14

Out of the ordinary tactics
(creates weird feeling)

“Marketing that uses techniques
that we think are odd or unusual to
get our attention”

13

6 Conclusion

The proposed research discloses a theoreticalmodel of a novel IoT device to fine-tune
and optimize the content personalization strategy. The personalization mechanism
takes into consideration user context, user behavioral data, and user interaction for
filtering the content. The proposed research removes unwanted content delivered via
a modern one-to-one marketing strategy and recommendation engine. This gives the
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user better control over the Internet data as only user-relevant content is allowed to
pass through the IoT device.
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IoT Based Self-Navigation Assistance
for Visually Impaired

Nilesh Dubey, Gaurang Patel, Amit Nayak, and Amit Ganatra

Abstract One of the major challenges faced by visually challenged people is self-
navigation in unknown environments. They often tend to get hurt by objects that
they cannot feel using their hands or a walking cane, as certain objects are hard for
a blind person to detect by just using tapping their walking cane. To avoid obstacles
and navigate through a new environment, a smart belt for the visually impaired is
performed inwhich he/she can continuously detect the obstacles around the user with
its sensors that span the entire 360° of his/her field of view. Whenever an obstacle
is in a nearby range, sufficiently enough to cause a hindrance, the device will give
sensory cues to the user about the location of the obstacle and family members are
also tracked them using GSM and GPRM system.
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1 Introduction

Unlike us, blind or visually challenged people are not blessed with the same gifts,
and consequently, they cannot perform the same tasks with the same parity as what a
normal individual could do. In an entirely novel place, theymight be able to dodge the
obstacles coming in their way with the help of the walking cane but knowing where
to go seems like an uphill climb without any external help as they are unfamiliar
with the layout. This could lead to getting lost sometimes, which would be a difficult
situation to get out of. The current solution also renders them with only one usable
hand while walking, which in some cases may be a minor inconvenience. Countless
other problems are not mentioned here but affect them daily.

The project aims to mitigate the most common problems of their struggle and
make their lives comparable to ours. It takes advantage of a simple wearable belt
that everyone can adorn. On the belt, there would be ultrasonic SR-04 sensors fitted,
about six of them which handle their own respective direction. Four sensors are
entirely dedicated to the X-Y plane, i.e., the horizontal plane located at about the
waist height of the wearer. They continuously pulse in the four major directions, i.e.,
North, East, West, and South. This way, the entire 360° field of view of the blind
person is covered by the sensors. The extra two sensors cover the vertical plane, and
they check for any obstacles on the floor which may come in the way of the person.
Hindrances at the head height of the person should also be taken care of, which is
done by the sensor aligned at the pre-decided angle with the horizontal plane. For the
additional features, the distress alert feature helps them to stay connected wherever
they are. In any event of trouble, this feature will notify all the people which were
set earlier when setting up the device. Additionally, with the help of an Android app,
connected to the device via Bluetooth, it can help in navigating walking distances by
giving turn by turn directions to the user via the handset connected by the auxiliary
port with the Android phone. Through this app, blind people walk safely outdoors
or in traffic areas.

2 Existing Work

2.1 Smart Mobility Aid for the Visually Impaired Society

Electronics is a domain that is constantly growing and developing [1–4]. There are
approximately 15 million people who are blind in India. Major developments square
measure worn out a sensible for seeking a well and smarter life and welfare toward
the blind society. This paper [4–6] recommends and pursues a thought of removing
the stick andmounts these sensors on the visually handicapped individual body itself.



IoT Based Self-Navigation Assistance for Visually Impaired 637

2.2 Real-time Dangling Objects Sensing

The initial style of mobile ancillary device for pictorial impaired [7–10] was
discussed. This analysis planned amobile real-time dangling objects sensing (RDOS)
model that is mounted on a front of a cap for obstacle detection. This device uses
relatively low-cost audible sensing parts which provide balance sense for blinds to
know the anterior projected things. The RDOS gadget can the executives the sensor’s
front point that is at the client’s body stature and upgrades the detecting precision.
The RDOS gadget can manage the sensor’s front angle that is at the user’s body
height and enhances the sensing exactness [11]. Two major required algorithms are
to live the height-angle activity and un-hearable detector alignment and planned unit
space. The analysis team to boot combined the RDOS device withmobile automation
devices by act and Bluetooth to record the walking route.

2.3 Assistive Infrared Sensor-Based Smart Stick for Blind
People

In this article, the authors proposed a lightweight smart stick that is relatively inex-
pensive, very user-friendly, and easy to use [12–14]. The smart stick gives a quick
response to the user about the obstacles ahead and helps them with better mobility
and uses low power consumption. The stick utilizes infrared technology; a cluster
of infrared sensors can observe stair-cases and totally different obstacles presence at
intervals the user path. As a stick could be an acquainted object to a blind man thus
employing a good stick for higher quality and obtaining the device would be terribly
straightforward [15, 16]. The experimental results provide smart accuracy and thus
the stick is prepared to watch all of the obstacles [17].

3 System Components

3.1 Arduino Uno

The ATmega328 AVR microcontroller is the core of the Arduino Uno R3 micro-
controller board. It consists of 20 digital input and output pins which comprise six
PWM outputs and six analog inputs. A computer program named Arduino Uno IDE
is used to load the code from the computer to the Arduino. The Arduino has widely
used in the world which makes it an extremely simple approach to begin working
with embedded electronics.
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3.2 Ultrasonic Sensor SR-04

The ultrasonic sensor SR-04 is used to measure the distance between the sensor and
some object. The way distance is measured by the sensor is that it emits a sound,
usually about 40 kHz which falls in the inaudible range for humans, but the sensor is
capable of picking it up. After emitting the sound, the sensor waits for the sound to
bounce back from the object, and it measures the time taken. With the help of time
taken, it gets conceivable to calculate the distance between the object and the sensor.
The general formula speed is equal to distance divided by time is used here. It is
rearranged to be distance which is equal to speed multiplied by time. The next step
is to simply plug in the values for the speed of sound and the time measured by the
sensors in the previous step and obtains the distance. Here, the distance calculated
would be the round-trip time, which means the distance from the sensor to the object
and the distance between the object and the sensor. To solve this, just divide the
distance by two.

distance = speed of sound ∗ time taken by sound

2
(1)

3.3 Bluetooth Module

HC-05 module is an unbelievably essential Bluetooth SPP (Serial Port Protocol)
module, proposed for direct far off successive affiliation plan. The HC-05 Bluetooth
module can be used in a master or slave design, making it a viable answer for remote
correspondence. This sequential port Bluetooth module is a totally qualified Blue-
toothV2.0+EDR (enhanced data rate) 3Mbpsmodulation, and it contains an absolute
2.4GHz radio handset and baseband. It usesCSRBlue center 04-External single-chip
Bluetooth structure with CMOS development and with adaptive frequency hopping
feature (AFH).Bluetooth, a tonof explicitlyBluetooth lowenergy (BLE), has become
the overwhelming innovation for associating Internet of Things (IoT). The innovation
is also ready to keep up the quality correspondence range all through the trade. This
low energy form of Bluetooth may totally affect IoT innovation, by giving gadgets
the adaptability to existing and with progress perform during a huge decision of use
situations. Bluetooth empowers low force correspondence between gadgets that are
in the closed closeness of each other existing instrument.

4 System Design

This is the basic format of how the sensors are placed around the belt and what field
of views will they cover. The lines a and b work on the XY plane, toward the front
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Fig. 1 Representation of the
proposed system with
wearable belt

Wearable Belt

and rear of the wearer, respectively. Both sensors are not person dependent, and they
will have the same configuration regardless of the wearer because they work in a
straight line perpendicular to the user. The height of the wearer will not affect their
function in any way (Fig. 1).

The next two sensors sit at a little distance from the sensor with the line of sight
a. The problem with fitting all the sensors equidistant to one another is that two
sensors will fall on either side of the torso which is the normal resting position for
both the arms. Hence, putting them on the sides will give erroneous results as hands
constantly interfere with the reading of the sensors. The remaining two sensors have
a slightly tricky implementation. Their implementation depends on the height of the
wearer as well as the waist height of the wearer concerning the ground. The sensors
are placed at an angle over and below the front sensor. The bottom sensor, with the
line of sight x2 detects the steps or little obstacles along the way of the user. The
problem with placing the sensor pointing straight down is that due to the walking it
is impossible to detect the distance accurately. Also, it is pointless to do that as the
detection of the obstacles takes longer time. Hence, the angle θ2 is placed concerning
the vertical plane. The distance x2 will depend on the height y2 at which the user
wears the belt on his waist as the Pythagoras theorem will be applied here.

x21 = y21 + z21 (2)

Also, to calculate without the distance, the formula is very useful.

cos θ1 = y1
x1

(3)

The sensor which detects above the head of the user works in a very similar way
with a slight difference. The distance x1 is decided on y1, but y1 is not the height
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Table 1 Values are taken for the respective variable and generated values of θ

Parameters x1 y1 z1 θ1 x2 y2 z2 θ2

Data 128.6 91 91 45° 142.8 101 101 45°

of the wearer; it represents a distance that is slightly above the height of the wearer
from the waist. This is done because objects near the head of the user can pose a
significant threat while walking. The code is designed in such a way that it will
trigger the buzzer if anything is detected closer than 20 cm to the height of the head
of the user.

With the current tested data, the following table is prepared using the device
(Table 1).

4.1 Design Requirements

(1) It has one input because of having one degree of freedom.
(2) It is a coplanar mechanism with at least four links.
(3) It has at least one combine pair to form a non-uniform output speed.
(4) It has at least one gear pair to vary the uniform resultant speed.
(5) It has a ground link to support or constrain other links.
(6) It has one output link.

4.2 Design Constraints

(1) The number of links should be four or five links.
(2) The frame must be a link with three joints or more to have a firm support.
(3) At least one cam pair must be incident to the frame.
(4) The input link must be adjacent to the frame with a revolute joint.
(5) The input link, the output link, and also the frame should be appointed on

completely different links.

5 Experimental Results

After rigorous testing, it can be concluded that six sensors are the optimal solution
required for this device to work efficiently. It creates a good balance between the
working and affordability of the device, and it provides enough sensory cues for
the visually impaired person. Anymore several sensors will confuse the user and
exacerbate the problem instead of alleviating it. To implement the sensors in many
different combinations of wearables, environments found that a belt can be used in
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Table 2 Classification of
hurdle based on sensor
readings

Type of hurdle Type of alert

Non-uniform path Voice alert Beep 1

Small object Voice alert Beep 2

Large object Voice alert Beep 3

all kinds of weather and can be worn by almost everyone. Also using the HC-05
sensor instead of the SIM9000 sensor proves to be a wise choice as the recipient of
the SIM9000 sensor can be poor at times which prevents the distress feature from
working. With the connection of an Android phone via a Bluetooth sensor to the
device, accurate latitude and longitude can be sent with precision (Table 2).

6 Conclusion

The project work aims to solve an underlying problem that has been overlooked for
years. The technology for the masses has seen an exponential growth, while it has
been stagnant for a certain demographic. This device will replace a tried and tested
practice used by blind people, i.e., walking and navigating with the help of canes.
The benefits that this product will provide to the users are subtle yet revolutionary.
The simple convenience of having both hands-free while still being able to walk
freely in a known or unknown location should be available to everyone. This device
helps in making blind people more independent with the use of SOS features and
more familiar with technology in general. Thus, the obstacles were detected using the
SR-04 sensors via measuring their latency of the 40 kHz sound signal and processing
using the algorithm used by the Arduino Uno.
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An Overview of Cyber-Security Issues
in Smart Grid

Mayank Srivastava

Abstract A smart grid is an updated version of the traditional electrical grid that
uses Information and Communication Technology (ICT) in an automated fashion
for the production and distribution of electricity. Several attributes like efficiency,
sustainability, and reliability are improved in the smart grid as compared to the
traditional grid. Smart grid gives significant benefits for the entire community, but
their dependence on computer networks make them vulnerable to various kinds of
malicious attacks. This article focuses on identifying the various cyber-security issues
of different areas of the smart grid which are prone to vulnerabilities. Finally, the
possible solutions for resolving the cyber-security issues in the identified areas for
making the smart grid more secure were analyzed.

Keywords Smart grid · ICT · Smart devices · Cyber-security · Vulnerability

1 Introduction

Smart grid technology offers many benefits to the entire society [1]. However, the
integration of computer networks into the smart grid makes society vulnerable to
different types of malicious attacks. Also, such integration makes the way for the
privacy issues of the customer. The ICT is the basis of the underlying smart grid infras-
tructure, which is required for the successful operation of the smart grid. Henceforth,
it becomes necessary to address the security issues of ICT in this domain. Finally,
one can say that it is important to address the cybersecurity issues in various phases
of the smart grid [2].

Besides this, the unintentional compromises of the network infrastructure due to
user-oriented errors, apparatus failures, and natural blows also need to be considered.
Securing the entire facility of the smart grid is a daunting task [3]. The vulnerabilities
of the existing technology infrastructure must first be identified and analyzed, before
applying the management process to mitigating them. But there are certain barriers
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Fig. 1 Smart grid architecture [5]

such as organizational issues, lack of technical skills, and awareness concerns that
prevent us to achieve this objective. [4].

A smart grid basically incorporates a computer network with the existing grid
infrastructure to analyze and distribute data related to energy consumption. In the
smart grid, the energy producers and energy consumers interact intelligently which
eventually serves the purpose of saving a lot of energy. In Fig. 1, the different forms
of energy generation schemes like wind turbines, photo-voltaic (PV), and power
generation sites are used for power generation. The generated power is distributed to
various categories of customers. The figure also shows the interconnection of various
nodes across the entire transmission network of the smart grid. The various network
components used in the infrastructure are data concentrator, control center, Internet
Service Provider (ISP), and various sensors. The sensors are used to give accurate
information about different aspects of smart grid architecture.

2 Review of Literature

Different researchers are working on various domains of the smart grid. Some of the
major contributions of the research done in this area are as follows.

Chebbo [3] focuses on the importance of smart technologies, smart vision, smart
processes, and finally smart stakeholders for energy innovation. Tuballa et al. [4]
present an outline of the associated technologies of the smart grid. The paper also
mentions the importance of the latest technologies in influencing the existing grid.
Mrabet et al. [5] provide a deep understanding of the security vulnerabilities and their
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possible solutions. The paper gives a cyber-security strategy to deal with various
kinds of cyber-attacks. Wang et al. [6] put a thought on the hybrid structure of
the computer networks that connect the energy providers and consumers in a smart
grid. The author then emphasizes the challenging problems of network reliability and
security.Bigerna et al. [7] perform the literature reviewabout the social costs affecting
the development of the smart grid. The paper finally presents the opportunities and
challenges in the business, applications, policy, and security issues of the smart grid.

Kappagantu et al. [8] specify that the three main objectives of cybersecurity that
need to be addressed are availability, integrity, and confidentiality. It also empha-
sized on multilayer structure of the smart grid, where each layer is having specific
security concerns. Finally, it states that the use of advanced techniques is essential to
tackle sophisticated cyber threats. Baumeister [9] proposes a study that is divided into
five different smart grid security categories namely process control, communication
protocol, smart meter, simulation for security analysis, and power system state esti-
mation for achieving smart grid security. Wang et al. [10] present a comprehensive
review of different cybersecurity issues for the smart grid which focuses on various
vulnerabilities and solutions concerning the smart grid.

Yang et al. [11] discuss the various cyber-attacks and their possible solutionswhich
are crucial for the expected operation of the smart grid. The paper also presented
its insight on the critical aspects related to cyber-security of smart grid-like inter-
dependency, vulnerability, etc. Pearson [12] presented a study on the use of ICT in
Europe’s electricity sector. The article highlights that increased reliance on ICT in the
electricity sector will open up new vulnerabilities that will undermine the advantage
of the smart grid. It also explains that the European Union (EU) has to mitigate these
challenges to avoid a possibly expensive technical lock-in. Yan et al. [13] summa-
rize the different cybersecurity issues and vulnerabilities related to the smart grid. It
also presents a survey that focuses on the current solutions to different cybersecurity
issues of smart grids.

Aillerie et al. [14] present the report which identifies significant issues in cyber-
security policy design for the International Smart Grid Action Network (ISGAN)
membership. The paper discusses the smart grid architecture along with fast-
changing cyber threats. The paper also proposes certain hardware designs for
improving the security of the smart grid. Berthier et al. [15] focus on using secure
protocols to prevent the network from being exploited. It also emphasizes the impor-
tance of intrusion detection system (IDS). Sou et al. [16] explore the smart grid cyber-
security problem by analyzing the false data attacks-based vulnerabilities of electric
power networks. Here, the analysis of the problem is based on the constraint cardi-
nality minimization problem. It was shown in the paper that a relaxation technique
provides an exact optimal solution to the cardinality minimization problem.
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3 State Estimation of Smart Grid

Figure 2 shows another basic infrastructure of the smart grid. It can be seen from
the given figure that it includes cloud-based servers, power transmission lines, smart
grid operators, and transmission lines to the industrial, commercial, and residential
customers. The whole smart grid infrastructure is based on smarter networks, which
are mainly used for transmission and distribution purposes [17]. The smart grid
makes use of mostly new technologies to improve the transmission as compared to
the traditional system. Advanced distribution automation (ADA) technologies along
with advanced metering infrastructures (AMI) provides the required intelligence to
the power grid infrastructure to meet out its defined expectations.

The smart grid acts intelligently to integrate distributed energy generation from
different energy sources. A smart grid helps mainly in conserving energy, increasing
reliability and transparency, reducing cost, and making the entire process of energy
generation and distribution more efficient [18]. In a smart grid, the data between
consumers and the grid operator is exchanged by using secure communication chan-
nels based on encryption. Here, the homomorphic data encryption techniques are
used to provide data privacy over the cloud.

Fig. 2 The smart grid architecture [17]
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4 Cyber-Security Issues in Smart Grid

Smart grid infrastructure dominantly uses smart devices that are prone to vulnerabil-
ities. As the smart grid makes heavy use of ICT, this gave the attackers a possibility
to exploit the different vulnerabilities of ICT to disrupt the normal operation of
the grid. A smart grid is an interconnection of heterogeneous systems, where each
system may be having its own set of technologies and communication equipment.
This heterogeneity, diversity, and complexity make the security of the smart grid
highly difficult. The objective of this section is to highlight the major cyber-security
issues of different areas of the smart grid, which is having vulnerabilities and can be
exploited by the attackers to do malicious activity [19]. The various cyber-security
issues in different areas are as follows:

1. Architecture: The weakness of the smart grid architecture can be exploited by
the intruder for a possible attack. For example, vulnerabilities related to the
operating system, server, etc. can be exploited to perform malfunctioning of the
system.

2. Communication protocols: Devices can be compromised if they are commu-
nicating over an insecure line. Some of the widely used wireless protocols like
Zigbee, Wimax, Wifi are also having vulnerabilities.

3. Interfaces: Web-based smart grid applications are subject to several vulnera-
bilities. The vulnerabilities related to the application can be exploited to make
the system error-prone.

4. Home area networks (HAN): Vulnerability can also exist in smart equipments
within HAN. Network parameters of HAN can be identified to launch various
network attacks.

5. Human factor: Social engineering techniques can be adopted by the attacker
to access customer accounts and to change their settings. For example, by using
phishing attacks, the attacker can get the basic details related to the customer
and exploit the system.

6. Physical security: Physical exposure of the network components and smart
devices are vulnerable to intrusion. If devices are not properly physically
secured, anyone can connect to them to change the network settings or may
perform any malicious activity.

There are several ICT-based smart grid components that also suffer from different
cyber-security issues.

1. Operational systems: Meter Data Management System (MDMS), Supervi-
sory control and data acquisition (SCADA) Systems, Utility system, etc. For
example, the system may have several open ports that can be exploited by the
attacker.

2. Standard IT systems: PCs, servers, mainframes, application server, database
server, web server, etc. For example, there is a possibility that apart from port
numbers generated by specific applications other port numbers can be open,
which can be exploited by the attacker.
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3. Terminating devices: Smartphones, electric vehicles, smart meters, and other
mobile devices. For example, smartmeters can be hacked to increase or decrease
power demand.

5 Possible Solutions of the Cyber-Security Issues

It is evident from the previous section that the smart grid is vulnerable to different
types of cyber-security issues. To dealwith these vulnerabilities, prevention is consid-
ered to be the most effective strategy as compared to elimination. This section
provides a possible solution to deal with various cyber-security issues mentioned
in different areas of the previous section [5, 9, 13].

1. Architecture: It must be designed so that they can be able to handle malicious
attacks like denial-of-service (DOS). The network must also be able to cope-up
with the network failures oriented attacks bymaintaining the automation service
locally.

2. Communication protocols: To make communication secure, end-to-end
encryption must be used. Secure wireless protocols like WPA2 can be used
for securing data in wireless networks.

3. Interfaces: Web interfaces can be secured by following one or many of the
given means: context output encoding, secure password storage, multi-factor
authentication, etc. Context output encoding is a programming technique that
can prevent cross-site scripting flaws.

4. Home area networks:Wireless communications between smart appliances and
central systems should be secured by using encryption. Also, there is a need to
eliminate rogue access devices to protect against interception or manipulation.

5. Human factors: The devices should be capable to use encryption for achieving
authentication and authorization to prevent sniffing password attacks. The
process of creating user-id and password should be complex to thwart any
dictionary-based attacks.

6. Physical Security: Providing physical security of the entire network including
connected devices ismajorly a daunting task.However, infrastructure at the grid,
sub-station, and (if possible) at the customer level must be protected by some
means of physical guarding and surveillance guarding for physical security.

The smart grid’s ICT components are also needed to be resolved for vulnerability
so that the cyber-security issues related to them can also be prevented.

1. Operational Systems: The operational systems may include one or many of
the components like wireless communication, data collection and management,
and utility system. The means of securing each one of them is already given in
the discussion above.

2. Classic IT systems: The IT systems especially web servers, application servers,
the database server can be made more secure by resolving the vulnerabilities
related to their operating systems, applications, protocols, and network. The
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found vulnerabilities can be resolved by updating them through the required
patch given by the solution provider.

3. Terminating devices: The terminating devices must be purchased from the
authorized center, and their operating system and applications must be updated
regularly for achieving security.

6 Conclusion

Smart grid technology is a recent research area in which issues of existing grid
infrastructure are addressed. The smart grid is basically used to monitor various grid-
oriented activities, load side preferences, and to perform real-time actions. The smart
grid consists of various distributed and heterogeneous computer systems, required
to integrate the various forms of energy and to deliver electricity more easily to the
consumers. Despite the various advantages of the smart grid, there are multiple chal-
lenges in its implementation which include coordination and adoption of the new
technology. This article focuses on identifying different cyber-security issues about
the current state of a smart grid. These important issues need to be addressed to
make the smart grid implementation successful. More specifically, the paper high-
lights the cyber-security issues in key areas of architecture, communication protocol,
interfaces, home area networks, human factors, physical security, and different ICT
components. The study finally gives the state of the art solutions to deal with the
mentioned cyber-security issues for improving smart grid security.
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Data Streaming Architecture for
Visualizing Cryptocurrency Temporal
Data

Ajay Bandi

Abstract The utilization of data streaming is becoming essential in mobile comput-
ing applications to reduce latency and increase bandwidth. Vast amounts of data are
generated continuously from theWeb sites of stockmarkets and financial institutions.
The data’s meta-analysis is critical for investors and needs to analyze in a short time.
Traditionally, it requires several heterogeneous resources with high storage capac-
ity to process and compute the data. Data streaming helps to capture, pipeline, and
compute the data without storing it. This research aims to visualize the continuous
updates to the cryptocurrency temporal data using aggregations and simple response
functions. The cryptocurrency data is collected frommultiple data sources. Amacro-
enabled Excel external live data from Web feature, C3.js, and Tableau tools are
used to capture and pipeline the streamed data in real time to make better decisions.
The results show that the visualizations are dynamically updating in the events of
trades in cryptocurrencies over time. Data streaming researchers and practitioners
benefit from extending the streaming architecture methodology and dataflow to other
domains.

Keywords Mobile edge computing · Data streaming · Cryptocurrency ·
Visualization · Architecture · Big data

1 Introduction

In the context of big data, “data streaming” means a continuous generation of data
from various data sources. It is also referred to or interchangeably used as streaming
data [13]. In various domains, it is essential to observe and react to events in real
time. Events such as analyzing the trends for investing in stock markets, identifying
unauthorized transactions in bank accounts, detecting cyber-attacks, analyzing social
media posts for privacy and intelligence purposes, and monitoring sensor data to
detect wear out parts in machinery are a few examples.
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The streaming solutions are necessary for high-speed and voluminous data. Data
streaming is essential formobile edge computing (MEC), an alternative to centralized
cloud computing, to reduce latency [10]. In MEC, the storage and computation
happen on the Internet’s edge ofmobile devices to overcome network communication
challenges such as latency and bandwidth. The leading global market intelligence
of communications and technology, International Data Corporation (IDC), forecasts
that there will be 42 billion IoT devices, and the estimated data generated from
these devices is 80 zettabytes (8x1022) by the year 2025 [14]. Storing and computing
such voluminous real-time data are highly challenging. Data streaming benefits the
capturing, process, and bringing insights into massive data without storing it to
improve MEC latency. The data stream processing requires latency in milliseconds
to seconds using simple response functions and aggregation techniques. In contrast
to traditional data warehousing, data streaming uses non-relational data to capture,
pipeline, and then to compute the results using simple functions.

The continuous data generated from mobile applications [1] such as IoT apps,
sensors, and vehicular systems makes it hard to capture, process, analyze, and get
insights from real-time data without storing it. In some instances of data streaming,
responding to the events can be done automatically. However, there is a need for
human intervention to detect the changes, especially in the temporal data, when
there is a continuous generation of vast amounts of data. To overcome this, there
is a need to visualize the data in real time to monitor trends. In this paper, the
proposed method is to visualize the real-time temporal data of changes in different
cryptocurrencies’ prices using macro-enabled Excel and visualization tools. The
rest of this manuscript is organized as follows: Sect. 2 presents the related work.
Section3 describes the methodology and the implementation of the visualization of
the streaming data. Section4 presents the results, and Sect. 5 concludes with future
work.

2 Related Work

Data streaming has wide variety of applications in various domains. Ehrlinger et
al. [6] discussed industrial streaming data. They conducted a case study in a pro-
duction plant that generates huge amounts of data. Their study dealt the stability
of the production process using machine learning algorithms to handle semantic
shift of streaming data. The literature of the data streaming architectures concen-
trated on reducing latency, accuracy, efficiency, and resource allocation. Henning
and Hasselbring [7] focused on reliability and scalability. They proposed a data
stream aggregation-based architecture to protect the scalability and reliability of the
streaming process. The authors defined these quality attributes’ requirements that
can be considered for the multilayer and multi-hierarchical systems. The suggested
architecture is applied to an industrial case study and observed a linear relationship
with the sensor data and reliability.
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Tiburtino et al. [12] presented a new method called Xtreaming. This method
aims to update the visualizations without visiting multidimensional data exactly
once continuously. Yang et al. [15] and Ben-Elizer et al. [5] addressed the robust
streaming algorithms in the insertion-only model. Ragan, Stamps, and Goodall [13]
proposed a focus and context awareness to visualize the streaming data with visual
aggregation technique. However, the data resolution was diminished to represent the
context for a longer time. Their results show a negative impact for the contextual
awareness in visualization of streaming data. With the emergence of cloud [11] and
edge computing [4] applications, there is a need for data processing and visualizing
without storing it. The data streaming aggregation and append-only techniques are
used to visualize the cryptocurrency temporal data.

3 Methodology

The data processing lambda architecture is used to visualize the real-time change
in cryptocurrency values [8]. The three main components of a lambda architecture
[9] are the batch layer, speed layer, and service layer, as shown in Fig. 1. The new
data is fed to both the batch and speeding layers simultaneously from multiple data
sources. These sources include but are not limited to IoT applications, mobile apps,
vehicle communication with moving parts of traffic, satellites, sensors, and other
devices. This speed component includes the inbuilt external streaming data function
of the macro-enabled Excel. The batch layer has the complete data that is immutable,
append-only and serves as the historical data.

The speed layer contains the most newly added data not yet thoroughly recorded
and classified by the serving layer. This layer holds the data that the service layer is
currently recording and new data that arrived after the current indexing. It is common
to notice the delay in the latest data added to the system and the same data queried by
the service layer—technologies such as Apache Spark, Flink, and Amazon Kinesis
are used to reduce the latency between the speed and service layers. The service
layer contains the regular additions of indexed data and is queriable for the end users
to visualize and perform predictive analytics. The standard queries’ results are also
updated to the complete data in the batch layer and direct usage to end users.

The research goal is to visualize the streaming data. This research proposed the
dataflow diagram, as shown in Fig. 2, to visualize the continuous real-time data using
lambda architecture. The horizontal cylinders represent the streamed data. The next
subsections describe the steps involved in the proposed dataflow diagram.

3.1 Tools Used

To implement a visualizing streaming data project, the following tools are used.
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Fig. 1 Lambda architecture for data streaming

Fig. 2 Dataflow diagram of data streaming and computation

• Macro-enabled Excel—To extract live data from the Web sites—VBA and live
data extraction. Visual basic for applications (VBA) Script is used to curate data,
perform aggregation operations, conservation of Excel to .csv file, and connect
it with web pages for visualizations.

• Papa Parse—It is a fast and powerful CSV parser for the browser that supports
Web developers and streaming large files.

• C3.js—D3-based reusable chart library for customized visualization purpose on
the web pages

• Tableau—A business intelligence and visualization tool to visualize the temporal
data using line and multiline charts.
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3.2 Data

The different cryptocurrencies such as Bitcoin, Ethereum, Tether, XRP, Chain Link,
Bitcoin Cash, Binance Coin, and Cardano, Litecoin, Polkadot, Wrapped Bitcoin,
USD coin, and DOW Jones industrial average’s stock price are considered in this
research. Also, the change in the percentage of the current price of these currencies
is used for computations.

3.3 Data Sources

The cryptocurrencies and the stock price are colletecd from multiple data sources.
The data is scraped frommultipleWeb sites (coincapmarket.com, marketwatch.com,
coinmarketcap.com, cryptoprices.com). TheseWeb sites are chosen to collect similar
attributes related to the goal of this research project. The extracted data is cryptocur-
rencies and the stock price that changes in real time whenever there is a change in
the market price.

3.4 Data Extraction

Amacro-enabled spreadsheet (Microsoft Excel) is used to extract the data. The price
of Bitcoin, Ethereum, Tether, XRP, Chain Link, Bitcoin, Bitcoin Cash, Binance
Coin, Cardano, Litecoin, and Polkadot is extracted from the coincapmarket.com
Web site. The Dow Jones industrial average’s stock price is from marketwatch.com
Web site. TheUSD coin currency value is from the coinmarketcap.comWeb site. The
Wrapped Bitcoin’s value obtains from the cryptoprices.comWeb site. The data from
the four different Web sites is extracted into the four different Excel sheets in one
Excel workbook. Also, the change in percentage of the current price is extracted and
compared to the price before 24h. This attribute is used to perform the calculations
on the streamed data.

To collect the real-time data, embed the Web site URL by clicking the Data
tab under the “Get External Data” group, select “From Web.” Provide the Web
site URL in the “New Web Query” window to import the Web site’s raw data.
Similarly, import the raw data from other Web sites in separate sheets. Identify
the selected cryptocurrency values and stock prices from the raw datasheets. The
new sheet extracts the selected values from the four sheets using Excel formulae
(Example: Sheet1!D155). The data in the new sheet is the cleaned data and is later
used for the visualization. Then, set up the connection properties for live reloading
for every one minute.
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3.5 Insert Time stamp

Since the cryptocurrencies change dynamically in real time according to the market
trend, the time stamp is included by using the visual basic for applications (VBA)
script within the Excel using the shortcut (Alt+F11). The time is represented in the
hh:mm:ss format in a 24h clock. The time stamp is an essential attribute for the
temporal data to represent the changes. The significance of the time stamp in this
research is to identify the unique record of the data and the corresponding cryptocur-
rency price.

3.6 Append and Compute

After executing the above steps, the initial values of cryptocurrencies and stock prices
are recorded in the respective columns’ first row. The initial values are the values
extracted from theWeb site for the first time after execution. Then, append the values
in the new row for every one minute. The new row may have two possible values.
(1) The new price of the cryptocurrency or the stock is based on the market. (2) If
the value is not changed, the previous value will be recorded at a new time stamp.
In this way, the live stream data is recorded and appended in the Excel for further
computations and analysis. In other words, the first column is filled with the initial
values of all the cryptocurrencies. The second column is the time stamp. From the
third column onward, consider the transpose of the first column cryptocurrencies to
stream the given time stamp’s respective values. For example, if the first column has
ten cryptocurrency values, there will be ten respective columns from column #3 to
#13. The pseudocode for appending streaming data is given in Algorithm 1.

Algorithm 1: Pseudo code for appending streaming data
Declare and initialize int LastFilledCell ← address of last filled cell in a
column

� N is total number of different crypto currencies or the number of values in
the column one
for int i=0; i<=N.size; i++ do

if LastFilledCell.value != N[i] then
Append to LastFilledCell+1.value = N[i].value;

End
The change in the value of the cryptocurrency price is calculated based on the

change in percentage value. The result is the value of the cryptocurrency before 24h.
The change in percentage value is streamed on the Web site and extracted during the
data extraction phase. The calculated change in the value of the price will help the
investor for better decision making. For example, the value of the Bitcoin at 14:20:00
is $20,000, and the percentage change is +2% compared to the previous day at the
same time. The change in value is $400.
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3.7 Merge and Aggregation

While capturing the Web sites’ streaming data, aggregation functions are used
and calculated the average, maximum and minimum values of the Bitcoin and
the time stamp. In the VBA script, average, max, min functions of the
WorksheetFunction class are used to calculate aggregation values. The com-
puted values are merged in the original data and compared with newly added data to
calculate the final results for streamed data.

3.8 Aggregation Results

The results derived from the aggregation step are compared with the newly streamed
data to calculate the new maximum and minimum values. Consider the overall past
data to recalculate the new average of the streamed data entry. The VBA pseudocode
for aggregation results is given Algorithm 2.

Algorithm 2: Pseudo code for calculating aggregations on streaming data
Create a column named max in Excel
Declare and initialize int MaxColLastFilledCell ← address of last cell in max column

� N is total number of different crypto currencies
� column is size of a respective column

for (int i=0; i<=N.size; i++) do
for (int j=0; j<=column.size; j++) do

if MaxColLastFilledCell.value < N[i] then
Append MaxColLastFilledCell.value = Max(column)
Get timestamp and append

� to find min
int MinValue ← 9999.

� this will be declared in excel in min column cell 1
Declare and initialize int MinLastFilledCell ← address of last cell in min column

� N is total number of different crypto currencies
� column is size of a respective column

]for (int i=0; i<=N.size; i++) do
for (int j=0; j<=column.size; j++) do

if MinLastFilledCell.value > N[i] then
Append MinLastFilledCell.value = min(column);
Get timestamp and append

� To find Average Declare and initialize int AvgLastFilledCell ← address of last cell in average column
Append AvgLastFilledCell.value = Average(column)

� column is size of a respective column

4 Results and Discussion

The cleaned data set is used in the speed layer for real-time views and then pipelined to
the service layer. Visualizations and prediction analytics are performed in the service
layer. For the real-time visualization of the cryptocurrencies’ temporal data, the first
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step is converting the macro-enabled Excel sheet into .csv files. The pseudocode
for the conversion in VBA script is given in Algorithm 3. Then, the cleaned data in
the .csv file is used to visualize on the web page. Papa Parse is used to parse the .csv
files and C3.js to visualize. Papa Parse library is a fast and powerful CSV parser for
the browser that supports Web workers and streaming large files. It is easy to use and
parse CSV files directly to local or over the network. C3 is a JavaScript library that
builds on top of D3. C3 makes it easy to generate D3-based charts by wrapping the
code required to construct the entire chart. The pseudocode for visualizing streaming
data using Papa Parse and C3.js is given in Algorithm 4.

Algorithm 3: This is a pseudo code for converting .xlsm to .csv file
Start:
Declare Excel.Worksheet ws;
Declare String SaveToDirectory;
Initialize SaveToDirectory as “Streaming-Visualization \ Web Visualization \data”
foreach ws in ThisWorkbook.Worksheets do

ws.SaveAs SaveToDirectory & ws.Name, xlCSV
end
End

Algorithm 4: This is a pseudocode for visualizing streaming data.
Start:
functionparseData(createGraph)
Read the CleanedDataset.csv using Papa Parse library
Call createGraph (CleanedDataset.data)
End Function
functioncreateGraph(data)

� data is excel data from CleanedDataset.csv
Initialize time of an array type.
Initialize array variables for all the cryptocurrencies in CleanedDataset.csv
for var i = 1; i < data.length-1; i++ do

Add the time stamp from the CleanedDataset.csv to time array
Add cryptocurrencies data into its respective arrays

end
Generate multiline chart using c3 library taking time on X-axis and cryptocurrencies on Y-axis
functiontimedRefresh(timeoutPeriod)

� timeoutPeriod is the period of time in milliseconds for refreshing the webpage
� Web page will reload for every 60 seconds i.e. 6000ms

End Function
End

The visualizations of the streaming data are shown in Figs. 3 and 4. These charts
are dynamic, and the visualizations update every one minute. The web page is devel-
oped to automatically refresh every minute to update the data dynamically in the
visualizations. The change in the cryptocurrency prices is temporal data as it changes
according to themarket trend. The resulted visualizations compare various cryptocur-
rencies in a multiline chart, and the Bitcoin’s price change is presented in the line
chart. The user can filter whatever the cryptocurrency they want to view. Figure4
shows the line chart of Bitcoin’s trend after filtering it from other cryptocurrencies.
The real-time visualization can be viewed in the video [2], and the project artifacts
can found in the GitHub repository [3].
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Fig. 3 Multiline chart for streamed data on a web page

Fig. 4 Line chart for Bitcoin streamed data on a web page

Fig. 5 Line chart for Bitcoin streamed data in tableau

On the C3 chats, the Y-axis represents the dynamic increment of the time stamp,
and it changes as the new data arrived for every minute. The X -axis represents the
cryptocurrency value that automatically adjusts based on the change in the prices. The
tool tip in Figs. 3 and 4 shows the time stamp and the corresponding cryptocurrency
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values at that instance. In tableau visualizations, the X -axis represents the time for
every minute (0–59) for every hour. The Y -axis represents the cryptocurrency value.
In Fig. 5 the line chart shows from22:35 to 23:20.After 22:59, the newhour 23 started
and continued to represent the data for every minute to visualize the streaming data’s
dynamic changes.

5 Conclusions and Future Work

Software systems that analyze the continuously generated data, also called streaming
data, need to visualize in real time tomake better decisions. This research presented a
method to visualize cryptocurrencies in that lambda architecture for data streaming.
The implementation method uses aggregations, append-only and simple response
functions of data streaming for temporal data. The results show that the visualizations
are updating for every minute dynamically. The implementation of the architecture
and the artifacts are provided in the GitHub repository. In the future, this research
will be extended to measure and reduce the latency along with the security aspects
of the data streaming.
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An Overview of Layer 4 and Layer 7
Load Balancing

S. Rajagopalan

Abstract Load Balancing is a significant process to dispense the numerous types
of traffic into various servers and clients. The key aim of load balancing is every
single server must not be overloaded with tasks. Disseminate the network traffic
through various routes would reduce the congestion in the network and it would
reduce the latency of the servers. Actually, load balancing ensures the server’s well-
being. There is a high possibility of a server fall through when there is no load
balancers assigned to servers. Load balancers enhance the overall proficiency of the
servers and minimizing the load of the server by efficient traffic management. The
OSI reference model characterizes four types of load balancing namely application,
transport, network, and channel. This review article intends to analyze the pros and
cons of layer 4 and layer 7 load balancing in the OSI reference model.

Keywords TCP (Transmission control Protocol) · UDP (User datagram Protocol) ·
HTTP (HyperText transfer Protocol) · HTTPS (Hypertext transfer protocol
Secure) · OSI (Open systems Interconnection) · SMTP (Simple mail transfer
Protocol) · ADC (Application delivery Controller) · Offloading

1 Introduction

In the present network scenario, websites are forced to handle numerous requests
from clients. When a data center nears or reaches or exceeds the threshold level then
it is considered a congested network [1]. A pool of servers must send back the proper
images, audios and videos for these client requests. Mobile users receive a variety
of services from clouds [2]. In order to satisfy the customer needs, more servers
must be added. Load balancers behave like a traffic regulator just before the server
to route all the client’s requests [3]. The application delivery controller distributes
the network traffic optimally across over used servers to less-used servers [4]. The
vital function of ADC is load balancing. Load balancing can be done in different
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Fig. 1 User—web server connection without load balancing. Source https://www.esds.co.in/blog/
types-of-load-balancing/

ways at layer 4 as well as layer 7 [5]. This layer 4 and layer 7 load balancing is based
on the OSI reference model. Layer 4 uses TCP and UDP protocols and uses simple
load balancing algorithms to balance the traffic among networks in order to avoid
congestion [6]. It uses basic information like server connections and response time.
Layer 7 load balancerworks at the topmost layer ofOSI referencemodel, i.e., it works
on the application layer. Enhanced information known as header, content, cookies,
URLs, and HTTP allows it to make the correct routing decision. Network services
are utilized to manage network traffic and also provide data storage, manipulation,
and communication services. Cloud provides a lot of storage area in a secured way
[7]. Let us see the differences between Layer 4 and Layer 7 in forthcoming sessions.

1.1 Need for Load Balancing

Figure 1 shows the client-server connection without load balancing. Scalability is
the principal problem in load balancing, despite many load balancers are introduced
at several levels. Sometimes, sites may not be accessible due to imbalance load
distribution. So obtaining optimal load and distribute it by using routing algorithms
to achieve optimal functioning is still a challenge. Cloud bursting is one of the
techniques to resolve load balancing issues in the cloud environment [8].

1.2 Variances of L7 and L4 Load Balancing

Layer 4 load balancing optimizes the traffic at the transport lever. It uses information
such as ports and protocols to manage the traffic without checking the actual content
of the messages. For simple packet-level load balancing this layer 4 load balancing is
enough. Poor utilization of the resources may lead to congestion, so load balancing
must be done properly [9]. It uses simple algorithms such as round-robin. It doesn’t
have the visibility of the content. Layer 4 never inspect the content or decrypt them
to forward quickly as well as in a secure manner. So routing will not be based on
media type, localization rules, etc.

https://www.esds.co.in/blog/types-of-load-balancing/
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It operates at the application layer. L7 load balancer uses protocols such as HTTP,
HTTPS and SMTP. L7 finalizes the routing with respect to the message’s subject.
Layer 7 load balancer inspects messages and the routing decision is taken based on
the content of the message. It can terminate traffic, perform decryption and provide
end-to-end security. L7 load balancer creates new TCP connection to the upstream
server. TCP may have issues in high-speed networks due to packet loss [10].

The need for encryption reduces the performance at Layer 7. But this can be
almost neutralized by the user of SSL offload functionality. L7 load balancing
enables context sensible networking. It increases server efficiency by sending all
client request to the same server. The visibility at the packet level allows content
caching. L7 load balancer provides intelligence to handle piggyback or multiplex
requests onto a single connection. This reduces the overhead and optimizes the traffic.

On the whole, layer 4 load balancing is meant for applications that do not access
HTTP and layer 7 load balancing is a request/reply service [11].

1.3 ADC Load Balancing

Layer 7 load balancers offer intelligent routing decisions with more functionality.
Its visibility and application awareness enable intelligent routing, optimizations, and
performance enhancement. For example, The user can access the correct content
version according to the language indicated in the browser header. This gives best
experience for any user, device, and site.ADC load balancing fromL4 toL7 addresses
a variety of client needs for diverse applications.

ADCs provide advanced layer 4 to layer 7 load balancing and provide high
availability and business continuity. It enables fast response time with optimal and
intelligent traffic distribution by customizing traffic such as blue/green traffic. The
SSL/TLS offloading techniques further optimize application performance.

At layer 4 the load balancer delivers the traffic by knowing the limited network
information like ports and protocols and uses simple algorithms like round robin. It
delivers the traffic by calculating the best destination path.

In layer 7, loadbalancer having awareness about applications. It canmake complex
and informed load balancing decisions with this additional information. By knowing
the protocol such as HTTP, it can easily identify client sessions based on cookies.

Layer 7 load balancer can balance the traffic based on the content. For e.g. If any
request from the client and requesting for images, that request can be diverted to
the server having images. This will reduce the load on application server. The load
balancing in OSI and TCP reference models are depicted in Fig. 2.
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Fig. 2 Load balancing in OSI and TCP models. Source https://freeloadbalancer.com/load-balanc
ing-layer-4-and-layer-7/

2 L4 Load Balancing Architectures

In layer 4 load balancer uses TCP and UDP protocols at transport level. Layer 4 load
balancer decides the route based on IPs and TCP or UDP protocols. It can view the
traffic between client and server as packet. It will take the routing decision for each
packet.

In layer 4 connections are established between the client and the server using
simple load balancing algorithms. It is fast but it can’t do anything on the protocol
above layer 4. The fastest layer 4 load balancer uses an ASIC for routing decisions.

List of possible architectures for L4 load balancing are Network Address
Translation (NAT), IP Tunnel and Direct Server Return.

2.1 Network Address Translation (NAT)

Client and server packet transmission routing will be done by the load balancer
in Network Address Translation (NAT) mode. In this client-server network, a TCP
connection is created to forward the network load to the intended server. A server is
selected after a group of servers, then it will send the packet to the newly identified
server with an altered address. The TCP connection andDataflow are shown in Fig. 3.

Employment of NAT In a transmission NAT can be implemented, when a response
time needs to be intensified when there is no necessity for response time, where there
won’t be any bottleneck in the future, and where there is a need for a default gateway
of the servers to be changed.

Strengths Load balancing will be done in a faster manner. The deployment is very
straightforward and simple.

Weaknesses For reverse NAT procedures, server entry points need to use load
balancers. According to the load balancer output capacity, the output bandwidth
is limited [12].

https://freeloadbalancer.com/load-balancing-layer-4-and-layer-7/
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Fig. 3 NAT: TCP connection and data flow. Source https://www.haproxy.com/blog/layer-4-load-
balancing-nat-mode/

2.2 Direct Server Return (DSR)

InDirect ServerReturn (DSR), theMACaddresswill be changedby the loadbalancer.
It won’t change anything except MAC. After this point, client and server will have
direct contacts and there is no need for any load balancer. The TCP connection and
Dataflow are shown in Fig. 4.

Fig. 4 DSR: TCP connection and data flow. Source https://www.haproxy.com/blog/layer-4-load-
balancing-direct-server-return-mode/

https://www.haproxy.com/blog/layer-4-load-balancing-nat-mode/
https://www.haproxy.com/blog/layer-4-load-balancing-direct-server-return-mode/
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In layer 4 load balancing, the TCP connection is established at the backend. But
the request passes through the load balancers. The requests by clients are seen by the
load balancers and the destination address will be changed.

Employment of DSR DSR implementation is also similar to the NAT.

Strengths Load balancing is performed in the fastest mode. The Sum of each
backend bandwidth is the total output bandwidth. Bottleneck will not be created
due to the bandwidth of the load balancer. Less intrusive as compared to the layer 4
load balancing.

Weaknesses Service VIP must be configured on each system looping boundary. It
should not answer ARP requests. There are no layer 7 advanced characteristics [13].

2.3 IP Tunnel Mode

IP Tunnel mode and DSR mode are somewhat similar up to a certain extent. The
users’ requests are processed by the master when it receives from the load balancer.
Afterward, the clients will receive a reply straight away from the servers. In IP
tunnelling, the load balancer compresses a demand and sends it to the master. IP
tunnelling helps to direct the traffic between the service user and the server. The TCP
connection and Dataflow are shown in Fig. 5.

Employment of IP Tunnel mode Routing is the only way to access the backend
servers. The rest of the scenarios is similar to NAT and DSR.

Fig. 5 IP tunnel mode: TCP connection and data flow. Source https://www.haproxy.com/blog/
layer-4-load-balancing-tunnel-mode/

https://www.haproxy.com/blog/layer-4-load-balancing-tunnel-mode/
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Strengths Multiple datacenters’ backends could be utilized. The other strengths are
alike DSR.

Weaknesses It requires a patched backend so that it will be able to tunnel the IP
traffic. There are no layer 7 advanced features available [14].

3 L7 Load Balancing Architectures

Layer 7 is related to the 7th layer of the OSI model, i.e, application level. Example
HTTP, FTP, SMTP,DNSprotocols. Layer 7 loadbalancermakes the routing decisions
based on IPs, TCP, orUDPports. It can get any other information from the application
protocol (mainly HTTP) and takes the routing decision. Even this kind of process
seems to be slow, but actually, it took less than a millisecond.

Proxy mode is the only architecture with two main flavours, namely Proxy Mode
and Transparent Proxy Mode.

3.1 Proxy Mode

This is also called as reverse-proxy. All transactions between the user and the server
are passing through the load balancer. If a TCP connection ismeant for user, here load
balancer behaves like a master. So request-reply will be done properly by the load
balancers to the clients. If a TCP connection is meant for the server, load balancer
behaves like a service user from the master server. Without any modifications, the
client-server technology works well. The TCP connection and Dataflow are shown
in Fig. 6.

Load balancer upholds two TCP connections as shown in the diagram.

Employment of Proxy mode This method can be realized when the app does not
bother about client’s IP address, when the application layer needs to work smartly,
and to secure an application.

Strengths There is no direct server access mode, so it will be secured. This method
allows protocol authentication and verification. Load balance is possible even in the
case of client and server are in the same subnet.

Weaknesses Comparatively slow load balancing done in this method than layer 4.
Only IP address can be seen by the backend servers [15].
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Fig. 6 Proxy mode: TCP connection and data flow. Source https://www.haproxy.com/blog/layer-
7-load-balancing-proxy-mode/

3.2 Transparent Proxy Mode

It is almost like the proxy mode, but it differs in a way that the load balancer uses
request machine’s IP as request origin machine’s IP.

A load balancer and two TCP connections are shown in the above figure. Here,
server happens to use the load balancer as a default gateway because load balancer
commences TCP connection with server by IP address of a client. Or else the server
would reply to a client straightaway but client will decline it. The TCP connection
and Dataflow are shown in Fig. 7.

Employment of Transparent Proxy mode This method can be utilized whenever
a network layer level load balancing facility is required for a client IP, when content
switching desirable, and to safeguard an application.

Strengths Client IP will be notified by server in network layer. The rest are similar
to the Proxy Mode.

Weaknesses It is a very intrusive method because there must be a variation in
gateway of the default server and slower than the layer 4 load balancing. The clients
and servers should not be in the same subnet and it must be indifferent subnets [16].

4 Conclusion

Layer 4 and Layer 7 load balancing methods, advantages and disadvantages are
discussed in this article. Load balancing will improve server uptime. Layer 4 and

https://www.haproxy.com/blog/layer-7-load-balancing-proxy-mode/
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Fig. 7 Transparent Proxy mode: TCP connection and data flow. Source https://www.haproxy.com/
blog/layer-7-load-balancing-transparent-proxy-mode/

Layer 7 load balancing are provided by ADC to ensure fast, reliable, and secured
communication without any discontinuity. Even a one connection failure may lead
to multiple logical connections failure [17]. The primary goal of this load balancing
method is to achieve ideal traffic dispersal or personalized traffic dispersal. SSL/TSL
computation offloading method impacts positively to obtain the optimal distribution
of the network traffic. It’s very difficult to ascertain which balancing method is the
best to be practiced. It can be decided according to the unique demand of the network
traffic and it will resolve the security issues.
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Integration of IoT and SDN to Mitigate
DDoS with RYU Controller

Mimi Cherian and Satishkumar Verma

Abstract Internet of Things is an upcoming technology,where IoT devices are inter-
acting with cloud over Internet. Large number of IoT devices generate exponential
amount of data that creates a huge impact on storage, network elements and specifi-
cally on the security and analysis of data. Recent research indicates that there should
be a change in the networking paradigm to inculcate the dynamic demands of IoT
environment. The network security issue like distributed denial of service [DDoS]
attacks are of major concern, and its mitigation at the earliest remains vital. In IoT-
related environment, the security issues of traditional network have major impact
in IoT application domain. The IoT-related data that are depending on domain of
application can be time sensitive or highly confidential, and hence, it arises the need
to change the paradigm of traditional network. The expectant network should be
more secure and flexible to detect and mitigate the network attacks. IoT environ-
ment with software-defined network seems to be promising enough to reduce many
security issues with respect to IoT in traditional network environment. The proposed
research work has created a test bed that collects IoT live data and sends it through
secure SDN into the cloud platform.

Keywords SDN · IoT · Security · DDoS · Network

1 Introduction

Internet of Things as already known it is an evolving technology, which is hav-
ing an increasing impact in domains like manufacturing and automation industries,
health care, transportation and many more fields. The true potential of IoT can be
achieved when existing traditional network paradigm evolves to meet the dynamic
requirements of IoT environment. In traditional network, many security issues were
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found like sidechannel attack, denial of service, distribute denial of service, Sybil,
blackhole, code injection and many more. The solution for each of these attacks is
different and needs to be mitigated separately as traditional network is not flexible
enough to adapt to these changes. Hence, improving the existing countermeasures
would not be sufficient to resolve security issues in IoT. Recent research suggests
to change the approach of resolving IoT network-related issues by implementing
proactive measures to resolve network security issues. Many of the security issues in
IoT can be reduced if traditional network was more flexible, dynamic and proactive
in nature with respect to security and scalability of network [1]. Software-defined
network allows IoT network to be managed dynamically also provides flexibility to
enhance security in IoT networks by creating applications to prevent, detect and react
to threats. SDN decouples the data planes and control plane in a network. Decision-
making in SDN is done by control plane, and data forwarding is handled by switches.
SDN allows centralized programming of networking and can be managed more
easily.

1.1 Structuring of Paper

Section2 will be the briefing of work done by different researchers that promise the
SDN, and IoT integration is new direction of research to change existing network
framework for meeting the upcoming demands of IoT applications. The related work
has motivated to create an experimental architecture for SDN and IoT integration.

Section3 will be briefing of work done in DDoS detection and mitigation in SDN
environment thus leading to development of a secure SDN framework for IoT.

Section4 will have architecture of SDN and IoT integration. The subsequent sub-
sections are the technical aspects for implementation of IoT test bed, implementation
of SDN test bed and setting up cloud platform ThingsBoard is briefed.

Section5 is simulation of DDoS attack and its mitigation using sFlow-RT to
detect DDoS attack, and this flow is given to RYU Controller’s Northbound API for
mitigation.

2 Related Work in SDN and IoT Integration

The relatedwork sectionwill be considering the research papers that are assuring that
IoT and SDN integration is promising paradigm for future of IoT. Many researchers
have suggested that integration of software-defined network with Internet of Things
has great potential [1–3]. The advantages of SDN and IoT integration are recognized
in many domains like smart grid settings, smart homes or smart transportation. SDN-
IoT integration is also provides security in IoT, because security mechanisms can be
implemented easily and network can be more scalable by implementing SDN-IoT
integration [4–8].
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Jararweh et al. [5] proposed a SDIoT software-defined-based framework model
to address the challenges in the traditional IoT architecture to secure and store the
data from IoT objects by sending through software-defined network.

The authors in [6] proposed an architecture that applies SDN technology into the
IoT such that it improves the security of the IoT. The simulation experiment was
provided with the architecture model that can effectively improve the security of the
IoT.

The authors in [5] proposed a framework to provide flexible and scalable IoT
network that are benefits of SDN. The framework focused on themachine tomachine
(M2M) transactions.

The work in [7] shows that software-defined techniques can have better network
control, especially in IoT networks, such that it can provide better robust and vigorous
solutions.

The work in [8] shows the performance difference between SDN-enabled net-
work and traditional networking architecture. This paper helps in designing and
implementing SDN test bed for the current research. The literature survey in related
work provided research and scope in this domain that has influenced to create a
potential experimental test bed for the current research.

3 Related Work of DDoS Attack Detection and Mitigation

Distributed denial of service attack can occur in different forms but they all try to
flood the network. DDoS can even saturate the network and disrupt from further
functioning of network. The attack takes place by flooding of ICMP, UDP and TCP
SYN packets. The compromised host attacker will try sending packets to victim
host through switch. The controller update the flow table based on request. Once
the request is granted, the network is immediately brought down as the attacked
host motive was to flood the network toward victim. There are many techniques to
mitigate DDOS attack researched and few will be discussed in this section.

In paper [12], authors have discussed emulation of SDN network and in real-time
detection and mitigation of DDoS attack using sFlow and Mininet.

In paper [13], authors have used algorithm for measuring entropy that is ran-
domness in network using Shannon’s entropy equation. The entropy values change
based on DDoS attack. The setup is done using POX controller, Raspberry pi and
OpenVSwitch.

The authors of paper [14] have proposed defence mechanisms used are ingress,
egress and pushback to validate the legitimacy of packets in DDOS attack. Attacker
is identified by applying ingress filtering in same domain and pushback for another
domain.

The authors of paper [16] use the concept of entropy and detect whether the
network flow is abnormal. BiLSTM-RNN neural network algorithm is used to train
dataset thus identifying real-time DDoS attack and reduces overhead on controller.
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The authors of paper [17] proposed a secure SDN-based IoT framework. This
framework is called SoftThings, and it is used to detect abnormal activities and
attacks at the earliest and mitigate it. SDN controller uses concepts of machine
learning to monitor the network behaviour. The testing environment is created on
mininet emulator.

The authors of paper [6] have utilized the combination of the neural network and
the support vector machine. These concepts are used to detect and the classification
method for the DDOS attacks in the telecommunication network. NS-2 is used for
implementation of the project.

4 IoT-SDN Test bed Architecture and Setup

Many research papers in related work section suggest that SDN and IoT integration
seems to be promising environment due to flexible and programmable network pro-
viding a centralized view of network. The implementation of a experimental test bed
for these two unique domains is done in three sections. First section will be creating
IoT test bed, second section will be creating SDN test bed, and third section will be
integrating both the domains with cloud platform.

The architecture of IoT-SDN test bed is shown in Fig. 1 that has end-to-end con-
nectivity. Starts from collecting the real-time sensor data from live IoT environment
and sending the data through SDN network to IoT dashboard on cloud platform
Thingsboard.

The Iot test bed will be executed with necessary hardware components. The SDN
environment can be executed based on the topology required that consists of RYU
controller and respective IoT gateways and hosts.

4.1 IoT-Test bed Setup

The motive of IoT test bed is to capture live sensor data and send it through IoT
gateway. IoT test bed can be created using Arduino or Raspberry pi based on scope
of the project. The micro-controller is then connected with different sensors as per
the project requirement, and currently, it is required to collect the temperature and
humidity data; hence, in Fig. 1, the DHT11 sensor is used. The coding for circuit is
executed in Fig. 2. These data collected from DHT11 can be used to create .csv file
with required amount of live data for dataset.
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4.2 SDN-Test bed Setup

The SDN setup is done in an Ubuntu 18 operating system that is installed in a virtual
machine. Flat tree topology is created in SDNnetworkwhich currently consists of IoT
gateway, host and controller. The switches used will be OpenFlow-enabled switches
that will be connected with RYU controller. The topology is created in mininet.
Mininet has better features for simulation of topology as discussed by researchers in
related work section. Mininet is integrated with sFlow as sFlow can provide network
data statistics. Mininet enables us to create multiple hosts and Web servers that can
interact through RYU controller. IoT gateways will have IoT protocols like CoAP or
MQTT so that it can transfer data from IoT test bed to IoT cloud platform through
SDN network. The IoT gateway and hosts are built in mininet topology. An add on
of mininet dashboard is used in sFlow-RT so they can communicate with each other
and provide the network flow statistics. In further sub-sections, the installation and
working of mininet, sFlow-RT and RYU controller will be done.
Mininet Mininet is installed as it is the most utilized platform for SDN topology
building. In mininet, the desired topology with multiple hosts and controllers can be
created. Currently, in this scenario, four hosts and three switches are considered for
flat tree topology. As per further requirements, these switches and hosts count can be
increased as mininet is scalable and easy to configure. In Fig. 3, the topology setup
is shown with four hosts and three Openflow-enabled switches. One host will be
used as IoT gateway that has either MQTT or CoAP protocol based on application
domain of IoT. These protocols are currently used in research [9] to send data to
ThingsBoard.
sFlow-RT The sFlow-RT setup is done, and an add on of mininet dashboard is done
in it. Integration of sFlow with mininet such that topology created in mininet can be
viewed and monitored in sFlow-RT. sFlow-RT provides GUI port statistics which
helps in analysing the flow traffics within the topology created in mininet showed in
Fig. 4.

sFlow is an open-source platform for network-related statistical and real-time-
based traffic sampling technology for monitoring traffic. It has better GUI to see
traffic pattern and network performance. sFlow will be needed in Fig. 1 test bed as
later in the project, DDoS attack detection is required for which sFlow would be
helpful.

4.2.1 RYU Controller

Ryu controller is most widely used controller by researchers to design SDN network
[10]. RYU controller is used in this test bed as it is an open-source SDN controller.
The script for controller written in Python code supports Openflow switches and
many other protocols. It also supports compatibility in creation of well-defined API.

As RYU controller is compatible with OpenFlow switches, Hewlett Packard, IBM
and NEC are tested and certified with Ryu controller. It also supports the OpenFlow
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Fig. 1 IoT-SDN test bed

Fig. 2 Arduino code execution

protocol up to the latest version 1.5 [2]. Ryu controller keeps track of all new and old
flow in the network thus monitors the switches connected to it. The Ryu controller
is installed and initiated in Fig. 5.

4.3 Thingsboard Cloud Platform

ThingsBoard is based on the Java eight platform. It provides the user with a interface
to register andmanage devices connected. The credentials can be user-defined strings
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Fig. 3 Mininet topology

Fig. 4 sFlow GUI
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Fig. 5 Ryu controller

Fig. 6 ThingsBoard result

called access tokens or X.509 certificates. It stores data received from devices as
telemetries of data associated to specific device [11].

The ThingsBoard is cloud IoT platform configured to upload data from IoT envi-
ronment Fig. 6. The unique key value provided by this platform is given along with
protocol for uploading the data. At the end of execution of whole test bed in dash-
board, the view of Iot data is visible. The setup required to set up the test bed for
SDN and IoT integration is summarized in Fig. 7.

5 DDoS Attack and Mitigation Simulation

There are possibilities that in normal network, attacks like denial of service or dis-
tributed denial of service attack can take place. In such cases, the attack detection
and mitigation in traditional network are time consuming also causes loss of data.
When such unreliable network is used for sending time-sensitive data of Iot domain
security is great concern. In the proposed architecture with SDN and Iot integra-
tion, such attacks are more efficiently detected and mitigated. In current test bed for
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Fig. 7 Summarized steps of test bed setup

Fig. 8 TCP attack

Fig. 9 sFlow attack blocked

simulation of DDoS attack, the traffic can be created using TCP, ICMP or UDP
packets. In Fig. 8, TCP packet is flooded in the network between host h1 and h4.

Currently, RYU controller is monitoring the network for adding flow rules and in
parallel sFlow-RT is keepingwatch over network. In Fig. 9, theAPI onRyu controller
has detected the TCP flood packets and added the new flow rule to block. The log
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Fig. 10 sFlow unblocked

Fig. 11 Ryu manager

Fig. 12 DDoS detection in sFlow

record of sFlow shows that TCP SYN attack was detected, and it was blocked. The
controller flow rule took action of blocking the switch flow with DROP as action.

sFlow keeps watch on network after blocking it checks every 10s whether attack
has stopped. Once the attack has stopped and nomore packets are flooded in network,
then the rule is unblocked and normal traffic flow is allowed between these hosts. In
Fig. 10, it can be seen that in sFlow-RT log the unblock request is handled.

Similarly, UDP attack can be blocked as well. In Fig. 11, RYU manager it can be
seen that both TCP and UDP attacks were taken place, and later, they were blocked
by the API created.

In Fig. 12, it can be seen that in sFlow-RT, there are peaks of network traffic due
to DDoS attack. In Fig. 13, the peaks are reduced and DDoSmitigatio is done. sFlow
detects the DDoS attack and informs the controller through Northbound REST API
which blocks the flow of traffic. Later, after a time interval, it reconfirms if attack
not taking place then acceptance flow rule added and its unblocked as well.
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Fig. 13 DDoS detection and mitigation

6 Conclusion

In the test bed created for IoT-SDN-cloud integration, it enables the user to send end
to end starting from collection of raw data from live IoT environment to cloud using
SDN as backbone network. The advantages of SDN and IoT integration are recog-
nized in many domains like smart grid settings, smart homes or smart transportation.
SDN-IoT integration is also provided security in IoT, because security mechanisms
can be implemented easily. The sFlow-RT can monitor the attacks and informNorth-
bound REST API over RYU controller. The Northbound API is programmable to
mitigate these attacks. The test bed provides scope for many researchers to do further
research or analysis on different network parameters like comparative study between
different SDN controllers, IoT protocols or scope of API for resolving different secu-
rity issues and load balancing.

References

1. Cherian M, Chatterjjee M (2018) Survey of security threats in IoT and emerging countermea-
sures. In: International symposium on security in computing and communication SSCC 2018:
security in computing and communications, pp 591–604

2. Bull P (2016) Flow based security for IoT devices using an SDN gateway. In: IEEE 4th interna-
tional conference on future internet of things and cloud (FiCloud), Austria, 2016, pp 157–163

3. Flauzac O (2015) SDN based architecture for IoT and improvement of the security. In: Pro-
ceedings of the IEEE 29th international conference on advanced information networking and
applications workshops (WAINA), South Korea, 2015, pp 688–693

4. Gonzalez C (2016) A novel distributed SDN-secured architecture for the IoT. In: Proceedings
of the IEEE international conference on distributed computing in sensor systems (DCOSS),
Washington, USA, 2016, pp 244–249

5. Jararweh Y, Al-Ayyoub M, Darabseh A, Benkhelifa E, Vouk M, Andy R (2015) SDIoT: a
software defined based internet of things framework. J Ambient Intell Hum Comput



684 M. Cherian and S. Verma

6. Bhunia SS, GurusamyM (2017)Dynamic attack detection andmitigation in IoT using SDN. In:
27th international telecommunication networks and applications conference (ITNAC). IEEE

7. Zheng S (2019) Research on SDN-based IoT security architecture model. In: 8th joint interna-
tional information technology and artificial intelligence conference (ITAIC 2019)

8. Huang H, Zhu J, Zhang L (2014) An SDN based management framework for IoT devices.
In: IEEE conference on computer communications (INFOCOM). IEEE, 2015, pp 208–216;
Irish signals & systems conference 2014 and 2014 China–Ireland international conference on
information and communications technologies (ISSC 2014/CIICT 2014)

9. Theodorou T,Mamatas L (2017) CORAL-SDN: a software-defined networking solution for the
internet of things. In: 2017 IEEE conference on network function virtualization and software
defined networks (NFV-SDN)

10. Bedhief I, Kassar M, Aguili T (2018) From evaluating to enabling sdn for the internet of
things. In: 2018 IEEE/ACS15th international conference on computer systems and applications
(AICCSA)

11. Ismail AA, Hamza HS, Kotb AM (2018) Performance evaluation of open source IoT platforms.
In: 2018 IEEE global conference on internet of things (GCIoT)

12. Asadollahi S, Goswami B (2018) Ryu controller’s scalability experiment on software defined
networks. In: 2018 IEEE international conference on current trends in advanced computing
(ICCTAC)

13. De Paolis LT, De Luca V, Paiano R (2018) Sensor data collection and analytics with Things-
Board and Spark Streaming. In: 2018 IEEE workshop on environmental, energy, and structural
monitoring systems (EESMS)

14. Lawal BH, Nuray AT (2019) Real-time detection andmitigation of distributed denial of service
(DDoS) attacks in software defined networking (SDN). IEEE

15. Sambandam N, Hussein M, Siddiqi N, Lung C-H (2018) Network security for IoT using SDN:
timely DDoS detection. IEEE

16. Pande B, Bhagat G, Priya S (2018) Detection and mitigation of DDoS in SDN. In: Eleventh
international conference on contemporary computing (IC3), 2–4 Aug 2018

17. Sun W, Li Y, Guan S (2019) An improved method of DDoS attack detection for controller
of SDN. In: IEEE conference on computer communications (INFOCOM), 2nd international
conference on computer and communication engineering technology—CCET. IEEE

18. Pasumponpandian A, Smys S (2019) DDOS attack detection in telecommunication network
using machine learning. J Ubiquitous Comput Commun Technol (UCCT)

19. Chen JIZ, Smys S (2020) Social multimedia security and suspicious activity detection in SDN
using hybrid deep learning technique. J Inf Technol Digit World (2020)



Low Rate Multi-vector DDoS Attack
Detection Using Information Gain Based
Feature Selection

R. R. Rejimol Robinson and Ciza Thomas

Abstract The number of connected devices is exponentially growing in the world
today and they need to work without having any interruption. This scenario is very
challenging to cybersecurity and needs proper attention of network administrators,
service providers, and users. Implementing security frameworks in this scenario is
very difficult because attackers are using very sophisticated easy to operate weapons
to launch huge attacks such as Distributed Denial of Service. Intelligently detecting
and mitigating the attacks in the network requires the use of machine learning
algorithms. This work proposes a strategic way involving feature selection based
machine learning for the detection of stealthy attacks. The detection system works
by performing ınformation gain-based feature selection as a preprocessing step. This
ensures case-based preprocessing of each attack vector present in the traffic and is
proved to be effective empirically. The proposed method has been tested using two
supervised machine learning classification algorithms, namely Random forest and
J48. The evaluation results show that theRandom forest algorithmgives a satisfactory
True Positive rate of 99.6% in detecting stealthy layer 7 attacks. The overall accu-
racy obtained is 99.81%. This approach causes the algorithms to exhibit improved
performance while doing classification.

Keywords Machine learning · Feature selection · Low rate attacks · Information
gain · Stealthy attacks · Network security

1 Introduction

The digitally connected modern world demands uninterrupted connections, even the
disruptions are unavoidable. Distributed Denial of Service (DDoS) attack is one such
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annoyance that makes an online service unavailable. Its impact is devastating unless
it is detected and mitigated properly. Formally, define the DDoS as a cyber-attack
launchedwith overwhelming traffic frommultiple sources tomake the targetmachine
(server) or other network resources unavailable to its intended users temporarily or
indefinitely. So it is impossible to stop the attack by simply blocking a single source of
the attack. It is the responsibility of network administrator to monitor and supervise
their network and guarantee the proper functioning of the network.

There are several strategies for launching an attack and the most prevalent used
in these days are zomby attacks or otherwise known as botnet attack. The attack
is carried out by a handler that infects vulnerable hosts and recruits them for their
purpose. These machines are called zombies on the ınternet and under the control of
the handler, zombies are directed to launch an attack by bombarding false packets
towards a target to limit its performance or crash it.

Instead of depending on traditionalmethods ofDDoSdetection based on Firewalls
and IntrusionDetection System (IDS), it is desirable to switch on tomachine learning
and deep learning based detection strategies. The detection and mitigation system
needs to be more agile and intelligent as the attacks are getting more and more
sophisticated. But the performance of algorithms is affected due tomassive and high-
dimensional data received in real-time. Worldwide Infrastructure Security Report by
Netscout declared that hackers entered into the era of terabit attacks. According to
them, 1.7 TBPS DDoS was recorded in the year 2020 [1]. It indicates the fact that
DDoS attack has continued to increase both in size and sophistication.

The stealthiness ofDDoSattacks is alsogettinghigher such thatmulti-vector, slow,
and low rate attacks are common. Combination of volumetric and protocol attacks
aiming at different layers of network such as layer 7, transport, and network layer are
very common nowadays. Multi-vector attacks are also known as polymorphic cyber
attacks. They use two or more methods of infiltration. They are launched for a variety
of reasons. Some attacks aim to steel sensitive data which is later handed over to a
third party merely for monetary benefit and some attacks to take down the network.
These are automated attacks and they dynamically change parameters and vectors in
response to the defense mechanisms. The Corero Network Security Inc., explained
in their blog that sometimes the multi-vector attacks layer different vector types and
sometimes they vary the attack vector itself to evade detection.When it is continually
modified, it becomes much more difficult to mitigate them. They often start with one
vector, such as a simple UDP flood and, if unsuccessful, they try a second technique
such as a DNS flood [2]. Hence it is very difficult to detect modern DDoS attacks
due to their varying features and different points of entry to infiltrate the network. In
this scenario, it is highly essential to do some intelligent preprocessing steps before
the machine learning algorithms are applied for detection.

Network traffic data processing comes in two flavors namely, packet-based and
flow-based approaches. A flow can be formally defined as a unidirectional stream of
IP packets that share a set of common properties; the IP-protocol, source, destination
IP addresses, source, and destination ports used. It is often desirable to analyze data
inflows rather than packets since it greatly reduces the complexity of data. It is logical
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Fig. 1 Workflow diagram of the proposed method

to consider a connection as benign or anomalous rather than packets and hence flow-
based analysis is the efficient and fast way of detection. Hence network traffic in the
form of flows is used in the proposed work.

The proposed work, mainly concentrating on modern stealthier attacks especially
multi-vector stealthy attacks. The workflow diagram showing the conceptualization
of the proposed work is given in Fig. 1. The number of benign packets passing
through the network per unit time at a particular point is enormous compared to
several attack instances. So DDoS attack detection is regarded as an imbalanced
dataset problem. Hence it is required to make the features more and more bright
to make detection easier. So feature selection is considered an essential prepro-
cessing step in this work. According to Jain et al, feature selection is an effective
way of dimensionality reduction and can reduce the complexity of attack detection
and thereby increase the detection accuracy [3]. To employ an intelligent strategy
initially select the features, and the stealthier attacks. Stealthiness is considered as
the resemblance of attack vectors to benign traffic. Different attacking vectors have
different prominent features. Hence case-based feature selection is proposed, where
each attack vector is treated separately to select features.Making features very promi-
nent is crucial, as it is an imbalanced dataset problem. Feature selection algorithm
which can project the maximum information regarding minority attack samples is
recommended. So ınformation gain-based feature selection is proposed for doing
preprocessing. It is one of the popular feature selection methods due to its computa-
tional efficiency and simplicity. This method selects a feature that has high relevance
to the output class and also has the highest occurrence rather than simply performing
the dimension reduction.

There are two algorithms selected namely J48 and Random forest for doing the
performance analysis. Theparameters of the algorithms are set in their default settings
and it is proposed to evaluate the algorithms with and without doing the information
gain-based feature selection on the training data. The important factor of the proposed
method is that the classification is being done using a supplied test set rather than
doing cross-validation.

The contributions of this work involve:
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1. Stealthier multi-vector attack detection with Information gain-based feature
selection to get an optimal set of features based on its distinguishing property
related to each attacking vector.

2. Enhancing the performance of machine learning algorithms in detecting
stealthier attacks.

3. Comparison of methodology with results obtained in other related literature.

1.1 Stealthy Attack Variants

(a) Low and slow attacks

These types of attacks use a low volume of data and operate very slowly. Designed
to send small amounts of data across multiple connections to keep ports on a targeted
server open as long as possible, these tools continue to utilize server resources until a
targeted server is unable to maintain additional connections. Uniquely, low and slow
attacks may be effective even when not using a distributed system such as a botnet
and are commonly used by a single machine.

(b) Slowloris

Apart from being a slow-moving primate, Slowloris is an application designed to
investigate a low and slow attack on a targeted server. The elegance of Slowloris is
the limited amount of resources it needs to consume in order to create a damaging
effect.

(c) TCP flooding

The attacker exploits the three-way handshake of TCP communication. The
attacker sends SYN packets to the server pretending to establish a TCP connec-
tion, the server sends SYN-ACK packet back to the client and keeps a port open
to receive ACK from the client, but the attacker never sends a final ACK to the
server. So the attacker keeps on sending the SYN packets to the server and the server
keeps opening a port temporarily for a specific time. The server stops working and
responding to legitimate clients after all the ports are utilized.

(d) UDP attack

In a UDP attack, the attacker sends a bogus UDP packets to the server using a random
port. The server is actually looking for the application on that port. If the service was
not running on that port, the server replies with ICMP unreachable message to the
attacker. The attacker continuously sends UDP packets and the server also replying
ICMP unreachable message back to clients, that will lead to maximum resource
consumption of the victim and the network as well. Eventually, the server can not
respond to its legitimate user.

The rest of the sections in this article is organized as follows. Section 2 deals with
the detailing of the literature survey. Section 3 describes the proposed case-based
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feature selection methodology. Section 4 analyze the results and conclusion of the
work is presented in Sect. 5.

2 Literature Survey

Due to the proliferation of data to be handled in this new digital world and the high
dimensionality of collected data, feature selection is considered as one of the most
important factors in determining the efficiency of detection systems. But to have an
efficient model, the redundant and less sensitive features need to be dropped.

Combinations of feature selectionmethodswith other optimization techniques are
employed in almost all the application domains to improve the detection accuracy
of machine learning algorithms. The work of Chuang et al, achieved comparable
accuracy when K-nearest neighbor (KNN) with the leave-one-out cross-validation
(LOOCV) is used for classifying eleven different gene expression data set. The
preprocessing technique employed to bring out this performance is by doing hybrid
feature selection methods involving correlation-based feature selection (CFS) and
the Taguchi-genetic algorithm (TGA) [4].

According to the work of Gunal et al., a hybrid of both filter and wrapper
feature selection steps is being proposed to analyze the redundancy or relevancy
of the text features. The experiment done in this work proved the effectiveness of
selecting features using different methods rather than stick on to a single method.
The combination of the features selected has a profound impact on text classification
[5].

The work of Wang et al, mainly deals with DDoS detection based on feature
selection involving SU genetic algorithm. The number of features of the NSL-KDD
dataset, reduced to 17 from 41 and the machine learning algorithms such as J48
and Random Forest yields 99.8% of detection accuracy. [6] Singh et al, in their
work, considers Naive Bayes as the classifier and use information gain-based feature
selection and attained 99.5% accuracy in detecting DDoS traffic present in CAIDA
2007 dataset. They have analyzed the results on packet-based data and the features
selected are SYN value, ACK value, and Time To Live (TTL) [7].

According to thework ofOsanaiye et al., the Ensemble-basedMulti-Filter Feature
Selection (EMFFS) method is the amalgamation of Information Gain (IG), Gain
Ratio, Chi-squared, and relief is used to select important features. The experiments
are done on the NSL-KDD dataset and the accuracy is found to be 99.6% using the
J48 algorithm. The number of features employed in this method are 13 [8].

In the work of Kamarudin et al, a hybrid feature selection model combines the
strengths of the filter and the wrapper feature selection procedure. This hybrid solu-
tion selects the optimal set of features in detecting attacks. Correlation feature selec-
tion (CFS) together with three different search techniques known as best-first, greedy
step-wise, and genetic algorithm are used. The wrapper-based subset evaluation uses
a random forest classifier to evaluate each of the features that were first selected
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by the filter method. Tested on KDD99 and DARPA 1999 dataset with ten-fold
cross-validation in a supervised environment and yields satisfactory results [9].

Lima et al., proposed a smart detection method using machine learning, and
this work is designed to detect both high and low volume DDoS attacks. The
preprocessing method such as Recursive Feature Elimination with Cross-Validation
(RFECV) is used in this work. The datasets CIC-DoS, CICIDS 2017, CSE-CIC-
IDS2018, and the ISCXIDS2012 Dataset are mainly employed in this work to
evaluate the model [10].

Gu et al., proposed a semi-supervised weighted k-means detection method. A
Hadoop-based hybrid feature selection method is used to find the most effective
feature set. Then a semi-supervised weighted k-means method using hybrid feature
selection algorithm (SKM-HFS) is employed to achieve better performance. The
datasets used are DARPADDoS dataset, CAIDADDoS attack 2007 dataset, CICIDS
DDoS attack 2017 dataset, and real-world dataset [11].

In the work of Wu et al., employed a hybrid feature selection method to detect
network anomalies [12]. Wang et al., proposed a combination of sequential feature
selection with dynamic MLP to select the optimal features during the training phase
and designed a feedback mechanism to reconstruct the detector when perceiving
considerable detection errors. The work is mainly done on the NSL-KDD dataset,
ISOT, and ISCX [13].

3 Proposed Methodology

During the network traffic data in PCAP format utilize the UDP, ICMP, and TCP
flooding attack packet which traces the CAIDA dataset to form multi-vector attack.
TCPreplay tool ismainly employed to generate such traffic. TCPreplay is a freeOpen
Source utility suite for editing and replaying previously captured network traffic. It
is designed to replay malicious traffic patterns to the Intrusion Detection/Prevention
System. All the remaining experiments are done using Python Pandas and WEKA.
Pandas is a software library written for the Python programming language for data
manipulation and analysis. WEKA, a data mining software, and an open-source soft-
ware facilitates data preprocessing and implementation of several machine learning
algorithms [17].

There are two important phases, one of which is the strategic feature selection
phase and the other one deals with the evaluation of machine learning algorithms.
Before going to the actual preprocessing step, the data in PCAP format must be
processed to formflowsandalongwith that, features are also extracted.Data is the real
matter of concern while evaluating the method. CAIDA (Center for Applied Internet
DataAnalysis) DDoSAttack 2007 dataset is selected to form the sufficient dataset for
multi-vector attacks. These traces consist of TCP, UDP, and ICMP flooding instances
[15]. To analyze low and slow attacks, Canadian Institute of cybersecurity, CICIDS
2017 dataset has been selected. This dataset contains realistic background traffic and
up-to-date attacks [16]. CAIDA data comes in PCAP format only. To implement a
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feature extraction module the above process is handled. It extracts features of each
flow related to the packet trace namely: Average_Packet_Size, Number_of_Packets,
Time_Interval_Variance, Packet size_Variance, Number_of_Bytes, Packet_Rate,
and Bit_rate are the seven extracted features [18]. The feature vector formed in
this process is represented as X = (x0, x1, x2, x3, x4, x5, x6, x7), where xi is the ith
feature extracted from the traffic flow, x7 is label and X represents the feature vector
by the feature extraction module. The CICIDS 2017 dataset comes in CSV format,
a collection of flow instances with a total of 79 attributes including the label.

The prepared data is represented in CSV format and is ready to give as input to the
next phase. The steps involved in the case-based feature selection using information
gain is depicted in Fig. 2. The supervised learning algorithms are evaluated to prepare
training and test dataset and they are set as 70% of train and 30% test. Then the
training data is split into subsets of training data which comprises any one kind of
attack vector and normal data. Then the CfsSubsetEval and information gain based
feature selectionmethods are applied to these subsets. The features at the toppositions
in the rank list produced by these algorithms are selected.

For having a comparison with other feature selection methods, employ the CfsSub-
setEval algorithm available in WEKA. This is a correlation-based feature selection
method and is based on the logic such that, relevant feature subsets contain features

Fig. 2 Flowchart of
preprocessing steps involved
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highly correlated with the classification, but uncorrelated to each other. The Infor-
mation Gain (IG) based feature selection is suitable for multi-vector attack feature
detection, as it can select the features which contain more relevance which in turn
makes the detection easier. It quantifies information based on the contribution of
the presence or absence of a feature in making the correct classification decision
for any class and is computed according to Eq. (1). The higher the value of mutual
information between classes C and feature f , the higher the relevance of feature f in
classes C.

IG(C, f ) = H(C) − H(C | f ) (1)

where, H(C) = −∑
c∈C p(c) log p(c) the entropy of the class C and H(C | f ) =

−∑
c∈C p(c| f ) log p(c| f )) is the conditional entropy of class given feature f . The

minimum value of IG(C, f ) means that H(C|f ) = 1. That is class C and feature f
are not at all related. That is the most distinguishing feature will be the one that is
related to a particular class. Due to the feature interactions among the instances, it is
not possible to have the ideal case [19].

The next step is to build the new training and test dataset with these selected
features. A threshold is set such that those features having information gain value
greater than the threshold value are selected as best features. Then new train data
is created by joining the subsets of data and it is shuffled to evenly distribute the
instances. The next phase of the proposed methodology is the evaluation of machine
learning algorithms. J48, the WEKA implementation of decision tree and Random
forest algorithms are selected for evaluation. Our earlier work in which the ranking
of ten machine learning algorithms has been done. J48 and Random Forest are the
algorithms placed in the topmost position in detecting DDoS attacks [20].

A Decision Tree (DT) is one of the well-known supervised classification algo-
rithms in which a tree is generated which acts as a multistage decision system. The
concept is based on the measure of the variance of data which demonstrates the
presence of different categories of data. A feature vector is assigned with a class
label through a sequence of Yes/No decisions along a path of nodes of a DT. The
most important factor of splitting criteria for a particular node is to decrease the
entropy such that homogeneous vectors can be brought under one particular node
since entropy is the measure of impurity [21].

Random forest is an ensemble classification method that combines a collection
of classifiers (i.e., decision trees) to make a “forest”. Each of the decision trees is
generated by using a random selection of attributes at each node to determine the
split [22].

4 Result and Discussion

Themachine learning algorithms are evaluated based on the True Positive rate (TP) of
detecting attack vectors. Among the variety of evaluation metrics such as precision,
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recall, F-measure, etc, TP rate is selected to deal with highly skewed data of network
traffic. The true positive rate or sensitivity is calculated as given in Eq. (2). TPR is
the probability that an actual positive will test positive. TP is the number of instances
predicted as positive and TP+FN is the total number of positive samples present
in the dataset, where FN is the positive samples misclassified. Misclassification of
attacks is costlier than misclassifying benign traffic, so more importance is given to
the TP rate of attacks rather than normal traffic. The TP rate comparison is given in
Tables 1 and 2.

TP_rate = TP

TP + FN
(2)

But when evaluating the J48 and Random Forest with this dataset, the detection
rate of SlowHTTPtest is considerably very low compared to other attack vectors.
The proportionality of the Hulk attack is very high compared to other attacks in the
dataset. 33.3% Hulk attack is there while only 0.7% SlowHTTPtest, 0.8% slowloris,
and 1.48% GoldenEye in the dataset. The considerable distributional overlap is
there between SlowHTTPtest and slowloris attacks. So the TP rate obtained for
SlowHTTPtest is very low compared to other attack variants. The features of the
GoldenEye attack are very prominent, so the TP rate obtained for this attack is
competitively good without any preprocessing. The proportionality of attacks in the
CAIDA 2007 dataset is also very low and is 2% only.

The result of the preprocessing step is very important to be analyzed. The CICIDS
dataset comeswith a total of 79 features andCAIDA2007 dataset contains 8 features.

Table 1 Table showing the results of CAIDA 2007 dataset

TP rate

Predicted CFS Information gain Without preprocessing

J48 Random forest J48 Random forest J48 Random forest

Normal 0.98 0.994 0.993 0.996 0.981 0.992

Attack 0.943 0.989 0.965 0.995 0.995 0.99

Table 2 Table showing the results of CICIDS 2017 dataset

TP rate

Predicted CFS Information gain Without preprocessing

J48 Random
forest

J48 Random
forest

J48 Random
forest

Benign 0.999 0.999 1 1 0.995 0.996

Slowloris 0.991 0.993 0.994 0.994 0.991 0.993

Slowhttptest 0.875 0.874 0.985 0.988 0.856 0.865

Hulk 1 1 1 1 1 1

Goldeneye 0.989 0.989 0.996 0.997 0.989 0.989
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Table 3 Comparison of
accuracy obtained

Dataset algorithm CAIDA2007 CICIDS 2017 (%)

Random forest 99.56% 99.81

J48 98.21% 99.77

The number of features selected is greatly reduced especially in the case of CICIDS
2017 dataset. CFSsubsetEval algorithm selects only 6 features for CICIDS 2017
dataset as awhole namely:Destination_Port, Total Length_of_Packet, Bwd_Packets,
Init_Win_bytes_forward, Init_Win_bytes backward, and Idle_Max. Similarly, only
two features are selected for CAIDA 2007 dataset namely, Time_Interval_Variance
and Number_of_Packets. Competitively the number of selected features is more in
the case of case-based feature selection. The prominent features of each attack vector
are selected separately. It makes each attack more distinguishable even though their
proportionality is very low. The bottom line is that a combination of the features
selected by information gain based feature selection methods is more effective
than the features selected by the CfsSubsetEval. The performance of the machine
learning algorithm depends on so many factors among which feature selection is
very important. The other important factor is data proportionality. The results show
a considerable improvement in detection rate even without any oversampling or
synthetic sampling steps, which are the normal preprocessing steps for an imbal-
anced dataset problem. Effective discriminating power is increased when all the
individually selected features together were concatenated.

For having a comparison with the literature published very recently, compute the
detection accuracywhich is given in Table 3. The literature selected for comparison is
briefed in Table 4. The literature which explains the work on modern stealthy attack
datasets such as CICIDS 2017 and CAIDA 2007 were considered. This comparison

Table 4 Summary of literature used for comparison

Reference Feature
selection

Model Dataset Accuracy (%)

Singh et al.
[7]

Information
gain

Naive Bayes CAIDA 2007 and
CAIDA anonymous
trace 2015

99.5

Lima et al.
[10]

NA Random forest CIC-DoS,
CICIDS2017 and
CSE-CIC-IDS2018,

98.6

Gu et al. [11] Hadoop based
hybrid feature
selection

Semi-supervised
K-means algorithm

DARPA DDoS
dataset, CAIDA
DDoS attack 2007,
CICIDS DDoS attack
2017

99

Singh et al.
[14]

NA Multi layer
perceptron with a
genetic algorithm

CAIDA 2007 98.04
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shows improved performance of machine learning algorithms can be achieved using
the proposed method.

5 Conclusion

This work aims to detect stealthier DDoS attacks such as low rate Layer 7 attacks
and multi-vector attacks present in the network traffic. Hence it is proposed to have
an intelligent approach by preprocessing each attack vector separately to select the
most bright features using Information gain. The method is tested with UDP, TCP,
ICMP protocol attacks of the CAIDA dataset and the layer 7 low rate attacks such
as slowloris, Slowhttptest, Hulk, and GoldenEye attacks of CICIDS 2017 datasets.
Machine learning algorithms selected are Random forest and J48 and they are eval-
uated mainly based on the TP rate of detecting attack vectors. Much improvement
of learning algorithms can be claimed over the sub-optimal performance exhibited
while performing the classification in the highly imbalanced network traffic. The true
positive rate of SlowHTTPtest attack, without any preprocessing is 0.875 but it is
improved to 0.985 according to the proposed method and an average TP rate of 0.993
is achieved in detecting multi-vector attacks when tested with supplied test data. The
proposed method works superior to any other works found in other literature exam-
ined especially in detecting low rate and multi-vector attacks. The accuracy obtained
for the Random forest algorithm on CICIDS 2017 dataset is 99.81%.

The work can be extended to include hybrid feature selection methods and can
be tested with other combinations of machine learning algorithms as well. Selecting
the more distinguishing feature or make the features more and more prominent is the
preprocessing method required to make the attack detection more effective.
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A Framework for Monitoring Patient’s
Vital Signs with Internet of Things
and Blockchain Technology

A. Christy, MD Anto Praveena, L. Suji Helen, and S. Vaithyasubramanian

Abstract In this prevailing situation of automation, private data related to the public
needs to be stored for all businesses and transactions. Most often, the private data
of the patient’s name, mobile number, diseases, laboratory report, and treatment
undergoing is breached by intruders. Automation in the healthcare sector can be
made in a highly secured and less complicated manner by integrating patient’s health
records and health insurance agencies by adopting blockchain technology. In this
article, a real-time patient health monitoring system has been built and implemented
on an IoT platform which can allow healthcare agencies like hospitals and doctors to
monitor critical data of the patient in real-time and respond to the needs of the patient
accordingly. The proposed systemwill prove to be beneficial for patients aswell as the
doctors and nurses and will lead to the implementation of an intelligent systemwhich
can automate various overviews being conducted by healthcare agencies adopting
blockchain technology.

Keywords Smart healthcare · Blockchain · Internet of things · Body area
network · Sensors · IoT tools

1 Introduction

Internet of things (IoT) was first proposed by Kevin Ashton who had worked at
MIT’s Auto-ID Center though the overall concept of implementation of a system
architecture that is connected to a network and can be likely monitored by the use of
smart devices date back almost four decades back when a Coke machine at Carnegie
MellonUniversitywas connected to the Internetwhich allowed the vendors to prepare
reports on the drinks. In the present context, the Internet of things is recognized
as the next big step in the field of technology alongside artificial intelligence, big
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data, blockchain among others, which allows many devices and gadgets traditionally
connected through Internet, to interact with each other and share data, which would
then allow the user to automate various tasks.

Every IoT application consists of various layers in which the perception layer
occupies the top of the system hardware and consists of all the hardware which
includes chips, sensors, and actuators which collects data from various nodes and
gadgets connected to the Internet, which it then proceeds to send through an under-
lying networking layer. The networking layer plays the role of an interface between
the hardware layer and the IoT appliance. The collected data can be fed on a NoSQL
framework which is then analyzed by algorithms and the processed data is visualized
on a user interface which allows the user to draw inferences from the data collected
fromvarious ends. The user interface is implemented through a computer/smartphone
(Windows, iOS, Android) application which makes the whole process more versatile
and automated by the usage of embedded systems.

In recent years, there has been a surge in the adoption of new and novel technolo-
gies in the field of medical science and treatment to make the medical and healthcare
machinery more efficient. In this field, the Internet of things can operate as a natural
amendment to the problems that are faced in the field of real-time monitoring of
patient’s health parameters. The proposed system employs the use of three sensors
namely, peripheral pulse oximetry tomeasure the oxygen content in the blood, LM35
temperature sensor to measure the temperature of the human body, TCRT1000 trans-
mitter to measure the heartbeat and finally a blood pressure sensor that can assess
the muscular functions in arteries and veins to calculate the blood pressure which
can be displayed in real-time. Using these sensors, aided by a power supply unit
and a Raspberry Pi microcontroller, the data can be displayed by processing it on an
application that will allow the doctors to assess the patient’s data in real-time (Fig. 1).

The Raspberry Pi functions as the heart of the whole system as it connects all the
sensors in a single chip which is wearable and is connected to the Internet by a MAC
address, with the data completely available on the website which can be accessed
and graphed into suitable data for various applications. The implementation of such a

Fig. 1 Connectivity of IoT
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systemwill be a big step in revolutionizing the automation of healthcaremanagement
and hospitals as it allows the concerned agencies to keep track ofmultiple individuals
in a single time by using the Internet of things.

2 Motivation

Security and privacy remain a major concern in the Healthcare sector. Privacy
deals with granting or revoking accessing rights to private information with others.
Privacy determines the actors involved with sharing and managing the information.
Consensus with providers of healthcare and regulators can make privacy effective.
Security standards such as HIPAA, COBIT, and DISHA are deployed to protect the
EHR of the patients. With the availability of big data and IoT, many countries have
developed security standards and regulations to protect the patient’s EHR.

Data related to a patient is collected from heterogeneous data sources, and often,
they are remaining in the form of duplicated, inconsistent, and incompleteness.
The bulk of repositories owned by hospitals, healthcare providers, and pharmaceu-
tical companies do not share information among themselves. Security breaches can
happen easily some data contain patient’s private information such as addresses,
mobile numbers, previous history, etc. Currently, most healthcare systems use
centralized client–server architectures, in which data is maintained in a central-
ized server. Intruders can hack the system and manipulate patient’s data which is
of primary importance.

The industry version 4.0 has brought in revolutions in the formof cloud computing,
fog computing, edge computing,machine learning, artificial intelligence, andbig data
analytics to process patient’s clinical healthcare data using blockchain technology.
Industrial version 4.0 envisages providing virtualization across personalized health-
care. The concept of blockchain was introduced by Satoshi Nakamoto in 2008. The
adoption of blockchain technology can provide security and integrity to EHR thereby
improving trust among patients.

3 Literature Survey

According toWright and Bates (2017) Electronic Health Records helps in improving
safety, quality and reduces cost in storing patient’s data. For maintaining security and
privacy, techniques such as cryptography, anonymization and blockchain are adopted
in literature. In cryptography, techniques such as hash functions, digital signatures,
symmetric and asymmetric keys, and public key certificates are adopted [1]. RFID
tags in medical terms provide quick and smart identification of medical records over
IoT [2–4]. The sensors enabled with IoT are used to detect anomalies in day-to-day
activities [5–7]. Talukder et al. (2018) have proposed an ethereum-based consensus
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protocol named proof of disease (PoD) which can solve the challenges raised by
EHR [8].

Some of the blockchain algorithms are proof of work, proof of stake, dele-
gated proof of stake, proof of elapsed time, deposit-based consensus, proof of
importance, Byzantine fault tolerance, federated Byzantine agreement, hybrid proof
of work and proof of stake, and proof of DDoS [9]. Vora et al. (2018) have
proposed blockchain approach for secured access and storage of EHRs. Blockchain
consists of service contracts, owner contracts, classification contracts, and permission
contracts. The authors have proved that by using the cipher manager and adopting
encryption/decryption, the unauthorized access can be reduced [10–12].

Yang et al. (2019) have proposed an IoT-based healthcare system with self-
adaptive access control. The medical files can be encrypted to provide secu-
rity, whereas decryption is a time-consuming process in cases of emergency. The
authors have implemented a twofold access control technique, a cross-domain tech-
nique adaptive for normal as well as emergency. Various attribute-based encryption
methods are adopted to impose access control over encrypted data [13–22].

According to Swan (2012), one of the biggest advantages in the usage of IoT is the
availability of a large number of low-cost sensors with increased functionalities [23–
28]. In sensor networks, public operations are performed using theRSAcryptosystem
and design protocols [29].

Blockchain technology improves the traceability of drugs for their originality and
helps in investigating foodborne outbreaks. The solution for data privacy and secu-
rity could be done by blockchain technology. Blockchain technology protects data
from failure and data privacy. The blockchain can store all transactional data and the
blocks within the blockchain relate to each other in the form of a chain. Each block
is identified with a unique hash address which is present in the header. This hash
is unique and is generated by the secure hash algorithm (SHA-256) algorithm. The
algorithm accepts any plain text and calculates a key of size 256. Each header of the
block contains the address of the previous block in the chain. The blockchain has
the advantage of not allowing any information to get deleted from the blocks. The
major challenge of deploying blockchain inMoT requires high computational power,
low scalability, and long latency. Dwivedi et al. (2019) have adopted double encryp-
tion using algorithms such as ARX ciphers and public encryption schemes [13]. For
the secure transmission of cryptographic keys across a public network, the authors
have adopted a Diffie–Hellman key exchange technique. Thus, the above technique
is considered a lightweight adaptation technique. Frames and tools such as Hyper-
ledger Fabric, Composer, Docker Container, Hyperledger Caliper, and theWireshark
capture engine are used to improve the performance of Blockchain technology [30].

3.1 Blockchain Technology

The blockchain is a simple digital platform for recording and verifying transactions so
that blockchain technology is trending in recent times, since it stores and shares data
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in a distributed trust, and immutable manner. Blockchain removes the intermediaries
and facilitates a less challenging method for providing access to ledger-based trans-
actions connectedwith a network. It connectsmultiple nodeswith varying computing
powers thereby improving scalability. The techniques and services are supported by
blockchain technology.

(a) Consensus protocol: Blockchain technology uses healthcare experts, pharma-
ceutical companies, and insurance agencies to provide a secure environment
that can provide data transparency and accountability. Ethereumprovides struc-
tured data in a securedmanner among healthcare sectorswith the help of decen-
tralized databases. This structure is designed in such a way that it can protect
patient data with integrity and confidentiality. Ethereum provides a platform
for the patients through which they have complete control over granting access
to particular data to a specialized doctor. The consensus protocol adopted is
the ethereum based on future ready proof of disease (PoD) consensus protocol
which can identify the disease accurately.

(b) Provenance: This is a shared or private immutable ledger used for recording
the history of data from its inception throughout its life span. The provenance
adopted for this study is the IoT data provenance framework. Data provenance
can ensure trust among IoT infrastructure.

(c) Immutable ledger: Once a block is written into a blockchain, it cannot be
changed.

(d) Distributed P2P network: Peer-to-peer network known as a P2P network is
decentralized network communication. Nodes are connected at random with
the components in the pipeline.

4 System Architecture

The blockchain-based patient care monitoring system is explained with four partic-
ipants such as system admin, patient, doctor, and report. In this system, various
functions such as CreatePatientRecord, GrantAccessToDoctor, GrantAccessToLab,
RevokeAccess are shown in Fig. 2.

Patients can register through the client application and get enrolled in a certificate
authority via a membership service provider (MSP). Upon enrollment, the certificate
authority issues the certificate to the patient along with a private key. All transactions
to be processed are carried through the Hyperledger blockchain network. Doctors
can access those records that are granted permission by the patients. The system
admin creates a patient with the required key attributes. The patient in turn can edit
the record and complete his profile using the client application, which in turn invokes
the chain code for committing a transaction. After committing the transaction, the
updated transactions are distributed over the network, so that the data remains in
an immutable manner. Transactions are added by a hash value, connected with the
previous block.
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Fig. 2 System functionality

4.1 A Scenario in the Patient Health Monitoring System

Consider a scenario of a hospital that is monitoring their patients. Sensors like
temperature sensors, heartbeat sensors, peripheral pulse oximetry, and blood pres-
sure sensors are attached with a Raspberry Pi microchip. The readings are stored in a
database. The previous history of the patients, their alignments, allergic tomedicines,
previous doctor seen, diagnosis done are in records. It will be better if the current
situation of the patient can collaborate with his previous history. These requirements
can be incorporated well with blockchain technology with can improve the effi-
ciency and coherence of healthcare delivery. Fundamental issues in the healthcare
industry which include lack of data management and distribution can be overcome
by blockchain technologywhich can provide automated, immutable, aggregated, and
secure data.

4.2 Proposed Algorıthms

The patient care monitoring system deals with four participants, namely system
admin, patient, doctors, and reports. The procedure adopted by the system admin is
depicted as an algorithm in Table 1. The system admin checks whether the participant
(patient or doctor) is valid and requests with the certificate authority to register the
participant and issues a public key, if the participant is valid. The admin has complete
control over the system to add, read, update, and delete participants. If the activities of
the participant are invalid, the admin can block him over the Hyperledger blockchain
network.
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Table 1 Algorithm for system admin

The procedure to illustrate the role of a patient is depicted in Table 2. The patient
requests a private key from the system admin. After being granted access, the patient
has access to doctors as well as reports. If PID is in the Hyperledger, the concern
person can grant access to the doctor for reading and writing the reports.

The procedure adopted in the working of the module doctor is depicted in Table 3.
The input deals with the request given by the doctor to the system admin to enable
login. The output is the accessing grant given by the system admin to access the
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Table 2 Algorithm for patient access

Table 3 Algorithm for doctor access

patient as well as the doctor. Based on the permission provided by the patient, the
doctor will be able to update/access the reports.

5 Results and Discussion

For implementation, data recorded from 20 patients was considered. The patient’s
vital symptoms like temperature, blood pressure, and oxygen saturation level were
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Fig. 3 Screenshot representing creation of blocks in blockchain

monitored and this information is kept on the patient’s table. The doctor table contains
details of doctors with their specialization and the report table contains the lab reports
and ECG reports of the patients.

It is possible to create the functions of the blockchain using flaskmicroframework.
The scripts generatedwith flask can be decentralized bymaking them run onmultiple
machines. The data is stored as blocks and the blocks are linkedwith each other using
cryptographic hashes. In this application, a simple interface for sharing data through
the posting is created. A post consists of the author’s name, content, and time stamp.
Every transaction is considered as a block. Each block will have a unique ID. The
unique ID is created by the SHA 256 hash function. This hash id is then used to
identify the block. The blocks containing transactions are generated one by one and
added to the blockchain. If both input and hash are known, the input can be passed
through the hash function to proceed to the next block.

In our example, one instance of the blockchain is made to run at port 8000. Two
more nodes are located at port 8001 and 8002, so that the new nodes are unaware of
the base node 8000 and able to participate in the mining process. When all the nodes
are created and transactions are complete, the nodes in the network have complete a
chain. A conversation between the patient → doctor, doctor → patient, patient →
report is created by creating three blocks that are linked with the hash functions as
depicted in Figs. 3 and 4.

5.1 Advantages

The advantages of our existing model are detailed below:

A Automated: The whole architecture is completely automated requiring almost
no human intervention to function except during installation. The sensors collab-
orate and analyze the data which is then passed over to databases with alerts
and reports generated as and when required. An automated system is a lifesaver
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Fig. 4 Screenshot representing blocks generated in blockchain

for the patient and a relief for the healthcare agencies from which both parties
can mutually co-benefit.

B Robust and versatile: The whole architecture has been built to be robust and
versatile as it can handle the data inflow with a great degree of ease and can be
easily implemented in real-time. In the future, several sensors and data nodes
can be attached to the microcontroller chip to generate several parameters that
can be looked into for data generalization.

C Cheap: The whole architecture is cheap in setup and can be implemented seam-
lessly without any difficulty. This allows even the local healthcare agencies in
small towns and villages to set up this system without going into much of the
complexities and allow better care for the patients.

D Real-time monitoring: Our proposed system allows the healthcare agencies
to perform their operations in real-time with the data collected by the sensors,
which is a step over the vintage frameworks which required heavy take care
and high maintenance costs. With real-time monitoring, the error percentage
has also been eliminated uniquely.

6 Conclusion

In the proposed system, the model for setting up an Internet of things framework
consisting of a Raspberry Pi microcontroller chip and sensors which can collect data
from the patient and automate the process by displaying results and inferences from
the data collected. This system is expected to revolutionize healthcare management
by relaying real-time data to aWebServer/MobileApplicationwhich can be reviewed
using a login system for healthcare staff. Further to diagnose the patient efficiently,
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patients, doctors, and reports are connected with blockchain technology. Every block
is linked to the previous block with the hash field. The consensus proof of disease is
adopted for diagnosing the patient. Since the order of transactions is linked with the
chain, the data once stored will not be tampered. This application in the future can
be implemented with live data and the scalability can be checked.
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IoT Based Smart Transport Management
and Vehicle-to-Vehicle Communication
System

Vartika Agarwal, Sachin Sharma, and Piyush Agarwal

Abstract Vehicle-to-vehicle (V2V) communication is an advance application and
thrust area of research. In the current research, the authors highlighted the technolo-
gies which are used in V2V communication systems. Advantage of such technology
is that it helps to detect live location and tolling. It plays an important role if there are
huge amount of traffic. The current research work can obtain more information about
Li-Fi, RFID, VANET, and LORAWAN technology. Li-Fi is known as VLC commu-
nication system that uses visible light for high data transmission and reception. RFID
technology helps the emergency vehicle to reach destination quickly by avoiding any
kind of traffic. LORAWAN is a large-scale network technology with a long range
and VANET with low power that allows to obtain accurate traffic information on
each route and this saves time. The comparison between the different technologies
is reviewed in order to obtain the optimized technology as per the applications.

Keywords Internet of things (IoT) · Vehicle-to-vehicle (V2V) communication ·
Li-Fi · RFID tag

1 Introduction

IoT is one of the most significant, dynamic, and groundbreaking research contribu-
tions of the twenty-first century [1]. IoT has brought a drastic change in the lifestyle
of every individual through its vast range of applications. The best part in the current
development is the storage of data in cloud. The use of IoT based application is
implemented in almost all the fields. Transport management system has several limi-
tations and is constrained by existing technologies. Advance tools like Li-Fi, RFID,
LORAWAN, and VANET are discussed in the current research. Currently, the use
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of IoT with Li-Fi technology is implemented and executed in transport management
system by using V2V communication system. Authors have described the effectively
the use of Li-Fi in V2V communication [2]. This technology uses several input and
output devices. The use of Li-Fi has created the easiness in the data transmission
and storage capacity. The hardware and software components, Li-Fi communicator
system, etc., are required for Li-Fi technology which are discussed below.

1.1 Hardware Component Needed for Li-Fi Technology

Following are the conventional hardware components used in the execution of Li-Fi
Technology:

• Sensor—Sensor is useful to find out the speed and distance of vehicle.
• LED Light (Transmitter)—White LED will be used for data transmission from

vehicle 1 to vehicle 2.
• Photodiode—Photodiode will be used for data detection.
• Wi-Fi Module—The proposed system requires efficient communication using

the internet.

1.2 Software Used for Li-Fi Technologies

Following are some of the software which are very useful in the development and
execution of Li-Fi Technology:

• Arduino IDE—Arduino is used to install Arduino UNO board. Program written
using Arduino software is called sketches.

• Telegram App—Telegram App is used to directly send the accident location to
the hospitals and police station.

1.3 Li-Fi Communicator Systems

Li-Fi communication system as shown in Fig. 1 which consists of accelerometer,
Arduino UNO, cloud intimating device, ultrasonic sensors, Li-Fi transmitter and
receiver, LCD display, node MCU, DC motor, etc. Some important points that need
to be considered while using Li-Fi for transport management system includes:

(a) Activation of sensors and actuators is necessary to enable vehicle-to-vehicle
communication between two vehicles.

(b) The sensor reads the received data, interprets it, and then transmits it in the
suitable form to another vehicle under communication.

(c) The complete data is processed by microcontroller.
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Fig. 1 Systematic block diagram for Li-Fi communication

(d) The updated and real-time modification is done by using cloud-based tech-
nology.

1.4 Limitation of Li-Fi Technology

When it comes to technological advancements, there are several limitations associ-
ated with the technology. Following are some of the limitations of Li-Fi technology
which can be treated as further area of research in the field of V2V communication.

(a) Li-Fi works on limited light range (suitable under visible light only).
(b) Interference in Li-Fi occurs in sunlight.
(c) The major drawback in Li-Fi fidelity is that it shows poor performance in dark.

For fulfilling the limitation of Li-Fi, radio-frequency identification (RFID) tags
are used for leveraging vehicle-to-vehicle communication. It is also considered as
an important cloud-based tool.

2 Radio-Frequency Identification (RFID) Tag Technology

RFID tag is used for transmitting and receiving information via an antenna and
microchip. It is also called as integrated circuit (IC). RFID tag is used for live tracking,
tolling, and real-time vehicle tracking application. Many researchers have effectively
highlighted the design and working of RFID tag to track data in V2V communication
application [3]. They are small in size, lightweight, and can potentially last a lifetime.
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2.1 Working of RFID Tag

According to this system, all vehicles have radio frequency identification tags placed
on them. RFID reader reads tag from vehicle and turns green. It is basically used to
count no of vehicles passed through signal [4]. When emergency vehicle passes on
the road, it will convert into red.

2.2 Limitations of RFID Tags

There are several limitations of RFID tags as compared to other labels. Though it
has wide range of applications, RFID tags needs lots more improvement in terms of
security. Some of the limitations are mentioned below:

• RFID tags are not suitable for no reasons including protection and technical
problems compared to other marks.

• RFID tags are not possible for readers to differentiate. Almost everyone can read
details.

2.3 Vehicle to Everything Communication (V2X
Communication)

IoT based vehicle to everything communication is another good technology which is
very helpful in vehicle navigation, vehicle transportation management, and vehicle
security management. The insights for this are mentioned below [5].

(a) Communication Type Insights—V2I and V2V play an important role if there
are huge amount of traffic.

(b) Connectivity Type Insights—Such systems are being installed in cars.
(c) Vehicle Type Insights—Scope of vehicle to everything technology is

increasing day by day.

For connecting to the cloud, LORAWAN is used. With the help of LORAWAN,
the parking area in which the vehicle has to be parked can be easily identified.

3 LORAWAN Technology

LORAWAN, a long range, low-power wide area networking technology, enables
several advance services, which are not possible through other network-based tech-
nologies [6]. LORAWAN provides best battery life, and it is very economical for a
wide area network due to its reduced cost and good battery life.
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3.1 Implementation of Proposed Framework

LORAWAN implementation requires a specific set of framework for implementation
[7].

V2V Communication—Beacon is used for scanning nearby devices. In this, the
first 8 bit consists of manufacturer code, the next 20 bits has the vehicle information,
the next 2 bits has the information about type of vehicle, and the last 2 bits shows
the emergency situation.

UUID—Universally Unique Identifier (UUID). Further, it can be divided into five
groups.

3.2 Proposed Framework

Lights are used for scanning surrounding vehicles. For instance, if one vehicle jour-
neys steadily and the second vehicle travels at high speed. With the help of a beacon,
an alert message will be passed to second vehicle. Hence, collision is avoided, and
the vehicle can pass easily without any interference.

V2I communication—With the help of V2I communication, information can be
collected from the cloud.

V2V communication—Here, transmission is possible between nearby vehicles.
It had some major problems like Bluetooth low energy consume less power.

Limitations of LORAWAN
LORAWAN has several limitations, where it can only send small packets through
LORAWAN. For large packets, it is not suitable. LORAWAN is not suitable if you
want to control light in your house.

4 Vehicular Adhoc Network (VANET) Technology

VANET is a developing technology nowadays [8]. It helps an emergency vehicle
to select best routes with no traffic for reaching the destination easily. System also
generates a warning message if an emergency vehicle meets an accident.

4.1 Working of VANET

VANET can be used in simple cases as shown in Figs. 2 and 3. In Fig. 2, an emer-
gencies vehicle is initially at rest in the parking lot of the hospital. Following this,
the vehicle allocated a destination of urgency with two separate roads. Emergency
vehicles should select the best route in order to reach their destination fast [9].
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Fig. 2 Case 1: traffic management system testing [8]

Fig. 3 Case 2: traffic management system testing [8]
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Driver can know more about best route by sending a message ‘route status.’ The
optimized and less traffic route can be identified.When themessage is sent, GSMwill
send information to the hospital informing about best route which is more preferable.
Vehicle now travels in the best route. The use of this technology enables the driver
to provide the fastest, safe, and least traffic route which saves life, money, and time
of the complete process [10].

Figure 3 highlights the scenario 2 for traffic management system testing where
different sensors and GSMmodule are installed in the vehicle under communication
to rescue the uneven happening through mobile messaging. This is even advanced
concept then simple IoT. In case, if an emergency vehicle meets an accident, a
message with location will be automatically sent to the relevant rescue authorities
[11].

4.2 Emergency Application for V2V Communication

In an emergency application for vehicular network, warning messages included auto
collisions, street traffic, and soon, and then, large number of duplicate packets congest
networks [12, 13]. The V2V communication works under ultra-low latency of data
and information sharing among users [14, 15]. Several corporate and business issues
can be easily rectified using the advance industry 4.0 based technology. Reduction
in response timings can be systematically analyzed in V2V communications.

4.3 Vehicle to Infrastructure Communication

It is a combination of V2V and V2X, and vehicle to infrastructure communication
is the communication from accident vehicle to base station. The message is for
emergency situation which forwards it to the nearby rescue center. The architecture
also works in security management along with the traffic management system.

5 Conclusion

The current manuscript reviewed on the applications of IoT in vehicle-to-vehicle
communication system. Different technologies like Li-Fi Technology, RFID tag,
VANET, and LORAWAN technology are highlighted along with its limitations and
applications in vehicle-to-vehicle communication system. Also the limitations of all
the systems are highlighted in the research. The amalgamation of different IoT based
tools can finally summarize the utility based on the application, specification, and
the nature of use. The further scope of research is being tried to identify from the
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limitations in existing technology and infrastructure. Also the use of V2V commu-
nication using advance Industry 4.0 tools can reduce the efforts, time requirements,
and money in different monitoring and security applications. Data capturing and
modification is optimized using these technologies.
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An Analytical and Comparative Study
of Hospital Re-admissions in Digital
Health Care

Aksa Urooj, Md Tabrez Nafis, and Mobin Ahmad

Abstract Medical re-admissions are expensive and indicate poor quality of hospi-
tals. A remarkable re-admission rate has a huge financial impact on the patients
and the hospital. Through the increasing use of medical health records, enormous
data is available to us for review which can identify high-risk patients effectively and
decrease themortality rate.According to the 2010AffordableCareAct, hospitalsmay
be penalized for re-admitting patients within 30 days of discharge. However, hospi-
tals claim that the root cause of re-admissions lies similar to the populations served.
In this paper, various re-admission prediction techniques that have been used earlier
to estimate the re-admission rate of patients after being discharged from the hospital
have been discussed. This article will also give a summary of various socioeconomic
and demographic factors that play a vital role in medical re-admissions. Moreover, it
will cover some of the measures that can be taken to reduce hospital re-admissions.

Keywords Digital health · Electronic medical records · e-Health · Hospital
re-admission · Intervention · Big data analysis

1 Introduction

Hospital re-admission is the unnecessary return of the patient to the hospital following
an original admission and discharge from the hospital. For research purposes, various
time windows like 30 days, 90 days, and 1 year re-admissions were used. The time
period often used is 30 days [1]. Re-admission may take place at the same hospital
as the original or to another hospital for planned or unplanned medical treatments
[2]. High re-admission rates indicate relatively low performance and have adverse
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Fig. 1 Hospital re-admissions within 30 days, 90 days, and 1 year

effects on both patients and hospitals [2]. It is recorded that about 19.6%, 34%, and
56.1% of the patients released from the hospital were re-hospitalized within 30-days,
90-days, and 1-year, respectively, according to a study in the New England Journal
of Medicine [3] (Fig. 1).

The study carried out by theMedicare Payment Advisory Commission (MedPAC)
showed that within 30 days of discharge from the hospital, approximately 17.6% of
patients are readmitted, reflecting $35 billion of medicare expenditure a year [4].
Also, around 75% of the re-admissions are avoidable which can save around $17
billion every year [2, 5] (Fig. 2).

As per the Affordable Care Act, hospital re-admission reduction program (HRRP)
was established by the USCenter forMedicare andMedicaid Services (CMS), which
aims to penalize hospitals with immoderate re-admissions within 30 days. Initially,
only three conditions were taken into consideration, i.e., heart failure (HF), acute
myocardial infarction (AMI), and pneumonia (PN), and three more conditions will
be included starting 2015 [6].

According to the HRRP data (Figs. 3, 4, and 5), it is quite evident that re-
admissions from 2013 through 2016 dropped marginally, and rates differ based on
the type of diagnosis. During 2015 and 2016, re-admission rates for acute myocar-
dial infarction (AMI), heart failure (HF), and pneumonia (PN) remained the same,
however [7].

CMS calculated the re-admission rate from 2008 to 2011 discharge data and used
it as a benchmark which changes every year by considering the previous three years

Fig. 2 Overall re-admission expenses per year
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Fig. 3 Re-admission rate for
AMI [7]

Fig. 4 Re-admission rate for
heart failure [7]

[8]. The fine for each hospital was fixed as 1% of the overall medicare payments from
October 1, 2012, and will gradually increase to 3% in 2015 and beyond. Noticeably
in 2013, at least 2000 hospitals were reimbursed, with a gross forfeited amount of
$280 million [9] (Fig. 6).

This article is organized as follows. In Sect. 2, a brief overview of the techniques
previously used for estimating hospital re-admissions is presented. In Sect. 3, a
summary of the causes responsible for high re-admission rate is discussed. Section 4
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Fig. 5 Re-admission rate for pneumonia [7]

Fig. 6 Hospital re-admission penalties

introduces some of the ways to reduce hospital re-admissions. Finally, Sect. 5 draws
the conclusion of the research work and future scope.
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2 Existing Work on Re-admission Prediction

Re-admissions after procedures are expensive and indicate the poor quality of a
hospital. There are a large number of prediction algorithms that use clinical and
administrative data to the forecast re-admission risk of patients [10–12]. To estimate
the re-admission risk of a patient, dedicated efforts are embedded in the learning
of effective features that are most relevant to a patients’ re-admission. A short
summary of research work performed earlier to predict re-admissions at hospitals
was discussed.

1. Risk-O-Meter is a standalone system used to forecast the re-admission risk
factor of CHF patients [13]. However, it is only accessible via a Web interface
and lacks the ability to interface with other systems.

2. Re-admission score as a service (RaaS) is the first re-admission risk calculator.
It leverages cloud computing to estimate the 30-day re-admission score of heart
failure (HF) patients and also displays the leading factors responsible for their
re-admission. The main advantage of RaaS implementation in comparison
with previous efforts is that it is deployed on Microsoft Azure which provides
access to both clinicians and patients without any requirement of analytical
infrastructure. Moreover, it is flexible enough to integrate with other medical
systems and data sources [5].

3. To reduce penalties and increase the life span of patients, [1] used clustering-
based actionable knowledge mining to decrease the average number of re-
admissions. First of all, patients are clustered based on the similarities in their
diagnoses, and then, novel algorithms are applied to predict the order of treat-
ments that the patients have to undergo to reach the desired condition. Finally,
a scoring metric is used to evaluate the clusters and treatments, so that a better
procedure can be estimated for the new patient, which decreases the hospital
re-admission rate to a large extent.

4. Some traditional modeling approaches, for example, logistic regression or
support vector machine (SVM), is commonly used for classification problems
[14–17]. Work done by Ref. [18–20] result in more statistical features that
are used to enhance re-admission prediction using modern modeling methods.
However, most of these methods focus on the ability to extract and classify
features, which restricts the efficiency of their methods.

5. A data-driven approach was implemented for forecasting the re-admission of
hospitals based on administrative results [21]. However, this technique cannot
integrate clinical laboratory data into the model and thus cannot equate its
results explicitly with other methods. Thus, [22–24] used a range of data
sources covering patient social and demographic profiles, medications, treat-
ments, illnesses, and laboratory tests. They used the features built for a partic-
ular illness and failed to consider the negative impact of misclassification
errors, however.

6. Choi et al. [25] exhibit deep learning models that outperform conventional
modeling methods in the medical field and therefore can be interpreted for the
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analysis of health care [26]. These works, however, mainly focused on deep
learning; do not pay attention to the problem of skewed data.

7. Therefore, [2] used convolutional neural networks (CNN) to extract impor-
tant characteristics that are most relevant to hospital re-admission. They used
categorical feature embedding to encode clinical features with feature vectors.
Then, both these categories of features were fed into the multilayer perceptron
(MLP) as input. To overcome the imbalanced data problem, a cost–sensitive
deep learning model was proposed to train MLP during re-admission predic-
tion. This approach performs better on real clinical datasets than the existing
methods and is being used in a large hospital for treatment and decisionmaking
on a real system.

8. Most models concentrated on a particular section of the population, for
example, a model for classifying heart failure patients at re-admission risk
within 30 days was designed in [27] using a comprehensive dataset consisting
of 12 separate cohorts of 1100 to 14,500 patients each.

9. Alluhaidan and others [28] designed a telehealth system for heart failure
patients to fill the gap as patients come to their homes to improve self-care,
and therefore, reduce re-admissions. Similarly, [29] developed a decision tool
for assessing and decreasing the chances of re-admission in patients diagnosed
with CHF. However, this tool was designed particularly for an urban teaching
hospital in the USA.

10. The ongoing studies onmedical re-admissions continue to include clinical data
which is available merely in the advanced electronic medical records (EMRs).
It is troublesome because most heart disease victims belong to the population
whose hospitals are not able to adopt modern EHR systems rapidly. Vedomske
et al. [30] used the random forest machine learning methodology to fore-
cast emergency re-admissions within 30 days of discharge for CHF patients.
However, this technique had some drawbacks. First of all, data was taken from
a particular hospital, and other locations were not taken into consideration.
Secondly, death rates within 30 days of discharge were not taken into account.
Lastly, a huge portion of datawas excluded due tomissing re-admission details.

11. A latest comprehensive and in-depth analysis ofmodels for forecasting hospital
re-admissions explaining their efficiency and evaluating clinical suitability is
described in [31].

12. This article determines the efficacy of care interventions in older adults with
chronic illnesses in minimizing short- and long-term hospital re-admission
following discharge from the hospital [32].

13. Likewise, a model was created for older patients over 65 years of age [33]. This
experiment utilized medicare inpatients from the general US community, with
a comparatively limited collection of data. The aim was to forecast complex
30-day treatment changes. Comparatively, the model gave a good performance
(0.83 AUC).

14. This study provides a model for evaluating the optimum time frame when
defining re-admissions for patients. Initially, by fitting a special case of a coxian
phase-type distribution, which is expressed as a mixture of two generalized
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Erlangdistributions, it captures the re-admission process.And then, the optimal
time period is determined by applying theminimumclassification errormethod
[34].

15. Within this article, it demonstrates that a broader study of re-admissions,
utilizing clustering, gives a richer and more complex interpretation. Several
commonly used U.S. datasets available publicly were combined: medicare
inpatient provider utilization, CMS impact file, hospital cost report, hospital
compare data, data from re-admissions reduction program (HRRP), payment
data, and U.S. census data. The primary hospital characteristics that were
mainly related to re-admissions were examined and are given as patient satis-
faction, the effectiveness of care, caring for poor, structure measures, case mix,
hospital funding, and use of hospital beds [7].

16. This article suggests an analytical framework using hospital inpatient admin-
istrative data from a nationwide healthcare dataset. The stacking algorithm is
integrated with an updated weight boosting algorithm to form a joint ensemble
learning model [35].

17. This project aimed to build a model that predicts the risk of re-admission
within 30 days. The risk of re-admission calculated by the proposedmodel was
then tested with the LACE index and patient at-risk of hospital re-admission
(PARR)—the most popular models for finding out the risk of re-admission
[36].

18. Chronic obstructive pulmonary disease has been recently introduced to the
list of diseases for which hospitals in the U.S. are penalized by the CMS.
While attempts have been made to statistically forecast those most vulnerable
to re-admission, rare studies have worked on unstructured clinical records.
It has designed a framework for analyzing clinical records and estimating
re-admission using natural language processing [37].

19. A study of five statistical models for COPD re-admission prediction including
generalized estimating equations, logistic and Bayesian logistic regression,
logistic regression tree, and generalized linear mixed model is discussed in
[38]. Hasan et al. [39] present a simple model that uses logistic regression to
determine patients at high risk of re-admission.

20. Researchers at Deakin University developed a framework to assess the re-
admissions of chronic diseases [40]. The framework can predict the re-
admission rate in COPD patients within 30 days with an AUC= 0.67 and was
an enhancement upon baseline co-morbidity methods which are commonly
used for re-admission prediction.

21. The project proposes a causal Bayesian networkmodel to findways of reducing
re-admissions for patients diagnosed with chronic obstructive pulmonary
disease (COPD). This model uses a Bayesian network approach and adopts
domain knowledge. This study provides early intervention plans which prove
really helpful to reduce COPD re-admissions [41].

22. The main objective of this paper is to develop an optimization model that
helps to predict the re-admission rate of chronic obstructive pulmonary disease
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(COPD) patients within the budget constraint. This model will also assist the
hospitals to plan the required budget and reduce the re-admission levels [42].

23. Moreover, healthcare delivery systems such as nutrition analysis, radiation
therapy treatment planning, resource allocation, and scheduling (e.g., [43–
47]) heavily used linear programming models. But, no such study has been
done on COPD re-admission.

24. This study used various machine learning approaches such as logistic regres-
sion decision tree, neural networks, and gradient boosting to classify different
demographic, clinical, and socioeconomic variables that play a key role in
forecasting the loss of revenue due to re-admissions. For this purpose, three
medical conditions were mainly used, namely total knee arthroplasty (TKA),
chronic obstructive pulmonary disorder (COPD), and total hip arthroplasty
(THA). These models are then tested and contrasted based on area under ROC
(AUC) and the rate of misclassification. With the help of visual data, this tool
not only helps the hospitals to measure financial costs but also to track their
service efficiency in a real-time fashion [8].

25. This study proposes a deep learningmodel aggregating deep forest andwavelet
transform to predict the re-admission risk of diabetic patients. The model has
been validated with actual health reports and contrasted with other patient
prediction strategies. The findings of the experiment indicate that the deep
forest is capable of performing better than the existing state-of-the-art methods
for diagnosing diabetics [48].

26. Duggal et al.’s recent research makes use of Apache cTAKES to annotate the
unstructured electronic health record (EHR) [49]. This study looks primarily
at the re-admission rate of patients with diabetes in an Indian hospital for
over 30 days. Several machine learning algorithms such as Adaboost, logistic
regression, random forest, neural networks, and naïve Bayes were compared.
The highest AUC of 0.688 was achieved using random forests.

27. This paper initiates the study of predicting the risk of re-admission for conges-
tive heart failure (CHF) incidents within 30 days using big data solutions
[50].

28. This project develops a software tool that not only calculates the re-admission
probability of CHF patients but also assists the hospitals to determine the
various factors that have a profound impact on the calculated re-admission
risk. Depending on the patient’s social factors and medical comorbidities, the
decision support tool determines a list of post-discharge resources to reduce
the probability of re-admission for patients [29].

29. Adetailed list ofmodels for forecasting the heart failure patient’s re-admissions
risk is given in [51].

30. Research by Wasfy et al. aims to use the unstructured details in the electronic
health record (EHR) to forecast re-admission in percutaneous coronary inter-
vention patients within 30 days [52]. In this analysis, the primary tool of NLP
was the use of regular expressions to derive particular queries from the clinical
report. The AUC for this study was 0.69.
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Fig. 7 Re-admission risk prediction conceptual model

31. Kansagara et al. conducted a systematic review in 2011 which compares data,
methodology, and results [53]. The study concluded that estimation of re-
admission is a complex issue and that recentmodels do not outperform research
a decade before.

32. In this paper, the authors worked on a general framework for hospital-specific
re-admission prediction. It extracts patient data (medications, demographics,
labs, CPT and ICD codes, etc.) from a health system and generates a statistical
model to predict re-admission. If a model for a particular disease is required,
the framework can also adjust the model for only those patients suffering from
that disease [6].

33. Some models were also developed for general population environments. A
common model named LACE is discussed in [54], which used data from 4000
patients in 11 hospitals to predict emergency re-admissions after discharge
from hospitals in Ontario, Canada. Other models that focus on data from
general population include [55–57] (Fig. 7).

3 Causes of Hospital Re-admissions

Over the past years, hospitals across many developed countries such as the UK and
the USA experience high re-admission rates [58]. One reason behind this could be
a rapid discharge of the patients, as hospitals are accused of discharging patients
“sicker and quicker” [59]. Therefore, the rise in early discharges may lead to high
re-admission rates, which could probably be perceived as the premature discharge
of patients from hospitals.
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However, hospitals believe that re-admissions depend on the type of populations
being served [7]. The argument is backed by conventional statistical analyses. Partic-
ularly, while the patient population is an important factor, patient satisfaction and
quality of care also contribute a lot. Hospitals with higher patient satisfaction rates,
serving less poor populations, and dealing with more complicated cases have lower
re-admission rates across 1518 hospitals across the United States and are less likely
to incur fines, according to research. There are poor associations: The frequency of
re-admissions is more for the low-income population, and less for patients with high
satisfaction; quality of care is negatively correlated with poor populations; resource
availability is positively correlatedwith complex cases [7]. In short, continuity of care
services prevents hospital re-admissions particularly in elderly people with serious
illness [32]. On top of that, social characteristics play a vital role in predicting the
patient’s risk of getting readmitted to a hospital [60].

Drug consumption such as cocaine, alcohol, and tobacco harms re-admission
of CHF [61]. It is evident from the fact that CHF patients who use tobacco and/or
alcohol aremore vulnerable to re-admissions compared to other patients [62]. Several
researchers report that patients receiving medication for tobacco dependency have
lower chances of re-hospitalization within 30 days of discharge. Similarly, cocaine
use is known as a major social element in 30 days of re-admission or death [63].

Recent findings across the general population found smoking to be a leading cause
of re-hospitalization.With a re-admission’s odd ratio of 1.33 after one year of release,
patients with mental disorder plus smoking addiction have a 33% higher probability
of re-hospitalization relative to those who never smoked [64].

Social isolation is also found to be responsible for increasing re-admission rates,
according to a study [60]. The possibility of re-admissions can be reduced if patients
get continued support from their family members [62]. It has been shown that the
availability of resources, such as travel arrangements, affects the re-admission rate
[65].

Research has shown that there is a lack of responsibility to provide additional
medical care for CHF such as patients refusing their diagnosis and declining to
continue engagement with their doctors which further affects re-admission rates
[65].

Besides, the stress caused by demographic variations, for instance, elderly people
in advanced countries, may influence the rise in re-admissions. The main triggers of
premature re-admission in theUKare considered to be chronic obstructive pulmonary
disorder (COPD), stroke, congestive heart failure (CHF), and hip and thigh fractures
[66, 67]. The re-admission rates are high for patients diagnosed with CHF, as per a
report released by the American Heart Association (AHA). Such that within 30 days
of discharge, 21.2% of overall CHF patients were re-hospitalized [28].

In addition to exploring medical, demographic, and ethnic causes, North Carolina
data provided by HCUP found that social and economic factors such as eating habits,
sleeping patterns, smoking, diet, and income play a vital role in these re-admissions
[8].

Another reason behind patients getting readmitted to hospitals is the undesirable
outcome thatmayoccur after the recommended treatments andmaynot be anticipated
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beforehand [68]. Furthermore, statistics demonstrate that 10% of patient fatalities
occur due to diagnostic mistakes and are the most common type of litigation for
medical malpractice in the USA [69].

According to a study released as a review letter in JAMA, Sepsis is found to
a leading cause of medical re-admission and expenses. Nationwide re-admissions
database 2013was used to examine costs of unplanned re-admissions for heart failure
(HF), pneumonia, chronic obstructive pulmonary disease (COPD), acute myocar-
dial infarction (AMI), and sepsis in adults in the USA. The predicted re-admission
costs for sepsis ($10 070) were significantly higher than for heart failure ($9051),
pneumonia ($9533), COPD ($8417), or AMI ($9424) [70].

4 Reduction in Hospital Re-admission

The huge expenditure on healthcare each year and the need to improve the quality of
healthcare make it mandatory to reduce hospital re-admissions. Early re-admission
prediction in the process of hospitalizationwill help prevent severe or life-threatening
accidents, which serve as a significant contributor to decreasemedical costs. Previous
research on forecasting re-admissionmostly concentrates on some important features
that are most relevant to the cause of re-admission [71].

A wide research area is working to reduce re-admissions. A large portion of this
concentrates on enhancing discharge procedures and quality of care, e.g., ensuring
that patients are properly informed regarding their post-discharge care [6]. It is essen-
tial to educate patients about their sickness and the various treatment procedures that
they can have to maintain a stable state. Research conducted by Sara Paul showed
that education can decrease the chances of re-admission by 54% [72].

One study showed that setting up a clinical care program, that includes regular
telephonic meetings between the pharmacist and a patient, reduced chances of re-
admission by 26% [18], for example, re-admission risk in hospitals for high-risk
aged people released from hospital wards can be minimized with home-based phar-
macist follow-up that detects and fixes drug-related issues (DRIs), claims Australian
researchers.

Specifically,when prolonged re-admissions are related to socioeconomic and clin-
ical determinants, improved coordination and integration through multiple bound-
aries (health, social, cultural) and structured collaborations between community-
based organizations and acute-care hospitals may deter them (Liner-tova et al. 2011)
[32].

Existing research has found that improved assistance to patients at home can have a
drastic impact on healthcare costs and efficiency [73, 74], for example, [28] designed
a telehealth system for patients diagnosed with congestive heart failure (CHF). It
collects patient information, for example, glucose, heart rate, weight, blood pressure,
etc., and displays it on the dashboard present on the clinician’s end. Daily measure-
ment of vital factors (blood pressure, weight, heart rate, glucose) and regular tracking
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of patient symptoms can decrease re-admissions and improve patients’ condition to
a great extent.

Many behavioral considerations, such as non-adherence to drugs and eating
patterns, greatly affect the risk of a patient’s re-admission [75]. It is advised that
an individual with CHF-related problem limit their sodium intake to 3 grams or less
[76]. The chances of heart failure that can get doubled due to hypertension can be
controlled by reducing the amount of sodium intake [77]. Recently, the new guide-
lines released by the American Cancer Society suggest that women with acceptable
breast cancer risk should begin mammograms at 45 years of age (5 years later than
previously recommended by ACS) [78–80]. According to Fogg’s behavior model,
the three important elements to adopt a healthier lifestyle are motivation, ability, and
trigger to change your behavior. If anyone among these is missing, behavior does
not change (Fig. 8).

Fig. 8 Re-admission process: causes and ways to reduce hospital re-admissions
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5 Conclusion

Re-admission is the major cost driver for medicare systems. The explanations for
why people return to the hospital soon after discharge are complicated. Unnecessary
medical re-admissions reduce not just the quality of medical care, but it also results
in high resource wastage in hospitals. Few attempts have been made to find out the
appropriate time frame in forecasting re-admission. Factors such as poverty, gender,
type of population, age, and seriousness of illness may lead to differences in the
predicted time periods of the specified clinical conditions. Patients who are identified
at high re-admission risk while hospitalization can aid to cut down re-admissions.
Socioeconomic factors are mostly helpful in prediction, but usually, they are not
present in the electronic medical record system of hospitals. Hence, even if there is a
design of risk predictionmodels for a particular hospital, it does not offer outstanding
performance.

Re-admissions influence the demographics of patients such as social, cultural,
health, and financial factors; resource availability, care quality, and hospital bed.
Hospitals treating underprivileged people and delivering inadequate treatment are
the two major reasons for increased re-admissions. Another concern worth noting
is that hospitals with fewer/no re-admission fines are more likely to be hospitals
with adequate funds to devote their resources to improving the quality of treatment.
Therefore, the penalization of hospitals with financial problems is not favorable.
However, it is the responsibility of hospitals to strengthen patient care and adhere to
follow-up services, but should never, at the same time, be prevented from helping the
poorer and sicker populations. Larger, well-accomplished research should continue
to gather evidence on the long-term efficacy of quality of treatment approaches.
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An Edge DNS Global Server Load
Balancing for Load Balancing in Edge
Computing

P. Herbert Raj

Abstract The information technology era faces an inflection spot due to current
changes in the network industry due to the surrogation of cloud application imple-
mentation instead of data centre-based application implementation. The fiery growth
of portable devices, sensor, and IoT-based devices would cause a stern effect on
cloud application development and deployment in the network industry. The edge
computing model is developed to enhance cloud application deployment. Edge
computing is defined as where the computed calculations and storage of data are
located in close physical proximity to improve the response time, reduce the latency,
and improve the network bandwidth. This article analyses the ways to achieve the
goals of edge computing with the assistance of load balancing.

Keywords Edge computing · Data centre · Global server load balancing (GSLB) ·
Disaster recovery plan (DRP) · Distributed denial of service (DDoS) · Internet of
Things (IoT) · 5G · Latency

1 Introduction

This is an epoch of cloud computing. Currently, many people are using personal
computers and desktops to access many of the centralized server computers. At the
same time, IBM,Amazon,Microsoft, andGoogle are providing cloud services to their
users to improve scalability, efficiency, reduce IT expenditure, 24 × 7 connectivity,
andmuchmore [1]. The cloud computing business could surpass $330 billion in 2020
due to the embracement of cloud computing [2]. This happened because users could
access the resources from anywhere at any time. The upcoming 5G technology will
enhance these capabilities because edge computing must provide high bandwidth to
the connected users [3–5].
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Fig. 1 Edge architecture with load balancers

1.1 Need for Load Balancing in Edge Computing

Edge computing tries to move the computations nearer to clients to minimize the
delay and to reduce the bandwidth usage. The edge of a communication network
is very close to the client; unlike the cloud network, the servers are placed in a
faraway place. Cloud computing is a central network management system where
applications are functioning in the data centres. Edge computing is also a central
network management system but here applications are operating either in the device
or in the network edge [6]. It intensifies the confidentiality and solitude of data being
processed. Network instability or disruption will not affect the overall operations
in edge computing [7]. Figure 1 depicts the edge computing architecture with load
balancers.

1.2 Need for Load Balancing in Edge Computing

Scalability is the key issue in load balancing. Some services may not be available
to clients due to the network or website or server failure. This may lead to disparity
in the network traffic distribution. Load balancing algorithms take a lead to resolve
the unbalanced traffic distribution. Even though numerous algorithms are available,
achieving optimal load balancing is an ultimatum. The cloud bursting method is
used in some servers to settle the load balancing issues in the edge environment [8].
The application of load balancing is greatly influenced by the tendencies of edge
computing. The job of the load balancer is to migrate together with other apps. Data
centres of edge have load balancers that utilize the global server load balancing
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(GSLB) for linking the different edge data centres. This will maintain an effective
reply time by spreading the load over multiple edge servers [9].

1.3 Load Distribution

Load in the network will be distributed evenly between clients and servers by using
various load balancing algorithms. The algorithm will be selected based on what
sort of facility provided, and the present stage of the network will be taken into
consideration. There are few load balancing algorithms used to balance the load,
namely round-robin, weighted least connection, and resource-based.

1.4 Edge Computing and Load Balancing

Internet of Things can able to nexus with numerous portable and smart gadgets and
automatically turn out to be a component of varying cutting-edge applications. This
produces a huge volume of data, and it may increase in future [10, 11]. The data
centres of clouds are positioned very in far-flung locations from these gadget users,
and the bandwidth is limited [12]. So, latency in request-reply is inevitable. Edge
computing assists to reduce this distance andmoving closely from federal services to
the boundary of the network. These edge devices may handle a huge sum of data and
concurrent taskswithout any latency [13].Nevertheless, thismight lead to unbalanced
traffic distribution due to the huge amount of data to be processed. Multiple data
centres in the edge can be combined as a single virtual one. So, load balancing can
be done here by using GSLB. Nowadays, edge computing load balancing is drawn
the attention of scholars because of its physical proximity to the users and latency
reduction [1]. In this article, the process of GSLB comfort edge load balancing is
discussed in detail.

2 GSLB Load Balancing

In GSLB, the network traffic is disseminated to the numerous linked servers in this
universe. This is one of the most credible load balancing methods for industries,
and it greatly minimizes latency. GSLB empowers multi-edge data centres to control
and manipulate the availability of the resources placed across the world. This can
be achieved by incorporating virtual multi-edge data centres, several servers, and a
cloud environment. It has optimized traffic redirection methods in case of any failure
or service intrusion over the network distribution. The user’s request is sent to a
location where it can obtain the best service and also examines the availability of the
resources.
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2.1 Need for Edge DNS GSLB

(a) LoadBalancers: Load balancers functionwell on a smaller scale,whichmeans
when the end users’ devices and servers are limited. LBs may not function
well in the multi-cloud with numerous data centre architectures due to their
complicated topology. For the LBs, there is a need for definite design and
bandwidth to link the data centres and user devices. It is not possible to provide
these facilities for all the services. To alleviate this problem, DNS can be used
[14]. Here, user requests can select one of the offered IP address at random and
send their traffic to a particular destination. This will disseminate the load amid
data centres. The LBs mounted in the local data centres lever the remaining
traffic.

(b) DNS: DNS disseminates the network load to numerous addresseswith a similar
application label. Setting up a DNS connection is very straightforward, and
the service provided by DNS can be easily used by users. In load balancing,
DNS redundancy cannot be updated automatically when a server is added
or removed. Some automatic updates or manual updates are needed at this
point. This may lead to application unavailability for some clients. Global
DNS system may provide a similar reply to all the connected users. Some may
need a different reply according to their site location. So vibrant updates and
site-specific replies are mandatory here. To alleviate this sort of problem, DNS
global is hosted [14].

(c) DNS GSLB: DNS GSLB is able to reply vibrantly to the client requests and
robotically updates the server. The disadvantage of this method is that those
who need to use this service have to be in this geographical zone. This system
is highly centralized. Always on service availability may not be possible due
to the capability to find out the available servers. This problem leads to find
another better method to route the traffic smartly and directly.

(d) Edge DNS GSLB: Edge DNS GSLB is considered to be the best solution for
traffic routing because it offers the best routing decision to reach the destination
for a requested client. It can answer any client’s request without any centralized
committed zone. The traffic routing of edge DNS GSLB can be integrated
with characteristics of a recursive DNS server which offers a lot of benefits to
the clients. The benefits of this method are scalability, swift responsiveness,
obtainability of local data, proficient caching, security, optimized DNS traffic,
and augments multicentre robustness [14].

3 Edge DNS GSLB and Multi-cloud

Edge DNS GSLB produces a professional and modest way to load balance the
network load. The application routing choice will be made at the location of
users which is closer to the edge network. The forthcoming sessions describe the
advantages of executing Edge DNS GSLB.
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Fig. 2 Live connection. Source https://www.efficientip.com/wp-content/uploads/2020/10/sp-
GSLB-Use-Cases-EN.pdf

3.1 Advanced Disaster Recovery

Industries host significant applications in a particular server that will be available
in the disaster recovery plan sites. These kinds of applications will be accessed and
used by numerous users. IP address maintenance will be handled by DNS. In case of
any failure arises, these applications will not be accessible. The new location of the
network must be reflected in the IP address. Without blunders, changing the DNS
information is impossible. Moreover, it is a time laborious task. All users switching
over to the DRP site would complicate things furthermore.

At the application level, Edge DNSGSLB permits amalgamatingmanifold design
facilities and switching over.

(a) Failovers: Here, each application is established with two nodes, one is to link
the key site and another one is to link the reserve site. If the key site is inca-
pacitated, then all the applications are connected to the DR site. This will be
done automatically [14]. Figure 2 shows the live connection between the user
and the application data centres.

3.2 Sharing of Network Load Between Multiple Data Centres

Consider a scenario, an application is accommodated in several data centres for
distributing the network load. The users’ requests will be directed according to their
own site to the desired data centres. The challenge is how to make this possible for
a user-specific site. Figure 3 describes the traffic routing with a health check.

(a) Dynamic Distribution: The level of the application server link will be checked
on an ordered basis by Edge DNS GSLB to determine whether the users can
be pointed to it. This will decide on which is the best link for the user [14].

https://www.efficientip.com/wp-content/uploads/2020/10/sp-GSLB-Use-Cases-EN.pdf
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Fig. 3 Application traffic routing with a health check. Source https://www.efficientip.com/wp-con
tent/uploads/2020/10/sp-GSLB-Use-Cases-EN.pdf

3.3 WAN Failure Detection

In the case of WAN failure, clients’ requests should be led to the application server
which is accessible and the top pick. The challenge is that accessing from a middle
of a server to a client placed in a far-flung site may not be possible all the time. Edge
DNS GSLB identifies any differences in the network among the far-flung location
and the application server and gives the best solution for routing [15]. Figure 4 shows
the selection of the best destination routing.

Fig. 4 Selecting the best
destination. Source https://
www.efficientip.com/wp-con
tent/uploads/2020/10/sp-
GSLB-Use-Cases-EN.pdf

https://www.efficientip.com/wp-content/uploads/2020/10/sp-GSLB-Use-Cases-EN.pdf
https://www.efficientip.com/wp-content/uploads/2020/10/sp-GSLB-Use-Cases-EN.pdf
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4 Conclusion

Until now, IP address resolution is done by DNS service. This is a significant proce-
dure in IP networks because it permits users to access the application server. The oper-
ational requirements made the network engineers devise new protocols and devices
to enable the users to access everything smoothly and securely. When data centres
provide services to the users to store or retrieve data and a lot of security measures are
devised to access the data securely. The design complications are diminished with
the help of Edge DNS GSLB. Load balancing and multi-cloud management can be
designed undoubtedly with the help of Edge DNS GSLB. The significant benefits of
Edge DNS GSLB have increased scalability, dexterity, robust multi-cloud manage-
ment, user experience, and simple DR plans. Most importantly, this load balancing
technique minimizes the energy consumptions of the processor without lowering the
edge network functioning. Finally, this method guarantees the application accessi-
bility for the clients, if any WAN breakdown happens. The implementation benefits
of Edge DNS GSLB perfect match for load balancers, SD-WAN, and application
delivery controllers to make correct routing decisions. This is very straightforward
to implement and expands huge benefits.
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Network Intrusion Detection Using
Cross-Bagging-Based Stacking Model

S. Sathiya Devi and R. Rajakumar

Abstract Network-based information transmission has brought huge convenience
for users in terms of the ease of use. However, the increased transaction not only
lures fraudsters but also makes attack detection with a complicated process and
mandates scalable models that can handle big data. This paper presents a network
intrusion detection model that uses a hybrid ensemble model to identify intrusions in
network transmission process. This work proposes the cross-bagging-based stacked
ensemble model, which is a two-layered prediction mechanism used for operating on
the complexnetworkdata. Thefirst layer that contains amodifiedbaggingmechanism
is called the cross-bagging, where the results are passed to the second layer for final
prediction. Experiments were conducted by using the NSL-KDD dataset. The usage
of ensemble modelling enables the model to be effectively parallelized and also
ensures high scalability of the model. This ensures effective prediction even on data
with large volumes and high velocity. Comparisons with recent models show high
performance for the proposed model.

Keywords Network intrusion detection · Cross-bagging · Stacking · Anomaly
detection · Ensemble model

1 Introduction

Increased usage of networks and network-based transactions in recent times ismainly
due to the ease of use.However, the flexibility comeswith the vulnerability associated
with it [1]. Packets transmitted in networks are prone to attacks by creating a huge
security risk in the transmission process. Although this cannot be avoided altogether,
it can to a large extent be detected and prevented at the earliest [2, 3]. Network
intrusion detection systems play a pivotal role in performing this process effectively.
Faster detection process results in a better system by providing elevated levels of
security. Further, the large amount of data created in the current scenario makes

S. Sathiya Devi · R. Rajakumar (B)
BIT Campus, Anna University, Tiruchirappalli, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
A. Pasumpon Pandian et al. (eds.), Computer Networks, Big Data and IoT, Lecture Notes
on Data Engineering and Communications Technologies 66,
https://doi.org/10.1007/978-981-16-0965-7_58

743

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-0965-7_58&domain=pdf
https://doi.org/10.1007/978-981-16-0965-7_58


744 S. Sathiya Devi and R. Rajakumar

intrusion detection in networks as a significant challenge. This further results in the
requirement of big data processing techniques for the detection process.

Technically, intrusion detection systems can be categorized into two; they are
intrusion detection systems (IDS) and intrusion prevention systems (IPS) [4]. IPS is
a proactive model, while IDS is a reactive model. IDS is a more adopted problem
whencompared to IPS [5]. Thisworkpresents an IDSmodel called the cross-bagging-
based stacked ensemble (CBSE). Network data is complex, hence requires a complex
model for prediction. The proposed CBSE model is composed of two levels; the
begging process and the stacking-based prediction. This enables the model to create
higher-level abstractions, hence provides better predictions.

2 Literature Review

Intrusion detection plays a pivotal role in networks paradigm with the effective
network functioning parameters. IDS systems are categorized based on their opera-
tional nature. This section categorizes the IDS models into three categories; they are
hybrid/ensemble models, machine learning-based models and ensemble models.

A hybrid model for detecting intrusions in network data was presented by
Aljawarneh et al. [6]. This model is built in two layers; the first layer is composed
of vote algorithm based on the information gain, and the next layer is composed
of multiple machine learning models for prediction. Another hybrid technique that
combines multiple models for prediction is presented by Ravale et al. [7]. A bagging-
based intrusion detection model was proposed by Gaikwad et al. [2]. It uses partial
decision trees for the prediction process. A context-aware IDS model for real-time
environments was proposed by Pan et al. [8]. This model is designed for auto-
mated operations on networks. Other hybrid models include unsupervised model by
Carrasco et al. [9], reinforcement learning-basedmodel by Caminero et al. [10], deep
learning-based model by Gurung et al. [11] and fuzzy cognitive maps (FCM)-based
model by Chen et al. [12].

A support vector-based model that uses both classification and regression for
prediction was presented by Bamakan et al. [13]. The model has been designed to
operate on data imbalance and the skewed distribution of the data. Several other
models utilizing support vector machine (SVM) for the prediction process are incre-
mental SVM model by Yi et al. [14], principle component analysis (PCA)-based
SVMmodel by Kuang et al. [15] and feature selection-based SVMmodel by Ahmad
et al. [16]. An IDS model using lazy Learning was presented by Chellam et al. [17].
This model aims to reduce the computational complexity of the detection mecha-
nism. An extreme learning machine-based model that uses incremental learning as
the learning strategy was presented by Wang et al. [18].

A genetic algorithm-based IDS model was proposed by Pawar et al. [3]. It uses
chromosomes of varying lengths for the prediction process. A combination of meta-
heuristic models is also used in literature, creating hybrid models. An artificial bee
colony (ABC) and AdaBoost-based IDS model was presented by Mazini et al. [19].
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ABC is used for feature selection and AdaBoost is used for the detection process. A
linear genetic programming-based IDS model was proposed by Hasani et al. [20].
It also incorporates the bees algorithm in its prediction process. Other swarm opti-
mization models include articles by Gupta and Shrivastava [21], Sujitha and Kavitha
[22], and firefly-based model by Selvakumar and Muneeswaran [23].

3 Cross-Bagging-Based Stacked Ensemble (CBSE)

Intrusion detection in networks has become a major concern due to the sensitivity
of the information transmitted via them and also because of the increased attacks in
network by fraudsters. Thiswork proposes an ensemble-basedmodel, cross-bagging-
based stacked ensemble (CBSE) that aims to provide a complex analysis architecture
that detects network intrusions significantly faster than the conventional models.

The proposed CBSE model is composed of three major phases; the initial
preprocessing phase prepares the data for predictions, the cross-bagging ensemble
modelling phase reads the data and prepares the decision rules for predictions, the
final stacking phase operates on the predictions from the previous phase to determine
the final predictions. Algorithm for the proposed model is given below.

Algorithm

1. Pre-process training data
2. Data segregation to form training and testing data
3. Divide training data into ten distinct subsets
4. Create base learners (Decision Tree and Random Forest)
5. For every subset s created (except for the last):

(a) Pass to a distinct base learner for training

6. Use the last subset for prediction
7. Append prediction to the result set
8. Shuffle training data
9. Repeat steps 3–8 until required number of prediction results are obtained
10. Create training data (second level) for the stacking phase using the predictions

and actual class
11. Train logistic regression model using the second-level training data
12. Pass predictions from this as the final predictions.

4 Data Preprocessing and Segregation

Network data in general is composed of several network attributes. Several of these
properties represent details about the source, destination and some standard attributes
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that are to be inserted into the network packets. These attributes however might not
be needed for the machine learning model.

Data preprocessing is performed by identifying categorical and string attributes
and converting them to numerical formats. Numerical features are the only type of
features that can be processed by machine learning algorithms. Hence, categorical
attributes are encoded to form numerical attributes. This work uses one-hot encoding
method to convert categorical data to numerical formats. String data corresponds to
data that cannot be encoded due to the generic (like Address) or very specific nature
of data (like ID). Hence, they are eliminated from the data. This forms the end of the
data preparation phase. The data is then segregated into training and test data. The
division is performed in the ratio 7:3, where 70% of data is used for training and
30% of data is used for testing.

5 Cross-Bagging Ensemble Creation

Ensemble modelling is the process of using multiple machine learning models to
perform predictions rather than relying on a single model. Ensemble models are
considered to operate best when data involved for prediction is complex. Several
ensemble modelling techniques are available in literature, namely bagging, boosting,
stacking, etc. This work uses a combination of bagging and stacking models for
prediction. This phase creates a bagging model for the prediction process.

Bagging or bootstrap aggregation is the process of creating various subsets of the
data called bags and training multiple machine learning models based on the created
bags. These models are used for prediction and the predictions are aggregated using
a combiner to provide the final results. The proposed model modifies the bagging
process by varying the bag creation mechanism and by replacing the combiner phase
with the stacking process.

The proposed bag creation process is performed by splitting the data into ten
distinct subsets. Overlaps between the subsets are eliminated in order to constrain
the training data within a specific size. The number of subsets to be divided depends
on the training data and the data similarity levels. This is determined by the domain
expert. Nine of the generated subsets are used for training and the final set is used
for prediction. The resultant predictions are recorded for processing by the stacking
model. The dataset is then shuffled to rearrange the data instances. The shuffled
dataset is again split into ten segments, nine of which are used for training and one
for prediction. The predicted results are appended with the previous prediction set.
The process of shuffling, splitting and prediction is repeated multiple times, and the
results are iteratively appended to the prediction set. This process is repeated until
sufficient amount of data is obtained for the next level stacking process.

Predictions are performed by multiple heterogeneous classifiers, rather than a
single model. This aims to improve the prediction level of the data. This work uses
decision tree and random forest for prediction. Although both are tree-based models,
decision tree is a weak classifier, while random forest is a strong classifier. Being
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weak classifiers, decision trees have the capability to handle dynamic data. Since
the domain requires dynamism, decision trees are used as a part of the ensemble.
Random forest, being a strong ensemble, can effectively overcome the overtraining
issue experienced by the decision tree model. Predictions of both these models are
combined to form the input data for the stacking model.

6 Stacking Phase for Final Prediction

The predicted results obtained from the previous phase are combined with the actual
results to form the training data for the stacked model. Stacking is the process of
operating on predictions of a model rather than on the actual data to determine the
final predictions. Stacking operates to determine the predicting nature of a model.
The model creates rules based on the predicting behaviour of models in the previous
phase, rather than creating rules from the training data. This provides a two-level
abstraction, hence makes the model effective even on highly complex data.

Logistic regression is used as themodel of choice for the stacking phase. Although
being a primitive model, logistic regression was observed to operate effectively on
less complex data to provide highly effective predictions. The low-computational
complexity exhibited by the CBSE model makes it a suitable choice for the second-
level prediction.

The test data is passed to decision tree and random forest and the predictions are
aggregated and passed to the stacked model. The predictions from stacked model are
passed as the final predictions.

7 Results and Discussion

The cross-bagging-based stacked ensemble (CBSE) model has been implemented in
Python. NSL-KDD is used to validate the model performance [24]. ROC curve for
the CBSE model is shown in Fig. 1. ROC curve creates plots between TPR and FPR
values. High TPR and low FPR are indicative of an effective classifier. The CBSE
model shows TPR of 0.99 and very low FPR (<0.1), indicating good performance of
the CBSE model.

PR curve for the CBSE model is shown in Fig. 2. PR curve is plotted with preci-
sion and recall in the axes. Precision represents the effectiveness of the classifier in
correctly identifying the intrusions,while recall represents the capability of themodel
in labelling intrusions from all of the test instances. Both are expected to be high in a
good model. High precision represents that most of the positively labelled instances
are actually positive and high recall represents that the model has correctly labelled
most of the positive instances as positive. CBSE model exhibits high precision and
recall showing its prediction efficiency.
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Fig. 1 ROC curve
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Aggregate metrics indicate an overall view of the classifier performance. This
work considers accuracy, precision and F1-score for analysis (Fig. 3). A compar-
ison is also performed between the CBSE model, RampLoss model [13] and deep
learning-based model [11]. RampLoss is the recent state-of-the-art model for intru-
sion detection in networked environments. The CBSE model exhibits either equiva-
lent (accuracy at 99%) or higher performance (improvement of 1% on F1-score and
2% on precision) in terms of all the metrics. The high prediction capability of the
CBSE model is explicit in the comparison. Although the predictions are similar, the
ensemble model is parallelizable in nature and hence exhibits high scalability levels,
making the model effective in big data environments.

The performance of CBSE is tabulated and shown in Table 1. The metrics show
high performance (>97%) in terms of all true prediction metrics and (<3%) in terms
of all the false predictions. This indicates high performance of CBSE.
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Fig. 3 Performance comparison of aggregate metrics with RampLoss and deep learning models

Table 1 Performance of
CBSE model

Metric Value

FPR 0.03

TPR 0.99

Recall 0.99

Precision 0.99

F1-score 0.99

Accuracy 0.98

TNR 0.97

FNR 0.01
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8 Conclusion

Detecting network intrusions at the earliest enables secure network environments,
hence encourages users to perform even highly sensitive transactions. This work
presents an effective intrusion detectionmodel,CBSE, to perform intrusiondetection.
The model is composed of two layers; the cross-bagging layer and the stacking layer.
Experimental results and comparisons indicate high performances by the CBSE
model.

Novelty of the model is based on the usage of varied combination of training and
test sets in the cross-bagging layer results in forming rules that can handle the complex
nature of the data under analysis.General baggingmodels are homogeneous in nature.
The heterogeneity introduced in the process results in handling data insufficiency and
also avoids overtraining. The stacking layer enables handling the complexity of the
input data with the secondary abstraction. This high efficiency makes the proposed
CBSE model highly effective in terms of predictions in real time.
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Abstract Network security is considered as a major task in network architecture.
A network administrator had to focus, and it is defined and demonstrated as the rules,
plans, and procedures followed by a network administrator to protect the network
devices from different threats, and simultaneously, the passive and active attacks are
generated from various vulnerable sources. Further, the unauthorized users must be
prevented from accessing the network. There are different types of threats that need to
be identified, explored, and take a step for preventing it, wherein the attacks are like
DoS and DDos attracts, Aurora attacks, malware attack, port scanning, password
sniffer, IP spoofing, session hijacking, and man-in-the-middle attacks, and cyber-
attacks. This could be done with the help of firewalls, which can secure the network
from malicious attacks. This paper is more focused on strong policy and performs
incredible directions for averting the mentioned attacks. Firewalls are one of the
strongest hardware attachments to secure the zone of networking sectors like local
large, multinational, or enterprise networks. The deployment of firewalls that enforce
an organization’s security policy is network devices. For this kind of tiresomeness,
the concern of this paper is to enhance and develop network security like IPsec VPN,
strong masquerades, port forwarding, create a trusted zone on WAN and LAN side,
etc., based on the firewall by the execution of various tasks and different policies.
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1 Introduction

Now, in this modern world, computer network system increases rapidly day by day.
Therefore, a strong security system is very much important to protect the network.
In a computer network, users interface are threatened from all kind of attacks from
hackers. So, the development of network systems is the most required step where
unwanted attacks are rising significantly.A large number of these dangers have turned
out to be cunningly practiced assaults causing harm or submitting robbery.Moreover,
government and business aremassively dependent on the use of the Internet, and there
are numerous advantages for using of Internet. So, ensuring secure applications for
this sector to prevent the risk. Firewall concepts and technologies are nowadays a
major topic that should be a part of any information security curriculum. Firewalls
are security devices or software tools that are used to apply by implementing secu-
rity rules to filter inward and outward network traffic of an organization’s security
policy. However, commercial firewalls are nowadays designed to be used by profes-
sionals and are not usually very appropriate for the academic environment. That is
the most commercial firewalls do not allow educators to suggest advanced hands-on
lab exercises on firewall concepts and technologies and offer usually complex user
interfaces to con the firewalls and manipulate the filtering rules. For example, [1]
low-level filtering rules are not to be allowed in commercial firewalls by manipu-
lating the six flags of TCP, [2] also do not allow the lack of the ability to deal with
the efficiency and the consistency of the filtering rules, [3] do not allow managing
and viewing the table of stateful sessions, do not offer means to enhance the firewall
packet processing performance by reordering the orders of the filtering rules and
their rule-fields or using early packet rejection and acceptance mechanisms [4, 5] do
not allow implementing rules to filter the application layers’ contents (known as deep
packet inspection (DPI)) and are unable to deal with common denial of service (DoS)
attacks targeting the firewalls [6]. Consequently, commercial firewalls do not allow
both the instructors to offer advanced hands-on lab exercises on firewalls, and the
students to better anatomize advanced firewall concepts and technologies. An enter-
prise network is a network that helps to connect associate’s PCs and related gadgets
crosswise over offices andwork group systems. An enterprise network decreases cor-
respondence conventions, encouraging framework, and gadget interoperability and
also enhanced the interior and outside enterprise data management which is called a
corporate network. An enterprise network is to eliminate different clients and work
groups as the key motivation. All methods should be able to communicate with each
other and provide and recover data. Also, physical processes and devices should be
able to maintain and give favorable reliability, performance, and security. Enterprise
computing models are developed of established enterprise communication protocols
and strategies for this purpose, facilitating exploration and improvement [7]. On the
other hand, an enterprise network includes the LAN/WAN based on departmental
and operational supplies [7]. Since the improper security model of an enterprise net-
work exists, this paper gives an overview of the different kinds of security attacks of
an enterprise network and how to prevent these attacks. And, finally, gives a prop-
erly deployed security The objectives of this work are to publish and define the
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idea of attack and threat to a computer network, to highlight different allaying tech-
niques used to complicate threats and attacks, to illustrate the procedure to implement
the best security model for an enterprise network [8]. The various types of attack
and different kinds of mitigation techniques are discussed in this paper. Finally, it
implemented a secure network which prevents those attack. Finally, this paper will
highlight on the importance of network security and also figure out the improper con-
figuration of security in an enterprise network and, also, explain the newly deployed
security model of an enterprise network. This newly deployed security model min-
imizes threats to give a better secure network. Also, this security-enhanced model
can be resolved the future attack.

2 Related Work

A network admin can control the authorization of access in a network by deploying
network security. To prevent the attack and ensure a safe and stable network, it is
mandatory to exploit security. It can be easily maintained what services are allowed
and what is not by using security policies in a firewall. Using a firewall for network
security can be a sophisticated way to secure the service ports from the attackers,
maintain valid user access for valid services, inspect the traffic, and detect the harmful
contents likemalware, Trojans, and other computerworms [7, 8].Nowadays, security
specialists are using Wireshark to capture packets and taking logs for analyzing
the network system. Different kinds of encryption methods and security algorithms
are used for the host to host communication. The communication technology is
making the world smaller by enlarging and interconnecting the IP network. People
from every stage are now adopting network security for creating a safe network
environment of their data. The network security is now getting more priority for the
scalable service, and the research goes to analyze it [8]. To ensure a better security
environment, it is important to have security in all layers of the network. There
are seven layers in the open system interconnection (OSI) model, and it is required
to ensure security in all layers. In general, people think about only workstation
security by applying security features in the application layer. To protect the data, it
is important to exploit the security feature in all layers [9]. There can be any kind
of malicious attack happen from any source when any workstation gets connected
with the Internet. There can be two kinds of attacks in general, and those are ‘active
attack’ and ‘passive attack.’ In the active attack, the attacker will ambush the target
directly andwill try tomodify the system or information. In another word, the passive
attackwill make the attacker breach the transit security of the network to analyze user
data and afterward monitor. To avoid these, a network security engineer must apply
some strong security framework [10]. As a next-generation firewall, ‘Fortinet’ has
a tremendous contribution by delivering high performance, sophisticated security
solutions, and integrated features. This is more capable to analyze the vulnerable
traffic and a better option for the security engineers [11]. Security architecture added
the feature like intrusion prevention system (IPS) which will analyze the outgoing
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and incoming traffic to the network. The firewall device needs to have this additional
module to implement it. This feature analyzes the packet and filters the infected
portion [12]. There are two kinds of firewall, and these are hardware based and
software based. Software-based firewalls are generally installed in a host workstation
and have so many drawbacks. Hardware-based firewalls are dedicated a device to
operate security systems, and it can be set up in any position of the network. This
ensures better protection and solution than software-based firewalls. At present, there
are new kinds of firewalls, which is called as cloud-based firewall. These kinds
of firewalls are easily accessed from remote and operated by specialized security
professionals [9].

3 Methodology

Most of the organizations found out the existing security system controls are reducing
their effectiveness and preventing them from getting something done. An organiza-
tion needs to share some information with the general user, customer, or newfangled
business partners. If there are any kinds of security issue occur, what will be the busi-
ness impact? For the outcomes of this kind of security issue, it needs to be developed
an innovative, effective security program. So, the risk depends on the security system
and security policy that the administrator applied to the network. Sometimes good
security of an organization creates a good business opportunity because the customer,
business partners want to be sure that their data is secure as new risks are introduced
daily, so the administrator needs to be aware of everything and should apply a proper
firewall policy to prevent those attacks and risks. The company needs to balance
the security issue and business information while sharing company information can
share information easily [9] (Fig. 1).

3.1 IP Spoofing

Ip spoofing is to obtain unauthorized entree to the computers which are a kind of
technique that attackers use. In this process, the hackers send illegitimate messages
to the host computer IP as a trusted host. On another hand to generate traffic in the
target computer and make it coming from a trusted host attacker engages with the
unsuspected hosts, then the attacker floods the network. The way of transmitting
packets with forged source addresses is known as IP spoofing, which is straight
linked to different kinds of networks malfunctioning like DDoS [13, 14]
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Fig. 1 Existing network model of an enterprise network

3.2 Insider Intrusion

Insider intrusion is kind of unusual type of attack; it is not like an external threat,
a person who has authorized system access could be an insider intrusion attacker,
so there may be less security against insider intrusion on most of the organization
because most of the company focus on their external attacks, and insider attack is
also recognized as insider threat [15].

3.3 Denial of Service (DDoS)

The DDoS attack is distributed for a server, website, or another network resource
by multiple computer systems attack. The target system forces it to delay or even
crash and even shut down as a flood of an incoming message, connection request, or
malformed packets to the target [16].

3.4 No Protection Against Masquerades

A masquerade attack happens by using the fake identity of a network or system to
acquire unofficial access to personal or organizational data. The attacker tries to steal
user passwords and other confidential information. To prevent masquerade, attack
some security features must be enabled for authorization and proper authentication.
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3.5 Firewall Trusted and Untrusted Network (LAN & WAN)

In a firewall, the LAN is by default accepted as a secure network, and WAN is
insecure. For that reason, security architectures named the LAN as trust and the
WAN as untrusted. The trust network is defined as inside network, and the security
level is higher where the untrusted network is defined as outside, and the security
level is lower. It is allowed to initiate traffic from a higher security level to lower.
In another way, around traffic initiation from lower to higher works opposite [17].
Security measures are appropriate or not depend on the threat profile that helps us to
understand network management for a self-connected LAN network; here, no need
to have network management protocol encryption or special authentication for those
protocols, and the network administrator does not want his network management
protocols to traverse without the special authentication of Internet protocols; so for
any system, first step is to identify the threat and then apply threat prevention policy
to ensure security protection.

The proposed model may overcome the above all existing problems of an enter-
prise network. Here is those probably improved part of the model given below:

• Strong Authentication.
• High Data Security.
• Multilevel Protection.
• Network Traffic Encryption.
• No Insider Intrusion.
• Strong Masquerades.
• IP sec used.
• Port forwarding.
• Internet traffic filtering.
• Different web access policies for users.

4 Implementation

Here, the proposed research work is focused on the main things that are required to
implement and enhance the security model of our proposed system of an enterprise
network. The purpose of this security of an enterprise network is to protect its valu-
able data, file, document, and many other things from attackers, hackers, and other
dangerous platforms. To prevent those attacks and enhance our security, a proper
authentication and authorization are required. Section1 will observe what kind of
tools are needed for this process to implement in the enterprise networks and proper
evaluation. Section2 will overview the process of policy to apply like NAT, ACL,
WAN, and LAN zone, trust, and untrusted network determine and various things.
Section3 will illustrate the port forwarding in the LAN side to secure our potential
websites, server, different devices that are accessible by the Internet with a major
concern of security. Section4 will view how IPsec VPN policy is applied for higher
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security purposes and better authentication from vulnerability, and packet spoofing is
resolved from active and passive attacks. And at the end of this sector, bandwidth uti-
lization of this proposed system that is required to implement an enterprise network
is analyzed.

4.1 Devices and Appliances

To enhance our proposedmodel, a network architecture of our desire system is drawn
and makes a topology in graphical network simulator-3 (In Short GNS3). This part
considers three cisco router and two Fortinet firewalls and some non-manageable
switch connected with the Internet cloud separately. In the existing system, the ASA
8.42 firewall is used which is costly and expensive and also have some limitation.
There are different types and better-secured firewalls in our internetworking world
to secure the world of the Internet now in this era. Some of these firewalls like Cisco
ASA, Fortinet, Fortinet-Hyper version FortiGate firewall, Sophos firewall, software
firewall (Like ACL), Barracuda spam firewall, etc., are available. The FortiGate
firewall will be implemented in this system to enhance our security. This firewall has
excellent features with flexibility and comfortability both graphically and CLI mode.
Fortinet with the advanced version of FortiGate has various update versions that are
user-friendly and highly secured to protect ourLANandWANportion on the Internet.
Free meter tools are used for bandwidth monitoring and bandwidth utilization of our
existing systemaswell as howmuch improved in our proposed system to obtain better
results and help to find out the effective results and also inefficiency measuring.
This tool installed in host pc that means any change in bandwidth gives us the
result of bandwidth utilization. This free meter tools are designed for the Windows
operating system which is almost reliable for bandwidth monitoring and also for
the process of evaluation. WinMTR is one of the free tools to lookup traceroute
of a networking device connected with the Internet. Having a connection with the
proper establishment with actual route from source to destination can easily give us
traceroute hop to hop and also ping statistics of a network. This is also called network
diagnostics tools that are truly named after Matt’s traceroute. A network connection
with the proper route in topology or a diagram facing any network difficulties or
slow speed can be determined by the WinMTR. Fortinet FortiGate hyper version is
a next-generation firewall with advanced features and technology that is used for
higher security in the LAN and WAN side as well as secure our network connection
in the world of the Internet. In my opinion for an enterprise network, the Fortinet
firewall is the best solution to fulfill or requirement and meet up the challenge of
privacy and protection. The firewall leads the maximum efficiency in both platforms
(Virtualized and Hardware).

The devices and tools are used in this topology are given below:

Network Design: The network or topology of our proposed system of an enterprise
network is given below compared to an existing system that is already showed. In
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Table 1 List of tools and devices for implementation and application

Device name Specification Installed tools

Host PC—PC1
PC2
PC3

CPU: Core i4,
1.5 GHz

Securecrt 8.5.2,
WinMTR,
FreeMeter

Cisco switch Layer 2 device,
Non-manageable

GNS3

Router c7200p Layer3 device,
Fast ethernet port,
Gigabit port,
Maximum speed accuracy

Cisco c7200 iOS,
Wireshark

ASA 8.42 firewalls Identity firewall,
Identity NAT
configurable proxy
ARP and route lookup

Cisco ASA
8.42 iOS,
ASDM bin

Firewall Fortinet -FortiGate
Hyper versions

FortiGate VM,
FortiGate-3140B

Metasploit
Framework

Penetrating tools Windows 10
OS

this topology, it is a scenario of an enterprise network where corporate office and
branch office connected to head office in the same network. In this topology, the
internet cloud is connected with a Fortinet firewall to ensure security, privacy, and
authentication.

Then, this head office firewall is connected with another Fortinet firewall with
encryption and using Internet protocol security (IPSec) VPN for higher security
purposes along with the synchronization with routers, switches, and L3 switches
consecutively with end device (host PC). This is a common scenario of our proposed
network to enhance the security of an enterprise network (Table1).

4.2 Implementation of Firewall with the Integration
of Different Policy

This section describes the different policies applied in Fortinet firewalls and various
steps taken to remove the different attacks as those attacks mentioned before and
how those attacks mitigate in FortiGate firewall. As in this network topology where
the whole network is scanning, by the Wireshark software find the attacks before the
action is needed from thefirewall. For implementing security, both the results from the
network with its scanning process are compared to showwhether the reconnaissance.
Figure2 shows the FortiGate-3140B firewall graphical mode of IPS page with an
observation of the Aurora attack is detected and needs to prevent it. Aurora attack
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Fig. 2 Proposed model for an enterprise network

is highly harmful to the entire system. It targets s on the server host that takes place
in the Windows operating system as well as various random places that are essential
for protecting data.

For removing attack and secure our data, it has been required to protect HTTP,
HTTPs, Telnet, SSH, and SNMP port in the firewall as well as in the router. So, it
is essential to configure and monitor the firewall carefully. Setting up the FortiGate
firewall and configured it properly. Figures2 and 3 show that the iOS file configures
in the VMware and established a connection host PC and virtual PC connected and
setting IP and port in the FortiGate firewall in CLI mode. When all the processes
of configure IP and port are successfully configured, then the graphical mode of
FortiGate firewall can be accessed. The assigned IP in the port of firewall is having
a smooth ping statistics from source to destination.
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Fig. 3 Aurora attack takes place IPS page FortiGate-3140B

4.3 Implementing Port Forwarding and Policy Against Direct
Internet Traffic

Port forwarding on router or firewall or any kind of device that controls or monitors
traffic on the Internet allows a port address to enter into it. Port forwarding plays
an important role to secure vulnerable port of potential devices form attackers and
hackers to keep safe our important data. With port forwarding, the internal port of
a router or firewall along with an IP address can be changed where port number
forwarded to unknown port for incoming. This is a tricky way to secure and put
privacy on the firewall to protect our data. This firewall, TCP port 21 is forwarded
to 8000 with the private IP mapping with public IP, as it gave from Internet service
provider. Port forwarding or port mapping is part of network address translation
(NAT) where it is applicable. Direct Internet Traffic: Direct Internet traffic is that a
hacker sends malicious virus and different kinds of direct attack through third party
software like uTorrent, Bit Torrent, and much other open-source software in our
window operating system with the permission of access firewall without unknowing
of mind.

This is an important problem and a security concern nowadays. It can be removed
by our awareness when clicking any harmful link or installing any crack open-source
software in our Windows operating system. So, the rules and policies like objects
(IP/Subnet, FQDN) create a FortiGate firewall and introduced them in a particular
declaration with these specific objects. These objects are blocked from the firewall
were trusted and untrusted zone of LAN sides. Some of the objects created FortiGate
that is objects are restricted from firewalls when accessing some untrusted sites any
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Fig. 4 Ping statistics of FortiGate VM with host PC

Fig. 5 Port forwarding in FortiGate firewall

suspicious websites. Then, the policy applied for direct Internet traffic to remove
malicious attacks from different ports, open-source software, and create a strong
zone for protecting valuable data from attackers. And the traffic for direct Internet
monitoring shows in Figs. 4 and 5, in thatmonitoring gives us a concept or knowledge
about direct traffic filtering in incoming and outgoing. From the figure, it can be
understood that the problem occurs in direct Internet traffic.
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Fig. 6 Traffic history of direct Internet traffic ingoing and outgoing

4.4 Implementation of Internet Protocol Security (IPsec)
VPN in Proposed Model

The IPsec is used for better security and IETF standard protocol. It maintained
the encryption process in sending data from one place to another. The IP layer is
being secured when data is sending with an encryption process. A cryptographic key
and also pre-shared keys use during the session. The proposed modes have applied
IPsec VPN between two FortiGate firewalls, which have a secure process in a big
enterprise network to prevent intrusion and different kinds of threats. For a session
with end to end security, IPsec VPN provides the best TCP/IP layer security along
with a higher level of authentication. In WAN port LAN port where there is a route
between source and destination, a pre-shared key is used for remote connection in
FortiGate firewalls to another destination firewall with a virtual private connection is
established. A tunnel is established between head office and the corporate office with
IPsec VPN to secure data that are passing through internet. The tunneling creates a
strong zone in the internal network having several conditions of firewall policy with
file sharing or data coming from the outside network as well.

Another IPSec VPN configures in the remote destination in the same way along
with pre-share keys encryption, a remote destination address, and port (LAN) selec-
tion. Figures 6 and 7 show the configuration of IPSec VPN for destination host.
The best path chooses to give encryption to make a season with local host. And the
firewall policy is applied in the FortiGate firewall.
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Fig. 7 VPN configuration in local interface

Fig. 8 Lunching Aurora in metasploit tools with port forwarding

5 Results

This section will evaluate the results of applying the different policies, rules, and
various configurations in the Fortinet FortiGate firewall. The following figures show
the result of port forwarding, protection againstDoS attack, direct Internet traffic, port
scanning, and IPsec VPN. This evaluation is for the proposed system of an enterprise
network. Using theMetasploit tool for the penetrating attack in the FortiGate firewall.
And this penetrating attack is done with various purposes like port scanning and
Aurora attack for evaluation of log reports in the FortiGate firewall. Figure8 shows
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Fig. 9 Utilization of bandwidth before applying the proposed model

penetrating attack by the metasploit tool to detect Aurora attack, port scanning in
the FortiGate firewall. In our paper we have checked the vulnerability in firewall by
using internet explorer with local hosting.

Some object of Aurora attack with IP address and port in the FortiGate firewall.
The vulnerability scan and log report generated from FortiGate firewall is given in
the Fig. 8.

5.1 Performance Analysis and Evaluation

The free meter tools are used for monitoring, and the utilization of bandwidth in the
proposed system of an enterprise network is compared to the existing system. One
more thing to say, Fortinet firewall is comparatively cost-effective and reliable than
adaptive security appliances (ASA). On the other hand, ASAfirewall is costly though
reliable when it has been taken into consideration to design a network topology for
an enterprise network; firstly, it will consider how much it is cost-reducing when
buying the network equipment. An effective network topology not only helpful and
necessary for enterprise networks, but also efficient and needful for a company.When
different policies and rules are applied in the firewall to protect our data fromattackers
or hackers, then bandwidth is also a matter of concern. The free meter tools are used
for measuring and mentoring bandwidth utilization when all the processes running
in the firewall. Figure9 shows bandwidth utilization before applying the proposed
model, and Fig. 10 shows the bandwidth after using firewall as the procedure already
mentioned before in this paper.

So comparatively, bandwidth utilization in our proposed monitoring system is
better than the existing system considering maximum usages of maximum traffic.
And the obtained CPU usages is moderate than the existing system. If the attacks
are differentiated between the proposed system and existing system in a chart of
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Fig. 10 Utilization of bandwidth after using firewall

Fig. 11 Comparison between existing and proposed system

graphical view, it will be easier to understand, and the anomaly of these system can
be detected.

6 Conclusions

This paper has developed a network enhanced model for an enterprise network.
Basically, an enterprise network includes a different device, network, equipment, and
protocol. Different devices are connected in a different layer. In layer, two different
devices like switches and printers are connected to the network. And layer three core
switches like routers are connected to the network. These core switches are used to
connect different branches in different networks. An enterprise network is attacked
by many threats like external and internal threats. Also, attacks came from different
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layers. To prevent this attack, enterprise network uses different devices like VPN and
firewall. Security threats become a big challenge to create an enterprise network. The
proposed network model in our paper is also an enterprise network. This enterprise
network is affected by different threats like IP spoofing, phishing attack, DoS attack,
spyware attack, etc. The proposed model gives a better solution to prevent the attack.
As an enterprise network security issue is critical, firewalls and VPN are deployed
to protect the network. This research work has deeply analyzed the proposed model
to prevent different kinds of attacks. The results of our proposed security model
prove that it has the ability to detect and protect the network from different kinds
of attacks. But there is no guarantee that the proposed security model can detect the
new attack. The proposed security model only detects some attacks to secure our
enterprise network.
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Comparative Study of Fault-Diagnosis
Models Based on QoS Metrics in SDN

Anil Singh Parihar and Nandana Tiwari

Abstract Due to the current exponential rise in users of the Internet, a need for highly
scalable and easily configurable network devices is required. To meet this growth
in demand, software-defined networking (SDN) has become increasingly popular.
However, despite their several advantages, there still exists a gap in the level of quality
of service (QoS) required in the existing fault detection and recovery mechanisms
to promote a wide-scale carrier-grade network (CGN) selection. In this study, the
basics of SDN were reviewed and compared the five diverse failure recovery models
as a function of their QoS.

Keywords Networking · Software-defined network · Quality of service ·
Carrier-grade networks · Network architecture · Fault detection · Restoration

1 Introduction

In the TCP/IP network architecture, routers and smart switches operate at the network
layer. As smart switches work in a similar way to routers at the network layer, they
will be referred to as routers as well from here on. Routers at the network layer
consist of two main functions, namely routing and forwarding.

Routing refers to the computation done to ascertain the route a packet must take
to reach from the source device to the destination device. As this function deals with
the control of the routing device to route traffic through a particular path and mainly
interacts in logic and software, it is known as the control plane.

On the other hand, forwarding refers to the actual displacement of a packet from
the router’s input to an appropriate output, based on the routing path computed earlier.
Since this function deals with real data due to the packets and interacting with them
on a physical or hardware level, it is known as the data plane.

Traditionally, both of these planes are an essential function of the devices operating
at the network layer [14]. However, due to the importance of these functions and
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their interdependence on each other to execute the task of the network layer, much
responsibility is allotted to these devices which can prove to be detrimental in many
scenarios, the most obvious of which include failure in the software of these devices
frustrating the role of the hardware and vice versa. Any change in the software
of the device could also warrant a complete reconfiguration of it. Several other
problems thatmayarise include, but are not limited to, the compatibility and extension
of network protocols, switch software updates, network device maintenance and
network innovations [1].

Hence, to overcome these failures, the need for devices operating at level 3 with a
decoupled data and control layer arises. Software-defined networks (SDNs) support
this by separating the control plane from the routers and hence reducing them to the
function of forwarding packets alone. A centralized controller is installed globally,
which performs the role of the control plane. This global controller provides support
in many applications where the traditional network fails. For example, having a
global control and view of the network, SDNs can easily find and configure an
optimal alternate path in case the primary path of routing from a source device to a
destination device was to face link failure. In contrast to this, the traditional network
devices would flood the network with packets to compute an alternate route. It must
also be noted that SDN defines a global controller that can use the overall view
of the network to easily make optimal decisions; switches maintain connectivity
amongst each other in the same way as in a traditional network [13]. A more detailed
analysis on the components that make up the SDN are discussed in [11].

2 Background

2.1 Architecture

SDN separates the data plane from the control plane. The three different layers are
observed for concerning the transfer of data. At the lowest level of abstraction the
data layer does the actual transfer of packets via devices such as switches. Above
this layer is the control layer where the intelligent decision-making of routing takes
place using the global view of the controller. Finally, the application layer is at the
highest level of abstraction of the network, where all the application frameworks run.

Figure 1 depicts that there are two interfaces under consideration to facilitate the
talking of one layer to the other [9]. The interface between the lowest layer of abstrac-
tion and the middle layer is called the southbound interface. Similarly, the interface
between the highest level of abstraction and the middle layer is called the northbound
interface. OpenFlow protocol is one of the most widely used southbound application
programming interfaces (APIs) to allow the data and control plane to talk to each
other as it enables openness and visibility in the network. The northbound interface
also uses various types of APIs to allow the controller to talk to the applications
running on top of it. These applications are often used to acquire global data of the



Comparative Study of Fault-Diagnosis Models Based … 773

Fig. 1 Architecture of SDN

network from the controller. These APIs include, but are not limited to, REST API,
Onix API, Java API.

In an ideal scenario, switches will communicate with the controller using the
southbound interface to send traffic information such as packet loss ratio and trans-
mission time. Based on the applications running on top of it, the controller sends
appropriate data to them through the northbound interface. For example, a predic-
tive learning application may request the controller for traffic metrics to predict
the most optimal path for a particular flow and send this information back to the
controller through the northbound interface. The controller may then configure this
most optimal path in the flow tables of the affected switches using the southbound
interface.



774 A. S. Parihar and N. Tiwari

2.2 OpenFlow

The OpenFlow switch consists of three main parts: flow tables, OpenFlow channel
and the group tables [2]. The OpenFlow channel is used to talk with the controller(s)
involved in managing the switch using the OpenFlow switch protocol. Each flow
table consists of some flow entries that have three attributes: match field, counters,
and a set of instructions to apply on matching. An OpenFlow switch may consist of
multiple flow tables that are connected through a pipeline that allows the sharing of
metadata across the flow tables [15]. The group tables are used to perform a more
complex set of actions to the incoming packet, which are contained in action buckets.

When a packet reaches a switch to be forwarded to a destination, the switch
searches its flow tables for a matching entry and follows the set of instructions
defined in case of a match. It must be noted that the rules in the flow tables are
defined according to priority, so if a matching entry is found, the switch will not look
for other potential matchings. The set of instructions to be acted on the packet can
range from being a forwarding rule to performing a lookup in the group table. In
the case that no such matching exists, the packet may be forwarded to the controller
through the OpenFlow channel. The controller then adds new rules in the form of
flow entries to define the path the packet should be routed on. The study [10] presents
an Open Framework for OpenFlow Switch Evaluation (OFLOPS) that permits the
development of tests for OpenFlow-enabled switches and measure the capabilities
and bottlenecks between the forwarding engine of the switch and the remote control
application.

2.3 Fault Diagnosis

Themain types of faults that may disrupt the service of the network are defined below
[3]:

(a) Link Failure
This refers to the failure in the links connecting hosts to switches, switches
to switches, switches to the controller(s) and controllers to controllers (if
applicable).

(b) Controller Failure.
This refers to the failure of a controller that is managing the network.

(c) Device Failure.
This refers to the failure of a router that is responsible for forwarding traffic.

As discussed in the study [4], the frequency of device failure is less than the
frequency of link failure. Hence, in this study, the first two types of failures were
compared. In the case of a link failure, the recovery of a failed link can be achieved
in two possible ways: reactive restoration method and proactive restoration method.



Comparative Study of Fault-Diagnosis Models Based … 775

3 Key Concepts and Terminologies

3.1 Reactive Restoration Method

In this section, the first approach called reactive recovery was explored. In this
approach, on the occurrence of a link failure, the controller is approached for finding
an alternative path for the flow that was affected and installing it in the affected
switches. In OpenFlow, this is achieved by inserting new flow rules in the flow table
of the OpenFlow switches. As the controller is contacted after the failure of a link,
this approach may lead to delays. Apart from this communication overhead delay,
another major contributor to the delay in restoration is the time required for the
controller to compute the new optimal path. Due to this delay, this approach does
not support speedy link fault recoveries; however, due to its simplicity, this approach
can be scaled easily.

3.2 Proactive Restoration Method

This section describes the second approach to link fault recovery. In this method,
all the possible alternative paths are computed and configured in the switches as
backup paths and can be used in case of link failure without any delay. Although
this approach provides faster recovery of flows, it is hardly scalable. As the size of
the network increases, there would be an exponential rise in complexity to configure
each possible path as an alternative path. This exponential rise in complexity would
be observed not just in computation but also in the space that would be required to
store the flow entries. Hence, it can be concluded that the reactive approaches to
be more time complex and proactive approaches to be more space complex; i.e., a
tradeoff is observed.

3.3 Carrier-Grade Networks

The most obvious way in which CGNs differ from other networks is that it faces
a higher number of users due to their unwavering quality of service support for
various protocols (e.g. VOIP applications, FTP applications). Fast failure recovery
guarantee within a fixed time interval is essential for providing a service guarantee.
Due to this, the CGN is governed by exceptionally high availability and reliability
(�99.999%). For an SDN system to be used as CGN, it must guarantee an unsched-
uled fault recovery within 50 ms. The study [8] demonstrated that a reactive restora-
tion approach in OpenFlow could not be achieved within the Carrier-Grade Network
level, whereas a proactive restoration approach could.
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Table 1 Quality of service metrics

QoS metric Definition

Throughput It is a measure of the amount of data that can be successfully received within some
unit of time

Bandwidth It is a measure of the maximum amount of data that can be transferred within some
unit of time

Availability It is a measure of the total time the network is operational against the full time it is
observed, i.e. the total uptime of the network

Tolerance It is a measure of how operational the network as a whole is on the occurrence of
some failure

Resilience It is a measure of the level of performance the network can maintain on the
occurrence of some failure

Scalability It is a measure of how well a network can perform to a rise in the number of
resources being used by it

3.4 Quality of Service Metrics

Although SDNs seem to satisfy the needs of modern-day networks, much research
is continuing to enable them to meet CGN level of QoS with regard to failures in
the network. QoS refers to the measure of how well a network performs when posed
with constrained network capacity. Some of the metrics that can be used to ascertain
the QoS of a network are defined in Table 1.

4 Comparison

In this section, the five diverse models were compared against each other. A
comparative QoS analysis of these models is done in Table 2.

4.1 Fast and Adaptive Failure Recovery Using Machine
Learning in Software-Defined Networks (FAFRs) [5]

This model aims to use traffic metrics to configure backup paths for a particular flow
adaptively. It employs a proactive approach to compute the goodness of a path based
on the environment of the network in a specific instant of time. A flowchart of its
working is shown in Fig. 2. This model also compared various classifiers against
each other for prediction of the goodness of a path such as decision trees, random
forest, linear regression, support vector machines, neural network and found decision
trees and random forests to outperform the other classifiers significantly. Since this
approach aims to configure the best backup path, which is disjoint from the primary
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Table 2 Comparison of the five models based on their quality of service

FAFR [5] PRT [6] FT-SDN [3] CN [7] PFR [2]

Controller
used

Floodlight POX OpenDaylight,
floodlight, Ryu

NOX POX

Recovery
plane

Data plane Data plane Control plane Data plane Data plane

QoS
optimized

Bandwidth Availability Resilience in
controller
failure; load
balancing of
controllers

Scalability;
faster than basic
reactive
recovery

Packet loss;
faster than basic
proactive
recovery

QoS
degraded

Recovery
time;
scalability

İnstability Packet loss Inconsistency
with respect to
support to
applications

Bandwidth
scalability

Fig. 2 Logical flow of events of FAFR
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path based on traffic metrics, it also supports higher bandwidth allocation per flow
when compared with a baseline approach. This model reduced failure recovery time
by 50 and increased its network bandwidth allocation by 24%. However, as the
number of nodes increases, the complexity of this model increases as well. This is
because the goodness of each disjoint path for a flow is calculated to find the most
optimal backup path. Such a procedure could result in a considerable overhead with
the growth of the network. Hence, this model does not scale well. Also, since this
model aims to select the path with the most favourable traffic metrics as an optimal
backup path, this could result in choosing a path that may not be the shortest path
between a source–destination pair. Hence, this approach has a higher number of hops
for each flow in comparison with a baseline model, by an approximate of 2 hops.

4.2 A Proactive Restoration Technique for SDNs (PRT) [6]

This paper uses a model similar to the one described in the study [12]. The model
proposed here is also proactive, and its main aim is to make the network highly
available. It accomplishes this by predicting the failure events before their occurrence
by classifying paths as risky if their probability of failure crosses a threshold value.
This path is then replaced by the shortest disjoint path. In case the prediction is
correct, the flow corresponding to the replaced path is inserted into a failed flow
array for which Dijkstra’s algorithm is run to compute the shortest route for the flow
after the failure. The flow of events for this model is described in Fig. 3. However,
in case the prediction is wrong, the network rolls back to its previous state. Hence,
this article evaluates the model’s performance based on availability and instability
of the network, where the availability is prioritized at the cost of network instability.
Predicting the occurrence of a fault affords the network a specific time segment to
prepare for the fault to occur. As a result, the measured service availability of their
network is 97%. However, the frequency of the link failure events are generated and
injected into the system based on a probability function; i.e., they are not simulated
against real fault events. Furthermore, performance metrics evaluated by this model
are routing flaps (a measure of the instability of the network) and availability alone;
i.e., metrics such as time delay for the routings are not considered.

4.3 CORONET: Fault Tolerance for Software-Defined
Networks (CN) [3]

Here, the main aim is to optimize data plane fault tolerance. It does this using a reac-
tive approach which includes four main modules. These modules are responsible
for discovering topology, calculating backup path in case of a link failure, config-
uring the routing path, and assigning host traffic to the routing path, respectively. It
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Fig. 3 Logical flow of events of PRT

avoids controller intervention altogether in the instances of discovering topology and
detecting link faults; these responsibilities are handled by the switches based on local
switch standards such as Link Layer Discovery Protocol (LLDP). Once the packets
arrive at an edge switch, it uses VLAN to forward them to their destination. The flow
of events for this model is shown in Fig. 4. As there is no controller intervention,
this is a fast recovery method. It is also highly scalable since local switches handle
much of the time complex activities. However, experimental evaluation concerning
any performance metrics was not shown, and the use of logical paths to route the
traffic may prove to be inconsistent in some applications that already use physical
paths for routing.
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Fig. 4 Logical flow of events of CN

4.4 FT-SDN: A Fault-Tolerant Distributed Architecture
for Software-Defined Network (FT-SDN) [7]

This is the only controller failure model that was analysed in this study. This model
deals specifically with failures in the control plane. It aims to bring about network
control plane resilience in the case of a failure. This is achieved by establishing an
absolute distributed configuration of heterogeneous controllers. Each switch in the
network is allotted a controller based on the distance and cost (in terms of load)
between the switch and the controller. The controller selected is called the serving
controller, and the rest are called secondary controllers for that switch. A database
and metadata are maintained at each controller’s end where it stores the states of
the switches it is connected to. In the case of a controller failure, a new controller is
selected to take over the failed controller’s switches. The new controller is given the
database information of the failed controller. Themechanism that enables this transfer
of data from one controller to the other is done through the state replication method
(SMR). The architecture proposed in this model also mandates a necessary amount
of redundancy of state using the SMR; each serving controller updates its state to the
other secondary controllers using the SMR. Figure 5 shows a flowchart explaining
the flow of events in this architecture. As this is a truly distributed architecture of
controllers, it is hence resilient to control plane failures. The use of heterogeneous
controllers also increases the capability of the network to handle language-specific
failures. However, the model deals only with the faults in the control plane and
does not take link faults in the data plane into consideration. Also, if a controller
fails and all other controllers are highly loaded, the model described in this paper is
programmed not to overload the other controllers. Hence, packets from the switches
that the failed controller was handling get dropped, lowering the resilience of the
data plane of the network.
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Fig. 5 Logical flow of events of FT-SDN

4.5 Proactive Failure Recovery in OpenFlow Based Software
Defined

4.5.1 Networks (PFR)

The model proposed in [2] aims to provide link protection over path protection
using four significant modules, similar to the previous model [3]. Path protection is
defined here as the approach inwhich primary and backup paths are precomputed and
installed in the flow table. Link protection is defined as the approach to precompute
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and instal backup paths for each link. In this model, the only module that exists in
the controller is the recovery module, which is responsible for computing backup
paths of failed links. The rest of the modules are based on the data plane. They are
responsible for detecting link failure, generating packets for allowing flow rules to
persist, and for sending restoration packets to the controller to enable it to compute
the shortest routing path with the new backup link operating as primary. This model
provides an optimally fast recovery time of link failures and a negligible packet loss
ratio, much better than the packet loss ratio over a path protection scheme. However,
due to the multiple backup paths being installed in the flow tables, lesser bandwidth
would be utilized by the network. It is also not a scalable solution as each link has
multiple backup paths installed which would flood the flow tables with an increase
in network nodes (Fig. 6).

Fig. 6 Logical flow of events of PFR
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5 Conclusion

In this study, the need for software-defined networks to meet CGN levels of QoS was
explored. The major domains of faults that may occur in an SDN and the proactive
and reactive approaches that can be used to combat these failures were also explored.
Finally, five diverse models were compared against each other for the QoS metrics,
optimization and degradation, since a tradeoff would always be maintained. Based
on this analysis, different models can be employed to accommodate different use
cases.
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A Brief Study on Analyzing Student’s
Emotions with the Help of Educational
Data Mining

S. Aruna, J. Sasanka, and D. A. Vinay

Abstract Recently, the idea has reached toward considering the emotions in the
learning procedure which prompts to design an innovative framework that empowers
correlative analysis and classifications of various emotional variations of an indi-
vidual. There is an absence of teaching pedagogues to distinguish the standard artic-
ulations of people. In the past decade, research articles have recorded the lacking
properties and attempt to recognize the equivalent benefit to overcome the diffi-
culties. This enhances the part of identifying emotions as a device to perceive the
sentiments of understudies while learning. This article encompasses the record of
all analytical examinations of student’s emotions by applying different strategies,
models, calculations and devices. This article wraps the considered works and gives
the examination of qualities, shortcomings, openings, whose parts are addressed and
the future work to be accomplished.

Keywords Emotion · Educational data mining · Data mining · Students ·
Educational · Students emotions

1 Introduction

‘Emotion’ is for the most part insinuated as a state of mind of a person, which has
been distinctively involved with slants, consideration, and social retaliation. Emotion
produces anatomical and psychological alterations. Initially, emotions or the state
of feelings toward a certain occurrence of events proposed to empower reasonable
practices reliant on past experiences.

At the present time, feelings impact our life decisions consistently with or without
our understanding. It has been watched every once in a while that most of the part fail
at disguising our sentiments. Even though, it is not possible to present our emotions
explicitly to establish a connection of a specific inclination toward a feeling through
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our activities. The outward appearance and non-verbal communicationmoreoverwill
in general be an important strategy for delineating our inclination explicitly without
knowing.

Learning style basically applies to the way a person tries to learn a specific topic,
thereby resulting in gaining knowledge. Hence, various individuals try to grasp in
unique ways. Although people may have a combination of non-similar ways of
learning, still some have a prevalent style of getting the hang of contingent upon the
conditions while others may have an alternative learning style. Data mining refers
to a computing technique that enables the user to extract valuable information from
a pool of data, a lot of which might be irrelevant to the user. Nowadays, the use of
DM in the education arena is incipient and gives birth to the educational data mining
(EDM) research field [1].

Educational data mining (EDM) enables paradigm-oriented learning which is
used to draft models, methods and approaches to explore context information of
educational amends. The increase of technology use in educational systems has led
to the storage of large amounts of student data, which makes it important to use
EDM to improve teaching and learning processes [2, 3]. EDM is useful in many
different areas including identifying student emotions, identifying priority learning
needs for different groups of students. By analyzing student emotions may reveal
a relationship between a student’s grade in a particular course and the interest the
student has in that particular course. It discovers examples and makes expectations
that describe students’ practices and accomplishments, area information content,
evaluations, enlightening functionalities and applications [4, 5].

In the beginning, it looks at the course of action of EDM to learn and set the
informational condition as demonstrated by the learner’s profile before teaching to
a class. In the initial stage where the student interacts with the system, it would be
beneficial if the EDM secures log information and breaks down their importance
to propose recommendations. The following stage requires the EDM to evaluate
the given training data which can be, for instance, the comprehensibility of the
predictions.

The layout of the article is organized into three segments. Section 1 includes the
introduction. Section 2 describes the supported survey of relating research alongwith
the tools used, and finally, Sect. 3 concludes the research work.

2 Literature Survey

Table 1 summarizes the various survey articles observed for recognizing the student
emotion, whose concepts have been incorporated into our study.

Table 2 shows the various tools applied in a student emotion recognition system.
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3 Conclusion

In this article, the insightful investigation of learner’s feelings through educational
information mining was discussed. The problems regarding learner’s emotions are
adjuring to be addressed have been investigated and examined, the models applied to
depict various feelings, the classification procedures and various tools utilized in past
research, examining the given work, its qualities and shortcomings are considered.
The future degree drawn from the examination can be fused.

The use of various techniques of data mining such as the multi-layer perceptron
(MLP) was suggested. The accuracies of the various concepts and tools of emotions
in the aforementioned field and depending upon the metric were obtained, and the
most optimal technique/algorithm to accomplish the desired outcomes and results of
this research work were recommended.
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IoT-PSKTS: Public and Secret Key
with Token Sharing Algorithm to Prevent
Keys Leakages in IoT

K. Pradeepa and M. Parveen

Abstract In the Internet of Things (IoT) paradigm, devices involved will frequently
face different types of attacks, for example flood attacks, eavesdropping attacks and
so on. Once attackers have compromised the IoT device, the data materials of the IoT
device will not remain confidential, and it will then be captured by the attacker; this
will in turn threaten the entire network. Consequently, to safeguard IoTs, this paper
proposes a public and secret key with token sharing (IoT-PSKTS) algorithm to avoid
key leakages in IoT. Cryptography can be utilized for secure communication in the
presence of attackers. In cryptography, a conventional public key cryptosystem will
be suitable because they do not require the sender and receiver to deliver the same
secret to contact without threat. But, they regularly depend on intricate mathematical
calculations and are thus much more incompetent than comparable symmetric key
cryptosystems. In a large number of applications, the high price of encrypting lengthy
messages in public key cryptography can be prohibitive. A hybrid system tackles it by
utilizing a mixture of both. In IoT network, admin generates a public key, private key,
secret key and token. The public and secret key will be used for packet encryption in
IoT devices and base station side, and the private key will be utilized for decryption
in the admin side and token used for IoT devices access control. For encryption
purpose, admin shares public and secret key with a token for IoT devices and base
station. Therefore, PSKTS algorithm has been used to securely share the public and
secret key with a token for IoT devices and base station in a distributed way. The
experimental results show that the proposed PSKTS algorithm shares a public and
secret key with token in a secured way.
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1 Introduction

Internet of Things (IoT) is a novel technology in the fields of science, engineering,
manufacturing and policy. It has fascinated the significant attention of innovation,
introduction and improvement proceedings as well as is a well-known topic of both
social media and press. The significance of IoT is the hopeful alteration of features,
for daily life proceedings and services. In the IoT, devices are mostly subject to
various kinds of attacks, i.e. flood attacks, eavesdropping attacks and so on. Once
attackers have compromised an IoT device, IoT device information items are nothing
confidential and captured by attackers; thus, the whole network menaced. To address
this issue, cryptography is required.

Cryptography is a way of securing data and communication via coding so that
only those who targeted can read and process it [1]. Cryptographic algorithms utilize
a set of encryption and decryption processes to protect communication between IoT
devices, the IoT base station and the admin. The cypher suite uses one encryption
algorithm, another authentication algorithm and another key swap algorithm. This
process embedded in protocols and encoded in software that works on networked
computer systems, and operating systems include public and private key generation
for information encryption/decryption, digital signature andmessage verification and
key exchange.

In cryptography, conventional public key cryptography is suitable because they
do not require the sender and receiver to share the same secret to contact safely.
But, they usually depend on complex mathematical calculations and are therefore
often doing not work much better than symmetric key cryptography. For most appli-
cations, the high price of encrypting lengthy messages in public key cryptography
may be prohibitive. Hybrid cryptography deals it by utilizing a mixture of both.
Many previous security programs assume that no data about the secret key used
to encrypt information during the encryption procedure will leak. But, practically,
this scenario is not surely true. Data regarding the secret key could compromise
for different attacks, for example side-channel attacks on the communication cable,
physical memory, etc.

Consequently, a cryptographic algorithm that has theoretically proven to be very
secure will be practically completely unsafe if implemented improperly. Let us take
the side-channel attack as an example. By measuring the power consumption and
computation time, the attacker can get the internal state of an intermediate physical
device. The attacker uses this data to break a cryptographic primitive computed by
the device. The attacker uses “cold boot” attack, for steal an important fraction of
the bits of a cryptographic key if the key recorded in memory while key sharing.
This problem motivates to generate well secured key sharing algorithm. The main
objective of this paper is to prevent key leakages in IoT to enhance security.

Also, access control is a way to ensure that IoT devices are the ones they claim to
be and that they have proper packet access [2]. Take two IoT devices, for example.
The two IoT devices are side by side. Also, the two IoT devices joined into different
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IoT networks. Each IoT network is monitored individually by each IoT base station.
If there is no access control at this time, the information going to one IoT device
is likely to be accessed by another IoT device. Access control becomes essential to
avoid this. Token-based access control is an authentication technique that provides
extra protection. Each IoT device contains a token using this technique. Without this
token, it is unfeasible to use the packet. Also, secret sharing means sharing a secret
between collections of IoT devices, each of whom allotted a share of the secret [3].
The secret could redo by only the proper IoT device and when enough number, or
perhaps various types, of shares, merged. In this work to safely share keys to all IoT
devices for encryption, this paper proposes a public and secret key with token sharing
(IoT-PSKTS) algorithm to avert key leakages. This algorithm assists in admin for
the distribution of keys safely.

The rest of the paper is organized as follows: Sect. 2 presents a related work
of existing cryptography, access control and secret sharing techniques. Section 3
describes a public and secret key with token sharing algorithm to prevent keys leak-
ages in detailed. Section 4 provides extensive experimental results to support the
proposed PSKTS algorithm. Finally, Sect. 5 provides the conclusion of the work.

2 Related Work

This section discusses related works of previous cryptography techniques, access
control algorithms and secret sharing techniques.

Carracedo et al. [1] provided an in-depth cryptography research study related to
IoT safety. The authors discussed security improvements from cryptography research
in response to security challenges posed by the IoT environment. By separating
cryptography research, a collection of conclusions and suggestions for future research
guidelines was provided.

Alramadhan and Sha [2] initially provided a comprehensive survey of previous
access control systems and examined their effectiveness on IoT networks. Subse-
quently, both challenges in building IoT access control and future IoT access control
management objectives are recognized and debated.

Tang et al. [3] presented a cost-effective secret key distribution system for
multiple-inputmultiple-output (MIMO) IoT applications, which can detect the secret
key distribution and simultaneous communication. The secret key data joined to a
compilation of small active/inactive channels of the legitimate recipient, generated
by single value corruption (SVC) MIMO channel of the legitimate recipient. The
legitimate recipient can precisely locate the shared key and delete down the contact
data with the discretionary low key BER and bit error rate (BER).

Yousefi and Jameii [4] have developed a hybrid encryption algorithm that was
developed to decrease security threats and improve encryption speed and a smaller
amount of computational complicated. The motive of this hybrid algorithm is the
reliability of the information, privacy, non-rejection in data transmission for IoT.
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Finally, the proposed encryption algorithm was developed by the MATLAB soft-
ware, and its speed and security performance wastested compared to the standard
encryption algorithm.

Gunathilake et al. [5] presented the need of lightweight cryptography (LWC), its
present position, related protocols and technologies, i.e. LoRaWAN, and the chal-
lenges in the current circumstance by examining previous practical and theoretical
studies in the curriculum.

Terkawi et al. [6] discussed models, issues and challenges raised by IoT. Also,
the authors discussed different types of access controls. The standard access control
models will eventually transform into something very different and more relevant
to the Internet of Things, such as their proposed model combining authentication
and verification. Furthermore, implementing rules will enable greater flexibility and
enable decentralized management of shared resources, which is a significant goal in
a certified joint environment.

Wang et al. [7] designed a reliable attribute-based access control model, which
introduced the confidence rating module and passed recognition with artificial
control, combining dynamic confidence attribute and multiple standard attributes.
Finally, their model has very advanced features and improves the security of the IoT
system with test results.

Surendran et al. [8] initially debated the requirement for IoT cryptography and
their plan variations with standard block cyphers. A survey of other IoT crypto-
graphic algorithms debated later. Also, they looked at the various kinds of attacks
that researched in some of these cyphers. Lastly, they compare the effectiveness of
some of these cyphers on embedded and Windows platforms.

Miao and Jiang [9] introduced amethod of sharing secrets between twousers using
the effects of wireless channel dynamics on the data connection layer. In particular,
the authors create problems in improving their goal ofminimizing the eavesdropper’s
access to all secret sharing packets. Their contributions are: (i) authors coming up
with a secret sharingmethod that reduces the objective functionmentioned above and
(ii) authors analyzing how authors find the worst chance of eavesdropper accessing
all the secretly distributed packets. Simulations verify their theoretical outcomes.

Farhadi et al. [10] discussed a newway of storing integrated data in IoTs via secret
sharing scheme using (t, n)-threshold in cloud storage. In this way, the actual data is
divided into t blocks, where each block is treated as a share. This method is scalable
and detectable; that is, it can insert new data or delete a portion of the actual data,
without changing shares, and when cloud service providers find fault with sending
the wrong share. Table 1 shows the related work comparison based on the security
type used.
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Table 1 Comparison of related work based on the type of security used

Related work Type of security used

[1] Cryptography

[2] Access control

[3] Secret sharing

[4] Cryptography

[5] Cryptography

[6] Access control

[7] Access control

[8] Cryptography

[9] Secret sharing

[10] Secret sharing

3 IoT-PSKTS: Public and Secret Key with Token Sharing
Algorithm to Prevent Keys Leakages

IoT network consists of three entities: (1) Admin, (2) IoT base station and (3) IoT
devices. Admin is a person who responsible for forest monitoring; he can monitor
forest anywhere at any time using IoT. IoT devicesmonitor forest and generate sensed
data. Followed by, it shares sensed data to the admin through IoT base station.
IoT base station is a network controller of IoT. After collection of sensed data,
it outsources these sensed data to admin. IoT devices have limited energy, limited
coverage area, limited transmissionpower (Et) and limited receivingpower (Er). Each
IoT devices is fixed at various locations in the forest for sensing temperature, sound,
vibration, pressure, etc. This section proposed IoT-PSKTS algorithm to improve IoT
network security, which is explained in Algorithm 1, and the IoT-PSKTS algorithm
block diagram is shown in Fig. 1.

Demonstrated in Fig. 1, the admin generates three keys with one token to all IoT
devices and base station for encryption, decryption and access control purpose (Step
2–4). They are,

1. The public key for IoT base station (for encryption) with
2. The secret key for each IoT devices (for encryption) and
3. Token for each IoT devices (for access control)
4. The private key (for decryption) for own use.

Followed by that, the admin converts public key, secret keys and tokens to n
number of shares (Steps 5–7) and then forwards these n shares to IoT base station
(Step 8). After receiving any number of shares (<n), the IoT base station reconstruct
public key, secret keys and tokens based on shares (Steps 11–13). Followed by that,
the IoT base station converts secret keys and tokens of each IoT devices to n number
of shares (Steps 16–18). Each share will transmit to the IoT device, which is entitled
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Fig. 1 Block diagram of IoT-PSKTS algorithm

to it (Step 19). After receiving any number of shares (<n), all IoT devices reconstruct
its own secret key and token, respectively (Step 21–25).
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Algorithm 1: IoT-PSKTS: Public and secret key with token sharing algorithm

Input : Admin, IoT base station (IBS), IoT devices (IDSs)

Output : The public and secret key with token sharing

Admin Side

Step 1 : For each IoT device ID from IDSs do

Step 2 : Keys[] = Key_Generation()           // Algorithm 2

Step 3 : PubKey = Keys[0], PrivKey = Keys[1], SecKey = 
Keys[2]

Step 4 : Token = Generate_Token(ID)       // Algorithm 3

Step 5 : AK = PubKey + "||" + SecKey + "||" + Token;

Step 6 : Let N, k   // N - no of shares generated & k - no of
shares must for reconstruct

Step 7 : SH[] = Generate_Shares(AK, N, k) //Algorithm 4

Step 8 : Forward SH with k to IBS

Step 9 : End For

IoT Base Station Side

Step 10 : For each IoT device ID from IDSs do

Step 11 : IBS received SH with a k value

Step 12 : Take k shares for reconstructing

Step 13 : AK = Reconstruct(k shares)     // Algorithm 5

Step 14 : Keys[] = AK.split("||");

Step 15 : PubKey = Keys[0], SecKey = Keys[1], Token = 
Keys[2]

Step 16 : AK = SecKey + "||" + Token;

Step 17 : Let N, k // N - no of shares to be generated & 
k - no of shares must for reconstruct

Step 18 : SH[] = Generate_Shares(AK, N, k)// Algorithm 4

Step 19 : Forward SH with k to ID

Step 20 : End For

IoT Device Side

Step 21 : ID received SH with a k value

Step 22 : Take k shares for reconstructing

Step 23 : AK = Reconstruct(k shares) // Algorithm 5

Step 24 : Keys[] = AK.split("||");

Step 25 : SecKey = Keys[0], Token = Keys[1]
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3.1 Key Generation

Cryptography techniques are used to convert the original text message into unread-
able text format (ciphertext). Three different types of keys such as private key, public
key and secret key are used in the hybrid cryptography. In encryption, public and
secret keys are involved, and in decryption, private and secret keys are involved.
Algorithm 2 explained the process of key generation algorithm by using two different
prime numbers, and it is denoted as p1 and p2. Step 2 multiples both prime numbers.
Step 3 will subtract from prime number and multiplies it with m2. Step 4 calculates
the co-prime number which contains common factor between two prime numbers.

35 = 7 × 5 × 1

39 = 13 × 3 × 1 (1)

In mod 7, the multiplicative inverse of 2 is 4. This algorithm calculates the multi-
plicative inverse of e1 with mod m2 (Step 5) which provides e2. The values e1 and
m1 are taken for the public key (Step 9), and also, e2 andm1 are taken for the private
key (Step 10). The AES algorithm is used to generate a secret key. Firstly, this algo-
rithm produces an AES key generator (Step 6) which provides the functionality of a
secret (symmetric) key generator. Followed by this, the algorithm launches this key
generator with a 128-bit key size (Step 7). Also, this key generator creates a secret
(Step 8). Following this, this algorithm encodes this secret into the secret key (Step
11).

3.2 Token Generation

This section creates a token using the HMAC-SHA-1 algorithm because HMAC-
SHA-1 algorithm provides a strong message authentication code based on SHA1,
which is a cryptographic hash function over the data (to be authenticated) and a secret
key [11, 12]. This message authentication code is used as a token. This token is used
to control unauthorized access. In this case, IoT device identity is used as data and
HMACSHA1 keyword is used as the secret key.

Algorithm 3 describes the making of tokens.
To make HMAC-SHA-1 token over the IoT Device Id data, the following are

executed,

1. SecretKeySpec class—This class defines the secret key in the provider-
independent fashion (Step 1). It can use to build SecretKey from a byte array,
without having to go through (based on the provider) SecretKeyFactory. This
class is for use with raw secret keys that can be displayed as a byte array and
have no key parameters associated with them, e.g. DES or triple-DES keys.
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Algorithm 2: Key_Generation

Input : Two Random Prime numbers (p1 and p2)

Output : Keys[]

Step 1 : Let Keys[] = {}

Step 2 : m1 = p1 * p2

Step 3 : m2 = (p1-1) * (p2-1)

Step 4 : e1 = getCoprime(m2)

Step 5 : e2 = modInverse(e1, m2)

Step 6 : keyGen = KeyGenerator.getInstance("AES")     // 
Secret key generation based on AES algorithm

Step 7 : keyGen.init(128)

Step 8 : secret = keyGen.generateKey()

Step 9 : PubKey = e1, m1

Step 10 : PrivKey = e2, m1

Step 11 : SecKey = Base64.encode(secret.getEncoded())

Step 12 : Keys[0] = PubKey, Keys[1] = PrivKey, Keys[2] = 
SecKey

Step 13 : return Keys[]

2. Mac class—This class provides the operation of the “Message Authen-
tication Code” (MAC) algorithm (Step 2). The Mac.getInstance
(HMAC_SHA1_ALGORITHM) method returns the Mac object that executes
the default MAC algorithm.

3. Mac object with a given key started in Step 3.
4. mac.doFinal (data.getBytes ()) method processes a given array of bytes

(rawHMAC) and terminates MAC operation (Step 4).
5. Lastly, this algorithm encodes raw HMAC to token using the encode function

(Step 6–Step 17).
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Algorithm 3: Generate_Token(ID)

Input : IoT Device (ID), HmacSHA1

Output : Token

Step 1 : signingKey = new SecretKeySpec(ID.getBytes(), 
HmacSHA1)

Step 2 : mac = Mac.getInstance(HmacSHA1)

Step 3 : mac.init(signingKey)

Step 4 : rawHmac[] = mac.doFinal(ID.getBytes())

Step 5 : Token = new String(encode(rawHmac))

Step 6 : return Token

encode function

Step 7 : char[] encode(byte[] bytes)

Step 8 : {

Step 9 : char[] HEX = {'0', '1', '2', '3', '4', '5', '6', '7', '8', '9', 
'a', 'b', 'c', 'd', 'e', 'f'}

Step 10 : amount = bytes.length;

Step 11 : char[] result = new char[2 * amount]

Step 12 : j = 0

Step 13 : For (int i = 0; i < amount; i++)

Step 14 : result[j++] = HEX[(0xF0 & bytes[i]) >>> 
4]

Step 15 : result[j++] = HEX[(0x0F & bytes[i])]

Step 16 : End For

Step 17 : return result

Step 18 : }
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3.3 Shares Generation

After key generation, the admin wants to send the public key, the secret key with
a token to IoT base station. Furthermore, the IoT base station wants to send the
secret key with a token to each IoT devices. But, key sharing in an IoT network is
computationally unsafe and inconsistent due to its dynamic nature. The secure key
sharing technique is necessary to tackle this problem. Before generating shares, all
keys should be merged (AK). Then, this technique splits the merged keys into many
shares and then transmits each share to the IoT base station or IoT devices. Shares
generation is explained in Algorithm 4 and Fig. 2.

This algorithm takes AK, N and k for input (Step 1). Here,
N—Number of shares to be generated and
k—Number of shares must reconstruct.

f (x) = a0 + (a1 ∗ x) + (
a2 ∗ x2

)
(2)

where a0 is the secret, and a1 and a2 are randomly chosen integers. AK converted
to N shares is shown in Fig. 2 clearly.

Algorithm 4: Generate_Shares(AK, N, k)

Input : AK, N, k

Output : Shares (SH)
Step 1 : Let a0 = AK, SH = {}

Step 2 : Generate Random (k-1) numbers (a1 and a2)

Step 3 : Let f(x) = a0 + (a1 * x) + (a2 * x2)

Step 4 : For x=1; x<=N; x++

Step 5 : SH[x-1] = (x,f(x)) 

Step 6 : End For

Step 7 : return SH

Fig. 2 Shares generation
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3.4 Reconstruct

After receiving all N shares, an IoT base station or IoT device takes k shares for
reconstructing the AK. It is the advantage of the proposed IoT-PSKTS algorithm. If
any intermediate device turns into malicious, it may be dropping any shares. So, this
algorithm takes k shares which are enough for reconstructing, which shows in Fig. 3.

Reconstruct process explained in Algorithm 5. In Fig. 3, the algorithm applies k
shares into a Lagrange polynomial formula (Step 1).

f (x) =
k∑

j=0

(y j ∗ l j(x)) (3)

It provides a0, a1, a2 and so on. For simplicity, k values are 3 (it give while shares
generation), so this algorithm provides a0, a1 and a2 only (Step 2). Here, a0 is AK
(Step 3).

Algorithm 5: Reconstruct(k shares)

Input : k shares (x0,y0), (x1,y1), ...... , (xk,yk)

Output : AK

Step 1 : f(x) = // Lagrange basis
polynomial

// If k=3 then f(x) = (y0*l0(x)) + (y1*l1(x)) + 
(y2*l2(x)) 

Step 2 : f(x) = a0 + (a1 * x) + (a2 * x2)

Step 3 : AK = a0

Fig. 3 Shares reconstruction
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3.5 Mathematical Model of Share Construction
and Reconstruction Process

Share Construction:
For instance, AK= 1234. The proposed research work attempts to split the secret

into six shares (n = 6), where any three shares (k = 3) are enough to reconstruct AK.
At random, k − 1 numbers are obtained as: 166 and 94.

(a0 = 1234; a1 = 166; a2 = 94), where a0 is secret
The polynomial mentioned in Eq. (2) provides secret shares:
f (x) = 1234 + 166x + 94x2

It constructs six shares from the polynomial:

f (1) = 1234 + 166(1) + 94(1)2 = 1494
f (2) = 1234 + 166(2) + 94(2)2 = 1942
f (3) = 1234 + 166(3) + 94(3)2 = 2578
f (4) = 1234 + 166(4) + 94(4)2 = 3402
f (5) = 1234 + 166(5) + 94(5)2 = 4414
f(6) = 1234 + 166(6) + 94(6)2 = 5614

Share Reconstruction:
To reconstruct the AK, any three shares (k = 3) will be sufficient.
(x0, y0) = (2, 1942); (x1, y1) = (4, 3402); (x2, y2) = (5, 4414)
Now, Lagrange basis polynomials are applied based on Eq. (3):

l0(x) = (x − x1/x0 − x1) * (x − x2/x0 − x2) = (x − 4/2 − 4) * (x − 5/2 − 5) =
x2/6 − 3x/2 + 10/3
l1(x) = (x − x0/x1 − x0) * (x − x2/x1 − x2) = (x − 2/4 − 2) * (x − 5/4 − 5) =
−x2/2 + 7x/2 − 5
l2(x) = (x − x0/x2 − x0) * (x − x1/x2 − x1) = (x − 2/5 − 2) * (x − 4/5 − 4) =
x2/3 − 2x + 8/3

Thus,

f (x) = (y0 ∗ l0(x)) + (y1 ∗ l1(x)) + (y2 ∗ l2(x))

= (
1942 ∗ (

x2/6 − 3x/2 + 10/3
)) + (

3402 ∗ (−x2/2 + 7x/2 − 5
))

+ (
4414 ∗ (

x2/3 − 2x + 8/3
))

= 1234 + 166x + 94x2

Here 1234 is AK.
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4 Results and Discussions

This section provides the results of the experimental and analysis of the IoT-PSKTS
algorithm on the IoT network. This simulation assumes that most IoT devices are still
distributed evenly and randomly in the forest. These IoT devices measure temper-
ature, humidity, light intensity, wind speed, rainfall and smoke [13, 14]. Following
these devices, readings are transmitted to the admin via the IoT base station. Java
is used to evaluate the IoT-PSKTS algorithm. Compare the proposed IoT-PSKTS
algorithm with other secret sharing algorithms, such as AdiShamir’s perfect secret
sharing scheme (PSS), HugoKrawczyk’s computational secret sharing scheme (CSS)
and Rabin’s information dispersal algorithm (IDA) [15]. Table 2 shows the time take
in (ms) of share formation (n = 5, k = 3).

Figure 4 shows the graph of time taken against data sizes in share creation when
n = 5, k = 3.

Table 2 and Fig. 4 demonstrated that IoT-PSKTS is the fastest algorithm based
on the data sizes. Furthermore, Table 3 shows time take in (ms) for share recreation
(n = 5, k = 3).

Figure 5 shows the graph of time taken against data sizes in share recreation when
n = 5, k = 3.

Table 2 Time take in (ms)
for share creation (n = 5, k =
3)

Algorithm Data size (in KB)

16 32 64

CSS 19.45 25.03 31.80

IDA 12.82 19.59 21.19

PSS 28.78 40.01 42.89

IoT-PSKTS 10.97 17.19 19.68

Fig. 4 Graph of data size against the time taken in share creation when n = 5, k = 3
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Table 3 Time take in (ms)
for share recreation (n = 5,
k = 3)

Algorithm Data size (in KB)

16 32 64

CSS 19.27 21.63 26.11

IDA 17.82 19.51 22.57

PSS 30.01 20.00 23.89

IoT-PSKTS 15.76 17.04 20.49

Fig. 5 Graph of data size against the time taken in share recreation when n = 5, k = 3

Table 3 and Fig. 5 demonstrated that IoT-PSKTS is the fastest algorithm based
on the data size. This approach demonstrates the data size improvement to avoid the
scalability compared to other algorithms.

5 Conclusion

This paper proposed a public and secret key with token sharing (IoT-PSKTS) algo-
rithm to prevent key leaks in the IoT. In an IoT network, the admin creates a public
key, a private key, a secret key and a token. Here are the public and secret key used for
packet encryption, the private key used for decryption and the token used to control
access. For encryption purposes, the admin shares a public and secret key with the
token for IoT base station and IoT devices. Consequently, the IoT-PSKTS algorithm
presents security while keys shared in a distributed way. Compared with previous
key sharing algorithms, experimental results have proven that IoT-PSKTS algorithms
present secure key sharing with minimal share creation and recreation time in forest
monitors on the IoT network.
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Investigation and Analysis of Path
Evaluation for Sustainable
Communication Using VANET

D. Rajalakshmi, K. Meena, N. Vijayaraj, and G. Uganya

Abstract Today, the taskforce is getting increasing and the streets are getting more
hazardous by the impact of blockage and increment of crashes. Intelligent transporta-
tion systems (ITS) are utilized to incorporate data innovation in transportation.Vehic-
ular ad hoc networks (VANETs) are a subset of MANET which provides communi-
cation between the mobile nodes. VANET is a collection of various dynamic nodes
that can change and configure. In VANET, enormous routing protocols are imple-
mented to route the packet reliably.One of the protocols is ad hoc on-demand distance
vector (AODV) routing protocol, and this protocol can only be used when the nodes
are in static movement. The other protocol is destination sequenced distance vector
(DSDV) in which each node maintains a table of information about the presence of
the other nodes. In traditional system, only one algorithm used for the communica-
tion strategy, but in our proposed system GAD protocol (a combination of Genetic,
AODV and DSDV) in which the functionalities of entire algorithms can be used
based on the communication range in the network. Our proposed idea, using GAD
protocol (a combination of Genetic, AODV, and DSDV) in which the functionalities
of both the algorithms can be used based on the communication link in the network.
Here proposed a numerical model to calculate the path duration between source and
destination using GAD protocol and solve the Sybil attack, its severe attack on vehic-
ular ad hoc networks (VANETs). The numerical model is simulated, and the GAD
protocol is developed using MATLAB. The result exposes that when the transmis-
sion range increased then the path duration and numbers of hops become decreased
in VANET.
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1 Introduction

For humankind, transportation is the basic mode to travel from one place to another.
Nowadays, the different kinds of vehicles including transports, trucks, trains, cable
cars, ships, planes, bikes, bikes, and helicopters are used for transportation. In recent
days, engineers play a vital role in developing software for effective communication
between source and destination [1]. When a packet is traveled from source to desti-
nation, there is a chance of congestion, which means when the message traffic is so
heavy it slows down the network response time [2]. This leads to an increase in delay
and a decrease in performance. At the same time, it leads to a collision.

ITS is an intelligent transportation system [3]. It pointed toward utilizing PCs
and interchanges to make travel more intelligent, quicker, more secure, and more
advantageous. ITS makes travel more secure and less tedious and makes it simpler
to choose how you wish to travel [4]. And business has a more efficient, less costly
way of moving its products to the marketplace.

1. Routing Protocol: To choose the correct routing protocol is very important in
VANETs because the topology changes frequently.

2. Mathematical Models: It is a mathematical expression for identifying path
duration between two vehicles through an average number of hops and
connection duration.

3. Modeling Assumptions: Our assumption is to make connection duration for
the dynamic nodes.

4. Area of Boundary Region for Identifying the Next Hop: The node becomes
closer to the boundary region, and it reduces the number of hop distance between
source and destination.

5. Probability of Identifying Nodes in the Shaded Region: To identify the prob-
ability of a single node in the boundary region has to increase the performance
of the network [5].

1. Number of Hop: Intermediate node between source and destination.
2. Speed of Nodes: The mandatory field of path duration is the motion and

speed of the node.
3. Connection Duration: It calculates the time for two nodes which is active

and which one is directly connected to the transmission range.
4. Path Duration: It improves the performance and throughput of VANET.

2 VANET

VANET is an emerging technology; it leads to improving security inwireless commu-
nication [6]. It is inherited frommobile ad hoc network (MANET). The similarities of
VANETs with mobile ad hoc networks (MANETs) are flat network (infrastructure-
less environment), self-organizing without a server configuration [7]. VANETs can
be differentiated by the following parameters: (i) extremely vibrant topology; (ii)
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Fig. 1 Architecture of VANET

frequently disconnected network; (iii) sufficient energy and capacity gave by the
vehicle; (iv) geological kind of correspondence; (v) versatility demonstrating and
forecast; (vi) hard suspension limitations; and (vii) connection with onboard sensors
[8]. The architecture of VANET is shown in Fig. 1.

3 Related Work

In the existing system, they used AODV routing algorithms for static movement of
nodes and communication with each other. DSDV routing algorithm for dynamic
movement of node communicates with each other [9]. The static and dynamic move-
ment of node communication works separately in the existing system. Before estab-
lishing communication, Initially calculated the path duration of the routes in the
network, automatically performance and throughput of theVANETs can be enhanced
significantly [10].

Drawbacks in the Existing System

1. If the path time increased, the transmission range also increased; if the trans-
mission range is increased, then it needs more power to complete the entire
communication.

2. If the number of hops increased, the average path time decreased for a fixed
number of nodes.

3. If there is any data loss occurs (attack) during transmission, the packet cannot
be recovered automatically.
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4 Proposed System

In our proposed system, the communication between the nodes is established during
both static and dynamic movements of nodes using GAD protocol. GAD protocol
is a combination of genetic algorithm, AODV algorithm, and DSDV algorithm. The
genetic algorithm identifies which protocol to be used based on node motion whether
it is static, it uses the AODV routing algorithm, or its dynamic, it uses the DSDV
routing algorithm helps in deciding which protocol to be used based on node motion
whether it is static it uses the AODV routing algorithm, or dynamically it uses the
DSDV routing algorithm. Here, the GAD protocol is used to detect and resolve the
Sybil attack and successfully transmit the packet to the other nodes.

Sybil Attack: It is a basic attack in VANET. In this attack, the aggressor sends
various messages to different vehicles. Each message contains an alternate source
identity. It confuses for different vehicles by sending incorrect messages like conges-
tion messages. If there is congestion, further vehicles are compelled to take another
path. The primary point of the attacker is to give an illusion of various vehicles
to different vehicles so vehicles can pick another course. With the help of GAD
protocol, it detects the sybil attack, without disturbing the communication it resolves
the attack more effectively going to detect and resolve these attacks.

Advantages of the Proposed System

1. Simulation results depict that the identification of reliable path time is very low
for all circumstances.

2. The communication range is increased, and then the path time is low.
3. Genetic algorithm provides reliable communication and reduces path failure.

In our proposed work, the implementation was divided into three sections:

1. Section 1 explains the concept of creation of nodes and finds the best route to
communicate in both static and dynamic movements of vehicles separately.

2. Section 2 includes the combination of both static and dynamic movements of
vehicles using the GAD protocol and with simulation result and graph.

3. Section 3 depicts the concept of how a Sybil attack occurred and recovered.

5 GAD Protocol

GAD stands for genetic AODV DSDV algorithm. Generally, genetic algorithms are
used to find the reliable path between the nodes. In the GAD protocol, the genetic
algorithmchooses the functionality of theAODValgorithm if the nodes are connected
in a static link; otherwise, it chooses the functionality of the DSDV algorithm if the
nodes are connected in a dynamic link. For clustering to the nearest nodes, the
fuzzy C-means (FCM) algorithm is used when AODV is selected and K-nearest
neighbor (KNN) algorithm is used when DSDV is selected. Using GAD protocol,
the functionalities of both the algorithms can be used based on the link in the network.
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Fig. 2 System architecture

In the GAD protocol, the genetic algorithm decides which algorithm to be used. The
proposed system architecture is depicted in Fig. 2.

6 Algorithm for GAD

Algorithm: Genetic algorithm for determining the “i” reliable path.
buffer_size, gen, Bm, Bc, a0, the destination nodes Y, X.
1. Create the initial buffer_size
2. max ← 1
3. While (max <= max) do
4. B ← 1
5. While (B <= buffer_size) do
6. Getting chromosomes of the new buffer, select two chromosomes from the
parent buffer based onBc. Apply crossover, and then alter the new child according
to Bm parameter.
7. Calculate the bandwidth of the new child (Band(B))
8. If X(B) � X then
Save this child as a contestant solution.
9. B ← B + 1
10. End if
11. End
12. Print all determined solutions
13. End
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7 Genetic Algorithm

GA is an irregular pursuit strategy dependent on the development rule of science
(natural selection), which was proposed by J. Holland in 1975 to streamline total NP
issues [11]. The genetic algorithm imitates the cycle of Normal Choice (NS) heredi-
tary calculation mirrors the cycle of normal choice (NS), which implies a focal idea
of advancement. These attributes will be given to the future, which is additionally
named as natural selection. GA can be viewed as a abstract representations of candi-
date solutions to resolve the optimization issues [12]. Hereditary calculations can
be seen in the recreation where a populace of dynamic portrayals of up-and-comer
arrangements to take care of an advancement issue [12]. GA solves a problem using
an evolutionary approach by creating mutations to the current solution by selecting
the better methods from this new generation and then using these improved methods
to repeat the process. Since the genetic algorithm calculations are randomized hunt
and improvement strategies, following the standards of development and common
genetic qualities, have a lot of verifiable parallelisms. Hereditary calculations are
randomized hunt and improvement strategies following the standards of develop-
ment and common hereditary qualities, have a lot of verifiable parallelisms. Thusly,
GA might be a piece of the more extensive class of organic cycle calculations that
might be implemented to the streamlining of convoluted calculations, the instructing
of text arrangement frameworks, and the development of smart counterfeit specialists
that will decide the conditions randomly [13–17]. With these perceptions, genetic
calculations perform a search in muddled, huge, partner proclaimed multimodal
scenes and gracefully close ideal answers for target or wellness performance of an
enhancement disadvantage. The essential module cycle of GA delineates in detail as
follows [18]:

(i) Initially, build up a GA for a streamlining issue. So, the arrangement is a series
of pieces that comprise a similar number of components.

(ii) An underlying populace is produced unexpectedly which ought to be spread
over the inquiry space to speak to a wide assortment of arrangements.

(iii) The determination duplicates the string to be remembered for the future.
(iv) By choosing an irregular position, the hybrid is applied and it makes two new

chromosomes.
(v) Determination and hybrid can create a surprising measure of contrasting

strings.
(vi) The end model can be set by the number of development cycles, the measure

of the variety of people of various ages.

8 Sybil Attack

Sybil attack is a genuine danger as it decreases the usefulness of VANET. Here, an
attacker hub sends messages with various phony personalities to different hubs in the
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organization. The attacker mimics a wide range of various hubs in the organization
[19]. The hub forcing the characters of different hubs is called a malevolent hub,
whose personalities are vanquished calledSybil nodes.Moderately, every other attack
can be dispatched on an organization within the sight of Sybil attack. The chance
could be thought of as a gridlock or mishap with the goal that different vehicles
change their steering way or leave the street to serve the aggressor. Sybil attackers
can likewise motivate false data in the organizations through some manufactured
non-existing hubs [20]. For instance, on account of a mishap on an expressway,
the main vehicle noticing the mishap is sending a change course/deceleration ready
message to all the encompassing vehicles. The agents may advance this message to
caution the supporters by assuming anything. This sending cycle can be disturbed by
Sybil vehicles by not sending the admonition message. This may lead the travelers
in the harmful way.

9 Result and Discussion

The source and destination are selected by the black dot that represents the vehicle.
The lines joining them represent the path between source and destination. By clicking
the go button on the right side, possible routes will be shown in Fig. 3.

Fig. 3 Initial configuration of VANET
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Fig. 4 Identifying different routes for vehicles

From source to destination, the different routes are determined. The routes are
established by using the AODV routing protocol. Initially, it will find all possible
nodes between the source and the destination. Then, it selects the source and desti-
nation nodes. Both static and dynamic motions of vehicles are identified, and the
path is established. From source to destination, different routes are determined and
identify the reliable path using FCM. It is denoted in Fig. 4.

Using the DSDV algorithm, a table is created which holds the source node, desti-
nation node, packet sequence number, and hop distance. Identify the source and
destination node to perform the desired communication. By clicking the movement
button on the right side of the window, the nodes will dynamically change. It auto-
matically chooses the shortest route identified by DSDV algorithm through which
the message is to be transferred will be identified by using the DSDV algorithm.
Finally, the table was automatically updated with the corresponding details, and it is
represented in Fig. 5.

In Fig. 6, a total of 60 nodes, sink node, indicate as yellow color and it finds the
cluster head, which is ready for attack. The cluster head node is indicated in white
square color. The routing path is shown in magenta color. The routing path shows
communication via source to destination. The test case performance is analyzed with
different sensor radii like R = [100, 120, 150, 170] m.
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Fig. 5 Determining hop count details

Fig. 6 Clustering of nodes
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Fig. 7 Packet delivery ratio

9.1 Packet Delivery Ratio

The ratio of howmany packets is successfully received by destination from the source
node. A graph that compares the existing model with our proposed model is shown
in Fig. 7. In this, the sensor radius is taken on the X-axis, and PDR is taken on the
Y-axis. If the sensor radius is low, the communication path breakage may happen,
so it automatically reduces the PDR; if the sensor radius increases more and most of
the communication data from the source to sink with a low number of hopes in this
time due to packet congestion, the PDR may decrease. But compared to the existing
method, the proposed method has a high PDR.

9.2 Average End-to-End Delay

The time taken for a communication across a network from source to destination
is calculated difference b/w communication the data from source to the destination
is calculated. The data transfer between source and destination may get lost due to
node coverage area or their position, represented in Fig. 8.
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Fig. 8 Average end-to-end delay

9.3 CH Formation Delay

Initially, CH selection is based on a clustering algorithm, after the t-time slot CH
update validates based on the neuro-fuzzy prediction. This time duration of CH
update is called CH formation delay, represented in Fig. 9.

In Fig. 10, vehicles are moved in two lanes. Usually, the road side unit (RSU) is
a wave device fixed along the road side for dedicated short-range communication.
Every vehicle node communicates with the RSU.When the attacker spoof’s multiple
identities for one vehicle, 2 lanes mobility leads to Sybil attack to one vehicle, thus
in 2 lanes mobility of vehicles leads to Sybil attack. Here, the attack is detected using
the genetic algorithm, the node with the attack is cleared, and an encrypted message
is safely sent to the required destination vehicle node.

10 Conclusion

In this article, the proposed algorithm called GAD is the combination of genetic,
AODV, andDSDV algorithm for an effective vehicle-to-vehicle communication. The
genetic algorithm determines the reliable route between the source and destination
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Fig. 9 Channel selection

node routes by either AODV or DSDV. In the first part, the nodes are created, the
communication links are established, and the shortest path between the nodes is
found. In the second part, the messages are successfully sent to the receiver. And
finally, in the third part, the Sybil attack was implemented and it was recovered using
GAD protocol. The GAD protocol simulation results depicted that the efficiency is
improved by following performance metrics, Packet Delivery Ratio (PDR), End-to-
End delay and Cluster formation delay, and these metrics are compared with existing
protocols AODVandDSDV represent that the efficiency is improved in the following
performance metrics of PDR, End-to-End delays and cluster formation delay all are
efficient compared to the existing method.



Investigation and Analysis of Path Evaluation … 825

Fig. 10 Effective communication using GAD protocol
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Performance Study of Free Space Optical
System Under Varied Atmospheric
Conditions

Hassan I. Abdow and Anup K. Mandpura

Abstract In this paper, the performance study of free space optical (FSO) systems
is completely analyzed, when the atmospheric channel is affected by atmospheric
conditions such as haze and fog. Comparison of the FSO system’s performance with
semiconductor optical amplifier (SOA) and erbium doped fiber amplifier (EDFA)
under the influence of haze and fog is studied. The received power, eye diagram, and
quality factor (Q-factor) are the performance metrics taken into consideration in this
paper. Through simulations, it is demonstrated that the fog has a detrimental effect
on FSO system performance, when compared with the haze. Further, the distance
over which the FSO system can work reliably will be improved by using EDFA in
the place of SOA for performing pre-amplification and post-amplification.

Keywords Free space optical (FSO) · Atmospheric channel · Erbium doped fiber
amplifiers (EDFA) · Quality (Q) factor · Semiconductor optical amplifiers (SOA) ·
Fog and haze

1 Introduction

In the past few decades, there has been an ever-increasing demand for high bandwidth
along with the popularity of live streaming applications for work, social interaction,
entertainment, and infotainment purposes. Various research studies will leverage
research significance to improve the spectral efficiency of the existing cellular system
and accommodate these demands [1–5]. The strategies in [1–5] are promising;
however, an alternative solution for decongesting the cellular spectrum is to shift from
the existing radio frequency carrier range of 300 MHz to 3 GHz to optical frequency
range of 300–3000 GHz. The main advantage being that, licensing of spectrum in
the optical domain is not required. Therefore, the optical domain offers a large band-
width that is economical and helps increase the capacity of the communication system
[6]. Recently, free space optical (FSO) communication has been widely studied in
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Fig. 1 FSO communication system

[7–11] due to the dual advantages of optical spectrum (large bandwidth), licensed
free operation, security, ease of implementation, absence of electromagnetic inter-
ference, and wireless transmission channel. Due to the scarcity of spectrum for radio
frequency (RF) transmission, these features offer an important solution for wireless
access [12]. FSO is communication technology where information is exchanged by
sending a beam of light from the transmitter to the receiver. Figure 1 block diagram
of the FSO communication system is presented. The information is transmitted from
the source to the receiver through the atmospheric channel. The source data is sent to
the modulator, and the modulated carrier signal, with the information, is transmitted
through the FSO channel. The information at the receiver is sent to the photodetector,
filter, and demodulator for decoding at the destination [13]. This technology finds
applications where the laying of physical cable is impossible due to the terrain of
the area, for example, in a hilly location. The transmission of information in FSO is
similar to that in optical fiber communication, i.e., the transmitted data is modulated
by a laser light. However, transmission medium in FSO is the atmosphere, unlike
the optical fiber where the light travels through a fiber. FSO communication system
performance is adversely affected by the environment through which it propagates.
The fluctuations of pressure and temperature variations lead to the refractive index
which results in atmospheric turbulence. This atmospheric turbulence leads to an
increase in the systems errors, therefore, degrading the FSO system performance
[14].

The FSO communication system performance largely depends on weather factors
such as fog, rain, and haze [15]. These atmospheric disturbances attenuate and scatter
the light beam, thereby hindering the direct path of the laser light from the transmitter
to the receiver [16]. These disturbances therefore significantly affect the performance
of FSO communication, thus, reducing the overall range and capacity of the system.
It is therefore of interest to study the performance of FSO system when the trans-
mission channel is affected by atmospheric disturbances such as fog and haze. Free
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space optical communication link performance is also degraded due to turbulence in
atmospheric conditions and other parameters such as distance and optical power. Due
to the loss in signal strength caused by atmospheric disturbances and obstacles, it is
difficult to attain a high performance in a free space optical network [17]. In real-life
scenarios, the availability of FSO communication link is limited during fog and haze.
The intensity of the FSO signal is subjected to random fluctuation due to atmospheric
turbulence. Scintillation causes performance degradation and potential loss of signal
connectivity. These shortcomings pose the main challenge to FSO communications
system deployment. Therefore, different channel modeling and diversity techniques
have been studied to improve system performance [18]. The quality factor, received
power, and span of the system (distance) are the performance metrics for a FSO
system.

In this work, FSO communication system’s performance under atmospheric
conditions such as fog and haze are studied. FSO suffers from signal degradation
due to external and internal impairments, therefore, to compensate for the attenua-
tion caused by atmospheric conditions; pre-amplification and post-amplification of
the signal are performed. Before the advent of optical amplifiers, the signal ampli-
fication was performed by optical to electrical and then to optical conversion for a
single wavelength and moderate data rate requirements. However, this amplification
process is not preferable for high data rate and multiple wavelengths [19]. Moreover,
this technique increases equipment cost and introduces delay and noise due to large
numbers of regenerators for long haul transmission. With the introduction of optical
amplifiers, the delay and congestion issue can be overcome by simultaneous amplifi-
cation of various wavelengths [20]. The repeaters have been replacedwith amplifiers,
in order to have a cheaper alternative for optical amplification and transceivers in
[21]. Erbium doped fiber amplifiers (EDFA) and semiconductor optical amplifiers
(SOA) are the most commonly used optical amplifiers. Among these amplifiers,
EDFA is conventionally used for long haul optical transmission over fiber. EDFA’s
main benefits over other amplifiers are high-power efficiency, low-noise figure, and
commercial availability in the C-band and L-band [22]. SOA is used as a preamplifier
before the signal reaches the receiver to boost the signal level. One of the feature of
SOA is low-noise value of 5–8 dB as compared to EDFA of 4 dB. However, it is hard
to obtain power levels above 10 mW due to the relatively small output saturation
power values of around 5 mW. Parameters such as polarization, nonlinear effects,
sensitivity, and high losses at the junction make these amplifiers more challenging
to use than the inline amplifiers. EDFA has proven to be best for signal amplifica-
tion [23]. EDFA can amplify different channels without reducing its bandwidth. The
difference between EDFA and SOA is an active region where the gain generation
occurs. EDFA generates directly within the glass fiber, while SOA is directly within
the structure of the semiconductor [24].

There have been studies on multiple transceivers and channel modeling to reduce
the effect of atmospheric conditions. Diversity techniques are used to transmit the
information and enhance system efficiency [25]. In [26], the FSO communication
link performance is analyzed under foggy weather conditions employing different
transmitters/receivers pairs and an EDFA amplifier using OptiSystem software for
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simulation. Free space optical link analysis is carried out and evaluated based on
Q-factor for various modulation techniques and weather conditions. In [27, 28], by
using log-normal and Gamma–Gamma scintillation models, the authors analyzed
the value of Q-factor versus proposed distance of FSO link for varying range of
index of refraction. Therefore, in this work, the objective is to study the FSO system
performance with pre-amplification and post-amplification using EDFA. The system
performance is evaluated using a received power, eye diagram, and Q-factor.

The paper is organized as follows: Section 1 discusses the introduction to FSO and
the performance metrics used in the paper. Section 1.1, discusses the FSO system
model with EDFA at both ends. Section 2 presents results and compares an FSO
system’s performance with EDFA and SOA. Section 3 provides conclusions.

1.1 The System Model

Figure 2 shows a system model of free space optical communication. It comprises
of a transmitter, atmospheric channel, and a receiver. The transmitter comprises of a
light source, modulator, data source generator, and an amplifier. Themain function of
the transmitter in FSO is to convert the data into an optical signal that can propagate
through the atmosphere to the receiver. The characteristics of a transmitted signal
are affected in FSO channel due to the various weather conditions. The receiver
comprises of an amplifier, photodetector, low-pass filter, and an analyzer. The optical
signal at the receiver is amplified by the amplifier, then the photodetector is used to
convert the received optical signal into an electrical signal, and then the low-pass
filter is used to remove the unwanted high-frequency noise signal.

Fig. 2 FSO system model
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Table 1 Parameters of FSO
used for the simulations

Parameter Values

Data rate
Modulation format

EDFA 40 Gbps, SOA
0.5 Gbps
Non-return to zero (NRZ)

CW (continuous wave) laser
source

25 dBm

Aperture diameter transmitter 2.5 cm

Aperture diameter receiver 20 cm

Operating frequency 193.414 THz

Responsivity 1 A/W

Attenuation-very clear 0.1 dB/km

Attenuation-haze 4.2 dB/km

Attenuation-light-fog 15.5 dB/km

SOA-parameters
Injection current

0.087 A

Width 3e−006

Height 6e−007

Confinement factor 0.15

Enhancement 5

This paper studies the FSO communication system’s performance for different
weather conditions as follows: very clear weather, haze, and fog. The performance
metrics used in the study are Q-factor, received power, and eye diagram for the
above different weather conditions. The FSO system simulation is modeled using
OptiSystem software. The system parameters and different values of attenuation of
each of the atmospheric conditions are listed in Table 1 [29, 30].

2 Result and Discussion

This section discusses the impact of using EDFA as a preamplifier and post-amplifier
in free-space optical system for different atmospheric conditions. The free space
optical system was simulated using OptiSystem as shown in Fig. 3 and analyzed
under different atmospheric conditions. The system parameters are given in Table 1.
The pseudorandom binary sequence generator is used to generate the data bits, which
are fed toMach–Zehndermodulator for conversion to an optical signal. A light source
of wavelength 1550 nm transmits power of 25 dBm. The modulator’s output is fed
to an optical preamplifier (EDFA or SOA) and transmitted through the FSO channel
as shown in Fig. 3. The received optical signal from the receiver is converted into
an electrical signal using a photodetector. The low filter rejects the high-frequency
noise.
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Fig. 3 Model of a FSO system in OptiSystem

Figure 4 compares Q-factor versus distance of FSO system with EDFA and SOA
for differentweather conditions, i.e., very clearweather, haze, light fog, andmoderate
fog. It can be observed from the figure that FSO with EDFA has a better Q-factor
over a large distance in comparison to SOA. This is due to the fact that the noise
figure of SOA is greater than 5 dB whereas the noise figure of EDFA is less than
5 dB [31]. The typical gain of EDFA is also greater than 40 dB, while that of SOA is
greater than 30 dB [32, 33]. The FSO system with EDFA has a better performance in
comparison to SOA for all different weather conditions. As the distance is increasing,
the quality factor is decreasing for both amplifiers. Very clear weather has the least
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effect on the performance of FSO as compared to haze and fog. Moderate fog is the
worst among all different weather conditions for FSO system.

Figure 5 shows the relationship between the received power and transmission
distance for different weather conditions by using EDFA and SOA. Comparing
between the two amplifiers, EDFA has a better received signal power than SOA
under the similar weather conditions. It can be observed from the figure that the
received power of an FSO system with EDFA is larger in comparison to an FSO
system with SOA for a distance of 10 km for very clear weather conditions, and the
received power with EDFA is 4.692 dB, whereas the received power with SOA is
−14.852 dB. From the figure, it is evident that the received signal power decreases
with increasing distance. The gap between the received powers of FSO with EDFA
and FSO with SOA is nearly 19.544 dB for a distance of 1–10 km for haze weather
conditions. The difference in received power of FSO with EDFA and FSO with SOA
for haze is approximately 19.544 dB for communication over short distances. Again,
it is observed that very clearweather conditions have the least affected on FSO system
performance in comparison to haze and fog for all the cases.

Figures 6, 7, and 8 show eye diagrams of FSO link for haze at 9 km, moderate
fog at 2 km, and clear weather at 70 km, respectively. The eye opening signifies the
performance of an FSO system; if the opening is wide, the system performance is
good, and if the opening is narrow, the performance is poor. The qualitative analysis
of digital signal transmission can be studied using the eye diagram. In Fig. 8, the
system has a large eye opening between the upper and lower levels as compared
to Figs. 6 and 7. The height of the eye opening determines the noise margin of the
system at a specified time interval. It can be concluded from the three figures that
very clear weather conditions have wider opening and hence a better performance
than the fog and haze weather conditions. The simulation results show that both
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Fig. 6 Eye diagram for haze at 9 km

distance and attenuation affects the FSO link. The opening of the eye for haze at
9 km is 2.3e−04 while it is 2.769e−04 for moderate fog at 2 km.

3 Conclusion

In this paper, the performance of free-space optical (FSO) communication system
with EDFA in the presence of haze and fog is studied. The FSO system perfor-
mance was compared using received power, Q-factor, and eye diagram for different
weather conditions. From the comparison of the results, it is concluded that fog has
a detrimental effect on FSO system performance in comparison to haze.

Under clear weather conditions, the FSO system with EDFA has a range of
67.1 km, whereas for haze and moderate fog conditions, the range is 9 km and
2.5 km, respectively. Also, from the results presented, it can be summarized that
FSO system performance is enhanced by using EDFA amplifier in comparison to a
SOA amplifier.
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Fig. 7 Eye diagram for moderate fog at 2.5 km
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Fig. 8 Eye diagram at 70 km for very clear weather
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Malicious URL Detection Using Machine
Learning and Ensemble Modeling

Piyusha Sanjay Pakhare, Shoba Krishnan, and Nadir N. Charniya

Abstract Websites are software applications that allow us to connect and interact
with the data located in the web servers. Websites allow the user to capture, store,
process, and exchange sensitive data like banking details and personal details. Web
pages are accessed by merely entering the required URL in the browser. To prevent
sensitive information from users, the attackers/hackers make duplicate websites and
send them to victims through phishing emails. In this article, the machine learning
framework is used to find malicious URLs. Here, five different machine learning
algorithms such as the logistic regression algorithm, K-nearest neighbor algorithm,
decision tree algorithm, random forest algorithm, and support vector machine algo-
rithm have been used. An ensemble modeling has been done using these algorithms,
and the performance of each algorithm has been compared.

Keywords Cyberattacks ·Malicious URLs · Supervised learning ·Machine
learning · Ensemble models

1 Introduction

The epoch of big data where data in quintillions is generated every single day [1].
With more and more data on the Internet that included user’s data, credit card details,
phone numbers, etc., hackers are trying to obtain those data by stealing it from the user
unknowingly. This is done by sending various phishing e-mails, creating duplicate
websites, sending attachments via e-mail, and SMSs. Phishing uses e-mails as a
weapon. The attacker dissembles as a trustworthy person or organization and sends a
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Fig. 1 Causes for cyber
disruptions [3]

message to be from the bank, asking for details or some note from companies tricking
the recipient to open attachment or website links. The spreading of coronavirus
across the world has caused people to work remotely from their homes. URL is
the entry point of most cyber-attacks. If the attacker has control of the malware-
hosting server, he/she can easily change the URL address making it point toward the
malicious content [2]. As a result, it will risk the entire organization’s privacy. URLs
are classified into two (binary) categories—malicious and legitimate.

There are various domains on the Internet that have words like “covid19”, “coron-
avirus”, etc., cybercriminals are creating hundreds or even thousands of newwebsites
every day to carry out phishing, fraud, and malware. The percentages of major
cyber-attacks are shown in Fig. 1.

From Fig. 1, it is evident that phishing and malware attacks are the most common
attacks and these attacks are spread using links and e-mails. Apart from these, URLs
are host to cross-site scripting (XSS) attacks and URL injection attacks. According
to Data Breach Investigating Report (DBIR), 32% of the confirmed data breaches
involve phishing. Approximately 80% of the email attacks are malware-less, the
attackers use spear-phishing and impersonation tactics. Wandera’s 2020 Mobile
Threat Landscape Report showed that more than 50% of all surveyed organiza-
tions have experienced a minimum of one mobile phishing incident [4]. Barracuda
researchers [5] detected 467,825 spear-phishing attacks through email between
March 1, 2020, to March 23, 2020, out of which 9116 were related to coronavirus.

For detecting these malicious attacks, machine learning (ML) is the most popular
approach used. ML is a partial application of artificial intelligence. It is used to
develop algorithms that can access the data and can use it for self-learning [6]. These
algorithms work efficiently when huge data is involved. ML is often categorized into
three, viz. supervised learning, unsupervised learning, and reinforcement learning
[7]. All theML algorithms are labeled training data with specific inputs, outputs, and
system parameters. The proposed system uses supervised learning algorithms where
past data is utilized to train the model to predict future outcomes. In unsupervised
learning, the data used to train the model is neither labeled nor classified. Apart
from these two categories, there is a semi-supervised learning algorithm that uses
both unlabeled and labeled data for training. There are various ML algorithms, viz.
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Regression, Classification, Clustering, Recommendation System, etc. Classifying
the malicious URLs requires classification algorithms mentioned below.

This article deals with detecting the malicious URLs using various machine
learning algorithms, namely [8],

(a) Logistic regression-It gives a probability as if a particular event will occur or
not using a logistic function based on the input.

(b) Decision tree-The data is split at various nodes and the end decision (good/bad)
is given by the leaves of the tree.

(c) Random forest-It is a group of decision trees and the final output is selected
by majority voting.

(d) K-nearest neighbors-This algorithmwill classify the sample point based on the
classification of its k-neighbors. The best way to find the optimum value of k
is using the elbow method. Usually, k’s value should be odd for a classification
problem.

(e) Support vector machine (linear, RBF, and sigmoid kernels)-for classification,
a hyperplane/decision boundary is defined which separates the data and clas-
sifies them into two categories—good (legitimate) and bad (malicious). If
the problem cannot be separated linearly, then kernels are used. Kernels are
complex mathematical functions.

Further, an ensemble method is used to improve the accuracy of the algorithms.
Ensemble modeling is the process where various algorithms are used to predict an
outcome. It is a combination of individual classifiers that helps in the classification
of new test samples. Ensemble learning in supervised learning has become one of
the in-depth areas of study among machine learning researchers [9]. The majority
voting method of ensemble models is utilized. Finally, these algorithms were tested
completely on a new data to find which algorithm gives better classification. The
motivation for using ensemble modelling is that it reduces the generalization error.
Even though it consists of multiple algorithms, it acts as a single model.

This article is organized as follows: In Sect. 2, some literature review is done. In
Sect. 3, our approach, methodology, and flowcharts used for URL classification are
shown. In Sect. 4, the results of the experiments are shown and finally, in Sect. 5, the
conclusion for the research work is presented.

2 Literature Review

Various studies have been conducted to find a solution to this problem using different
techniques.

Vanhoenshoven et al. [10] have used a public dataset having 2.4 million URL
instances to classify good and bad URLs. Having around 3 million features, they
divided the features into 3 sets. Set A contains real and binary values, Pearson’s corre-
lation was found and values havingmore than 0.2 coefficient value were selected. Set
B has only binary values and attributes having more than 0.1 coefficient are selected.
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Set c has only real-valued data which are binary having non-zero values. They have
classified the performance of the algorithms, viz. Naive Bayes, k-nearest neighbors,
support vector machines, multi-layer perceptron, decision trees, and random forest.
The algorithms were evaluated based on accuracy, precision, and recall. The random
forest classification method showed maximum accuracy, recall, and precision.

Tan et al. [11] have addressed the problem of concept drift. Concept drift is the
phenomenon where the distribution of data changes, i.e., malicious URL may turn
into benign URL. If it happens, then the trained model cannot accurately tell the
classification of such a URL. Three features have been selected which are IP blocks,
destination port, and domain. Their system framework consists of four modules—
Feature Extraction, Training, Prediction ad Concept Drift Detection. The functioning
of the concept drift algorithm is evaluated by comparing the WRST algorithm with
theCUSUMalgorithm. TheWRSTalgorithmhad the highest accuracy andminimum
delay over the CUSUM algorithm.

Feroz and Mengel [12] have developed a method that will automatically clas-
sify the URLs based on their host-based and lexical features. They have combined
clustering and classification method. The results are divided into three categories—
severe, moderate, and benign. Additionally, an internal scale is given to each
classification—Severe—red, moderate—yellow, benign—green. Their classification
accuracy is 98.46%.

Manjeri et al. [13] have experimented on classifying the URLs for two cases—
class imbalance and without class imbalance. Recursive Feature Elimination tech-
nique is used to narrow down to eight features for classification and further ranking
them according to their priority. Random forest algorithm gave the maximum accu-
racy of 96%. Finally, association rule mining was performed to find the relation
between variables in data using three algorithms—Apriori, FP Growth, and decision
tree.

3 Experiment

3.1 Url Structure

Figure 2 shows the structure of a URL.

Fig. 2 Structure of URL
[14]
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1. Protocol/Scheme

This indicates the webserver which type of server to utilize when it accesses the page on the
website. Nowadays, Hypertext Transfer Protocol Secure i.e., HTTPS is the commonly used
protocol.

2. Hostname

Hostname consists of Top Level Domain (.com, .net, .org, .uk), Domain Name (google.com,
urlinfo.com) and Subdomain (www)

3. Port

Port number is used to access a server application that is running on the machine. By default,
HTTP uses port 80 and HTTPS port 443.

4. Path

The path describes the specific source in the host that is accessed by the web client

Hackers/Cybercriminals will change certain parts of the URL to carry out attacks
like phishing.

3.2 Dataset

The dataset is obtained fromGitHub [15]. It contains 344,821 goodURLs and 75,643
bad URLs. To avoid imbalance classification problems, the dataset ia made even by
eliminating random good URLs. So, the new dataset has 75,643 good URLs and
75,643 bad URLs.

3.3 Pre-processing

As the dataset contains text data, it is first pre-processed by using tokenization, where
the URLs are divided into tokens. Since the data is a URL, the URLs are first divided
wherever there is a forward slash (/) and hyphen (-). Next, the domains, sub-domains,
and extensions are separated by splitting wherever there is a dot (.). Lastly, the stop
words are removed which is www and.com. The words in URLs are then assigned
weights using TfidfVectorizer. TfidfVectorizer converts the text into feature vectors
that is used as an input. TfidfVectorizer computes the word count, idf values and
tf-idf score. If the words are unique, the score is high and common words have a low
score.
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3.4 Methodology

Different steps involved in methodology are given below:

1. Get the dataset.
2. Preprocess the data.
3. Divide the dataset into a training set and testing set.
4. Use different machine learning algorithms for training the model.
5. Get the evaluation matrices.
6. Get predictions on completely different data.
7. Make a classification table.

By default, the dataset is split into 75% training and 25% testing, and the further
training set is converted into 75% training and 25% validation. The training set
contains 85,098 samples, having 42,549 good and bad samples respectively, vali-
dation set consists of 28,366 samples divided into 14,183 good and bad samples,
whereas the testing set has 37,822 samples of equally good and bad, respectively.
In this experiment, initially, train the model using five supervised machine learning
algorithms, viz. logistic regression algorithm, K-nearest neighbor algorithm, deci-
sion tree algorithm, support vector machine algorithm with 3 of its kernels, and
random forest algorithm. Flowchart for designing individual algorithms is discussed
in Fig. 3. Next, consider 10 models, each having 3 algorithms together to check the
performance of those models. For ensemble models, the model is trained using three
different algorithms of any combination. For calculating the accuracy and for gener-
ating the classification report for validation data, majority voting is calculated using
the mode function. Each model makes predictions (votes) for every test event and the
final outcome prediction is more than half the votes. If more than half of the votes
were not cast in any of the predictions, it is not possible to predict a stable prediction
for this event in a combinedmanner. Lastly, themodel is given test data for prediction,
and in a similar way, the accuracy and classification report for test data is obtained.
The flowchart for the ensemble model is described in Fig. 4. After designing the
algorithms, the classification based on four parameters namely, accuracy, precision,
recall, and Fl-score was analyzed.

3.5 Performance Evaluation

3.5.1 Confusion Matrix

To get the idea about classifications and misclassifications, generate a confusion
matrix for each algorithm. Confusion matrix is the m x mmatrix, where m is number
of variables. Table 1 shows the confusionmatrix.Diagonal elements represent the true
values and non-diagonal elements represent false values. There are four parameters
inside the table, viz. False Positive (FP), True Negative (TN), True Positive (TP),
and False Negative (FN).
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Fig. 3 Flowchart of
ındividual model Start

Load the Dataset

Data Pre-processing i.e. 
tokenization

Split dataset into training, 
validation and testing sets

Training the model using 
training and validation set

Check Accuracy and 
generate classification 

Predict the result of test 

Check Accuracy and 
generate classification 

report

3.5.2 Accuracy

Accuracy is determined as the ratio of rightly predicted good and bad URLs to total
prediction.

Accuracy = TP+ TN

TP+ TN+ FP+ FN
(1)

3.5.3 Precision

Precision is determined as the ratio of literal good URLs out of total predicted good
URLs.

Precision = TP

TP+ FP
(2)
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Fig. 4 Flowchart of
ındividual ensemble model

Obtaining Dataset

Data Pre-processing i.e. 
tokenization

Split dataset into training, 
validation and testing sets

Training the model using 
algorithm 1 e.g. Logistic 

Regression

Training the model using 
algorithm 2 e.g. SVM

Training the model using 
algorithm 3 e.g. KNN

Start

Majority Voting

Predict result of test data 
for this ensemble model

Majority Voting

Check accuracy and 
generate classification 

Report

Table 1 Confusion matrix Actual value Predicted values

Negative Positive

Negative True negative False positive

Positive False negative True positive
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3.5.4 Recall

The recall is defined as the ratio of actual good URLs over total actual good URLs.

Recall = TP

TP + FN
(3)

3.5.5 F1 Score

F1 scores are the harmonic mean of recall and precision. It is computed by the given
formula:

F1 Score = 2
1

Precision + 1
Recall

(4)

4 Results

All the individual algorithms were tried on different values of the random state. After
implementing all the algorithms, the classification report of each algorithm is shown
in Table 2, and the training–testing accuracy plots are depicted in Figs. 5 and 6.

From Figs. 5 and 6, it can be clearly seen that there is not much difference
between training and testing accuracies which indicates that the models are not
overfitted. Logistic regression algorithm has given the maximum accuracy 94.31%,
and random forest algorithm has given the minimum accuracy of 87.34%. Precision,
recall, and F1-score shown in Table 2 for each algorithm are above 80% indicating
good classification between good and bad URLs.

Table 2 Classification report of individual models

Algorithm Precision Recall F1-score

Bad Good Bad Good Bad Good

Logistic regression 0.93 0.95 0.95 0.94 0.94 0.94

K-nearest neighbor 0.97 0.82 0.84 0.96 0.90 0.89

Decision tree 0.91 0.87 0.88 0.90 0.89 0.89

Random forest 0.80 0.95 0.94 0.83 0.86 0.88

SVM (linear) 0.92 0.96 0.96 0.92 0.94 0.94

SVM (rbf) 0.90 0.97 0.96 0.91 0.93 0.94

SVM (sigmoid) 0.93 0.96 0.96 0.93 0.94 0.94
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Fig. 5 Training accuracy: individual models

Fig. 6 Testing accuracy: individual models

Next, combined all these three algorithms at a time. Since SVM (sigmoid kernel)
gave a good result, this algorithm is selected instead of all the SVM kernels. The
classification report of these algorithms is shown in Table 3, and the accuracies are
depicted in Fig. 7.

From Fig. 7, it is clear that the eighth ensemble model (K-nearest neighbor, deci-
sion tree, and support vector machine) gives a maximum accuracy of 94.93%. The
accuracy of all the ensemble models lies in the range 93–95. Also, the high (above
90%) precision, recall, and F1-score are shown in Table 3 which indicate that all of
the ensemble models have performed well.
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Table 3 Classification report of ensemble models

Algorithm Precision Recall F1-score

Bad Good Bad Good Bad Good

LR-KNN-DT 0.95 0.95 0.95 0.94 0.95 0.95

LR-KNN-RF 0.96 0.93 0.93 0.96 0.94 0.94

LR-KNN-SVM 0.96 0.94 0.94 0.96 0.95 0.95

LR-DT-RF 0.95 0.92 0.92 0.95 0.94 0.94

LR-DT-SVM 0.97 0.94 0.94 0.97 0.95 0.96

LR-RF-SVM 0.96 0.93 0.93 0.96 0.94 0.94

KNN-DT-RF 0.94 0.93 0.93 0.94 0.94 0.94

KNN-DT-SVM 0.95 0.95 0.95 0.95 0.95 0.95

KNN-RF-SVM 0.96 0.93 0.93 0.96 0.94 0.95

DF-RF-SVM 0.95 0.92 0.92 0.96 0.94 0.94

Fig. 7 Testing accuracy: ensemble models

5 Conclusion

MaliciousURL detection plays a significant role in cybersecurity applications. In this
article, various ML algorithms are utilized to classify the URLs into malicious (bad)
and legitimate (good). In the experiments, the performance accuracy of five different
machine learning algorithmswas compared. To get better results, the algorithmswere
implemented by changing different parameters like the kernel (in SVM algorithm),
criterion and number_of_trees (in the decision tree and random forest algorithms),
neighbors (in KNN algorithm), and random state for each individual algorithm. The
same parameters were used to evaluate each ensemble model. By analyzing the
experimental results, it is shown that our model has effectively classified the URLs.
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Logistic regression and KNN-DT-SVM ensemble model have outperformed other
algorithms. Overall, the accuracy of the individual model is above 85%, and the
accuracy of each ensemble model is also above 92%. The major limitation of the
proposedwork is that the DT, RF and especially SVM takes hours for training. Future
scope of this includes increasing the number of algorithms in the ensemble model
and change parameters considering different features.
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Review on Energy-Efficient Routing
Protocols in WSN

G. Mohan Ram and E. Ilavarsan

Abstract Recently, wireless sensor networks (WSNs) incorporate their prominent
role in various applications like monitoring and tracking remote environments. WSN
exhibits a distributed nature and dynamic topology which increases the challenge of
designing an energy-efficient protocol for routing. Enhancement of energy efficiency
inWSN is considered as the primary goal of the routing protocol. This reviewmainly
intends to discuss the hierarchical-based energy-efficient routing protocols to maxi-
mize a lifetime of network and energy efficiency. The objectives, challenges, and
issues of the WSN routing protocols are also discussed in this review. Finally, the
performance analysis for each energy-efficient routing protocol is also summarized in
this article. In this, the systematic literature survey from2010 to 2020 for hierarchical-
based energy-efficient routing protocol has been carried out. From these reviewed
details, the researchers can obtain a valuable technical direction while emerging an
energy-efficient routing protocol. The information available in this review is helpful
for various researchers to acquire significant information about the current status of
WSN’s energy-efficient routing and the various potential concerns that need to be
discussed. Finally, the future aspects and research gaps for the reviewed protocols
are also discussed.

Keywords WSN · Routing protocol · Energy-efficient routing protocols ·
Hierarchical routing · Network lifetime

1 Introduction

As an evolving technology field for ad hoc networks,WSNs have been gaining exten-
sive coverage. WSNs contain a variety of sensor nodes with wireless processing as
well as communication proficiencies that are low cost, multi-functional, and low
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power. Such sensors connect within a small distance through a wireless intermediate
and combine to achieve the common task, such as environmental detection, target
management, and industrial process control [1]. The sensor network intends to use
the collection of stationery, cheap, and tiny sensors for sensing the physical charac-
teristics of the surrounding environment and to transfer such sensed information to
its associated sink node [2]. However, WSN performs a variety of tasks among the
most essential tasks like data sensing, data handling, and transferring the sensed data
back to sink.

The routing protocol defines the information that allows the nodes to select the
routes between the available nodes. In WSN, the routing process aims to send infor-
mation to an acknowledged destination sensor node from a sensor node. The devel-
opment of the efficient routing protocol achieves this objective by setting a path
between the sensor and destination nodes. Few constraints in network resources such
as link failures during communication, bandwidth, energy, meta-heuristic optimiza-
tion problems, storage, and several other network constraints increase the complexity
of designing an efficient routing protocol for WSN [3, 4]. The design of a routing
protocol closely depends on the architecture model of an entire system.

During a network design process, energy conservation is a big cause of concern
since sensors are fabricatedwith non-rechargeable batteries.When sendingmessages
from source to destination, route selection is a crucial operation. During data transfer,
vast amounts of energy are absorbed. The problem of unnecessary energy consump-
tion is solved by using the extremely successful hierarchical routing architecture.
The network is broken into many clusters in the clustering process. A middle sensor
helps the source node to send information to an endpoint via routing tracks during
the data transmission process [5, 6]. The principle of data aggregation helps in the
successful utilization of available WSN resources.

The rest of the article is structured as follows. Section 2 describes the taxonomy
of routing protocols in WSN. The energy-efficient routing protocols of WSN are
described in Sect. 3. Section 4 explains the performance evaluationmetrics of routing
protocols. Section 5 describes the future enhancement of energy-efficient routing
protocols. Finally, Sect. 6 represents the conclusion of routing protocols.

2 Classification of Routing Protocols in WSN

In modern decades, WSNs apply various routing protocols during data transmission
to increase an entire network lifetime. Taxonomy of routing protocol is shown in
Fig. 1. These protocols are categorized into two based on network structure and
properties. Based on the node uniformity, the network structures are categorized. The
primary feature of these protocol types is how the data is connected and exchanged
by nodes depending on the interconnection mechanism.
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Fig. 1 Taxonomy of routing protocols

2.1 Network Structure-Based Routing Protocols

The hierarchical-based, location-based, and flat-based protocols come under the
network structure-based routing protocols in which they are briefly explained in
the given subsection.

2.1.1 Flat-Based Routing

This routing is necessary when massive numbers of sensor nodes are needed, where
every single node performs a similar role. Therefore, it is not probable to allocate a
special identifier (Id) for every single node if the number of nodes gets increased.
Data-centric routing is led by this method in which the sink node forwards the
information to a group of nodes for an answer. The nodes are treated impartially and
have similar roles in this routing.

Minimum Cost Forwarding Algorithm (MCFA)

MCFA [7] takes advantage of the fact that the routing path is still remembered. For
gradient-based routing, a sensor node does not need to have a specific ID. As an
alternative, every node retains the smallest cost estimation from itself to the drain.
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Any data sent by a sensor is sent to its neighbours. When the data is sent by a node,
it checks if it is on a minimum expensive path between the source and the sink. It
rebroadcasts the data to its neighbours if the path is least expensive. Before the sink
is hit, this step occurs.

Directed Diffusion-Based

The hybrid energy balanced routing protocol (DCRP) and the diffusion clustering
scheme (DCS) are proposed to avoid creating isolated CHs in the clustering process.
Routing and clustering process are included in DCRP. DCS is projected in [8] to
establish contact among neighbouring CHs without relay nodes during the clustering
period. Clusters are created by diffusing hop by hop outward from the sink, while
new CHs are picked from established clusters’ member nodes. Besides, to minimize
the number of clusters and transmission delays, the residual capacity, width, and
number of neighbouring nodes outside the clusters have been taken into account.
The hybrid energy balanced routing protocol (HEBR) is used in the routing process.

2.1.2 Hierarchical Cluster-Based Routing Protocol

In a hierarchical architecture, small-energy nodes may be utilized to measure the
nearness of the destination node whereas higher energy nodes are utilized to route
and relay signal facts. As a consequence, hierarchical cluster-based routing protocol
strategies are reasonably effective for the sensor nodes within a cluster to consume
fewer resources. Data aggregation and data fusion can also be achieved by these
methods with a limited number of transferred messages to sink [9].

Low-Energy Adaptive Clustering Hierarchy (LEACH)

Energy is a main area of concern in WSNs due to lack of power supply. The highest
capacity is required for data transfer. To maximize the lifespan of a sensor network,
many experiments are performed. Among them, the solution focused on clustering
is well established to accomplish energy efficiency. LEACH hierarchical routing
protocol [10] has been proposed where clusters are regularly refreshed based on
residual energy as well as space. Re-clustering distributes a capacity from numerous
nodes, and in turn, the CH increases network lifespan. During its transmission slot
only, the sensor nodes remain active. It lives in a sleepy state the majority of the time
to conserve electricity.2.1.2.2 Self-Organizing Protocol (SOP).

SOP has been utilized to construct design to help diverse sensors [11]. These
sensors may be stationary or mobile. Any sensor may measure the atmosphere and
transfer the information to a specifiedgroupof nodes that serves as routers.Composed
information is sent to themore efficient sink through the routers. A routingmodel has
been suggested that involves the addressing of every single sensor. Sensing nodesmay
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be recognized by the address of the router node they are attached to. Local Markov
loop (LML) algorithm was performed to promote fault tolerance and transmitting
path. There are four stages in the algorithm for consolidating the router nodes and
fabricating the routing tables, namely the exploration process, the organizational
process, the management phase, and the self-reorganization phase.

Hierarchical Power-Aware Routing (HPAR)

Growth in wireless connectivity has made the development of low-cost WSNs
feasible in recent years. An efficient topology management strategy is clustering
sensor nodes. A new routing algorithm that can maximize the lifespan of the network
was suggested in [12]. Each node will approximate its residual energy and then
suggest a new form of clustering to maximize the existence of the network. This
inference is identical to several other suggested WSN routing algorithms. Based
on particular threshold values, the pre-defined numbers of nodes with the highest
residual energy are initially chosen in the current algorithm as CHs and the repre-
sentatives of every cluster are calculated based on the distance between the node and
CH as well as between the CH and sink.

Virtual Grid Architecture

Since it has a basic and hustle-free design, the wireless network holds a special
place in networking, less costly to save time and resources in numerous ways. But
as they are human un-attended, therefore this resource-scare network needs special
management. WSN still required modern routing and new technical developments in
which energy in the network is used for data transmission. The two main problems
in the WSNs are the utilization of wireless transmission energy and coverage. [13]
proposes a routing algorithm that retains network coverage as well as reduces energy
consumption, contributing to increased network life.

2.1.3 Location-Based Routing

Sensor nodes are uniformly distributed in the interesting regions in this form of
network architecture and are often identified by the geographical location. They are
mainly found by way of GPS. The separation between nodes is determined by the
signal intensity generated from those nodes, and the coordinates are measured by the
information exchange among adjacent nodes. Location-based routing protocols are
utilized to identify nodes about their current location. The position is derived from
GPS or by collaboration between nodes.
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Geographical Adaptive Fidelity (GAF)

GAF is a routing protocol based on positions and energy focused. It was previously
recommended for ad hoc networks, but now this protocol can also be used forWSNs.
It is based on the principle that the perspective of routing is equal to all adjacent nodes.
The entire network in GAF is broken into a virtual grid. Grid size is based on the idea
in which every node can connect with the other node’s adjacent grids. Each node
utilizes GPS-based position information to link itself within the grid. This protocol
depends on location, but is often utilized as a hierarchical protocol in which clusters
are generated based on the location data [14].

Geographical and Energy-Aware Routing (GEAR)

For WSNs, a centralized clustering of regional energy-conscious routing (GEAR-
CC) was introduced in [15]. It has the superiority of both hierarchical routing and
geographic routing of spatial energy. It takes full advantage of the adequate capacity
of the base station as a centralized algorithm to execute any transmission in theWSN.
The base station can easily devise the optimum transmission schemes for all sensor
nodes in GEAR-CC, based on global topology and energy details. The optimization
is accomplished by generating trade-offs between the expense of electricity and the
remaining capacity of the node.

MFR, DIR, GEDIR

Both the neighbours of the sender node are involved in routing decisions with direc-
tional routing protocol (DIR), most forwarded within range (MFR), and geographic
distance routing (GEDIR) techniques [16]. Owing to the presence of the nodes
lying in a backward direction, this adds to needless overhead and excessive energy
consumption. This extra energy consumption minimizes the reduction of network
lifespan. A new approach is recommended in [17], and a forward search area is
added where a large number of sensors engage in routing decision-making.

2.2 Protocol Operation-Based Routing Protocols

It is a different routing functionality. It is categorized into 4 types; they are QoS-
based routing, query-based routing, multipath routing protocols, and negotiation-
based routing protocols.
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2.2.1 Multipath Routing Protocols

These protocols utilize multiple paths for network throughput improvement. It
comprises two different ways for performing the transmission between the base
station and source sensors.

(i) Disjoint paths
(ii) Braided paths.

For WSN, Yang [18] developed an ant colony optimization (ACO)-based multi-
path routing protocol. CH is designated from the cluster of sensors based on residual
energy. After that, a multipath between sink and CH is discovered by the ACO proce-
dure. Based on the energy consumption parameter, CH dynamically chooses the
route to convey the information with a probability. Cluster-based multi-path routing
protocol was developed by Sharma and Jana [19] for WSN. Minimization of energy
consumption as well as maximization of reliability is obtained by this clustering and
multipath routing method. The major objective of this article is to minimize a load
of the sensor by applying more accountability to the sink node.

2.2.2 Query-Based Protocol

Query-based protocol utilizes target node broadcast query for information. These
queries are explained in terms of directed diffusion and rumour routing protocol.

Ahvar et al. [20] developed a new energy-aware query-based routing (EQR) for
WSN. This EQR protocol provides a good transaction among the energy-saving
objects as well as traditional energy balancing methods. The total energy consump-
tion is decreased with the help of learning automata together with the zonal broad-
casting method. For WSN with mobile sink, Jain et al. [21] developed query-based
routing protocol. For query-driven scenarios, this paper developed a query-driven
virtual wheel-based routing protocol (QWRP) method which creates a virtual struc-
ture with the aim of confining the sink node location. To improve the data delivery
performance, a novel packet forwarding mechanism is developed under QWRP and
an angle-based forwarding algorithm.

2.2.3 QoS-Based Routing Protocol

This protocol maintains a perfect balance between energy consumption and data
quality. Few of its types are SPEED and energy-aware QoS routing.

Fonoage et al. [22] developed aQoS-based routing protocol. To forward packets in
the network, this article developed a geographic routing mechanism combined with
QoS support. The data is routed to other nodes based on the type of data packet. Here,
multiple transmission queues are used to route packets with different significances.
The node with high link quality, low load, and high residual energy is designated as
a next-hop node which is nearer to sink node.
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In WSN, Masruroh and Khadijah [23] developed a QoS-based and emergency-
aware routing protocol (QoS-EARP). This article is developed based on the initial
network design. Sensor network’s emergency awareness, QoS, and energy efficiency
are considered for algorithm design.

2.2.4 Negotiation-Based Routing Protocol

High-level descriptors are used by negotiation-based routing protocol for removing
the redundant data transmissions via negotiation.

Sensor Protocol for Information Negotiation (SPIN)

Data transmission is considered as one of the main tasks in WSN. Several routing
protocols were suggested to conserve energy during data transmission. In this sense,
data-centric-based routing methods are ideal for conducting in-network data aggre-
gation to generate energy-saving data propagation. In [24], an updated variant of
the SPIN protocol called M-SPIN was introduced and equates its efficiency with
the standard SPIN protocol using broadcast communication, which is a well-known
benchmark protocol. In the TOSSIM setting, the M-SPIN protocol is tested using
simulation. M-SPIN has major efficiency benefits relative to conventional SPIN
routing.

3 Energy-Efficient Routing Protocols in WSN

In the case of wireless networks, battery-operated devices try to achieve heuristic
energy efficiency. Conversely, this is not the optimal strategy for multi-hop routing,
which would be typical for sensor and ad hoc networks. In this review, the following
types of energy-efficient routingprotocolswere analysed and establishedout inFig. 2.

3.1 Opportunistic Routing

Opportunistic routing is a new revolution for WSN routing that decides the sensor
closest to the target sensor for data transmission. It utilizes the nature of the trans-
mission of wireless communication. It enhances the effectiveness, presentation, and
dependability of a network. So, this section presents a brief explanation of the
opportunistic routing protocol in WSN (Table 1).
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Energy efficient 
routing protocols

Cooperative routingCross layer routing Biological-inspired 
routing

Opportunistic 
routing

Machine learning 
based

Machine learning 
based

Machine learning 
based

ECNN

FAMACRO

MPSK++

EDACR

WL-DCNN

TLBO

MLPGA

RL-OR

EDORQ 

FQ-AGO

Machine learning 
routing

Fig. 2 Classification of energy-efficient routing protocols

Table 1 Survey on opportunistic routing

Author
name and
year

Protocol
name

Objectives Advantages Disadvantages Metrics Future
scope

Zhu and
Don
Towsley
[25]

E2R To deliver
control
messages and
data packets in
a multi-hop
wireless
network

Node failure
percentage
is less

Causes poor
end-to-end
performance
due to
unavailability of
preselected
routing paths

Packet
delivery
ratio, control
overhead,
packet
delivery
delay

–

Hung
et al. [26]

EFFORT To maximize
the amount of
data gathered
in WSNs

Improves
transmission
reliability

Cannot adopt
per-hop
communications
due to the
end-to-end data
transmission

Network
lifetime,
end-to-end
delay, energy
cost, error
percentage

–

Devi et al.
[27]

EESOR: To reduce delay
in transmission
and to prolong
the network
lifetime

Increase
reliability
and improve
the sensing
range of the
sensor

More number of
hops increases
the delay in data
transmission

Network
lifetime and
end-to-end
delay

Analyse
this routing
protocol for
throughput
and
turnaround
time
parameters

Chithaluru
et al. [28]

AREOR An
energy-efficient
optimal
forwarder node
selection

Using the
sensor’s for
energy
while
assuring the
QoS
parameter

Due to the
sub-optimal
selection of
routes, there is a
loss in
throughput

Message
success rate,
energy
consumption,
end-to-end
delay, and
packet
delivery ratio

Fine-tuning
of the
adaptive
method to
decide the
node rank
quickly
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3.2 Cross-layer Routing

InWSN, there is a need for cooperation among the various layers in the protocol stack
for routing problems to conserve energy and to improve application performance.
Cross-layer architecture accomplishes this kind of routing. This architecture enables
different layers to collaborate and share network position data and guarantees the
best route which is chosen for better energy enhancement purpose (Table 2).

3.3 Cooperative Routing

Cooperative routing is a kind of cross-layer routing that uses cooperative commu-
nication technology in the physical layer and routing selection in the network layer.
This routing is mainly performed to decrease the energy consumption in the overall
network (Table 3).

3.4 Biological Inspired Optimal Routing

The self-organization and self-association characteristics are more desirable by
swarm intelligence (SI)-based protocols, and besides it contributes to organizing both
the negative and the positive feedbacks. The routing behaviour is mainly carried out
by certain different SI-assisted meta-heuristic algorithms such as bee colony opti-
mization (BCO), ACO, and particle swarm optimization (PSO). In ACO, indirect
coordination called stigmergy is followed by ants, and this approach helps to solve
the combination issues. Stigmergic communication is completely fulfilled due to
the compound substances gained from the ants called pheromone. Besides, such
pheromones from the ants also act as a real feedback tool, so more ants are enrolled
to attain their ultimate destination by following the pheromones which are sequenced
on the shortest path (Table 4).

3.5 Machine Learning (ML)-Based Routing Techniques
Under Opportunistic, Cross-layer, Swarm Intelligence,
and Cooperative Protocols

This section briefly explains the machine learning algorithm which comes under the
opportunistic, cross-layer, swarm intelligence, and cooperative routing protocols.
In next-generation network, machine learning-based routing algorithms show great
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prospective conversely, and researches on artificial intelligent routing are still on a
very beginning stage. So, this section briefly explains the machine learning concepts
in routing protocols (Table 5).

4 Performance Evaluation Metrics of Routing Protocols

For performance analysis, this section shows the various performance metrics of
routing protocols. Some of the parameters were selected to make an adequate
approach to the technical specifications of the routing protocols.

1. Throughput: The amount of bit transmission per second is defined as throughput,
and it is measured by Kbps. Such type of calculation provides a fast response
about system productivity boosted by every group.

2. End-to-end delay: It is a period taken by the standard data transmission system
from the source node to the target node.

3. Normalized overhead routing: It is described as the number of packets
transmitted per data packet.

4. Packet delivery ratio: It is defined as the ratio of several packets received by
the destination node to the number of packets sent. It is measured in terms of
percentage.

The given Tables 6, 7, 8, 9, and 10 represent the various performance parameter
values of different types of energy-efficient routing protocols.

5 Future Enhancement

In the proposed work, future studies should focus on the design and implementation
of unique routing protocols for particular applications. To develop routing proto-
cols for applications needing QoS services such as real-time applications, video,
imaging, and surveillance monitoring, careful attention is required. In this field,
some of the research processes are performed so far to explore a vast. The survey
revealed that protocol expectations on SNs and sinks are typically stationary. It is
typically not a real-environment scenario, though. Applications such as goal detec-
tion and analysis of surveillance serve as a mobility prerequisite. Further study is
needed to explore the effectiveness of routing protocols to accommodate volatility
of sink/source nodes, the overhead due to complex topology, QoS constraint in an
area of energy restriction. It is important to facilitate the algorithm experimentation
on actual testbeds so there could be some elements of a protocol that can be discov-
ered there and not discovered on the simulator. It is expected to inspire researchers
to consider different characteristics of the protocol when designing and improving
energy-efficient routing protocols that are energy efficiency, application area, statis-
tical modelling, QoS calculation, and implementation of simulation/real testbed.
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Table 5 Survey of machine learning-based routing methods in energy-efficient routing protocols

Author
name and
year

Type of
routing

Protocol
name

Advantages Disadvantages Future
scope

Metrics

Sumalatha
and
Nandalal
[43]

Cross-layer ECNN Reduces
faults in
routing

Packets are
misrouted

To find the
various
kinds of
attacks
with
different
parameters

Throughput,
energy
consumption

Gajjar
et al. [44]

Cross-layer FAMACRO Reduces
collision
among the
clusters

Limited hostile
environment

– Energy
consumption
and residual
energy

Mydhili
et al. [45]

Cross-layer MSPK + + Eliminates
the
corrupted
data

Energy
consumption is
high

Optimized
the ML
through
the
heuristic
approach

Accuracy,
computational
time

Yongjie
Lu et al.
[46]

Opportunistic
routing

EDORQ Improves
network
performance

Overhead of
data

Minimize
the
average
packet
delay

Network
overhead,
packet delay,
packet
delivery ratio,
energy
consumption

Alshehri
et al. [47]

Opportunistic
routing

FQ-AGO Selects the
best
candidate
set towards
the
destination

Large overhead – Packet
delivery ratio,
throughput,
delay

Tang et al.
[48]

Opportunistic
routing

RL-OR Improves
transmission
reliability

Limited
wireless
resources

– End-to-end
delay,
throughput

Wang
et al. [49]

Cooperative
routing

EDACR Adjusts the
weight for
three
metrics

Non-supportive
behaviour for
real-time traffic

– Average QoS,
percentage of
surviving
nodes

Huang
et al. [50]

Cooperative
routing

WL-DCNN Determines
the
reliability of
target links

Not sensitive to
data with
spatial
displacement

Apply this
technique
to improve
the
resilience
of the
network

Average
routing
length,
number of
dead nodes
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Table 6 Comparison values of opportunistic routing protocol

Reference no. Method Parameters Values

Chithaluru et al. [28] AREOR Packet delivery ratio 97.78%

End-to-end delay 36.6 s

Message success rate 230 bits/s

Consumed energy (CE) 72 J

Zhu and Towsley [25] E2R Packet delivery ratio 100%

Control overhead 0.4

Packet delivery delay 1.4 s

Hung et al. [26] EFFORT Network lifetime 2 MB

Energy cost 0.012 mJ/bit

End-to-end delay 20.5 s

Error percentage 0.12%

Devi et al. [27] EESOR Average end-to-end delay 500

Maximum end-to-end delay 800

Network lifetime 127.5

Table 7 Comparison values of cross-layer routing protocol

Reference no. Method Parameters Values

Singh and Verma [29] Adaptive threshold-based
routing protocol

Energy consumption 66%

Number of alive nodes 10@80 rounds

Ward and Younis [30] DiCLR Average communication
energy

3 µJ

Belief metric 0.01

Han et al. [31] Geographic node disjoint
multipath routing protocol

Average residual energy 490

Average length of paths 24

Abazeed et al. [32] CLMR Delivery ratio 0.94%

Energy per packet 0.065

Future studies will help researchers to attain reasonable decisions and to set targets
based on better options for investigations.

6 Conclusion

WSN becomes more common in recent years; therefore, it is extensively used in
various applications like volcano or earthquake prediction, health care, structural
health monitoring, target tracking, remote sensing, intruder detection, surveillance,
and military. Due to the restricted battery capacity of source nodes, energy usage
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Table 8 Comparison values of cooperative routing protocol

Reference no. Method Parameters Values

Hung et al. [33] EERH Average residual energy 95 mJ

Average notified event 13.5 × 104

Rani et al. [34] CBCCP Average number of alive
nodes

50@5000
rounds

Number of dead nodes 1100@5000 rounds

Manfredi [35] Cooperative routing
protocol

Delay 3.6 s

Reliability 68%

Habibi et al. [36] Mixed-integer
optimization framework

BER 0.038

Normalized transmission
power

37.5

Razzaque et al. [37] DACR Average end-to-end
delay

0.3 s

Network lifetime 400

Table 9 Comparison for optimization-based energy-efficient routing protocol

Reference no. Method Parameters Values

Helmy et al. [38] AFSA Number of alive nodes 45@100 rounds

Residual energy mean value 42 J

Liu et al. [39] QoS-PSO Mean delay 3.2 s@100 nodes

Packet loss ratio 0.38 @100 nodes

QoS 0.58@100 nodes

Average residual energy 0.9 J for 100 nodes

Kuila and Jana [40] PSO Network lifetime 600 nodes @ 650 rounds

Inactive rate of sensor node 135@2500 rounds

Energy consumption 1650 J@3000 rounds

Packet received by BS 7.56 × 104 for 90BS

Rao et al. [41] PSO-ECHS Total energy consumption 450 J@ 5000 rounds

Packet received by BS 540 for 15 CHs

Shankar et al. [42] HSA-PSO Mean residual energy 98 J

Mean throughput 17 Mbps for 200-100 sink
positions

is a big issue for these devices. Hardware constraints are required for designing an
energy-efficient hierarchical routing protocol. This article highly attempts to review
the classical- and hierarchical-based routing protocols that intend to progress the effi-
ciency of network energy. In-depth empirical comparison for various hierarchical-
based routing protocols is provided in this article. Further, the performance can be
measured by the comparing the various parameters such asQoS, energy consumption,
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Table 10 Comparison of machine learning-based energy-efficient routing protocol

Reference no. Method Parameters Values

Sumalatha and Nandalal
[43]

ECNN Throughput 0.1034 bps@5.4 s

Energy
consumption

9.90 J@10 s

Gajjar et al. [44] FAMACRO Average energy
consumption

20.240 J@250 rounds

Number of dead
nodes

1000@250 rounds

Sum of residual
energy

270 J@250 rounds

Mydhili et al. [45] MSPK + + Residual energy 85.56 J@100 nodes

Computational
time

0.3 s@100 nodes

Yongjie Lu et al. [46] EDORQ Total energy
consumption

7.8 kJ@800 nodes

Packet delivery
ratio

0.98@800 nodes

Average packet
delay

1.8 s@800 nodes

Alshehri et al. [47] FQ-AGO Throughput 1600kbps@30 m/s

Delay 0.4 s@30 m/s

Packet delivery
ratio

0.75%@30 m/s

Tang et al. [48] RL-OR End-to-end delay 0.1 s@5Mbps

Throughput 5 mbps@10 s delay

Wang et al. [49] EDACR QoS 0.38@3000 rounds

Huang et al. [50] WL-DCNN Accuracy 0.986 for yeast, 0.971 for
power

fault tolerance, question regarding multipath, scalability, position knowledge, and
data aggregation were also analysed. The classical routing techniques that stress the
load balancing evolutionary techniques and optimal clustering aremainly reviewed in
thiswork to find out a strong correlation between the network lifetime and energy effi-
ciency. Through proposing architecture, algorithmic level improvements by biolog-
ically driven meta-heuristic methods that provide better solutions for optimization
issues, hierarchical routing in terms of swarm intelligence enhances a reasonable
contribution. This study provides a better solution for the problems related to energy
consumption for hierarchical-based routing protocols; further, it contributes to the
better network lifespan. Finally, the open challenges and issues that are encountered
while designing an energy-efficient routing protocol are also outlined in this work.
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Intelligent Machine Learning Approach
for CIDS—Cloud Intrusion Detection
System

T. Sowmya and G. Muneeswari

Abstract In this new era of information technology world, security in cloud
computing has gained more importance because of the flexible nature of the cloud.
In order to maintain security in cloud computing, the importance of developing
an eminent intrusion detection system also increased. Researchers have already
proposed intrusion detection schemes, but most of the traditional IDS are ineffective
in detecting attacks. This can be attained by developing a new ML based algorithm
for intrusion detection system for cloud. In the proposed methodology, a CIDS is
incorporated that uses only selected features for the identification of the attack. The
complex dataset will always make the observations difficult. Feature reduction plays
a vital role in CIDS through time consumption. The current literature proposes a
novel faster intelligent agent for data selection and feature reduction. The data selec-
tion agent selects only the data that promotes the attack. The selected data is passed
through a feature reduction technique which reduces the features by deploying SVM
and LR algorithms. The reduced features which in turn are subjected to the CIDS
system. Thus, the overall time will be reduced to train the model. The performance
of the system was evaluated with respect to accuracy and detection rate. Then, some
existing IDS is analyzed based on these performance metrics, which in turn helps
to predict the expected output. For analysis, UNSW-NB15 dataset is used which
contains normal and abnormal data. The present work mainly ensures confidentiality
and prevents unauthorized access.
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1 Introduction

Cloud computing is a rising technology that becomes an essential service in the
entire IT world. Nowadays, because of the tremendous amount of dataflow in the
network, it is necessary to maintain a storage system that should organize the data in
a well-structured manner. The major benefits like scalability and pay has increased
the popularity of cloud computing drastically. Although, security in cloud computing
becomes a serious issue in this modern IT world because of the exchange of highly
confidential information. In 2020, ransomware threat will contribute a serious hazard
to the entire cyber world [1]. To overcome this challenge, many traditional systems
have already been established and developed. Despite most of them were incapable
of detecting the advanced type of attacks and opened the door for hackers. To comple-
ment these traditional systems, an intrusion detection system comes into the picture
which can effectively detect intruders and prevent them from all the threats. Attacks
can occur in the network as well as in the host system. There are two types of IDS
based on network-based and host-based system [2]. In this digital world to compete
with the intelligent attackers, many AI based IDS have already been proposed by
integrating machine learning with IDS. Machine learning is a learning technology
that learns from experiences and trains the model and makes some predictions based
on the situations. While comparing with traditional intrusion detection mechanisms,
the ML based IDS is more effective in detecting and reporting even unknown attacks
to the network administrator [3]. Even though the underlying ML based IDS frame-
work aims to detect the anomalies, themajor drawbackwith theseML based IDS is to
handle highly complicated datasets. Therefore, to increase the performance of these
types of IDS based architecture, it is very important to perform feature engineering
for highly complicated datasets. Therefore, to increase the performance of these
types of IDS based architecture, it is very important to perform feature engineering
for highly complicated datasets. This data monitoring and extracting features is a big
challenge in this untrusted IT network. To overcome this problem, many machine
learning-based techniques for extracting the features and reduction of features come
into play. Feature reduction is an important step that comes under feature engineering
which plays a vital role in machine learning. In feature engineering after extracting
all the features, it is necessary to perform feature reduction to handle these huge
volume data. The primary motivation of this paper is to propose an efficient ML
based IDS incorporating an effective feature reduction technique to handle complex
datasets.

The proposed method gives an expected output of high accuracy and highly effec-
tive detection rate comparing with the IDS technique without feature reduction. The
work here focuses on contributing the following:

• An effective machine learning-based intrusion detection system for cloud is
proposed which incorporates AI agent and KLS feature reduction techniques to
handle complicated datasets.

• Fuzzy C-means clustering algorithm is followed for attack detection and random
forest machine learning algorithm to classify the attack.
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Fig. 1 ML based IDS

• Our approach is to design a feature reduction framework that will select the best
features to achieve better performance.

• Our proposed CIDS mechanism can detect all the attacks and protect the data
from intruders.

Figure 1 explains the basic machine learning-based IDS that can detect, predict,
and classify the type of attack. The primary motivation of this paper is to propose
an efficient ML based IDS incorporating an effective feature reduction technique to
handle complex datasets.

The paper is structured as follows: In Sect. 2, background of IDS and related work
are introduced, and in third section, proposed methodology is discussed. Results and
discussions are elaborated in Sects. 4 and 5 which covers the conclusion with further
enhancements.

2 Background and Related Work

Since cloud security is a main issue for the entire IT world, cloud intrusion detection
systemmonitors the traffic based on the data and selected features. In order to predict
the anomalous behavior of a cloud, IDS monitors the traffic in a better way [4]. To
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overcome the challenges present in the existing IDS, soft computing-based IDS is one
of the measures to identify the intrusions in a better way. In [5], machine learning is a
technology that models the system based on the experience. Machine learning-based
IDS predicts the presence of intruders in the system by using different classification
and regression algorithms.

The challenges faced by the existing IDS are given as follows:

(1) Time complexity
Every day along with the information technology world, data is also growing
drastically. Hence, a mechanism is required to handle this data efficiently by
selecting the best attributes from the entire attributes. So that it will train the
data within a short period of time.

(2) Space Complexity
Due to this huge volume of data, interpretation of the output will increase the
complexity. So in order to handle this huge volume of data, a feature reduction
algorithm is necessary which will select only the relevant features.

(3) Accuracy
Accuracy can be achieved by reducing the volume of data; hence, an efficient
feature selection method will increase the accuracy of the model.

(4) Overfitting
A powerful feature selection algorithm is needed to deal with the problem
of overfitting. Complex data will always lead to overfitting, which gives an
erroneous output.

Many researchers have already proposed ML based IDS to deal with all the chal-
lenges in cloud security. ML based IDS is also capable of ensuring security measures
confidentiality, integrity, and availability.

Mukherjee and Sharma [6] propose an intrusion detection system with a feature
reduction technique called feature vitality-based reduction method (FVRM) and
naive Bayes algorithm for the classification of attack. Here, the author considers the
performance criteria accuracy, true positive rate, and false positive rate; and inves-
tigation was conducted on NSL-KDD dataset. During the first phase of the imple-
mentation, FVRM based feature reduction is performed that reduces the features to
24, and for the next phase, intrusion detection is developed using naive Bayes classi-
fier. Here, the author focuses mainly on DOS, Probe, R2L, and U2R attacks. These
methods show an improvement in accuracy while comparing with CFS, IG, and GR
feature reduction methods.

According to Nguyen et al. [7] an automatic feature selection method called
correlation-based feature selection which will automatically select the features and
reduces the complexity. They experimented using NSL-KDD benchmark dataset and
investigated with best-fit CFS and genetic algorithm CFS.

In that, proposed method achieves higher accuracy and better performance while
comparing with the above feature selection methods. In [8], an enhanced support
vector decision function algorithm is proposed which is based on mainly two impor-
tant steps. During the first step calculation of the weights from the functions takes
place and for the next step ranking of the features takes place.
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An approach based on a PCA combined [9] with random forest algorithm for
classification of attacks reduces the complexity of the dataset. A dimensionality
reduction technique called principle component analysis is used in the initialization
step. Then, for the classification of the attacks, random forest algorithm is used. The
proposed model shows better performance with respect to accuracy and detection
rate.

Natesan and Balasubramanie [10] propose a multistage filter for network intru-
sion detection using random forest and PSO. Here, the method is composed of two
stages, feature selection using PSO and classification of attack using random forest
algorithm. Performance is evaluated with KDDCup 99 dataset, and the output is
generated with high detection rate and low false alarm rates.

Hasan et al. [11], authors built two models using SVM and random forest for
intrusion detection. They compared the performancemetricswith respect to accuracy,
precision, and false negative rate. In order to select the best intrusion detector, KDD
CUP 99 is used. In [12], an feature selection algorithm is introduced which selects
the features using filter and wrapper method with firefly algorithm. The selected
features are subjected to C4.5 and Bayesian networks. For performance evaluation,
KDD CUP99 dataset was used. The proposed model shows the highest accuracy
while comparing with other models with the ten selected features.

3 Proposed Methodology

The work focuses on proposing an effective machine learning-based IDS in the
cloud by using an intelligent agent-based KLS combinational framework for feature
reduction andmachine learning models for attack detection. This section begins with
the data collection phase and later proceeds with the detailed step by step procedure
of the system.

3.1 Data Collection

In the proposed system, benchmark dataset UNSW-NB15 uses a labeled dataset
characterizedwith 2million records and 49 features for each record [13]. This dataset
is publicly available for the researchers and established by UNSW cybersecurity
laboratory records are classified as label ‘0’ for normal and ‘1’ for attacks. Attacks
are further classifiedwith nine latest attack types, namelyReconnaissance, Backdoor,
Exploits, DoS,Analysis, Fuzzers,Worm, ShellCode, and at last Generic. The training
and testing dataset has all the attacks and normal data (Table 1).
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Table 1 UNSWNB15 dataset classes

No. Type of attackers Train UNSW-NB15 No. of record Test UNSW-NB15 No. of record

1. Analysis 2000 677

2. Backdoor 1746 583

3. Dos 12,264 4089

4. Exploits 33.393 11,132

5. Fuzzers 18,184 6062

6. Generic 40,000 18,871

7. Reconnaissance 10,491 3496

8. ShellCode 1133 378

9. Worms 130 44

10. Normal 56,000 37,000

Total 175,341 82,332

3.2 Preprocessing of the Dataset

Preprocessing is an important step in machine learning to increase the quality of the
data since UNSW-NB15 is categorical data. In order to deal with this categorical
data, one hot encoder is used for encoding the data during the first step. During the
next step, in order to achieve better results, the Gaussian distribution standardization
method is used to rescale the data.

3.3 Intelligent Agent Based Feature Reduction Method

This section describes an intelligent agent system which uses two modules: data
reduction agent and feature reduction agent. Feature reduction agent will select
only the relevant features corresponding to the attack class. This research work
uses UNSW-NB15 dataset for analysis. The proposed method expects to give better
performance in terms of accuracy and detection rate. Here, the novelty introduced
in the proposed architecture is the introduction of data selection agent which is a
new approach which will filter the data that promotes the attack. The main objec-
tive of agent-based KLS framework is to reduce the complexity of UNSW-NB15
dataset. Here, this research work uses the intelligent agent-based KLS framework
that integrates agent algorithm by using K-means clustering as the first stage and a
combinational framework that combines SVM and linear regression algorithm in the
second stage. The proposed model is expected to give a promising output in terms
of feature reduction.

A strategy called an intelligent agent-based KLS framework is introduced to
deduce the features from the entire subset of attributes. Even though UNSW-NB15
is already having classified data which corresponds to all the attacks, in a view to
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increase the performance, the attack dataset is deployed to an unsupervised algo-
rithm. In this section during the initial step, it uses K-means clustering algorithm,
which clusters the training data into nine attack classes and a normal class. Since,
K-means clustering is an unsupervised algorithm that can compute the centroids of
each class and use them to join the training data fromUNSW-NB15. Here, during the
evaluation, the attack label should be dropped and normal from the training dataset.
After partitioning the data into the attack and normal data using an intelligent data
selection agent, the attack data is only filtered out and subjected as an input for the
next step. For the next step, a combination of linear regression and SVM will help
to extract only the features that provoke the attack and help to remove the irrelevant
features

3.3.1 Intelligent Data Selection Agent

In our current literature, the agents work as an administrative tool which selects the
attack data efficiently. Thus, during the feature reduction process, the novel data
reduction agent will select only the data that provokes the attack.

Algorithm1: Agent Based Data Selection Algorithm
Input: A set of training data having 175,431 records from UNSW- NB15 dataset. Let
it be’ D’

Expected output: A set of reduced data’s that contains only attack promoting data.
Let it be ‘R’

Intelligent data selection agent performs the following steps
Step 1: Initialize the cluster value with k=10
Step 2: Place centroids C for each cluster at random locations of D Step 3: for

each centroid C, assign each data from D which is closer to C.
Step 4: for each centroid C, recompute C by calculating its mean value of all the

data points.
Step 5: If no change in the centroid position, go to step 3
Step 6: Intelligent data selection creates 10 clusters with 9 attack data cluster

[A1…A9] and 1 normal data cluster ‘N’
Step 7: store the attack data cluster points [A1…A9] into R and output it.
Algorithm 1 explains the data selection process which employs K-means clus-

tering algorithmwhich collects only the abnormal data in UNSW-NB15. After calcu-
lating the distance between the randomly selected centroids and data points, if the
distance from the centroid ’C’ and data points ‘D’ is minimum, then assigns the data
point to the centroid ‘C’. Repeat the calculation until there will be no reassigned data
points. The purpose of this agent is to generate ten clusters with nine attack clusters
and one normal data cluster. This allows the intrusion detection module to report the
attacks easily. The present work aims to reduce the time complexity and to increase
performance. When there is abnormal data, the data agent module expects to give a
relatively efficient output.
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3.3.2 Agent Based KLS Feature Reduction Method

UNSW-NB15 is having a total of 49 features, so it is very important to reduce the
features to make the observations easy. Thus, a powerful feature reduction technique
is proposed that can reduce the features only to relevant features. Here, the output
from the previous step is taken as an input for this step. The selected attack data
is passed as an input to linear regression and SVM algorithm. The two algorithms
parallelly select the relevant features with the help of selected data from the previous
step. During the final step, the output is generated by concatenation of the selected
features from LR and SVM. The proposed KLS feature reduction method expects
to give a high yield output in terms of accuracy and detection rate. The feasibility
of the proposed intrusion detection system can be increased to a level higher than
the earlier systems which are currently available. In addition to this, proposed model
uses UNSW-NB15 dataset for evaluation which has all the latest attacks. Future
researchers can use thismodel for feature reduction and can increase the performance
of the system.

Algorithm 2: KLS Algorithm
Input: selected data ‘R’ and 49 features of the dataset Output: Set of reduced features
‘F’

for each data and features of UNSW-NB15

(1) Extract the features from Linear regression algorithm, ‘L’
(2) Extract the features from SVM algorithm, ‘R’
(3) Concatenate the outputs of step 1 and 2, [L, R]
(4) Store the output of step 3 in’ F’

In algorithm 2, a detailed overview of the agent-based KLS feature selection algo-
rithm has been mentioned. The above-mentioned algorithm selects the best feature
from the 49 features, and it has been expected to give a reduced number of features.
Since SVM and linear regression are combined here, this strategy selects only the
dominant features. It reduces the chance of overfitting, which will automatically lead
to a highly accurate output. This agent-based method will increase the performance
of our random forest classifier which in turn will increase the performance of the
intrusion detection system.

3.4 Proposed Cloud Intrusion Detection System

CIDS is a system that canmonitor the traffic by detecting the attack and should report
to the system administrator to prevent the attacks. Even though many traditional
authorization mechanisms have been used, our cloud storage is still vulnerable to
attacks. This section presents a CIDS framework to detect and classify the attack
effectively. Here, KLS approach is used to build our IDS which accustoms the novel
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data selection agent and feature selection agent. The CIDS framework is shown in
Fig. 3 which comprised of two major steps, attack detection and attack classification.
The attack detection phase detects whether an attack happens or not, and for the next
phase, attack classifier detects the type of attack.

The CIDS application is used to achieve main functions feature reduction where
KLS frame work is used for deducing the features as well as attack recognition.
When structuring predictors, combining feature reduction methods can lead to high
accuracy and detection rate by decreasing the false positive rate. Note that KLS is
employing K-means, linear regression, and SVM. Data intelligent agent filters only
the attack data, and the selected data is deployed as an input for the feature selection
agent. The feature selection agent collects the selected data from the data selection
agent, and based on the attack data, SVM, andLR together can reduce the features. By
reducing the features, the complexity is reduced which in turn increase the accuracy
and detection rate. Once the features are deduced, it will be used by the fuzzy C-
means clustering algorithm to detect the attack in cloud by clustering process. When
the data is transferred to fuzzy C-means clustering algorithm, an output is produced
which indicates whether the data is normal or attack. Finally, if the output generated
is attack, then the testing data’s are transported to the random forest classifier, which
classifies the attack based on the training data.

3.4.1 Attack Detection

After the agent-based feature reduction, the entire trained data is used to monitor the
traffic. Here for distinguishing normal traffic and abnormal traffic, fuzzy C-means
clustering algorithm is used. Fuzzy C-means algorithm divides the data into normal
and attack. Even for the detection of unknown attacks, fuzzy C-means [14] clustering
proved to be effective. As we are using agent-based feature reduction algorithm,
performance expects to be significantly high.

3.4.2 Attack Classification

The efficient classification of attack is a major problem in the intrusion detection
system. The next major phase of intrusion detection is to classify the attack using a
major classifier, random forest. After detecting the attack, the trained data is trans-
ported through random forest classifier which is based on a voting method. Random
forest along with agent-based feature reduction helps to develop effective intrusion
detection by achieving high accuracy and detection rate than the existing algorithms.

The proposed CIDS framework (Fig. 3) combines the agent-based KLS feature
selection algorithm using feature reduction agent (Fig. 2) to detect normal and
abnormal data.
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Fig. 2 Feature reduction framework

Fig. 3 CIDS framework

4 Results and Discussions

To determine the performance of the intrusion detection system, UNSW-NB15
dataset has been used. This dataset is the latest dataset that has been widely used
in intrusion detection strategy. Dataset has four major csv files, which is a combi-
nation of normal and attack data. An effective IDS should be capable of detecting
all the attacks, and the performance metrics rate also should be high. The proposed
agent-based IDS, which incorporates intelligent agents which use K-means clus-
tering, linear regression, and SVM algorithm, expects to reduce the 41 features to
relevant features. It helps to take the best features out of that 41 features by using the
concatenation function in the KLS framework. For detection purposes, we are using
fuzzy C-means clustering, which is an effective algorithm that detects the attack by
clustering normal and abnormal data. Here, the classifier is random forest which
classifies the type of attack by employing the majority voting method.
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Table 2 Performance analysis table

Author name Dataset used Feature reduction
method

Measurement analysis

Shone et al. [15] NSL-KDD, K DD
CUP 99

Non-symmetric deep
auto-encoder

Accuracy-98.81%

Xiao et al. [16] KDD CUP 99 PCA, AE Accuracy-94.0%

Fangjun Kuang et al.
[17]

KDD CUP Genetics algorithm Accuracy-99.69%

Li et al. [18] KDD CUP GFR Accuracy-98.62%

Lin et al. [19] KDD CUP SVM Accuracy-99.96%

4.1 Performance Analysis

To evaluate the accuracy and detection rate of machine learning algorithms, we used
the intelligent agent mechanism for data selection and feature selection. It is expected
that the present work shows a high detection rate and high accuracy as the combined
approach of data selection and feature selection is employed. In addition to that for
training purposes, we used the public dataset UNSWNB-15 dataset which in turn
increases the accuracy and rate of detection.

4.1.1 Effect of Intelligent Agent

The results in Table 2 show the feature selection methods applied for intrusion
detection. The following studies highlight how feature reduction methods affect
the accuracy measure and detection rate. Even though researchers have already
proposed eminent feature selection mechanisms, but still we need more investiga-
tions. Our proposal on UNSW-NB15 expects to reduce the features and recommends
to implement a CIDS with high accuracy and detection rate.

The above performance analysis table focuses on different feature selection algo-
rithms, and our current work expects to give promising results in terms of detection
rate and accuracy. In an aim to increase the accuracy and detection rate, we used two-
stage process for data selection. Our proposed model will show a very high accuracy
rate comparing with the above-mentioned models. Since we are using an intelligent
agent-based feature reduction mechanism, the time taken to model the IDS also will
be less. In this current paper, we provided a solution to reduce the time taken to train
the model with the reduced features. From Fig. 4 graph, it is clear that SVM shows
the highest accuracy in feature reduction; hence, the proposed model is expected to
show better accuracy.
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Fig. 4 Performance comparison of feature reduction algorithms

5 Conclusion

The proposed research work used robust CIDS which uses an eminent feature reduc-
tion technique that will detect the attacks with high accuracy and high detection rate.
Many traditional intrusion detection techniques are already available in the informa-
tion technologyworld, our cloud data is still vulnerable to attacks, so it is necessary to
provide security efficiently. The aim of the paper is to incorporate intelligent agent for
feature reduction and the use of classifiers for the efficient intrusion detection system.
From our current architecture, the proposed intelligent agent expects to be faster and
can reduce the features. Randomly selecting the centroid data and computing the
minimum distance between the data point and centroid makes the K-means clus-
tering algorithmwhichmakes the feature reduction process easy.Moreover combined
approach of SVM and linear regression facilitates the feature reduction process by
selecting the features corresponding to the selected data. Even for the detection of
attacks, fuzzy C-means algorithm is used, and the robust random forest classifier
classifies the attack efficiently. The above explanations provide clear justifications of
why our proposed architecture expects to yield better results while comparing with
the earlier methods. The current literature will serve as a base for further studies
to develop an efficient cloud intrusion detection system (CIDS). Furthermore, the
presented architecture can be implemented and can be extended for intrusion detec-
tion in the network. The proposed method on UNSW-NB15 dataset will give high
performance bymeans of accuracy and detection rate. Further investigation is needed
to enhance security in the cloud using machine learning and deep learning models.
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In-network Data Aggregation Techniques
for Wireless Sensor Networks: A Survey

T. Kiruthiga and N. Shanmugasundaram

Abstract A sensor network consists of the random deployment of large numbers of
tiny sized sensor nodes in a region of interest to detect the physical/environmental
events and transmit the relevant data to the sink node through multihop communi-
cation. The nodes have many physical constraints like energy, memory, processing
power, and hence the result is the limited or insufficient network lifetime of a network.
To solve this problem, data gathering in an energy-efficient manner is an important
task in the wireless sensor network to enhance network lifetime. Data aggregation is
one such energy-efficient data gathering technique that reduces the data traffic and
thereby the energy consumption substantially. The prime idea of the data aggrega-
tion is to gather, combine, and compress the data from various sensor nodes during
transmission to the sink node. Among the available aggregation methods, in-network
processing plays a major role to reduce the amount of data to be transmitted in the
network. This article analyzes the various in-network data aggregation algorithms in
detail and provides an insight into the techniques utilized.

Keywords Wireless sensor network · Data aggregation · In-network aggregation ·
Algorithms · Redundant data · Energy efficiency · Network lifetime · Aggregation
rate

1 Introduction

In wireless sensor networks (WSNs), the sensor nodes are deployed in numerous
applications. The sensor node performs the activities like sensing the information
and communicating with one another and with the base station through the wireless
network. To execute the behavior of all sensor nodes in the network is equipped with
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the battery power for energy consumption [1]. Data aggregation plays an important
role in combining the data from different sources which in turn is used as a powerful
energy-saving mechanism and on the way after extracting the unnecessary data by
reducing the energy consumption [2].

Based on the network structure, data aggregation is categorized into a tree-based
aggregation technique, cluster-based aggregation technique, centralized aggregation
technique, in-network aggregation technique, and hybrid structures. This article is
prepared to furnish an organization of in-network aggregation by denoting the prime
conception and overlaying the predominant and present specialization in the area of
in-network data aggregation [3]. This article focuses on the comparative study of
in-network aggregation of data in the networks. In-network aggregation is projected
for resource constraint wireless sensor networks (WSNs) [4].

The essential scheme of in-network aggregation is that superfluous and inap-
propriate information is eliminated, and the significant information is merged into
an aggregation consequence at intermediate nodes along the communication paths
[5]. A communication cost is usually several times of level greater than the cost of
processing the data [6]. Thus, the input range and congestion are decreased, which
will conserve significant power [7]. This article intends to enhance the outlook of
the in-network data aggregation and furnish an initiative and outset for the analyst
who focused on these difficulties.

2 Data Aggregation

Data aggregation is the unique technique used in wireless sensor networks to extend
its lifetime for saving energy by the nodes in communication. Data from different
sources of nodes are aggregated at the intermediate from a source to sink based on
some operation as shown in Fig. 1. Energy is wasted in the process of data gathering
at a base station.

Fig. 1 Data aggregation
process
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Fig. 2 Block diagram of data aggregation

In the data aggregation method, instead of sending data out of all nodes to the
sink node, a node called a data aggregator collects the information from its nearest
nodes and aggregates them and finally transmits it to the sink node [1]. Thismethod of
aggregation includes the data packets transferredwhich contain only the needed infor-
mation without redundant data [2]. When developing a new aggregation algorithm,
few parameters to be thought-out namely the energy level of the sensor, resource
constraint, and mathematical ability. The purpose of the data aggregation approach
is to aggregate the sensed data in the node as shown in Fig. 2.

The different types of the algorithm such as hybrid energy-efficient distributed
clustering approach (HEED), clustered diffusion with dynamic data aggregation
(CLUDDA), power-efficient data gathering protocol for sensor information systems
(PEGASIS), and a centralized approach is like to aggregate the observed input value
from various sensor nodes in the network. A successful path from the aggregated
data node to the sink node is selected for reliable transmission.

In the sensor networks, data aggregation consists of replacing each node of the
individual sensing readings. For example, an aggregate function like MIN, MAX,
AVERAGE (AVG), etc., can be used which allows the function of summarizing the n
number of data obtained from all the intermediate nodes and send to the base station
as only a single message from these n numbers of data [8].

Thisminimizes the excess ofmessage forward to the base station and saves energy
which is shown in Fig. 3. There are two classifications of data aggregation types
namely data aggregation with range limiting and data aggregation without range
limiting.

(A) Data aggregation with range limiting: This procedure combines and
compresses the input value accepted from various motes to decrease the infor-
mation delivered in the system. (e.g., for manipulating the overall n number of
accepted data subsequently sends that information into a distinguished packet
as an alternative for transmitting the n number of received data).

(B) Data aggregation without range limiting: This process compresses the
received data from various nodes in a single packet without processing. (e.g.,
habit monitoring and disaster management cannot be processed simultane-
ously, but they can be sent in a distinguished packet which in succession to
minimize the header).
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Fig. 3 Data aggregations in sensor network

3 Taxonomy on Data Aggregation

The different data aggregation methodologies are grouped as a centralized aggre-
gation technique, tree-based aggregation technique, cluster-based aggregation tech-
nique, and in-network aggregation technique are displayed in Fig. 4.

3.1 Centralized Aggregation Technique

In this aggregation technique, one and all nodes in a network can convey the sensed
data value to the mid node, which is considered as a strong node given power and
bandwidth, etc., it is also called aggregator node. The purpose of the mid node is
to aggregate the sensed data from various nodes in the network and then convey

Fig. 4 Organization of data aggregation
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Fig. 5 Structured tree technique

the information to the base station. This aggregation technique affects heavy traffic
because of the huge number of data being transmitted [2].

3.2 Tree-Based Aggregation Technique

In this aggregation technique, an aggregation tree is constructed at first with a
minimum spanning tree. Here, root nodes act as a base station, terminal nodes act
as a source node, and central nodes acts as parent nodes [2, 3, 9, 10]. Here, the leaf
node transfers their observed data packets to their parent’s node in a route found in
the middle of the terminal node and base station is displayed in Fig. 5.

This aggregation technique has undergone some difficulties. In case, a packet loss
occurring at any line of the treewill lose the entire data from the subtree, for the reason
this approach needs a response mechanism to direct the aggregated data. Hence, the
greedy incremental tree was recommended. It is formed by direct diffusion which
initiates an effective path and grasping a new source to the initiated path. On noticing
the first event, the data are directed using the shortest path for all new events [5].

3.3 Cluster-Based Aggregation Technique

In this aggregation technique [2, 3, 5, 9, 10], the network is subdivided into several
clusters. Within a cluster, a cluster head is selected, the process is to aggregate the
data packet. Any other nodes in the network sense the data and transfer to the cluster
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Fig. 6 Cluster-based approach for data aggregation

head of the identical cluster in behalf of forwarding directly to the mid-station as
shown in Fig. 6. This technique associates data fusion close to the specific nodes,
and it can decrease the size of the data packet transferred to the sink. Hence, it saves
the energy of the system [11].

3.4 In-network Aggregation Technique

In this aggregation technique, sensed input values are aggregated at mid nodes to
decrease the energy depletion. It also improves the network lifetime by decreasing the
power depletion at each node [2]. Types of the proposal for in-network aggregations
are:

(i) Lossy aggregation: Data are sensed and collected from different nodes in the
network and then a few aggregate tasks are involved on the sensed data such as
SUM (), MIN (), MAX (), and AVG (). The range of the data packet is reduced.
Individual purposive value is transferred to the base station instead of sending
the whole packet of every node.

(ii) Lossless aggregation: Lossy aggregation is necessary as it replies sensibly to
the base station. Here, each packet is combined with a single packet without
compression. For instance, in a jungle fire alarm, the lowest or highest thermal
readings are needed promptly.



In-network Data Aggregation Techniques for Wireless Sensor … 893

4 In-network Aggregation

In-network data aggregation permits the gradual processing of partial accumulation
along with the separate way as for the routing tree to the root, thus the node is
accountable to accumulate the entire outcomes of the aggregation. Such a thing
decreases the amount of data packets to swapping in the middle of the adjacent
nodes and therefore the energy depletion on the network is minimum and prolonging
the duration of the node in the sensor network[12].

Usually, data aggregation is utilized to conserve power and energy efficiency. It is
the action of arranging the various input values into one. WSNs may have redundant
data because of more than one sensor; it can observe the same information when they
are close together. Thus, the data aggregation eliminates unnecessary data in both
transmission and reception.

In other cases, the number of communications can be reduced by aggregate
queries. The queries are computed, based on the received data from every node
in the network (e.g., if a query is asking for temperature in a particular region, then
each sensor value should be averaged by aggregate function to the base station).
Hence, there is no need for the base station to receive all the sensed values. Instead,
the average value can be calculated within the network while the packets are trans-
mitting via the base station. Aggregation is done by the intermediate nodes and then
it routes to the base station; it is mention as in-network data aggregation.

In-network aggregation explores the circulation processing of data packets inside
the network. It can be observed as a difficult process, because of this distributed
network. Consequently, it needs cooperation between the nodes for excellent
performance. The advantages of in-network aggregations are.

1. The number of packets that must be sent through the networks is decreased.
2. The likelihood of packet collisions is reduced.
3. The amount of redundancy received at the host nodes is decreased.
4. An improvement in the accuracy of results.

4.1 Routing Protocols

A routing protocol is an important factor to be considered for in-network aggregation.
When compared to classic routing, data aggregation requires various forwarding
mechanisms [8, 13]. In a classic routing protocol, the data are forwarded on the short
route to the destination. These data are accumulating to reduce the energy depletion
level while the nodes should direct the packets based on the fulfillment and then it
may select the next hop for in-network aggregation [3]. This way of data redirect is
called data-centric routing.
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5 Types of In-network Processing

In-network processing helps to minimize the size of data to be broadcast and
helps to maintain the energy of the network. The techniques included for in-
network processing are sensor fusion, sensor compression, sensor filtering, and
sensor elimination [14].

5.1 Sensor Fusion

Sensor fusion is a widespread technique which specific the aggregation of data as
a partial action and its priority of information in place of data with the use of the
approach such as signal processing, statistical analysis, machine learning, and proba-
bility. Sensor fusion processes all the sensed input values inside the network intending
to get additional error-free data. To rise the value of the data collection, contributing
the bandwidth, and expanding the network duration, sensor fusion is used [15]. Data
fusion takes multiple sensed data and resulting sensed information is often outlined
and consequently, the data are turned down.

5.2 Sensor Compression

Squeezing is one of the most essential techniques to minimize data size. The power
consumed will be more in executing the compression technique due to enormous
data. Generally, the scheme of sensor compression includes the compression of the
entire data packets from the sensor node before they are ready to transmit in the
network and then the sink node will decompress the data packet while receiving it
in the network [15].

This will end up with some energy depletion when compared to transferring the
original data. Identifying the ratio of energy that makes use of both compression and
transmission is the main issue. Usually, squeezing is the technique that generates
the data close to the original data. The discrete cosine transform used in JPEG and
MPEG is mathematically determined and it is problematic that energy-constrained
sensors can operate it.

5.3 Sensor Filtering

Data filtering is mentioned as the elimination of incorrect values or unknown values
or noisy values. Data filtering is the part of data fusion that has been used to eliminate
redundancy and noise. The goal of this approach is to duplicate the sensor value by



In-network Data Aggregation Techniques for Wireless Sensor … 895

using methods such as Gaussian distribution and Bayesian-based approximation to
handle the imprecision. It qualifies the future evaluation, elimination of prolongations
and finally, it reduces the numerous broadcasts.

5.4 Sensor Elimination

The way to eliminate the packets is to perform temporal aggregation or to decrease
the data sampling rate of the sensor nodes. In temporal aggregation, a node caches the
reading and compares it with the next sensing data. If there is not a major difference
between the readings, it might not make sense to send it again. In this way, the data
from the sensor can be reduced.

6 Algorithms of In-network Aggregation

In-network aggregation plays a major role in collecting, accumulating, and aggre-
gating applicable data in WSNs. There are different in-network data aggregation
classification techniques available which are shown in Fig. 7 and Tables 1 and 2 give
out the comparison of those algorithms found on their common factor.

(A) DRINA—Data routing for in-network aggregation research is proposed by the
subsequent authors. Thirumoorthy et al. [5, 13, 16–18] proposed an algorithm
that reduces energy consumption and saves network lifetime by constructing

Fig. 7 Various data
aggregation algorithms
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Table 1 Summary of fundamental features of in-network aggregation

Parameters/algorithm DRINA IDRINA EDRINA EEDRINA SEEDRINA InAA

Aggregation method Cluster Cluster Cluster Cluster Cluster Tree
and
graph

Energy consumption Low Medium High Medium Medium Low

Aggregation rate – Moderate Min Moderate Moderate Max

Network lifetime High Low Low Low Low High

Checking of alive
nodes

No No No No Yes No

Energy-saving
mechanism

– – Periodic
and
timing
strategy

Route
redirection

– –

Scalability Medium Medium No No No No

Query based No No No No No Yes

Route overlap Max Max No Max No No

Delivery rate High High High Moderate Moderate Low

Throughput High Moderate High Moderate Moderate Low

Security Yes No No No Yes No

Communication cost Low Low Low Low Low Low

Route repair
mechanism

Yes No No No No No

the routing tree and increases the number of overlay routes and eliminates
the redundancy data and thus it reduces the communication cost. DRINA will
invariably increase data integration by the fault-tolerant method. It has four
phases:

1. Hop tree construction
2. Cluster formation
3. Updating of hop trees
4. Route repair mechanism.

In the first phase, the hop tree is made by sending of hop configuration message
(HCM) with initial value 1 from source to neighbor nodes. Each node verifies this
value with the stored hop to tree value and updates it with the condition (i.e., stored
value > received value) else it discards the message. In the second phase, aggregation
points are selected. In the third phase, a new link is fixed by the coordinator with an
establishment message to its next-hop node, and being updating node is reached. In
the fourth phase, an acknowledgment ACK-based route repair mechanisms occur.
When the node fails to get an ACKmessage, immediately it can select the new node,
and thus the qualified link is formed.
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Table 2 Comparison of detailed parameters on in-network aggregation

Parameters/algorithm InFRA AST INADR SARRP ERLD WDARS
ara>

Aggregation method Cluster Tree Cluster Cluster Cluster Cluster

Energy consumption Low Low Low Medium Medium Low

Aggregation rate Max Max Max Moderate Moderate Max

Network lifetime High High High Low Low High

Checking of alive
nodes

No Yes No No No Yes

Energy-saving
mechanism

Periodic
scheme

– – – – –

Scalability No No No No No No

Query based No No No No No No

Route overlap Max No Max No No Max

Delivery rate Moderate Moderate High Moderate Moderate High

Throughput Moderate Moderate Low High Low High

Security No No No Yes No No

Communication cost Low Low Low Moderate Low Low

Route repair
mechanism

No No Yes No No No

(B) IDRINA—Ameya et al. [19] presented improved data routing for in-network
aggregation (IDRINA), which is focused on in-network aggregation and data
management inWSNs. This technique is a hybrid method of routing efficiency
and energy efficiency and allows for trade-off communication complexity.

(C) EDRINA—Mankirat Kaur et al. [9, 20–22] proposed enhanced data routing
for in-network aggregation (EDRINA) is a cluster-based network. The primary
goal of the algorithm is to increase network fulfillment and also recover the
link failure problem. This algorithm makes use of the timing strategy for data
aggregation and aggregates all the incoming packets into one packet as a result
of aggregation.

In this algorithm, an intermediate node is attached outward on the clusters. The
node in the cluster has an add-on battery backup when compared to the remaining
nodes, subsequently the cluster node query about the battery backup of the pre-
established link. The cluster head is adopted by the node which contains the highest
priority of battery backup. At this moment, the adopted cluster head will take part in
the connection and recover the link failure problem in the network.

This algorithm has three phases:

1. Setup phase
2. Initialization phase
3. Steady-state phase.
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In the first phase, the task is initiated and performed by the sink. In the second
phase, the cluster heads (CH) are selected from k nodes based on the probability
of the node being CH. In the third phase, aggregated data are sent to the sink/base
station by alive nodes within the network through CH.

(D) EEDRINA—Shinde et al. [23] presented the energy-efficient data routing for
in-network aggregation (EEDRINA) algorithm supported on route redirection.
The route will increasingly meet to an alternate node disjoint the path with
this following local redirection operation. Consider three successive nodes A,
B, and C on the trail on the P-S connection. Node D is a neighbor node of all
three nodes. Consequently transmitted data packets by three nodes can easily
hear by node D. Node D can hear identical packets three times. By identifying
this case, node D realizes that it can replace node B, therefore the subpath
A-B-C are often redirected to A-D-C. Node D will do that process as long as
the power level is quite that of B.

(E) SEEDRINA—Sujatha et al. [24] proposed secure energy-efficient data routing
for in-network aggregation (SEEDRINA) algorithm and offers safety for
EEDRINA and has the accurate capacity to store the electricity to provide
it for alive nodes. SEEDRINA has an eminent upgrade in average throughput
and energy-efficient aggregation features.

(F) InFRA—Nakamura et al. [25, 26] presented an information-fusion-based role
assignment (InFRA) algorithm to classify the network by fixing roles to the
nodes whenever the events are detected in the network. It initiates a hybrid
group in which the source node is structured into clusters. The communication
between the cluster and the sink node occurs only in a multihop manner. The
primary goal of InFRA is to provide a logical estimation balancewith tolerable
service costs. The role assignment algorithms carry out the subsequent events:

1. Node detecting actions are conveyed to the collaborator and coordinator to
form the cluster.

2. Routes are formed by connecting the clusters to the sink node where the relay
is assigned to other nodes.

3. Service costs are decreased by information fusion.
(G) INADR—Keerthishree et al. [10] proposed the in-network aggregated data

routing (INADR) algorithm which is referred to improve the aggregation rate
besides the relay pathway in stable through a fault-tolerant routing technique.
This method has a minimum for setting up a routing tree. This algorithm aims
to connect each node in the network to the sink node by creating the routing
tree with the shortest path. When stably increasing the aggregation rate, the
energy utilization will decrease in the network.

This method required only aminimum number of data packets from source to sink
node and increases the number of overlay routes if there are excess events occur. High
data aggregation is attained by stable data communication.

(H) AST—Yi Zhang et al. [7] presented an adaptive spanning tree algorithm
(AST), which can flexibly form and adapt an aggregation spanning tree. This
algorithm has two phases:
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1. Construction of a tree
2. Maintenance of the tree.

In this phase, one and all node sets a casual delay time to decide its father node
via particular criteria. By this approach, it can ignore the good node which has more
number of child nodes, and then it becomes congested. Asynchronously, a new node
can replace any father node only by the use of the setting up a strategy. Constructions
of the new tree with updating features are called AST.

WDARS—Mahdi et al. [27] proposed aweighted data aggregation routing strategy
(WDARS)which focuses on increasing the overlay routes for effective data aggre-
gation and connection rate problem in cluster-based networks synchronously.
The proposed technique is analyzed for energy conservation, network lifespan,
throughput, and packet delivery ratio.

The suggested protocol creates a scattered cluster and effective routing tree with
the most energy saving and delay from overcrowding. When increasing the data
aggregation, an event is detected, and the connection is established between all sensor
nodes and the sink node.

The proposed algorithms contain three steps:

1. Hop tree establishment
2. Cluster formation and head selection
3. Route establishment by node weight.

In the first phase, a hop tree between the sensor node and sink nodes is organized.
In the second phase, the formation of the cluster and cluster head selection starts
when an event is sensed by the sensor node. In the third phase, events like path
creation, data aggregation, and packet routing procedures occur.

ERLD—Du et al. [28] presented an efficient and real-time algorithm based on
the dynamic message list (ERLD) algorithm which is formed by individual data
array and dynamic list in which details of the data packets are stored.

The concept of ERDL has all cluster heads in the cluster equally react like filtering
nodes. Rather than slow down the process of checking the redundancy in every
transmission, a dynamic list is created and upgraded in all filtering nodes to save
the record of data packets communicated by this node in certain intervals. The data
packet is compared to all the records in the dynamic list when it reaches the filtering
node. If the data packet is available in the list, then it will be rejected or else it will
be communicated at once and the record of the list will be upgraded.

Based on the dynamic list, ERDL can be real time and conclude the message of
whether imitated with the high ratio of filtering. There are three steps in ERDL:

1. Creating an initial list by setting filtering nodes
2. Transmitting messages after filtering
3. Dynamic updating list.
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Firstly, a dynamic list is fixed by the filtering nodes which are employed in cluster
heads. Then, the sensor receives the query packet and then the analysis is made to
know the number of sensors included in this query and record the number of queries
and send out all. At last, the range of the list would be logically powerful according
to the list contained in the updated state.

(K) InAA—Hua Yan et al. [29] proposed in-network aggregation algorithms
(InAA), which can be used to discover the best aggregation node for various
sensors from their fixed ancestor node in a particular multisensor query. To
find the best aggregation node, it can also be used in both tree-based and
graph-based structures. InAA contains three main procedures.

1. Establishing of sensor nodes in a stable form
2. Sending query packets to the sink node to the next hop
3. At the ancestor node data, packets are aggregated.

Initially, the sink node sends a stable level request packet with its level (0) to the
neighbor. On receiving this, it will update its value (1) as a new level. Secondly, the
sensor receives the query packet and then the analysis is made to know the number
of sensors included in this query and record the number of queries and send out
all. Finally, data packets get to the sink node. Concerning the query packets, if the
level of the packet number is equal to the stored value, then it requires to direct the
same packet. If the level of the packet number is lesser than the stored value, then it
requires holding back the other data packets for aggregation.

(L) SARRP—Anuradha et al. [30] presented the secure aggregated reliable routing
protocol (SARRP) algorithm which is developed to combine clustering and
aggregation techniques to build the best routing hierarchy with the most
number of constructive lines that attach all the sensor nodes to the base station
while making the best use of the available system resources in WSN. The
SARRP algorithm can be divided into four modules.

1. Deployed nodes form special clusters using node energy levels and their
neighborhood data.

2. Concentrates on datamanagement and it provides exact data aggregated results
for decreasing energy consumption and increasing throughput.

3. Focus on network connectivity.
4. Responsible for both setting up a reliable route among any sensor node to the

base station and sink node with improved security features involving public
key excess N cryptosystems.

7 Parameters for Analyzing In-network Aggregation

The effectiveness of the aggregation algorithms is assessed using the following
parameters: quantity of alive nodes, throughput, energy efficiency, aggregation rate,
network lifetime, scalability, security, packet delivery ratio is used in this survey are
described below:
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(A) Checking of Nodes Alive: The capacity to sense and store the data in an
exceedingly WSN depends on the group of alive nodes or there are the big
qualities of nodes that could be operating well [24, 31]. At this moment, the
effectiveness of the network is estimated by computing the variability of alive
nodes within the network beyond a given duration. Checking of alive nodes
in the aggregation process is used to define the network failure and storage
occupancy per node per round [7].

(B) Average Throughput: Average throughput is the ratio of variance among the
large choices of data packets acquire at the destination node and the amount of
value lost among the overall time required from the first data packet to the final
records packet [24]. The throughput permits to regulate the perfect servicing of
the device by estimating the efficient transmission during the periodic interval
[32].

The purpose of throughput in data aggregation is to understand the data rates that
are delivered to all the terminals in a network.

(C) Energy Efficiency: Each sensor in a network consumes similar energy during
the data collection but in a real situation, one and all nodeswill ingest a different
amount of power for data communication. Energy efficiency is defined as the
percentage of the quantity of perfectly conveyed data in a network to the entire
energy consumption for data to transmit. In data aggregation, energy efficiency
is measured to enhance the network’s lifetime.

Energy efficiency =
Quantity of successfully conveyed data

Entire energy consumption to transmit those data
∗ 100

(D) Network Lifetime: The duration of the initial sensor node or collection of
nodes in the network drain out of battery supply or the number of cycles gets
disconnected due to defeat of more sensors.

(E) Data Aggregation Rate: It is an action of fetching and gathering beneficial
data value in a specific area. Data aggregation is a fundamental process to
decrease energy consumption and to save resources. The aggregation rate is
described as the percentage of the sum of aggregated data to the entire sum
of sensed data. The main aim of this data aggregation rate is to denote the
compressing capability of sensor nodes in the network during the aggregation
process.

Data aggregated data = Sumof aggregation data

The entire sumof sensed data
∗ 100

(F) Scalability: Scalability is defined as the capability to hold a rising number
of users in a network. A routing protocol is observed flexible concerning the
network size.

(G) Security: The security services in a WSN should protect the data communi-
cated over the sensor network and save resources from attacks andmisbehavior
of nodes.
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(H) Packet Delivery Ratio: It is defined as the number of packets sent by the source
node to the number of packets received by the destination node [24].

Packet delivery ratio = Number of packets sent

Number of packets received
∗ 100

8 Comparison on In-network Data Aggregation Algorithms

Comparison of different in-network aggregation algorithms is a hard assignment
because of the contrasting types of aggregation mechanisms and the lack of specifi-
cations. Hence, collation of the algorithm is important to realize the effectiveness of
the in-network data aggregation technique which based on the fundamental charac-
teristics of a parameter such as quantity of alive nodes, throughput, energy efficiency,
aggregation rate, aggregationmethod, network lifetime, scalability, security, based on
query approach, communication cost, energy-saving methods, packet delivery ratio,
route overlap, and route repair mechanism are examined and briefly summarized in
Tables 1 and 2.

As per the analysis in Tables 1 and 2, the main factors such as aggregation rate,
energy consumption, and network lifetime are compared to different algorithms and
the performance of the compared algorithms has been evaluated in Figs. 8 and 9.

The InAA, InFRA, AST, INDAR, WDARS algorithms recorded the highest data
aggregation rate when compared to other algorithms. On the contrary, the algorithms
like DRINA, InAA, InFRA, AST, INDAR, and WDARS consume less energy by in
the view of energy nodes to steady the energy conservation between the nodes in the
network.

Fig. 8 Comparison of DRINA-based algorithms
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Fig. 9 Comparison of various parameters on a different algorithm

Next, on considering the network lifetime the algorithms like DRINA, InAA,
InFRA, AST, INDAR, WDARS show the best result out of all the remaining
algorithms.

9 Conclusion

Data aggregation is one of the predominant techniques used for reducing power
conservation and enhancing network lifespan in wireless sensor networks (WSNs).
The motive behind in-network aggregation is to reduce the redundant data during
sensing and thereby reducing the traffic in data transmission. This review article
focuses on analyzing various in-network data aggregation algorithms for their effi-
ciency based on important parameters like energy efficiency, aggregation rate, and
network lifetime.Other factors such as the number of alive nodes, throughput, energy-
saving techniques, scalability, network security, route overlap, and route repairmech-
anisms are also taken into consideration for analysis and summarized. This article
will give a deeper insight into data aggregation based on in-network processing and
motivate the researchers to develop more efficient data aggregation algorithms in the
future.
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Comparative Analysis of Traffic
and Congestion in Software-Defined
Networks

Anil Singh Parihar, Kunal Sinha, Paramvir Singh, and Sameer Cherwoo

Abstract The different methods used for classifying traffic along with the predic-
tion of congestion and performance in software-defined networks were discussed.
Although congestion prediction has foreseen many challenges, the algorithms did
not give very accurate results. But over a period of time, several methods have
been discovered to identify and predict the performance and congestion in software-
defined networks (SDN). In this article, various techniques of classification were
compared and predicted through tables and graphs.

Keywords Software-defined networks · Traffic classification · Performance
prediction · Machine learning · Congestion

1 Introduction

The evolution of the Internet has made it easier for people to access anything from
anywhere in the world. This has led to a new era of digitalization or Digital India.
However, despite being used and accepted everywhere, traditional Internet networks
(IP-based) are pretty complex and very hard to manage. With the discovery of new
communication techniques like 4G upcoming 5G, it has become really important for
the carrier service providers and operators to manage a high volume of load and data
over their limited capacity network bandwidth since more and more users are getting
added to the list and usage is increasing day by day [1].

So companies cannot afford to provide poor quality streaming services to their
customers, and hence, there is a necessity at the moment to deal with the problem of
over congestion of the network.

Software-defined networking is comparatively a new concept, which helps to fix
the shortcomings of conventional networks which include storage needs and various
environments of scalable computing. It is dynamic, financially savvy, versatile, and
ideal for the high data transmission and dynamic nature of the present organization
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applications. These particular abilities make it deployable in many service network
environments, fromhomeandventure organizations to servers in cloudorganizations.

1.1 Concept of SDN

The SDN architecture consists of different layers that describe the way the network
devices in the data plane interact with the controller through a southbound API. The
API provides an interface for interaction between the planes. For this purpose, there
are many protocols available, but the OpenFlow is preferable in the project. The
control plane of SDN consists of controllers like POX and OpenDaylight. The north-
bound API is an interface between the control and application layer (management
plane). The statistics about the data plane such as the flows are gathered through
REST API [2] (Fig. 1).

Fig. 1 Architecture of SDN
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1.2 SDN Over Traditional Networks

There is an enormous recovery delay in traditional IP networks inferable from the
flooding of packets, the expanded time for congestion prediction, calculation of
substitute ways, and updating the routing table. Nonetheless, in SDN, the controller
has global control of the network. Along these lines, it chooses ideallywhile scanning
a proficient substitute way for the disrupted flows. Also, the controller screens the
end-to-end connectivity, and accordingly, when a network is congested, the controller
can reconfigure the network to restore the end-to-end availability for all paths. As
opposed to conventional networks where each node floods it with packets to discover
a substitute way, the SDN furnishes the arrangements with less intricacy and adapt-
ability. The programmability and adaptability can be utilized to dynamically apply
arrangements in the network through the control plane, according to the changing
QoS prerequisites when the connection disconnects. Consequently, the time, cost,
and workforce are decreased.

Themajor problems faced by the present network systems are fault issues, security
issues, and congestion issues [3–5]. However, network congestion has always been an
area of concern for networks since it reduces the quality of service for the users. This
situationusually ariseswhen a linkbetween twonodes has a capacity (bandwidth) less
than the data loadwhich it is carrying. The congestion of the flow table is also amajor
problem. There are some approaches to solve it by compressing the table [6] when a
network is congested, it hampers the QoS of a network and users face difficulties and
poor quality of services when using Internet services. Software-defined networks
help to reduce this problem of congestion. Congestion can be avoided by either
limiting the rate or by early prediction. Thus, to predict link congestion in SDN,
various machine learning techniques have been used earlier which aim to improve
the accuracy and prediction rate of congestion and performance of a network [7].

2 Areas of Study

2.1 Traffic Classification

The software-defined networking mechanisms of the OpenFlow protocols provide
an excellent platform to implement network control applications that are based on
machine learning. One of the major studies in this area includes understanding and
classifying the type of data that can be gathered. There is an increase in the volume
of data flowing through networks. With an increase in the complexity of the applica-
tions which generate this data, assembling information from this generated data for
interpreting and predicting its impact has become of prime importance to perform
efficient network administration. There have been many types of IP classification
done previously: IP-based, Port-based, ML-based, etc. SDN data has also been used
for ML-based classification [8] using SDN-based traffic gives many advantages as
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Fig. 2 Process of traffic
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the statistics are gathered directly at the controller so it allows to directly use that
information where the control plane is also present. The controllers can directly
manipulate the flow rules based on the classification of data. Previous work includes
a collection of various types of traffic packets from different types of applications
such as BitTorrent, Dropbox, and YouTube, and various classifiers have been used
like stochastic gradient boosting, random forests, and extreme gradient boosting [9]
(Fig. 2).

The primary kind of data which needs to be classified is collected via simulating
traffic in SDN. Then certain parameters are chosen as features. After this prepro-
cessing is done in which we normalize our data. Later, the data is divided into
subsets of training, testing, and validation. Training data is used for our model. Then
the model can be applied to the controller to obtain the desired results.

2.2 Congestion Prediction

One of the major problems in networking is the congestion of a link due to the
increase in demand for network resources. This leads to an increase in delay of
packet transmission and rate of packet loss which in turn adversely affects quality
of experience (QoE). A lot of previous work has been done in this field. Most of
them are TCP-based while a few of them are UDP-based. The UDP generally has
higher throughput with faster transmission time and less delay; therefore, it has a
wide variety of applications. The parameters selected as eigenvalues were receiving
and sending rates of a switch, bandwidth of the link, switch load, and end-to-end
source-to-destination traffic rate [3] (Fig. 3).

Initially, the data that needs to be classified is collected via simulating traffic in
SDN. Congestion factor (CF) is calculated based on features from our data collected.
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Fig. 3 Process of congestion prediction

If the CF is a greater threshold value, it is classified as congested. The same logic
along with extracted features is used to train our model and apply the same to our
controller to take necessary action whenever there is congestion in our network.

2.2.1 Congestion Metrics

In traditional networks, there is an uneven distribution of traffic and load. Hence,
there should be some threshold value to evaluate the possibility of a link being
congested. Normally, a high load on a link greatly impacts the network’s stability
and performance.

To measure the link bandwidth utilization, the following formula has been used

BULink = BitsSent + BitsRecieved
Time ∗ BandwidthLink

(1)

Whenever the value of BUlink exceeds 0.7, then the link is said to be congested
(refer to Table 1). By combining it with the conventional description of the
congestion-degree criteria by experts and the operators, it can be visualized that
70% is selected as the critical value of bandwidth link utilization to determine the
degree of congestion of the link. When it exceeds 70%, traffic scheduling strategies
and corresponding congestion control strategies must be taken up.

While studying traffic metrics and using the same for the dataset, it is essential to
choose the type of data transfer that will take place and corresponding parameters that
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Table 1 Standard congestion
definition

Standard network link
congestion level

Average utilization of link
bandwidth

Severe congestion More than 90%

General congestion 80–89%

High load 70–79%

Normal load Less than 70%

will be collected during that transfer. For traffic classification, TCP data transmission
has been used, and for traffic congestion prediction, UDP data transmission has been
used in the dataset for effective analysis [10].

3 Algorithmic Analysis

3.1 Machine Learning

It forms a small but essential part ofAI. It is a powerful technique of trainingmachines
so that they can improve from their experience and learn: all this, without being
programmed explicitly. The machine can determine from the data accessible in its
environment (or experience). This is further used to enhance the overall performance.
It is further classified into two types.

• Supervised learning methods learn from the data in the past and it generalizes for
future data. The data in supervised learning is a ‘labelled’ data. For example, let
us say that a training dataset consists of X-Y pairs, (X being the input and Y being
the output) where the machine learns an algorithm that evaluates an appropriate
output for sample input.

• Unsupervised learning is used to draw surmisings from datasets consisting of
information without labels. The most popular unaided approach for learning is
analysing clusters (K means), used for identification of hidden patterns among
given data points, done by grouping similar data together in a single cluster.

3.2 Neural Networks

A neural network is an aggregation of smaller units called neurons. It is inspired by
the working of the human brain. It forms the base of deep learning. These networks
take in data, train themselves to recognize the patterns in this data, and then predict
the output for a new set of similar data. Some attributes of neural nets include self-
organization, adaptive learning, and fault tolerance. They are useful in clustering,
classification, and pattern recognition [11].
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Table 2 Methodology for dataset collection [3, 9, 13]

Congestion prediction Traffic classification Performance prediction

13 switch, 12 hosts. Multiple
pairs of source and destination
hosts are used to transmit data.
Network data is collected every
second in real time with each
experiment lasting 12 h. The
total amount of data is 559929

Two distinct datasets were
used, one consisting of an
unlabelled set of traffic
information, and the second
dataset (smaller in size) was a
labelled one and contained the
applications which generated
the data

5 OpenFlow switches. Each is
connected to two hosts. POX
controller is connected to all
switches and hosts. SCP is
used to send files of different
sizes between two hosts.
Runtime was divided into
three parts with 60 min each.
File size transferred was
100 MB, 50 MB, and 25 MB,
respectively.

4 Methodology

4.1 SDN Simulation

In most of the studies conducted, Mininet was used to simulate the network topology
and collect the data. OpenFlow switches are connected along with some hosts.
Controllers like POX, OpenDaylight are also used in the topology. Data is sent
among different hosts for a certain period and is collected at different intervals of
time. Different types of performance metrics are collected for different areas of
study. For example, flow table, RTT, and throughput are collected in performance
prediction. In link congestion prediction, iperf was used to simulate UDP traffic, and
five parameters were collected. In traffic classification, the controller determines the
protocol by analysing the packet. For example, TCP flags are examined to determine
the TCP protocol [12] (Table 2).

4.2 Application of Machine Learning

The collected dataset due to the result of the above SDN simulation then is used
to train our machine learning or deep learning model. In the case of performance
prediction, the dataset was split up into three parts [13]

• Training set
• Validation set
• Testing set.

After collecting and preprocessing the dataset, it was split randomly into 70%,
15%, and 15%, respectively, for the above-mentioned points. This was then used to
train the artificial neural network. For link congestion prediction, four models were
trained: 1DCNN, MLP, KNN, and SVM. [14] For traffic classification, accuracy for
three classifiers was calculated: stochastic gradient boosting, random forests, and
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extreme gradient boosting. The best accuracy model is determined and then applied
to the controller to make intelligent decisions and consequently manipulating the
flow tables for the switches in the topology.

5 Results and Analysis

5.1 Traffic Classification

Following were the results obtained after the implementation of the algorithms.
Accuracy is determinedby taking the ratio of correct predictions over the total number
of predictions as described in (2).

Accuracy = T+ve + T−ve

T+ve + F+ve + T−ve + F−ve
(2)

where T+ve is true positive, T-ve is a true negative, F+ve is false positive, and F−ve

is a false negative. The results are promising with great accuracy values for all the
websites from which the traffic dataset was collected [15] (Fig. 4).

5.2 Congestion Prediction

Following were the results obtained after the implementation of all algorithms. The
graph below shows the classifiers accuracy and precision scores [16].

For SVM, the obtain values by ranging the value of penalty parameter C, between
5 and 15, The used kernel functions are linear, polynomial, radial basis function, and
sigmoid, which is shown in (3)–(6).

KF
(
si , s j

) = sTi s j (3)

KF
(
si , s j

) = (
γ sTi s j + r

)d
, γ > 0 (4)

KF
(
si , s j

) = e
(
−γ ||si−s j ||2)

, γ > 0 (5)

KF
(
si , s j

) = tanh
(
γ sTi s j + r

)
(6)

For MLP, the input data is a 1 × 5 feature vector. There are two hidden layers,
whose units vary from 30 to 70 for performance comparison [14].
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Fig. 4 Comparison of classifier accuracy for the three models

In KNN, Euclidean distance has been used to find the distance between pairs of
data points. The parameter k is varied from 5 to 15 for analysis.

Parameters for CNN include batch size= 200, learning rate= 0.05, epochs= 40,
input size = 1 × 5 array. Several convolution layers can be around 5, convolution
filters vary from 20 to 36, and each convolution layer is followed by a pooling layer
and set the down sampling factor to 2. At last, a fully connected layer was produced.

Precision is the fraction of the number of positive class predictions that actually
belong to the positive class which is shown in (7).

Precision = T+ve

T+ve + F+ve
(7)

where T+ve is true positive and F+ve is false positive (Fig. 5; Table 3).

6 Conclusion and Future Scope

This article compares the different methods used for the classification of SDN traffic
using machine learning. It also describes a variety of machine learning and deep
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Fig. 5 Comparison of accuracy and precision for different models

Table 3 Comparison of
algorithms

ML model Accuracy Precision

SVM—Support vector machine 0.933 0.927

KNN—K-nearest neighbours 0.932 0.928

MLP—Multi-layer perceptron 0.946 0.944

1DCNN—Convolutional neural
networks

0.954 0.951

learning-based techniques used for predicting link congestion in software-defined
networks. In classification, XGBoost was found to show the best classifier accuracy.
In congestion prediction, it was seen one-dimensional convolutional neural networks
showed the best accuracy from the four used algorithms.

In future, a larger and denser dataset with a greater variety of parameters was
utilized. For future works, our aim is to use a larger and denser dataset with a greater
variety of parameters. We aim to use a larger topology network (more than 15 nodes)
for SDN simulation. Our major focus would be the usage of deep learning, more
specifically the usage of recurrent neural networks for prediction purposes. The aim
is to apply the model to the controller and predict the congestion rate along with the
best path that it should follow so that the controller can redirect the traffic through
the least congested path.
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A Comparative Analysis on Sensor-Based
Human Activity Recognition Using
Various Deep Learning Techniques

V. Indumathi and S. Prabakeran

Abstract To forecast conditions of action or actions during physical activity, the
issue of classifying body gestures and reactions is referred to as human activity
recognition (HAR). As the main technique to determine the range of motion, speed,
velocity, and magnetic field orientation during these physical exercises, inertial
measurement units (IMUs) prevail. Inertial sensors on the body can be used to
produce signals tracking body motion and vital signs that can develop models effi-
ciently and identify physical activity correctly. Extreme gradient boosting, multi-
layer perceptron, convolutional neural network, and long short-termmemorynetwork
methods are contrasted in this paper to distinguish human behaviors on the HEALTH
datasets. The efficiency of machine learning models is often compared to studies that
better fit the multisensory fusion analysis paradigm. The experimental findings of
this article on the MHEALTH dataset are strongly promising and reliably outper-
form current baseline models, comprising of 12 physical activities obtained from
four separate inertial sensors. The best efficiency metrics were obtained by MLP
and XGBoost with accuracy (92.85%, 90.97%), precision (94.66%, 92.09%), recall
(91.59%, 89.99%), and F1-score (92.7%, 90.78%), respectively.

Keywords Human activity recognition · Sensors · IoT · LSTM · CNN ·MLP ·
XGBoost

1 Introduction

Continuous growth in the health sector has led to astronomical advancements in
the field of medicine. Due to this continuous growth, the quality of life has greatly
increasedwhen compared to one hundred years ago. Everything from life expectancy,
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physical health, education, safety, and freedom has vastly improved. This rise in
health sector growth has led to an increase in healthcare costs. Steadily increasing
medical expenses have led to dramatic cost-cutting steps employed by healthcare
providers worldwide in tracking patients with chronic disease, monitoring the aged,
along with many other cases. New technologies in healthcare will certainly lead
to lowering the cost of health care by ensuring that physicians, surgeons, and other
medical workers work and perform their everyday tasks in the vicinity of the hospital
more effectively.

Choosing the right sensor to match the working environment or application is
critical when faced with a human activity recognition challenge. With advanced
sensors created each year, the number of different types of sensors to choose from
is infinite. Continuous research in the area of behavior identification has driven
more firms to try to reap the advantages of forecasting events to boost coordination
and efficiency. The numerous types of tasks undertaken for behavior identification
are discussed in this section. Body-worn inertial sensors monitor physical exercise
activities like riding, jogging, standing still, and powerwalking in related jobs. When
these tasks are completed, they generate a specific type of range of body motion,
with calculated accelerations that are relatively identical when done by people with
different characteristics.

Recognition of human behavior used with powerful technology will theoretically
benefit from remote patient control, elderly people, chronic condition patients, and
living with environmental assistance. Simple activities such as cycling, running, and
jogging have been successfully recognized and classified to date. Complex activ-
ities are proving increasingly difficult to monitor, with continuous active research
conducted in this area of HAR. Themain goal of HAR is to predict common activities
in real-life surroundings. Researchers are exploring pattern recognition and human–
computer relationships due to their applicability in the real world, such as a human
activity recognition healthcare framework. Successfully classifying human activities
through wearable sensors generates endless individual information, which provides
insight into the individuals’ functional ability, lifestyle, and health. In this research,
the MHEALTH dataset is analyzed using a variety of deep learning models. These
models aim to classify activities performed by volunteers based on data gathered from
on-body inertial sensors. The exploratory analysis distinguishes the differences and
similarities between these deep learning models throughout this research.

The overall aim is to identifywhich algorithm best suits the data while discovering
which algorithm best classifies each body movement of each person based on vital
signs recordings. Two data clustering algorithms analysis identifies relationships
between feature attributes and pleasantly visualize the data. Using wearable sensors,
human activity recognition (HAR) involves recognizing the physical movements of a
subject by analyzing data produced from on-bodywearable sensors. Accelerometers,
gyroscopes, and magnetometers are these inertial sensors, while the movements are
known as everyday living activities (ADL). As described in [1], ADL involves self
and body and emphasizes mobility specifically. Due to the applicability of sensor
fusion, sensor-based HAR dominates the current study, which requires the incorpo-
ration of sensor data frommultiple sensors, which drives analytical results in terms of
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reliability, accuracy, and completeness. Deep learning methods continue to continu-
ously advance and strengthen the HAR area in this regard.With its in-depth expertise
and analytical capacity, XGBoost leads the way in taking data-oriented classifica-
tion tasks and selecting and processing invaluable features from the data effectively.
There are four deep learning (DL) models, which are applied to the HAR problem
in this article. Using on-body sensor signal data created from four different sensors,
severalmodelswere developed, trained, and analyzed for the results to identifywhich
model best fits the data in terms of precision, accuracy, recall, F-score, and the total
number of misclassified instances.

This article demonstrates its ability to perform parallel optimization and
tree pruning while restricting overfitting and constantly learning sparse features,
XGBoost is the highest performing model. Section 2 provides a summary of the
work on the recognition of human behavior. The remainder of this paper is struc-
tured the following. Section 3 offers a description of the MHEALTH dataset, the
design, and the research methodology. Section 4 addresses experiment performance.
Finally, in Sect. 5, the conclusion and the future scope of the research work were
presented.

2 Related Work

Recognition of human behavior using wearable or mobile sensors supports a variety
of applications such as health care, exercise, smart home, etc. For example, medical
teams may track elderly people’s health conditions based on information about their
activity. Daily energy expenditure was estimated and provided with good advice
according to the level of operation of the users. [2]. The growth of smartphones
and the increase of access to technologies like the availability of high-speed internet
and network infrastructure have significantly changed the lives of people. Today,
several smartphones contain a range of powerful sensors, including orientation, loca-
tion, network, and direction sensors. Specifically, motion or inertial sensors (e.g.,
accelerometers) were commonly used to detect the physical movements of the users.
[2]. The sensor is a device that senses and obtains the changes that occurred in the
environment and redirects the collected information to the operating system. Smart-
phone sensors are categorized into three major groups called motion, environmental,
and position sensors. Motion sensors use axis-based sensing approach to finding the
measurement. Environmental parameters aremeasured by environmental sensors, for
example, temperature, humidity, and light. Position sensors are used for measuring
the distance of the reference position. Widely used smartphone sensors are,[3]

1. Accelerometer: It detects variations in smartphone orientation concerning the
x, y, and z-axis.

2. Ambient light sensor: It senses the light density of the environment. Auto-
brightness adjustment in the mobile phone is the best example of this type of
sensor.
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3. Barometer sensor: Atmospheric pressure is sensed by the barometer, this sensor
assists the GPS to track the location in an efficient manner.

4. Gyroscope sensor: It finds the axis-based motion along with angular rotation so
the clean data can be obtained.

Humanactivity recognition canbe achieved throughavideo-basedor sensor-based
approach. Video-based HAR investigates videos or photographs that include human
movements, while sensor-based HAR focuses on movement data from smart sensors
such as an accelerometer gyroscope, Bluetooth, sound sensors, etc. HAR approaches
are generalized into a certain type of body-worn sensor, object sensor, ambient sensor,
and hybrid sensor. Physical activities that are performed by users can be detected by
using body-worn or ambient sensors embedded in smartphones. The physical activi-
ties of the users are directly related to the movement and resting of the human body.
The body-worn sensors, such as the accelerometer, magnetometer, and gyroscope,
are the sensors that users may wear. The environmental changes can be identified
by ambient sensors. There are few such ambient temperature sensors, radars, motion
sensors, and sound sensors [4]. Human activities are categorized into seven groups
such as ambulation, transportation, daily activities, exercise, kitchen activities, tran-
sitional activities, and self-care activities. Based on the category, activities are shown
below [5]

(a) Ambulation: Sitting, standing, running, lying, falling
(b) Transportation: Driving a car, riding a bicycle.
(c) Daily activities: Watching TV, drinking, eating, using a phone, using a

computer, reading the book, listening to music, sleeping.
(d) Transitional activities:Walking upstairs anddownstairs, lying downandgetting

up, sitting down and getting up.
(e) Self-care activities: Combing hair, shaving, brushing teeth, washing hands,

washing face, washing clothes, drying hair.
(f) Kitchen activities: Adding tea-bag, add sugar, add milk, removing tea-bag,

pour milk, making coffee and tea, cooking pasta, cooking rice, feed fish.

Wesllen et al. stated the essential steps required to recognize the human activity:
Data collection, segmentation, feature extraction, and activity classification.

1. Data collection: Extraction of raw data from different sensors embedded in a
smartphone. The data must be adequate to produce good models for classifica-
tion activities. To ensure the correctness of the activity model, some parameters
must be considered like sampling frequency, the position of the smartphone,
and orientation from the user, and data collection time [6]. But Foerster et al.
[7] stated that the technique pursued to collect the raw data from the user is very
difficult for any human activities. The accuracy level of ambulation activities
for controlled data collection is 95.6% but the accuracy level is dropped to 66%
for the natural environment. The proper analysis would recognize a significant
number of users with different characteristics. This will give a better result for
the new user without obtaining extra training data.
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2. Segmentation: The raw data or inertial sensor signals are not recommended to
take a decision in the classification process. The raw data, therefore, requires
other transformations, such as breaking the continuous raw sensor data into
the windows over a certain period. Noise removal from the signal is another
important role of segmentation. Inertial sensor signal might have a noise which
leads to misclassification; obviously, it affects the model accuracy. Using signal
processing techniques like low-pass, high-pass, and Kalman filters, the noisy
data can be removed easily [6].

3. Features: Settings defined in the segmentation stage played a vital role to extract
the sensor features. The extraction algorithm takes the input from timewindows.
The selection of good features is a very important factor to classify the labels
correctly. For any classification model, the accuracy can be directly affected
because of low-quality features.Wesllen et al. described a newprincipal domain.
It is divided into three groups such as time, frequency, and discrete domain.
Time-domain uses mathematical approach statistical data are extracted from the
signals. Repetitive patterns are captured through frequency domain. The discrete
domain makes the signal pattern by converting sensor signals into symbols.

Thus, although the main domain permits for the chaining of features, it is very
important to remember that all of them are orientation-dependent features when the
time features are handled alone, and when these features are chained with the magni-
tude or vertical–horizontal components, they all become orientation-independent
features. Some of the time domain features are min, max, amplitude, amplitude
peak, sum, absolute sum, Euclidian norm, mean, absolute mean, mean square, mean,
cross-validation, auto-correlation, skewness, kurtosis. Exampleof frequencydomain:
Energy, energy normalized, power, centroid, entropy, domain component [6].

Bashar discussed the deep neural networks, and the model accuracy is expelled
even human performance. This survey on the deep learning neural network archi-
tectures utilized in various applications for having an accurate classification with
an automated feature extraction especially in CNN [8]. Prabhakaran et al. describe
the various clustering framework for predicting kidney disease [9]. Indumathi et al.
explain the utilization of various machine learning models [10]. This project details
a deep learning comparative study of the:

(a) Convolutional neural network model.
(b) Long short-term memory (recurrent neural network) model.
(c) Extreme gradient boosting (XGBoost) model.
(d) Multilayer perceptron.

2.1 Convolutional Neural Networks in HAR:

Jiang and Yin [11] compare multiple deep convolutional neural network (DCNN)
architectures using accelerometer and gyroscope data in classifying activities. Jiang
et al. [11] perform analysis on the UCI MHEALTH dataset (UCI) [12], USC-SIPI
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human activity dataset (USC) [13], and a dataset compiled by the fusion of smart-
phonemotion sensors (SHO) [14]. Jiang et al. [11] compared performances to identify
the architecture, which achieved the highest accuracy, recall, and precision along
with the low computational cost. Jiang et al. [11] found that SHO achieved the
highest accuracy, followed byUSC,whileUCI performing slightly lower. Hammerla,
Halloran, and Plotz [15] compare multiple convolutional and recurrent approaches
when using wearable sensors in classifying activities. Hammerla et al. [15] perform
analysis on three datasets: The opportunity dataset, Pamap2 dataset, and Daphneit
Gair (DG) dataset. Hammerla et al. [15] conduct thousands of experiments to iden-
tify the substantial effect of altering hyperparameters. Performance evaluation indi-
cated that the approaches achieved the highest accuracy on DG, the lowest root mean
squared error, and the highest F1-score, followed by Opportunity, while performance
scores on Pamap2 were slightly lower. Kim and Moon [16] compare the use of deep
convolutional neural networks (DCNNs) for activity recognition in classifying activ-
ities. Kim et al. [16] also compare DCNNs for human detection. A Doppler radar
gathers data, which produces velocity data when placed on a human or near a human.
Kim et al. [16] found that the DCNN achieved accuracy as high as 97.6% for human
detection.They also found that humanactivity classification accuracy reachedheights
of up to 90.9%.

2.2 Long Short-Term Memory (LSTM) in HAR

LSTMs are intended on tackling the vanishing gradient problem. Themain difference
between LSTMs and RNNs is LSTM’s use of memory cells. Memory cells allow
for the sufficient storage and sequential processing of data. Time is not restricted
and the data does not disappear back into the network. It enables the development
of relationships in the data, leading to insightful knowledge regarding the output
to be analyzed. Gating is at the core of LSTMs. Gating regarding LSTMs involves
component-wise multiplication of the input as seen in related work [17]. This leads
to consistent updates in each data cell, due to the gating calculation that applies to
each cell. The data must encounter the write, read, and reset gates to process data
correctly. The write gate is the input gate. The read gate is the output gate while
the reset gate is the forget gate. LSTMs contain information in a gated cell, which
is the key idea of these networks. LSTMs can add or delete information to the cell
through the gates. These gates are composed of a sigmoid neural network layer and
a point-wise multiplicative operator.

2.3 Extreme Gradient Boosting in HAR

Ayumi investigates if extreme gradient boosting is superior in classifying activities in
theHARdomain over classical techniques such as support vectormachine (SVM)and
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Naïve Bayes (NB). The UT Kinect-Action3D Dataset, the Badminton Sports Action
Dataset, and the Bali Dance Motion Dataset conduct analysis. XGBoost takes more
computational time to run as opposed to the other two methods but prevails as the
best method with higher accuracy, precision, recall, and F1-score. Zhang et al. [18]
propose an XGBoost method to recognize activities on their own dataset, which they
created themselves. The dataset consists of 40 volunteers performing multiple activ-
ities contained in an indoor facility. XGBoost outperforms other ensemble classifiers
with a higher recognition rate in accuracy, F1-score, and precision. F-score reached
heights of up to 84.41% while accuracy surpassed previous studies achieving a rate
of 84.19%. Nguyen, Fernandez, Nguyen, and Bagheri [19] explained, the XGBoost
model uses wrist-worn accelerometer data to identify events, RGB-camera data,
and environmental sensor data. In contrast to previous research, this unique method
produced an elevated performance of 38% precision. A Brier Score of 0.1346 was
also obtained, which indicates that it predicts the right behavior 90% of the time.

2.4 Multilayer Perceptron in HAR

Mo et al. [20] stated that the classification of activities based on the CAD-60 Dataset
compares convolutionary neural networks and multilayer perceptron efficiency. The
CAD-60 Dataset [21] provides RGB-D video sequences of events undertaken by
volunteers. Sensor signals are recorded by the Microsoft Kinect sensor. In order
to produce highly precise performance results, this research focuses on data pre-
processing along with feature extraction. By using CNN for feature extraction and
using MLP for the classification of the operation, the model presented incorporates
CNN and MLP. It proved highly successful with the model achieving 81.8% accu-
racy across twelve different types of activities. Catal, Tufekci, Pirmit, and Kocabag
[22] compare the performance of a model integrating aspects of decision tree, multi-
layer perceptron, and logistic regression. Accelerometer data is analyzed to classify
activities. Related work [23] performs analysis on the Wireless Sensor Data Mining
(WISDMDataset) which contains information from 36 volunteers performing activi-
ties as seen in relatedwork [23]. The proposedmodel achieved state-of-the-art results
while achieving a superior performance when compared to a multilayer perceptron
approach in related work. Results prove that integrating an ensemble of a classifier
yields outstanding results in the activity recognition domain.

Talukdar and Mehta [8] built a multilayer perceptron network to classify phys-
ical human activities through the automated analysis of video data. The volunteer
performed six activities 25 different times wearing a variation of different clothes
each time. The activities performed were; walking, jogging, running, boxing, hand
waving, and hand clapping. Talukdar et al. [8] present an MLP network that trains
the data through a recurrent neural network that led to a vast reduction in learning
time for the features and labels. The model achieved an overall accuracy of 92%. A
comparison of the classification efficiency of XGBoost, MLP, CNN, and LSTM is
one feature that is absent from the previously mentioned linked work on the machine
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and deep learning models. To determine which network best fits the MHEALTH and
WISDM dataset, our goal of this article is to conduct an investigation and compare
these six differentmachine and deep learning algorithmswith each other. This project
revolves around the topic of using deep learning to benefit the healthcare industry.

Remote patient management (RPM) is one feature that could benefit from deep
learning. Sufficient real-time surveillance of the actions of distant individuals will
provide tremendous benefits in medical settings. Through reviewing, data sent to
them by RPM technology, physicians, nurses, and clinicians may establish good
relationships with and strengthen the experience of their patients. The data sent to
them via RPM, as seen in [2], will establish a customized care plan and participate in
shared decision making to encourage better results. Wearable devices can feed data
to a clinician in real time by producing this data, leading to a substantial reduction
in continuous patient surveillance. This device may be useful for the elderly, those
who are vulnerable to heart problems (or severe medical conditions) and those who
suffer from chronic illness. According to [4], the most frequent cause of readmission
for patients in the USA is chronic heart failure (CHF). It is calculated that up to 84%
of readmissions were considered preventable over a seven-day duration, while 76%
of readmissions over a 30-day period were still considered preventable [4].

3 Proposed System

See Fig. 1.

3.1 Convolutional Neural Network

In a neural network, neurons learn from each other as they are fully connected.
Neurons in convolutional neural networks connect to a fraction of the neurons that
are in the previous layer. This layer is the receptive field as seen in related work [24].
Neurons in convolutional neural networks have three dimensions. These dimensions
are width, height, and depth.

3.1.1 Architecture

CNNs have a unique architecture. It contains many sequential layers such as the
convolutional layer, pooling layer, rectified linear unit layer, normalization layer,
and fully connected layer.
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Fig. 1 Data flow diagram for the proposed model

3.1.2 Convolutional Layer

The convolutional layer is the focal point of a CNN. The convolutional layer’s main
objective is to extract high-level features about the data.

3.1.3 MaxPooling Layer

Pooling layers allow for the reduction in a number of parameters in the neural
network. It reduces the number of descriptive parameters used to explain the struc-
ture of the neural network. It essentially avoids overfitting as it reduces the spatial
size of the network. Training a neural network takes a great amount of time. Pooling
ensures the number of computations needed to train the network is minimized. It
ensures the classification task runs smoothly.

3.1.4 ReLU Layer

Relations in data are often nonlinear. The ReLU layer ensures there is an increase in
nonlinearity. It applies the following element-wise non-saturating activation function
to ensure that a neural network can build the nonlinear relation between data points.
If there were no ReLU layer, a neural network would not be able to classify nonlinear
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data points.When compared to tanh and sigmoid, the ReLU layer prevails in terms of
speed, accuracy, and precision. The width, height, and depth of the neural network,
also known as the spatial size, are left unchanged.

3.1.5 Dropout

Overfitting is a common problem neural networks face when training data. The
dropout regularization technique successfully prevents overfitting. Fully connected
layers in a neural network have many variations. Dropout identifies the nodes in
a specific layer and removes them. A definitive probability, p, is then applied to
the layer. The training process removes nodes linked with the removed layer. As
seen in [25], after training, these nodes are placed back into the neural network and
assigned their original value (weight). This, in turn, boosts the performance of the
neural network. The validation training set benefits the most from this during the
deployment of the model.

3.1.6 Optimizer: Adam

Adam is a gradient-based optimizer. It is straightforward, simple to implement, and
is computationally inexpensive. It is suited to solving classification problems related
to human activity recognition. The data involved in HAR is normally relatively large,
leading to Adam to be a perfect fit. The hyperparameters require little or no tuning,
which is why Adam is the most common optimizer in convolutional neural networks.

3.1.7 Softmax Activation Function

The softmax activation function is usually set in the output layer and loss layer. This is
usually the final layer in the neural network before the output layer presents the result.
The following equation is a detailed representation of the softmax activation function.
The layers described above make up the full architecture of a convolutional neural
network. The equation below incorporates all the layers and functions mentioned
above to represent the typical architecture of a CNN (Fig. 2).

Feature extraction, encoding the labels to one-hot type along with separating the
training and testing data, is done before the model is initialized.

CNN activity recognition overview:

(a) One input layer containing 23 features.
(b) Two separable convolution 1D layers with max pooling.
(c) Three hidden layers that were big enough to train the data well.
(d) Two dropout layers that yielded positive results.
(e) Quite good performance, moderately slow.
(f) One output layer of 12 results (labels).
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Fig. 2 Typical architecture of a CNN [26]

To classify (predict) the class variable, which is the motion that each subject
executes, the neural network found in the CNN model utilizes the data values given
for each of the 23 signals reported. This section gives an overview of training the
model and hyperparameter setting.

(a) In the training process, the ‘fit()’ function is used to train the CNN model.
(b) ‘X_train’ represents the training data.
(c) ‘y_train’ refers to the target data.
(d) ‘X_test, y_test’ represent the validation data.
(e) The model is trained on a total of 245,584 parameters.
(f) While training the model:
(g) The Learning rate is set as 0.0005.
(h) Batch size is set as 32.
(i) The training process is run for 20 epochs.

3.1.8 Algorithm Speed

CNN performed excellently on this classification problem. It processed the data
relatively fast. Taking into account the speed of the other deep learning algorithms
and considering the performance is achieved, the time the model took to train the
data was 242 min 18 s.



930 V. Indumathi and S. Prabakeran

3.2 Long Short-Term Memory

LSTM activity recognition overview:

(a) One input layer containing 23 features.
(b) Two LSTM layers.
(c) Two dropout layers.
(d) Three hidden layers and one output layer.
(e) One output layer of 12 results (labels).

This section gives an overview of training the model and hyperparameter setting.

(a) In the training process, the ‘fit()’ function is used to train the CNN model.
(b) ‘X_train’ represents the training data.
(c) ‘y_train’ refers to the target data.
(d) ‘X_test, y_test’ represent the validation data.
(e) The model is trained on 175,373 parameters. While training the model:
(f) The Learning rate is set as 0.0005.
(g) Batch size is set as 32.
(h) Training process is run for 20 epochs.

3.2.1 Algorithm Speed

LSTM performed very poorly on the classification problem. It processed the data
very slowly. Upon evaluating all six algorithms, LSTM is the poorest performing
algorithm and processes data ten times slower than the other algorithms. The total
amount of time themodel took to process the data was 10 h. At first, the LSTMmodel
was set to run for 20 epochs. The hard drive used to conduct each experiment was
not strong enough to process data for such a significant amount of time. Considering
the level of performance and speed of processing, CNN was the poorest algorithm
applied to the MHEALTH dataset.

3.3 Extreme Gradient Boosting

Gradient boostingmachines are associatedwith a distinctive type ofmachine learning
branch called ensemble learning. The objective of ensemble learning is to train and
predict a variety of models at the same time, while each model aims to outperform
each others with respect to their output. Consider for example, the route from Paris to
Berlin. There are many alternative travel options. As you proceed to take each route,
you begin to learn which route is faster and more efficient, leading to the ‘superior’
route. Taking time to learn, eachmodel has led to the conclusion that X is the superior
route. Ensemble learning simply implies this strategy.

XGBoost implements the boosting. Boosting aims to convert weak learners to
strong learners. During boosting, iterations lead to the weights of weak learners to
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adjust accordingly. Bias reduces allowing for an increase in performance. Accuracy,
precision, and recall benefit from the implementation of boosting greatly, as well
as a range of evaluation techniques. Extreme gradient boosting (XGBoost) is the
best performing boosting algorithm. XGBoost is a decision-tree-based algorithm
that utilizes the use of gradient boosting and ensemble learning. XGBoost performs
so well on data due to its ability to transform weak learners into strong learners. It
utilizes boosting within the gradient descent architecture. It allows the framework to
develop dramatically with its quick and easy to learn optimization techniques and
parameter enhancements.

Feature extraction and splitting of the training and testing data are performed
before the model is initialized. XGBoost activity recognition overview:

(a) Multiclass classification using the softmax activation function.
(b) Evaluation: multiclass classification error rate.
(c) Learning rate is set to 0.05.
(d) Trained on 161,959 parameters.

The parameters regarding the XGBoost model are discussed.

(a) The model is trained using the parameter list and the training data.
(b) The model is trained for 10 rounds.
(c) Early stopping.
(d) The learning rate of the model is 0.05 while the number of estimators is set to

1000.
(e) Early stopping is used in the validation set to identify the appropriate amount of

boosting rounds. This is usually the optimal number of boosting rounds needed.
It is set to stop within 5 rounds. It will train until ‘validation_0-merror’ has not
improved in 5 rounds.

(f) TheXGBoostmodelwill train until the ‘validation_0-merror’ has not improved
anymore. The ‘validation_0-merror’ must continue to decrease in order for the
‘early_stopping_rounds’ to continue to train the XGBoost model.

3.3.1 Algorithm Speed

XGBoost performed very well on this classification problem. It processed the data
relatively fast. Taking into account the speed of the other deep learning algorithms and
considering the performance it achieved, XGBoost was the second-best performing
algorithm.

3.4 Multilayer Perceptron

Feature extraction, encoding the labels to one-hot form along with splitting the
training and testing data, is performed before the model is initialized. MLP activity
recognition overview:
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(a) One input layer containing 23 features.
(b) Four hidden layers that were big enough to train the data well.
(c) Two dropout layers that benefited the results greatly. The top-class algorithm

is based on the concept of gradient descent.
(d) One output layer of 12 results (labels).

This section gives an overview of training the model and hyperparameter setting.

(a) In the training process, the ‘fit()’ function is used to train the CNN model.
(b) ‘X_train’ represents the training data.
(c) ‘y_train’ refers to the target data.
(d) ‘X_test, y_test’ represent the validation data.
(e) The model is trained on 706,317 parameters. While training the model:
(f) The learning rate is set as 0.0005.
(g) Batch size is set as 32.
(h) Training process is run for 20 epochs.

3.4.1 Algorithm Speed

MLP performed excellently on this classification problem. It processed the data
relatively fast. Taking into account the speed of the other deep learning algorithms
and considering the performance it achieved, the time the model took to train the
data was 86 min 40 s.

3.5 MHEALTH Dataset

The MHEALTH dataset consists of body motion and vital signs recordings.
Ten volunteers conducted the experiment, each with different characteristics. The
subjects’ task is to perform 12 different types of activities. The accelerometer, gyro-
scope, and magnetometer placed on the subjects’ body measure acceleration, rate
of turn, and magnetic field orientation. These sensors measure the range of motion
experienced by each body part. The electrocardiogram sensor positioned on the chest
also provides 2-lead ECG measurements. ECG can assist in the basic heart moni-
toring, checking for various arrhythmias, or looking at the effects of exercise on the
ECG.

4 Result and Performance Analysis

Accuracy, precision, recall, F1-score of each DL architecture. Figure 1 outlines
the accuracy of the MLP, XGBoost, and CNN machine learning models on the
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MHEALTH dataset. The figures are extracted from the model’s related confusion
matrix. MLP attains the highest values, followed by MLP, then CNN (Table 1).

The four classification models presented in this research perform well when
compared to existing state-of-the-art baselines. MLP and XGBoost achieve excellent
performance measures, challenging many research papers with improved accuracy,
precision, recall, and F1-score. The XGBoost model is the best performing model in
terms of overall performance and is highly suited to mobile health data.

Figure 3 outlines the accuracy of the MLP, XGBoost, and CNNmachine learning
models on theMHEALTH dataset. The figures are extracted from themodel’s related
confusionmatrix.MLPattains the highest values, followed byMLP, thenCNN (Table
2).

Figure 4 examines the performance of each deep learning model on the classifica-
tion task, the figures are taken from each approaches confusion matrix output. MLP
performs the best in comparison to the other models. The CNN and LSTM models
achieved an average performance of 66.2% and 48.9%, respectively. The hybrid and

Table 1 Performance metrics evaluation

Model Accuracy (%) Precision (%) Recall (%) F1-score

MLP 90.55 91.66 90.55 90.7

CNN 83.91 83.47 83.91 82.98

LSTM 78.09 74.86 78.09 75.6

XGB 89.97 90.09 89.97 89.78

Fig. 3 Performance comparison
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Table 2 Performance metrics evaluation

Activity CNN LSTM XGBoost MLP

Standing still 95 63 94 97

Sitting and relaxing 100 97 96 99

Lying down 100 100 98 100

Walking 45 0 77 96

Climbing stairs 38 0 48 92

Waist bends forward 81 53 76 96

Frontal elevation of arms 86 70 84 96

Knees bending 68 38 67 93

Cycling 33 42 92 97

Jogging 75 47 89 98

Running 61 68 92 91

Jump front and back 12 9 62 67

Average 66.2 48.9 81.25 93.5

Fig. 4 Accuracy comparison

XGBoost models achieved an average performance of 70.6% and 81.25%, respec-
tively. For each subject, the MLP model attained the best performance obtaining
an average performance of 93.5%. The figure identifies the superiority of the MLP
model over others by showing a significantly higher performance.
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4.1 Accuracy and Loss Results

Fine-tuning each model is to classify the data accurately, which is significant to
maximizing accuracy while minimizing loss. MLP, XGBoost, CNN, and LSTM are
fine-tuned with hyperparameters, respectively. The loss and accuracy of each model
are visualized throughout this section. After fine-tuning each model and using a
total of 20 epochs, MLP prevailed as the network with the highest accuracy (91%)
and minimal loss. The average accuracy for each model is relatively high. MLP
and XGBoost performed better and more consistently than CNN, LSTM. MLP and
XGBoost achieved accuracies of 91% and 89%, respectively. MLP and XGBoost
were able to converge farmore easily as outlined inFig. 3which depicts themultilayer
perceptron model achieving 91% accuracy.

The following two plots depict the convolutional neural network model achieving
84% accuracy. CNN performed moderately well in terms of accuracy (84%) and
loss. MLP and XGBoost increased their accuracy along with diminishing their loss
as the number of training iterations increased. Overall, MLP outperformed the other
networks with the highest accuracy and lowest loss. The LSTMmodel misclassified
too many instances, which lead it to become the poorest performing model with the
least accuracy (78%) and highest loss.

LSTM networks performed poorly with 20 training iterations as depicted in
Figs. 5. They both achieved 78% and 84% accuracy, respectively. The following
two plots depict the LSTM model achieving 78% accuracy (Figs. 6 and 7).

Fig. 5 MLP accuracy and loss
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Fig. 6 CNN accuracy and loss

Fig. 7 LSTM accuracy and loss

5 Conclusion and Future Enhancement

Each model performs human activity recognition from wearable sensors such as
gyroscopes, accelerometers,magnetometers, and electrocardiograms. To the author’s
knowledge, for the MHEALTH dataset, XGBoost has not been performed to classify
the activities in question. MLP prevailed as the best performing model achieving
accuracy, precision, recall, and F1-score of 90.53%, 91.71%, 90.53%, and 90.76%,
respectively. XGBoost was the next best performing model that achieves accuracy,
precision, recall, and F1-score of 89.98%, 90.14%, 89.98%, and 89.78%, respec-
tively.WhileMLPoutperformedXGBoost in terms of precision, accuracy, recall, and
F1-score, 471 instancesweremisclassifiedbyMLP,whileXGBoostmisclassified just
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281.1341, 2533, and 2742 instances were misclassified, respectively, by CNN, and
LSTM. XGBoost is the highest performing model in terms of total precision, consis-
tency, recall, F1-score, and number of correctly categorized instances. This outlines
the established area of appropriateness for the XGBoost system, which was never
documented usingwearable sensors on theMHEALTH dataset. This section presents
an account of future work in human activity recognition using deep learning. Some
of the ways in which human activity recognition models using deep learning will
benefit healthcare in remote patient monitoring: clinician decision support, ambient
assisted living / aiding the elderly, drug discovery, developing regions whose health-
care services are limited, app with patient data, diagnostic abilities, reduce need for
electronic health records, creating more precise analytics for diagnosis, clinical deci-
sion making, risk scoring, and early alerting. Common challenges on human activity
recognition presented by this research are unmeasurable uncertainty factors, activity
similarity, and the null class problem.
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FETE: Feedback-Enabled Throughput
Evaluation for MIMO Emulated Over
5G Networks
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and Sumit Maheshwari

Abstract Mobile networks are playing a tremendous role in our day-to-day activi-
ties. In the currently evolving networks such as 5G, satisfying quality of service (QoS)
is remaining as a challenging problem due to the dense network deployment. More-
over, multiple technologies such as LTE, Wi-Fi, and 5G contending and cooperating
make the resource allocation a complex problem. This paper attempts to optimize
the radio resource allocation in heterogeneous wireless networks for a particular
geographical region by finding the throughput by maintaining the QoS along with a
combination of network parameters. Specifically, the proposed research work uses
different parameters such as RSSI, RSRP, and RSRQ for calculating the throughput
of user equipment in a specified area. The feedback-enabled method (FETE) is then
compared with and evaluated for the MIMO system, where it is observed that an
overall throughput gain can be obtained by using right optimization technique for
different parameters.

Keywords MIMO · LTE · 5G · Network evaluation · Throughput · Scheduling

1 Introduction

The tremendous growth of 5G will be due to its better performance in terms of
capability, capacity, data rate, and latency when compared with other co-existent
technologies such as 3G, LTE and LTE-advanced, is incomparable. The rapidly
evolving 5G networks have the risk of overcrowding the frequency range of wireless
spectrum as a multitude of devices that attempt to connect to a single frequency
channel. Furthermore, the overly dense deployment of 5G will present complex
challenges, when accompanied by the heterogeneity, scale, and diverse quality of
service (QoS) requirements.
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Existing techniques of throughput optimization depend upon maximizing the
usage of available network resources. However, due to lack of optimizations based
on a geographical region while using MIMO leave some resources non-utilized
or under-utilized specifically when paired with the user mobility. Therefore, there
is a need to use better techniques which can support the increase in the overall
throughput received by the user equipment (UEs) which are mobile. Several schemes
are proposed in the literature for improving throughput using different parame-
ters such as channel quality indicator (CQI), round-robin (RR) scheduling for UEs
resource blocks (RBs), first in first out (FIFO) based on UE connections, and blind
equal throughput (BET) to achieve fairness [1]. Despite these approaches, the QoS
is always constrained due to inherently low resources available to fulfill the usage
requirements specifically when targeting high throughput and low-latency appli-
cations. The resource scarcity in part is addressed using relatively newer efficient
solutions that optimize the use of resources based on machine learning and other
estimation techniques. Depending on the QoS, these techniques can be classified as
user-based or network-based or both.

The existing techniques among other factors also lack an integrated approach or
the systems view when dealing with the scarce resources. For example, the BET
scheduler aims to provide equal throughput to all UEs under an eNB which in turn
lacks the fairness or support to a specific application that is resource hungry. The
RR scheduling or best CQI again fails to enhance the throughput of the UEs when
additional inputs are required to be captured to provide a holistic view on the network.

To optimize upon the available resources and provide an optimal output for the
throughput using the inputs from UEs in a particular area, a closed-loop feedback-
based system is essential. In such a system, the additional inputs can be seamlessly
added that play critical role in increasing the overall throughput and supporting
low-latency. Supporting these views of inputting additional inputs to improve the
throughput, this paper proposes a way to optimize the mobile networks for a multi-
plicity of parameters for the mobile UEs. Furthermore, 5G studies are incomplete
without a discussion on MIMO. Therefore, the system is evaluated for the MIMO
and show that additional improvements can be obtained using the same. Figure 1
shows that there is a potential of throughput improvement when consideringmultiple
parameters along with the MIMO capabilities when a feedback-based mechanism is
used. This paper proposes FETE, a feedback-enabled throughput evaluation method
for the MIMO systems.

The rest of the paper is organized as follows. Section 2 summarizes the existing
techniques used previously in the literature. Section 3 illustrates the experiment
methodology to evaluate the throughput performance. Section 4 details the simula-
tions carried out to calculate the throughput, with or without MIMO by injecting a
number of users. The evaluation results are presented in Sect. 5. Sect. 6 concludes
the paper with a view on our future work.
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Fig. 1 Feedback-based throughput improvement in 5G

2 Background

Resource scheduling is a vast field. On the one hand, the existing work deals with
the multi-parametric approaches to optimize throughput using methods such as esti-
mation [2], prediction [3], resource allocation, machine learning, fuzzy logic [4,
5], and so on. While on the other hand, research has also focused on measure-
ment wherein different algorithms are compared at different settings to find the best
possible combination of inputs for a desired output [6, 7].

Currently, the work has evolved when MIMO has taken the precedence over
the existing techniques. With the combination of multiple input and output antenna
arrays, it is feasible to achieve the higher throughput than the traditional transceivers
when the beams are properly aligned. Moreover, using the software-based MIMO
enabled using the mm wave [8, 9], it is possible to create a fully software-defined
system, thus able to control and coordinate from anywhere.

The software-based automation has provided more meaningful avenues for opti-
mization than ever. The controllable experiments and practical systems can now run
under a variety of settings that can be triggered or trimmed in short time. This flex-
ibility encourages us to evaluate the feasibility of having a MIMO system that can
be analyzed for different that can be dynamically changed to provide a real-time
feedback to the system based upon user mobility and network fluctuations.

This paper evaluates the MIMO system for various parameters. The experiment
considers the UE mobility and correlated with the network parameters to calculate
the throughput while keeping QoS under considerations. Further,

the system is evaluated with and without MIMO using a real mobility dataset.
Our work is distinguished from earlier approaches as it lies at the intersection of
evaluation-based enhancement for MIMO that is a key design choice in the 5G
networks.
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3 Methodology

This section provides the method used in this work to calculate the throughput.

3.1 Dataset Description

In this paper, vehicular movement data collected and emulated using ETSI API
for 5G using an LTE eNB at the University of Hertfordshire are used. The various
scrambling codes are as follows. For uplink, it is 54 with the target SIR of 17.3. The
minimum uplink channelization code length is 8. The downlink scrambling code is
1 with the channelization code of 15. The maximum downlink power is 10.1 and
minimum is 9.3 dBm. On a pre-set path, the UEs move across the eNB, wherein the
RSSI and throughput are collected for each time tick. The GPS coordinates are also
logged for each location at the time tick. Thus, for various UEs, the real dataset is
obtained along with their location with respect to time.

3.2 Exploration and Extrapolation

The dataset lacks the measurements at some of the GPS locations for some UEs.
Therefore, before using, the data are cleaned by removing any anamoly, and for
some points, the throughput is calculated at a given location by considering the
available parameters like RSSI, RSRP, and RSRQ whichever were available.

3.3 Analytical Model

The parameters obtained from the dataset are plotted as follows.
RSRP: Reference signal received power (RSRP) is defined as the linear average

over the power contributions (in [W]) of the resource elements that carry cell-
specific reference signals within the considered measurement frequency bandwidth.
UE measures the power of multiple resource elements used to transfer the reference
signal but then takes an average of them rather than summing them. Figure 2 shows
the received RSRP (in dB) for a sample mobile UE.

RSRQ: Reference signal received quality (RSRQ) is a C/I type of measurement,
and it indicates the quality of the received reference signal. The RSRQmeasurement
provides additional information when RSRP is not sufficient to make a reliable
handover or cell re-selection decision. Figure 3 shows the RSRQ (in dB) for a sample
mobile UE connected with a base station at different time ticks.
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Fig. 2 RSRP values received at a UE from the base station

Fig. 3 RSRQ values received at a UE from the base station
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Fig. 4 RSSI values for a sample UE from the base station

RSSI: The carrier receive strength signal indicator (RSSI) measures the average
total received power observed only in the OFDM symbols containing reference
symbols for antenna port 0 (i.e., OFDM symbol 0 and 4 in a slot) in the measurement
bandwidth over N resource blocks. The total received power of the carrier RSSI
includes the power from co-channel serving and non-serving cells, adjacent channel
interference, thermal noise, etc.

The total RSSI is measured over 12 subcarriers including the signals from serving
cell, and the traffic in the serving cell. The relationship between RSSI, RSRP, and
RSRQ is given in Eq. 1 where N are the number of resource blocks.

RSSI = N (RSRP = RSRQ) (1)

Figure 4 shows the calculated RSSI values using Eq. (1)
However, the relative humidity is proportional to the RSSI: When relative

humidity increases, RSSI level increases as well. The impact of temperature and
relative humidity variation on the RSSI is stronger when the distance between the
sender and the receiver is large.

3.4 Signal Continuity

After obtaining RSSI values at discrete locations, 50 users are injected at the random
coordinates in the map area. The RSSI values of these users are correlated with
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Fig. 5 Euclidean distance versus RSSI for different users

the RSSI dataset by matching them with the closest geographical location and
incorporating error corrections.

It can be easily plotted with RSSI value along the Y-axis and Euclidean distance
between original location and injected user location along the X-axis. Figure 5 plots
the Euclidean distance between any two users in the system and their respective RSSI
value. This provides us a capability of obtaining RSSI at any given location in the
map.

4 Feedback-Enabled Throughput Evaluatıon

The feedback-enabled throughput evaluation (FETE) develops a mechanism through
which the continuous values of throughput can be obtained in a closedMIMOsystem.

4.1 System Informatıon

Using the RSSI values for 50 users, the downlink data rate is calculated using
transitional CQI value.

CQI: The channel quality indicator (CQI) contains information sent from a UE to
the eNB/gNB to indicate a suitable downlink transmission data rate, i.e., amodulation
and coding scheme (MCS) value. CQI is a 4-bit integer and is based on the observed
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Table 1 Modulation scheme
based on the CQI value

RSSI CQI Modulation scheme

Excellent 10–15 64 QAM

Good 7–9 16 QAM

Fair 1–6 QPSK

Poor 0 Out of range

Table 2 Bandwidth based on
the number of resource blocks

Number of resource blocks Channel bandwidth (MHz)

6 1.4

15 3

25 5

50 10

75 15

100 20

signal-to-interference-plus-noise ratio (SINR) at theUE. TheCQI estimation process
takes into account the UE capability such as the number of antennas and the type of
receiver used for detection.

Using the RSSI values obtained using the RSRQ and RSRP, the CQI values are
determined using Table 1. The CQI values are granulated using the RSSI values
to determine if a signal is good or bad for the UE. Based on the CQI values, the
modulation scheme is assigned ranging from 64-QAM, to 16-QAM and QPSK. For
a low CQI value, corresponding to the poor RSSI range, the UE is considered as out
of range. To calculate themodulation scheme given in Table 1, the channel bandwidth
is to be considered as provided in Table 5 (Table 2).

Based on themodulation scheme, amodulation index is assigned by the eNB/gNB,
and according to that index value, a respective transport block size (TBS) index value
is assigned as given in Table 3.

Finally, for the throughput calculation, the allowed rate of bits in each subframe
for the given TBS index and number of physical resource blocks (PRBs) is to be
determined. The bits/subframe is allocated by the eNB/gNB based on the traffic
conditions, UE category (priority, services, etc.), and RF conditions. The standard
bits/subframe allocation as per 3GPP for different RBs and TBS index value is given
in Table 3 for 50 and 100 RBs, respectively.

4.2 Throughput Calculatıon

Using theMCS index, TBS index, CQI value, and PRBs, the throughput is calculated
as follows.
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Table 3 Modulation index
and TBS index

Modulation Index Modulation TBS index

0 QPSK 0

1 1

2 2

3 3

4 4

5 5

6 6

7 7

8 8

9 9

10 16 QAM 9

11 10

12 11

13 12

14 13

15 14

16 15

17 64 QAM 15

18 16

19 17

20 18

21 19

22 20

23 21

24 22

25 23

26 24

27 25

28 26

29 QPSK Reserved

30 16 QAM Reserve
d

31 64 QAM Reserved
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For example, when the RSSI value is excellent, the 64-QAM modulation can be
chosen as per Table 1. For the 64-QAM, a granulated MCS index value is allocated
by the eNB/gNB along with the PRBs. Consider, for example, that the MCS index
is 28 in which case the respective TBS index value of 26 will be chosen as given
in Table 3. For a system with 50 PRBs, for the chosen 26 TBS index value, 32,856
bits/subframe (1 ms) is allocated to the UE. In turn, a throughput of 32,856 1000 =
32,856,000 bits/sec, i.e., 32.85 Mbps can be obtained. In this particular example, for
a 10 MHz bandwidth, it obtains around 32Mbps throughput, when assuming that all
50 resource PRBs are allocated to a single UE.

4.3 Improved Throughput Using MIMO

The system efficiency can be enhanced or it can increase the throughput with the
help of MIMO technology.

MIMO:Multiple input multiple output (MIMO) allowsmultiple inputs and output
antenna to be used simultaneously, thus theoretically improving the capacity mani-
folds. Consider that 101,101 data is transmitted through a channel with deep fades.
Due to the fluctuations in the channel quality, the data streammay get lost or severely
corrupted that the receiver cannot recover it. The solution to combat the rapid fluctu-
ation is to add independent fading channels by increasing the number of transmitting
or receiver antennas or both. The use of spatial diversity technique, where same
information sent or receive across independent channel can help to combat fading, is
particularly useful in MIMO. The diversity gain in MIMO is obtained using Eq. (2)
where N tx and N rx are the number of transmitting and number of receiving antennas,
respectively.

Gdiversity = Ntx + Nrx (2)

In an ideal condition, forN tx = 2 andN rx = 2, diversity gain is 4. This gain can be
obtained by adding the independent fading channel that increases the reliability of the
transmission link. Therefore, if this MIMO 2 * 2 technology is used for calculating
the same throughput for above mentioned UE, the user will receive around 75 Mbps
throughput. The evaluation of throughput with and without MIMO is presented in
the next section (Tables 4 and 5).

5 Evaluatıon and Results

The simulation is carried out for calculating the throughput for, with and without
MIMO technology using FETE. The entire procedure to calculate throughput is
written as in the JavaScript language using the Visual Studio Code software. The
node package manager (NPM) runtime environment is used to run the code. The
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Table 4 Bits/subframe based
on number of physical
resource block table

TBSindex NP RB50 NP RB100

0 1384 2792

1 1800 3624

2 2216 4584

3 2856 5736

4 3624 7224

5 4392 8760

6 5160 10,296

7 6200 12,216

8 6968 14,114

9 7992 15,840

10 8760 17,568

11 9912 19,848

12 11,448 22,920

13 12,960 25,456

14 14,112 28,446

15 15,264 30,576

16 16,416 32,856

17 18,336 36,696

18 19,848 39,232

19 21,384 43,816

20 22,920 46,888

21 25,456 51,024

22 27,376 55,056

23 28,336 57,336

24 30,576 61,664

25 31,706 62,776

26 32,856 75,376

plotting is done using Highchart and localhost:8000 is used to show the simulated
output in a browser.

By injecting 50 users into the map area, the throughput with and without MIMO
is calculated. The simulation code is flexible and incorporates multiple parameters in
real time. Figure 6 shows the simulation output for a single run for different number
of users. It can be observed that the throughput is higher when using MIMO.

Table 5 presents the average throughput calculated for both, with and without
MIMO cases for the first nine locations in Fig. 6. The throughput using MIMO is
twice of that without the MIMO.

As the MCS index value is randomly chosen, different results are obtained for
various simulation runs. Therefore, Fig. 7 shows the average over 15 simulation runs
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Table 5 Average throughput
calculation

Throughput without MIMO Throughput with MIMO

31,704,000 63,408,000

28,336,000 56,672,000

25,456,000 50,912,000

21,384,000 42,768,000

30,576,000 61,152,000

15,264,000 30,528,000

16,416,000 32,832,000

27,376,000 54,752,000

21,384,000 42,768,000

Avg = 21,383,111 (21 Mbps) Avg = 42,766,222 (42.7 Mbps)

Fig. 6 Throughput for MIMO and without MIMO for different users

for the throughput with and without MIMO. As it can be observed, the overall gain
of the throughput is much higher for the MIMO as compared to the one without it.

If SPS does not receive a reply from a particular contact author, within the time-
frame given (usually 72 h), then it is presumed that the author has found no errors
in the paper. The tight publication schedule of our proceedings series does not allow
SPS to send reminders or search for alternative e-mail addresses on the Internet.

In some cases, it is the contact volume editor or the publication chair who checks
all of the PDFs. In such cases, the authors are not involved in the checking phase.
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Fig. 7 Average system throughput comparison

The purpose of the proof is to check for typesetting or conversion errors and the
completeness and accuracy of the text, tables, and figures. Substantial changes in
content, e.g., new results, corrected values, title, and authorship, are not possible and
cannot be processed.

6 Conclusion

This paper presented a feedback-enabled throughput evaluation (FETE) method to
analyze the 5G network with and without MIMO technique. Using the network-
specific parameters such as the MCS index, the TBS index, the CQI values, and the
PRBs, the throughput is systematically estimated for a set of mobile UEs that are
obtained from a real dataset. With the help of simulation, it has been observed that
the overall gain of the throughout is higher for MIMO in comparison to that of the
one without MIMO.
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Automatic Vehicle Service Monitoring
and Tracking System Using IoT
and Machine Learning

M. S. Srikanth, T. G. Keerthan Kumar, and Vivek Sharma

Abstract Nowadays, vehicle monitoring is emerging as a very tedious job, which
requires the maintenance of the record or by recalling the date again and again for
the service, and one more problem is tracking the vehicle location for providing
better security and safety measures during the travelling. In both cases, it requires
more human effort. The proposed model uses the novel technologies like IoT, cloud
computing and machine learning. IoT allows various devices to interact and collect
data like distance travelled, lubricant level, tyre conditions, smoke emission, other
hardware parts conditions and also global positioning system (GPS) to track vehicle
location. This data will be collected from various sensors like IR (infrared), MQ
6 sensor, HC SR 04 ultrasonic sensor, light-dependent resistor (LDR) sensor and
stored in the cloud storage system. The machine learning algorithm is used to train
the proposed model by using the samples data which is collected from the real-time
vehicle service stations for service monitoring and GPS data for vehicle tracking
purpose. Then this trained model is used to predict the vehicle’s condition based on
that it will suggest the next date of service. This will help us to condense the quantity
of human effort required to predict the vehicle service date. By use of previously fed
data and algorithms used to analyse, the model is capable of providing the efficient
result. Finally, the collected data is stored in the cloud storage and used to forecast
upcoming service date, and all these activities like vehicle service date and GPS
location data are provided through an Android application for ease of use to the user
and the service provider for their need.
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1 Introduction

In the modern era, everyone is more dependent on the vehicles either by using
public or private transportation. The vehicle servicing is a set of the activities that
are followed to maintain the vehicle in the good condition. To maintain the vehicle
in good condition, the time to time service is essential. The vehicle servicing is
all depend on the internal factors like distance travelled, lubricant (oil) level, tyre
conditions, the smoke emission, depending on the other hardware parts conditions
and external factors like a year of manufacture, vehicle model, driving conditions,
the speed of driving, and the weather conditions. For long usage and maintaining its
original performance, the vehicle servicing is important for very regular interval.

Traditional vehicle service is carried out in a very random fashion like first when-
ever the problem occurs while driving, in this case, definitely the owner faces the very
big problem in terms of location or time where vehicle gets off while travelling. In
another case, when the owner gets the reminder call from the vehicle service station,
but in this case, the owner must be aware of the call and he must be ready with all
financial required but here, the vehicle owner as to be depend on the service station.

Themain problem from traditional vehicle servicemonitoring is the vehicle owner
as to remember the dates of previous service or he or she has to wait for the call from
the service station. In such situations, during the travel, if the vehicle may go off
or poor performance before the next date of service, vehicle owner totally unaware
of what to do next and where to take the vehicle for service. Proposed model uses
machine learning which is one of the most trending technologies [1, 2]. As it is proof
from the name, it gives the computer system that which makes it more similar to the
humans being. Machine learning is actively being used today, in more places than
one would expect. One more emerging technology is Internet of things (IoT) [3–5],
where all the devices are connected and communicated to each other using various
sensors. Finally, the data which user can receive from all connected IoT devices can
be stored in the cloud for further processing and analysis [6–8].

2 Literature Survey

Many works are carried out previously in the area of Android application develop-
ment for vehicle service monitoring, but no tracking system. In Anusha et al. [3]
proposed a method of contemporary technology by means of Embedded C program-
ming language and the unit developed via LPC2148. Kamijo et al. [9] proposed an
Android-based vehicle service status monitoring system in which Android applica-
tion is used to carry out the vehicle facility user-friendly but this application not
concentrated on hardware devices, and it covers few features like notification of the
service, service status tracking and monitoring. But here, no concepts of storing the
data for future prediction and no synchronization of hardware devices. It means that it
is not used any technologies likemachine learning and IoT. Pham et al. [10] proposed
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vehicle tracking system using GPS and GSM modem by using GPS technology; it
is easy to find out the cellular mobile towers and the remote devices and the vehicle
location. The GPS technology is used to find out the latitude and longitude in themap
where the vehicle is located. But there is no service providing facility is incorporated
in this model. So vehicle owner completely unaware of what went wrong in vehicle.
Celesti et al. [11] proposed a cloud system with IoT using OpenGTS and MongoDB
for monitoring traffic and alert. Mahalle et al. [12] proposed the hybrid system of
securing data in the cloud. The hybrid combination is implemented using RSA and
AES algorithms to improve the safety of the cloud data. Here, author emphasises on
providing security for data which is uploaded. The data which is stored, the down-
loading of that data is done in such a way that the integrity of data is maintained and
the data is retrieved in the secured manner and also the proper usage of the private
key, public key and secret keys which involved in encryption and decryption which
are the important features of RSA algorithm. Then this encrypted data will be further
encrypted with the help of a secret key and public key. By use of this method, it is
difficult for any third party to decrypt the actual data easily, and hence, this method
provides more security.

3 Proposed Framework

In the proposed framework, the vehicle data is captured using various interconnected
IoT devices, in order to solve the vehicle owner problem towards monitoring and
tracking of vehicle status.

• The Arduino Uno board: It is microcontroller board and uses Flash and
EEPROM as a storage.

• NodeMCU: It is having an USB input and formed by ESP12E. It provides an
access to general-purpose input and output (GPIO).

• Infrared(IR) sensors: Used for motion detection and used to monitor the heat of
the engine.

• MQ-6 gas sensor: It is a gas sensor used to detect the gas leakage of a vehicle
and its very low-cost device.

• Ultrasonic sensor: The accurate distance can be measured by the ultrasonic
sensor.

• Light-dependent resistor (LDR) sensor: It ismade up of semiconductormaterial
and used to sense the light.

• WIFI module: Used for WIFI to establish network connectivity across various
module.

• Temperature sensor: It is used to measure the temperature of any object.
• Inter-integrated circuit (I2C): I2C used for intention of message between chips

exist in on the same printed circuit board.
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3.1 System Design

The proposed model is shown in Fig. 1. It consists of three modules, namely data,
service side and user side module. Here, the various parameters of a vehicle such
as distance travelled, quantity of emitted smoke and lubricant level are collected
from various sensors, and data is stored in temporary memory and moved to cloud
for future reference using WIFI module by encrypting the data and same data is
decrypted and accede by the Android application. The data stored in cloud can be
used by multiple linear regression algorithm for prediction of the service date. It uses
various parameters like distance travelled, quantity of emitted smoke, lubricant level
for training the data model and efficient estimation of the upcoming service date for
the vehicle. The flow chart for the Android application is shown in Fig. 2, and both
user and service provider can register and login to the application for accessing the
data from cloud. In the proposed model, the Android application repeatedly informs
the owner about vehicle service date and nearest service provider details using GPS
details, and after the vehicle service, a notification will go to vehicle owner regarding
service completion and payment for service. Along with this facility, owner can see
previous service history also.

Distance is being collected based on the constant speed of the vehicle. The average
speed of the vehicle is 25 m/s. So the total distance covered by the vehicle is
determined by using Eq. (1).

Fig. 1 Proposed model
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Fig. 2 Flow chart of application

Distance = Speed (meters) ∗ Time (in seconds) (1)

The multiple linear regression [13] will consider several prediction parameters
for getting the output. The output of this framework is also dependent on several
parameters like distance travelled, lubricant level, smoke emission, etc., and against
these parameters, the next service date of the vehicle is predicted. These parameters
are independent variables and the next service date is the dependent variable. The
accuracy of the regression model is being determined by using equation Eq. (2).

Co-efficient of determination
(
R2

) = 1−(SSE/SST) (2)

where

SSE error sum of squares
SST total sum of squares
R2 Co-efficient of determination.

Multiple Linear Regression Algorithm
Actual value = regression · predict(X_cordinates).

SS_Residual error = sum((Y-Actual value)ˆ2).
SS_Total = sum((Y-mean(Y))ˆ2).
r_squared = 1 − (float(SS_Residual))/SS_Total.
All the collected data is encrypted using RSA algorithm and stored in cloud

storage. When the data is to be stored in the cloud server, the data is encrypted using
the public key, and when the data is retrieved using Android application, the private



958 M. S. Srikanth et al.

key is used. This will not let any third party to access the data. It also uses one
common key that is being used along with the private key and public key. Hence, a
good security is provided.

3.2 Implementation

Fig. 6 shows the architecture model. Here, various sensors like IR, MQ 6, ultrasonic,
LDR sensors, etc. are interconnected to the Arduino board [14]. From these sensors,
the data is collected in regular interval, and this data will be used for training the
model and thereby used for prediction vehicle condition and upcoming service dates.
The proposedmodel consists of threemodules, namely datamodule, service provider
module and user (vehicle owner) module.

In the data collection module as shown in Fig. 3, the various real-time data like
total distance travelled by the vehicle, GPS location, level of the lubricant, quantity
of smoke emitted from the vehicle, all these data are collected from interconnected
sensor devices through Arduino board [15] in regular intervals, and finally, data is
encrypted using RSA algorithm [16] to protect the data from the attackers and stored
in cloud server. Proposed model can use this data for input for machine learning
algorithms like multiple linear regression which is used to predict the next date of
vehicle service. The next module is at service provider side; through the application,
the service provider can view the status of the vehicle which is registered for the
service from the vehicle owner. The application retrieves the data from the cloud
[17]. After viewing the real-time data service, provider can take the necessary actions
for the vehicle and same is stored again in cloud for prediction of the next service

Fig. 3 Data collection
module
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date for the vehicle, and in the other side, same can be viewed by the vehicle owner
regarding the vehicle service status as well as cost for the service as shown in Fig. 4.

Fig. 5 shows user side module, fromwhich vehicle owner can login to the applica-
tion then he can update its profile and they can search for the nearest service centre.
Once the vehicle reaches the service station for the service, the service provider
makes use of this application, and he can view the current status of the vehicle and

Fig. 4 Service side module

Fig. 5 User side module
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Fig. 6 Architecture model

do the necessary service, and same will be stored in cloud for future usage by using
this data for multiple linear regression algorithm for prediction of next service date as
shown in the (Fig. 6).

4 Results

Hardware connections to collect distance travelled temperature and level of lubricant
are shown in Fig. 7. Hardware set-up for emission test of vehicle is shown in Fig. 8.
The use case diagram is represented in Fig. 9. There are two users of this application,
one user is a vehicle owner and another one is the service provider. Both vehicle
owner and service provider will register for the application and vehicle owner can
view the status or current condition of the vehicle after login and service provider
can fill the cost for each service and can provide suggestions for the vehicle owner
through this application.

The front page and login/sign up page of the Android application shown in
Fig. 10a, b, respectively, andFig. 10c show the registrationpageof theuser. Figure 11a
shows the login and sign up/Registration page of the Android application for service
provider and Fig. 11b shows the registration page of service provider. The service
provider can register by providing service station details like city, vehicle brand and
phone number. Figure 12 shows the vehicle booking page; after successful login
by the vehicle owner, owner can do vehicle booking by selecting the city where he
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Fig. 7 Connections to collect distance travelled temperature and level of lubricant

Fig. 8 Hardware set-up for emission test of vehicle

wants to give it for service, date and vehicle brand type. Service provider can see the
registered vehicles owner details for service station by logging in to service login
page and can accept or reject the request based on the availability. If the request
is accepted, then the following factors are checked based on the previous vehicle
service history and present status of various factors like battery, brake cam, brake
effectiveness, carburettor assembly, carburettor breath hose, clutch, control cables,
engine, front wheel, headlamp, kick starter, oil, sparkplug, steering, transmission
oil, which are obtained from the various supporting sensors used in this model and
are passed as inputs for the multiple linear regression and other relevant algorithms
to carry out the service. Once the service is done, same is updated in Android
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Fig. 9 Use case diagram

application along with cost of each and same thing is reflected on vehicle owner
page. Figure 13 shows the coefficients of multiple linear regression algorithm. By
using multiple linear regression algorithm, next service details can be predicted.

5 Conclusions

This paper has successfully proposed an Android application for providing vehicle
servicemonitoring and trackingmore efficiently to the user. The IoT technology helps
in fast gathering of data from various vehicle components andmachine learning algo-
rithms are used to process the collected data and give best results to the users. GPS
location helps to keep track of vehicle and providing needs in case of emergency.
The proposed system helps in automatic monitoring and servicing of the vehicle by
notifying the service dates from time to time to the vehicle owner. By this applica-
tion, the vehicle owner will be conscious of the present status of the vehicle which
implemented using IoT and machine learning algorithms. The service provider also
can make use of this application for analysing the vehicle status and for prediction of
service cost in early time, and user also gets to know about complete service details
of his/her vehicle from the application itself. This model helps to keep vehicle in
good condition. Finally, this model overcomes the limitations and risks facing the
traditional methods and gives the efficient service.
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Fig. 10 Android application a front page. b Login/sign up page of vehicle owner. c Registration
page of owner
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Fig. 11 Android application. a Login/sign up page of service provider. b Registration page of
service provider
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Fig. 12 Vehicle booking page
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Fig. 13 Coefficients of multiple linear regression algorithm
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Machine Learning-Based Application
to Detect Pepper Leaf Diseases Using
HistGradientBoosting Classifier
with Fused HOG and LBP Features

Matta Bharathi Devi and K. Amarendra

Abstract Pepper leaf disease detection is oneof the interesting challenges in thefield
of machine learning. In this paper, a machine learning-based approach is proposed
to extract texture features and use dimensionality reduction techniques called prin-
cipal component analysis (PCA) and create a composite feature descriptor. There
are two different texture-based feature representations extracted by using HOG and
LBP feature engineering techniques were used for the pepper leaf images, and PCA
is applied to obtain reduced representations. These representations are fused and
passed to machine learning models like logistic regression, naïve Bayes, decision
tree, support vector machine, and HistGradientBoosting classifier for classifica-
tion. HistGradientBoosting classifier achieved highest the accuracy of 89.11% and
outperformed other models.

Keywords Histogram of oriented gradients (HOG) · Local binary pattern (LBP) ·
Principal component analysis (PCA) · HistGradientBoosting classifier (HGB) ·
Machine learning

1 Introduction

Detecting plant leaf diseases is one of the major challenges faced by farmers in agri-
culture. It is very important to identify the type of leaf diseases accurately for the
appropriate use of pesticides. Any mistakes in identifying diseases of plants lead
to reduced yield. Plant diseases can be either biotic [1, 2] or abiotic. The primary
cause behind biotic diseases is various living organisms like bacteria, viruses, and
fungi. Biotic diseases are affected by viruses, unlike abiotic diseases which are
affected by inorganic conditions like weather changes and chemicals. Identifying
leaf diseases accurately by observing with the naked eye is a difficult task. Hence,
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there is a requirement for an application that can detect leaf diseases accurately.
There are various automated applications to identify plant leaf diseases.Most of them
used texture representations extracted from leaf images with conventional machine
learning models [3–5].

Most of the recent works in the literature used feature extraction techniques like
histogram of oriented gradients (HOG), local binary patterns (LBP), gray-level co-
occurrence matrix (GLCM) are used in the literature to extract texture-based features
from plant leaf images [6, 7]. These features were provided to popular classifiers like
support vector machine (SVM) to categorize different types of diseased leaves [8, 9].
However, when using these features directly alongwithMLmodels results in reduced
performance, so, in this work, the investigation is made to reduce the dimensions
of texture features and blend them to get composite representation with pepper leaf
dataset [10–12].

Initially, the preprocessing is performed to remove background noise obtained
during image acquisition. Later, the two types of texture-based features extracted
from pepper leaf images are HOG and LBP feature engineering methods and the
principal component analysis (PCA) dimensionality reduction technique is applied
to get reduced representations of HOG and LBP features. In our experiments, it can
be observed that HOG features are better than LBP. Using reduced representations
leads to improve performance. When LBP features are fused with HOG, composite
representations are obtained. These representations contain more discriminant infor-
mation which helps classification models to identify pepper leaf diseases accurately.
Our proposed fused representation achieved the highest accuracy of 89.11%with the
HGB Classifier.

2 Related Work

This part of the paper provides an overview of various methodologies employed for
detecting plant leaf diseases in past. The first part of this section describes various
preprocessing techniques used in the literature followed by feature engineering
methods algorithms that are used for classification.

In the recent past, several preprocessing techniques have been applied to plant leaf
images to correctly identify the type of plant diseases. Most of the previous works
used image processing techniques and applied them to smooth, sharpening filters
enhance the image and used several filters to remove additive noise from the images
[13, 14]. ROI segmentation is a major task employed to detect and segment diseased
portions from images to improve the performance of automated plant leaf disease
diagnosis systems [15–17].

Texture-based features obtained from images play a vital role and affect the perfor-
mance of image classification systems. Histogram of oriented gradients (HOG),
GIST, scale-invariant feature transform (SIFT), local binary patterns (LBP) are
majorly employed feature engineering algorithms to obtain intensity and texture-
based features [6, 18, 19]. These feature engineeringmethods are employed in various
tasks like medical image classification, scene classification, object recognition, and
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leaf disease identification [20–23]. Most machine learning algorithms like K-nearest
neighbor classifier (KNN), decision tree classifier, random forest, support vector
machine (SVM), naïve Bayes classifier are trained on these texture-based features
for classification purpose [8].

A K-nearest neighbor (KNN) classifier with gray-level co-occurrence matrix
(GLCM) texture features of plant leaf images was used to identify plant leaf diseases
[24, 25]. Another machine learning-based system is was proposed for grapes plant
leaf disease detection by Harshal Waghmare et al. At first, the background of all
images was removed and segmentation is performed as a preprocessing step. A
high-pass filter is applied on segmented images to analyze the diseased part of the
leaf. Local binary patterns (LBP)-based texture features are extracted from prepro-
cessed images, and these features were used to identify different types of grape
plant diseases using support vector machine (SVM) classifier [20, 26]. A cotton
leaf disease detection and classification technique based on machine learning and
image processing tools are proposed by Pooja et al. Initially, region of interest (ROI)
is segmented from plant leaf images using image processing tools and features are
extracted. These featureswere passed to SVMclassifier to identify the type of disease
[27, 28].

In this work, the HOG and LBP features extracted from pepper leaf images
and fuse them to create a composite representation. These representations are then
projected to a lower dimension using PCA. Then apply various popular classifica-
tion algorithms like logistic regression, naïve Bayes classifier, decision tree classifier,
support vector machine (SVM) with linear and radial basis function (RBF) kernel,
and HistGradientBoosting classifier for classification purpose.

3 Proposed Methodology

This part of the paper illustrates various stages of the proposed method for pepper
leaf disease detection. Our proposed work consists of four phases, followed one after
the other. They are data preprocessing, feature extraction, dimensionality reduction,
and classification.

3.1 Data Preprocessing

Data acquired from real-world consist of random noise in the background. So, back-
ground subtraction is performedonpepper leaf images to remove randombackground
noise. This is done by creating a suitable mask for every image present in the dataset,
and then background removal operation is performed by using corresponding masks.
Figure 1a represents images from the original dataset, and Fig. 1b represents back-
ground removed images. These processed images are passed to the feature extraction
phase.
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Fig. 1 Pepper leaf images before and after preprocessing

3.2 Feature Extraction

Feature extraction is an important phase in anymachine learning task. In ourwork, the
two different feature extraction techniques chosen are histogramof oriented gradients
(HOG) and local binary patterns (LBP) which extracts texture-based features from
pepper leaf images.

3.2.1 Feature Extraction from Pepper Leaf Images Using HOG

The HOG feature descriptor counts the occurrences of gradient orientation in local-
ized portions of an image. Initially, all processed images of dimension (256 × 256)
are reshaped to (64 × 128) dimensions. Next, changes in X- and Y-directions of
images (gradients) are computed by dividing the entire image into (8 × 8) patches.
Next,magnitude and orientations are computed by using gradients. Then, a histogram
of gradients is calculated for each (8× 8) cell and these cells are combined to create
(16× 16) cells. The gradients of these cells are normalized to get a vector of (1× 36)
dimensions for each cell. Finally, for every image of dimension (64× 128) obtained
a feature vector of 3780 dimensions. This feature descriptor is normalized using
the min–max normalization method. Figure 2 represents a histogram of oriented
gradients computer for a given pepper leaf image.

3.2.2 Feature Extraction from Pepper Leaf Images Using LBP

Local binary patterns (LBP) compute texture features from local regions instead of
computing global texture features as in the case of gray-level co-occurrence matrix
(GLCM). Initially, all processed images of dimension (256 × 256) are reshaped to
(128 × 128) dimensions. Next, all these images are converted to gray scale. LBP
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Fig. 2 Histogram of gradients for a given input image

histogram is obtained from those images by appropriately selecting p and r values,
where p represents the number of points in neighborhood of a pixel and r is the radios.
Finally, for every image of dimension (128 × 128) obtained a feature vector of 26
dimensions. This feature descriptor is normalized using the min–max normalization
method. OpenCV module of python is used to extract LBP features.

3.3 Dimensionality Reduction

In this phase, all the features of dimension 3780 obtained from the HOG feature
extraction technique and 26 dimensions obtained from LBP are projected into lower
dimensional space with 512 and 13 dimensions for HOG and LBP, respectively.
For this, the principal component analysis is used. In the case of limited data, high-
dimensional features may lead to the affliction of dimensionality. To resolve this

Fig. 3 Architecture of proposed system for pepper leaf disease detection
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problem, this module is included in our work. Figure 3 represents the architecture of
the proposed method for pepper leaf disease detection.

3.4 Classification

In this work, popular classification models like logistic regression, naïve Bayes clas-
sifier, decision tree classifier, support vector machine (SVM) with linear and radial
basis function (RBF) kernel, and HistGradientBoosting classifier were utilized. The
performance extracted features are tested before and after applying the dimension-
ality reduction. The SVM along with the RBF kernel and HistGradientBoosting
kernels performs better than other classifiers for both HOG and LBP features in
both the cases of dimensionality reduction. Finally, the HOG and LBP features were
fused to form a composite feature representation of dimension 3806. With these
features, HistGradientBoosting classifiers achieved the highest accuracy of 89.11%
and outperformed all other models.

4 Experimental Results

This section provides a precise picture of the experiments conducted and the results
obtained using the proposed method. Initially, an overview of the dataset used for
experiments is described followed by evaluation metrics used to measure the perfor-
mance of the proposed method. Finally, a summary of experiments and their results
is provided.

4.1 Pepper Leaf Disease Dataset

The pepper leaf disease dataset is used, and the part of the plant village dataset is also
used which contains 54,306 samples of 26 types of diseased leaf images belonging
to 14 types of plant species. This dataset contains 2475 samples of pepper plants
representing both healthy and diseased leaves. 997 samples belong to the healthy
category and1478 samples belong to the bacterial spot category.Totally 1980 samples
are considered for training, and 495 samples are used for testing model performance.
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Table 1 Performance of ML algorithms with HOG features

Model Accuracy Precision Recall F1

LR 75.4 75 75 75

Naïve Bayes 70.97 78 71 66

Decision tree 67.74 67 68 67

SVM—linear 77.82 78 78 78

SVM—RBF 83.06 84 83 83

HGB 84.81 85 84 85

4.2 Performance Evaluation Measures

Different classification model performance evaluation measures like accuracy, preci-
sion, recall, F1-score are calculated to prove the efficiency of the proposed method
on test data. These measures can be computed using the confusion matrix.

4.3 Result Analysis

The experiments were conducted in three different ways to check the performance of
classification models with HOG, LBP, and fused features before and after applying
PCA for pepper leaf disease detection.

4.3.1 Experiments Without Dimensionality Reduction

These experiments are conducted to check how well HOG and LBP features can
detect pepper leaf diseases before dimensionality reduction.

From Table 1, it is clear that HistGradientBoosting classifier outperformed other
ML by achieving an accuracy of 84.81%. Comparatively, the decision tree classifier
could not perform well. SVMwith RBF kernel also obtained an accuracy of 83.06%
which is the second highest measure. From Table 2, it can be observed that the HGB
classifier achieved 83.87% accuracy with LBP features and the naïve Bayes classifier
obtained lower accuracy. From both experiments, the HOG features perform better
than LBP features for the task of pepper leaf disease detection, and theHGB classifier
outperformed all other models used, with both types of features.

4.3.2 Experiments After Applying Dimensionality Reduction

These experiments are conducted to check how well HOG and LBP features can
detect pepper leaf diseases after dimensionality reduction (Tables 3 and 4).
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Table 2 Performance of ML algorithms with LBP features

Model Accuracy Precision Recall F1

LR 80.24 80 80 80

Naïve Bayes 67.74 69 68 68

Decision tree 72.58 73 73 73

SVM—linear 81.05 81 81 81

SVM—RBF 81.85 82 82 82

HGB 83.87 84 84 84

Table 3 Performance of ML algorithms with HOG features

Model Accuracy Precision Recall F1

LR 73.39 73 73 73

Naïve Bayes 76.21 76 76 76

Decision tree 62.5 62 62 62

SVM—linear 77.98 79 78 79

SVM—RBF 84.27 84 84 84

HGB 85.47 85 85 85

Table 4 Performance of ML algorithms with LBP features

Model Accuracy Precision Recall F1

LR 79.44 79 79 79

Naïve Bayes 82.26 82 82 82

Decision tree 77.02 77 77 77

SVM—linear 80.24 80 80 80

SVM—RBF 83.47 83 83 83

HGB 84.27 84 84 84

From previous experiments, it is clear that after applying PCA, there is a signifi-
cant improvement in the performance of classification models with both, HOG and
LBP features. HGB classifier followed the same trend and outperformed other clas-
sification models with both HOG and LBP features after applying PCA. Even after
reduced dimension, there is a significant improvement in all measures used to test
the efficiency of models.

4.3.3 Experiments with Fused Features of HOG and LBP

This experiment is conducted to check the performance ofMLmodelswith composite
representation obtained after blending LBP features with HOG features.
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Table 5 Performance of ML algorithms with fused HOG and LBP features

Model Accuracy Precision Recall F1

LR 80.24 80 80 80

Naïve Bayes 75.81 76 76 76

Decision tree 69.35 70 69 69

SVM—linear 81.05 81 81 81

SVM—RBF 88.71 89 89 89

HGB 89.11 89 89 89

From Table 5, it is clear that the HGB classifier trained on fused feature descriptor
obtained 89.11% accuracy which is highest when compared with the performance
of the same classifier trained on HOG and LBP features before and after applying
PCA. So, it can be concluded that fused texture representations of pepper leaf images
help to identify diseases accurately rather than using conventional usage of LBP and
HOG features.

5 Conclusion

Pepper is themost recently used ingredient in dishes. Identifying pepper leaf diseases
is a challenge for farmers. There is a high requirement to automate the process of
detecting pepper leaf diseased for correct usage of pesticides and reduce the loss of
yield. In this paper, the performance of various classification models along with two
different types texture-based features was investigated. During our experiments, it
can be observed that models can perform well with reduced representations of HOG
and LBP features rather than using them directly. The fused representation of HOG
and LBP features helped the models to perform well, and there is a 4% improvement
in accuracy with fused features. In our experiments, it can also be observed that the
HGB classifier outperforms other ML algorithms in every case.
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Efficacy of Indian Government Welfare
Schemes Using Aspect-Based
Sentimental Analysis

Maninder Kaur, Akshay Girdhar, and Inderjeet Singh

Abstract One of the simplestmethods to understand people’s thoughts using images
or text is commonly given as sentiment analysis. Sentiment analysis is usedmostly in
products advertisement and promotion depends on the user’s opinion. The process is
based on the aspect-based sentiment analysis and it is used to understand and find out
what someone is speaking about, and likeness and dislikeness. One of the real-world
models of the perfect realm of this subject is the huge number of available Indian
welfare plans like Swachh Bharat Abhiyan and JanDhanYojna. In this paper, labeled
data is used on the basis of polarity. Tweets are preprocessed and unigram features are
then extracted. In the initial steps, tokenization process, stop word removal process,
and stemming process are performed as preprocessing to remove duplicate data. The
unigram features and labels trained by support vector machine (SVM), K-nearest
neighbor (KNN), and a combination of SVM, KNN, and random forest as a proposed
model are used in the presented work. Implementation of experimental proposed
approach demonstrates that better results in accuracy and precision than SVM and
KNN.

Keywords Sentiment analysis · Aspect · Support vector machine · K-nearest
neighbor
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1 Introduction

In natural language processing, sentiment analysis is considered as most significant
tool because it opens up numerous possibilities to understand people’s sentiments
on different topics. The purpose of an aspect-based sentiment analysis is to detect
the features of the particular entity. The positive and negative aspects of a particular
topic can be analyzed through aspect-based sentiment analysis [1]. In this research
paper, aspect-based sentiment analysis (ASBA) is implemented on the tweets of the
government welfare schemes. This type of analysis is mainly domain specific. The
government has launched the various welfare schemes for schools, states, as well
as center. The given outlines progress in collaboration with center and state govern-
ments. The welfare schemes have been mostly introduced to develop the weaker and
minority section of the society [2]. Many schemes are launched but in this research
work is on Swachh Bharat Abhiyan and Jan Dhan Yojna. These schemes empower
every Indian by helping them financially and providing the basic facilities [3].

A. Two Types of Sentiment Analysis

Document Level: If the analysis is performed using documents to identify the positive
and negative view of the single entity, then it is document level analysis [4].

Comparative: In many cases, users express their views by comparing with the
similar product or entity. Themaingoal is to identify the opinion from the comparative
sentence [4].

The research work is structured as follows: Related works are presented in Sect. 2,
proposed model is presented in Sect. 3, results and its discussions are presented in
Sect. 4, and finally, conclusion is presented in Sect. 5.

2 Related Work

Various approaches proposed by the researchers for sentiment analysis are presented
in this section. Shidaganti et al. [5] presented a technique that used data mining along
withmachine learning as a combination process. Clustering is done by using k-means
clustering and hierarchical clustering approach. This approach helps to analyze the
data of different organizations which helps in understanding the thoughts and opin-
ions related to the product. Rout et al. [6] presented the way to deal with unstructured
data of social media like blogs, Twitter for sentiment and emotion analysis. The
supervised and unsupervised approaches are performed on different databases. The
unsupervised approach was used for automatic identification of sentiments for the
tweets. The sentiment identification is done by using maximum entropy, multino-
mial Naïve Bayes, and support vector machine classifier. This approach also works
well if it will apply on the larger dataset in future. Mumtaz et al. [7] presented an
approach which is a combination of lexical-based approach and machine learning.
In this proposed work, hybrid approach was used, which gave high accuracy than
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the classical lexical method and provides the enhanced redundancy than learning
approach. Natural language processing to extract sentiments from texts is performed
in the approach. Al-Smadi et al. [8] worked on aspect-based sentiment analysis to
review the hotels in Arabic. Long short-term memory (LSTM) neural networks are
used in the research model and it was implemented in two levels that are character
level and aspect based with random field classifier and polarity classification based.
Chen et al. [9] presented a visualization approach called Tag Net which is used
for sentiment analysis. This approach combines the improved node-link diagrams
with tag clouds to obtain heterogeneous time varying information. Large datasets
scalability is improved using the proposed algorithm. Fouad et al. [10] presented a
model for Twitter sentiment analysis which describes the tweet is positive or nega-
tive by using the concept of machine learning. The presented work uses different
methods to label the input in the training phase using different datasets. The classifi-
cation is also done by using different classifiers to compare their performances. The
concept of feature selection and information gain is used in this work. Jones et al.
[11] focused on the implication of PMJDY scheme for the development all over
India. The main aim of scheme was to make India digitized, even the rural areas are
conscious about their bank accounts to obtain government offering benefits directly.
Demonetization of currency and all these measures lead toward the progress in the
structure of Indian economy. This scheme ensures the better quality of life in the
country and helps improve the living status of the people. India is the only nation
where 50% of people are in the working age group. Khan et al. [12] focused on
the challenges that Twitter information faces, concentrating on order issues, and
afterward consider these streams for supposition mining and sentiment analysis.
To manage gushing unequal classes, the sliding window Kappa measurement for
assessment in time-changing information streams was used. Utilizing this measure-
ment an investigation is performed on Twitter information for utilizing learning
calculations for information streams. Greica et al. [13] presented an analytic model
which performs aspect classification, separation and polarity classification for anal-
ysis. The testing of domain aspect and sentiment classification is performed on the
multilingual SemEval dataset. Pham et al. [14] presented the multilayer architecture
for representing customer review. It extracts the views for product from the senti-
ment aspects and sentences related to review. The multilayer architecture represents
the different level of sentiments for input text. This model is integrated with neural
network for prediction of overall ratings of the product. Rathan et al. [15] worked on
the review of mobile phones by using the tweets. In this lexicon-based approach is
used for data labeling and this improves the classification process. The support vector
machine classifier classifies the tweets with efficient accuracy level. Kim et al. [16]
worked on the co-occurrence of data by using supervised and unsupervised methods.
A framework is used for processing texts reviews. This work also finds the aspect
categories according to review sentences and provides effective outcomes from the
F-score. Pannala et al. [17] presented the existing work for the opinion mining that
was done on the word level, not on the sentence level. The work was done on the
trained dataset. In this author presents the combination of natural language (NL) and
machine learning (ML) model to process the dataset which has 1654 aspects in the
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training dataset with different category annotations and 845 aspects in the test dataset
with different category annotations for analysis.

The performance of software is measured by SVM and logistics regression algo-
rithm. Previously, work was done on the static parameters which reduce the effective
learning of tweets according to its label. The nonparametric approach uses number of
coefficient parameters those increase the over fitting. In proposed paper, the hyper-
parameters are used which reduces the adaptive features of learning. The analysis is
on the combined performance of parametric (SVM), nonparametric (KNN), and the
random forest is used.

3 Methodology

The data is collected for the experiment from Twitter and stored in a database for
preprocessing. After the preprocessing on the feature label, the processed data is
learned by KNN, SVM, and proposed model which is the combination of (KNN,
SVM, random forest) these. By these respective models, tweets are predicted and
classified, respectively. The below-given section describes the proposed method-
ology of the model and the techniques used in this work in detail. The pictorial
representation of the proposed model is presented in Fig. 1.

Step 1: Collection of data
The proposed model used the data collected from the Twitter, regarding government
welfare schemes as input. People get easy access to financial and banking services
due to Jan Dhan Yojna of government welfare schemes and the main aim of Swachh
Bharat Abhiyan is to keep India clean [18]; tweets regarding both the scheme have
been used to determine the public review based on aspect-based sentiment analysis.
The data that retrieved from the social media is in unstructured form due to intensive
information.

Step 2: Data Storing and fetching
The retrieved tweets are put in storage as .csv files, and it is fetched using a Python
tool PyCharm [19]. Around 3000 tweets are stored for the purpose of training and
testing the datasets. Data mining algorithm (SVM, KNN, and hybrid SVM-KNN) is
utilized to train and test the fetched tweets.

Step 3: Preprocessing
The redundant and noise contents are removed in preprocessing step which makes
the data suitable for training process [20].

Data cleaning is performed based on the following steps.

(i) All the uppercase is converted to lowercase.
(ii) Remove all the Internet slangs from the data.
(iii) Removing all the stopping words from the list.
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Fig. 1 Proposed framework process flow

(iv) Eliminating all the additional white spaces.
(v) Compress the duplicate words.
(vi) All the hashtags are removed but the hashtags texts are selected.

Step 4: Classification using data mining techniques
Classification is performed using data mining techniques to categorize the data into
various aspects such as .

First aspect: increase fund/decrease fund.
Second aspect: improvement in growth/not growth/growth.
Third aspect: goes really fast/works/hard fix.
Fourth aspect: incredible/good/not good.
On the basis of these parameters, the data is trained and tested.
Machine learning models are trained using the training datasets. In the proposed

framework, training data is implemented for classification, then testing dataset is
prepared that is not before used in the proposed model for training.
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Step 5: Optimize the classification results
The classification results are need to be checked to confirm whether the learning
models training datasets follow the defined rules or not. This process is performed to
obtain accurate and error-free results. Python is used to train and test the proposed
KNN-SVM random forest model. The tweets nature is predicted as optimal value
based on the classification results.

4 Results and Discussion

The proposed model classification performance is evaluated and compared with
conventional approaches to validate the better performance. The experiment result
validation is done by using fivefold and tenfold validation approach. The data is
divided into k subsets in cross validation which has equal size and the training
process and testing process are repeated for k-times. Every time one group of subset
will be used for testing of data and other k-1 subsets of data will be treated as training
data. The result analysis is done on SVM, KNN, and the combination of proposed
model (SVM, KNN and random forest algorithm). The parameters used in this for
analysis process are accuracy, precision, recall, and F-measure.

The classification accuracy of all the three models is depicted in Fig. 2. It is
observed that the proposed shows themaximumaccuracy in both fold testing process.
KNN obtains the least accuracy performance of 49.23%, 51.23%, respectively, for
both processes.

The precision analysis for proposed model and conventional SVM and KNN
model is depicted in Fig. 3. The proposed algorithm shows the maximum precision
and KNN obtains minimum precision 50.23, 51.23 in fivefold and tenfold validation
process, respectively (Fig. 4).

The overall performance of all the classifiers is presented in figure. It is observed
that the proposed model (KNN-SVM-random forest) shows the optimum, enhanced
results with 82% in comparison with the SVM and KNN.

Fig. 2 Accuracy
comparison
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Fig. 3 Precision analysis
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Fig. 4 Overall performance
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5 Conclusion

Ahybrid classifier is presented in this researchwork as sentiment analysismodel. The
proposed hybrid model obtains better results by utilizing part-of-speech (POS) tags
and word dependencies for aspect-based sentiment analysis. Efficacy of government
welfare schemes using the proposed model is computed 82% under the restricted
environment. In future work, improvement in the accuracy will be considered by
reducing the feature sparsely by divergence and optimization approaches, improve
the classifier by deep learning approaches. Additionally, other tasks that are Aspect
Based Sentiment analysis also tested on the applicability on best of learning and
concerns with the integration of POS tags, word dependencies, and possibly other
NLP tools.
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